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Zusammenfassung
Die Leistung maschineller Übersetzungssysteme in Forschungseinrichtun-
gen hat in den letzten Jahren beträchtliche Fortschritte gemacht. Dies
ist insbesondere für Statistische Maschinenübersetzung der Fall. Seit
ihrer Einführung, beginnend etwa 1990, erreichte diese Technik meist
bessere Ergebnisse als alle anderen Verfahren und liefert derzeit beachtliche
Übersetzungsleistungen.
Insbesondere in eingeschränkten Themenbereichen, wie touristischen Di-
alogen und medizinischen und militärischen Anwendungen, könnten die
Übersetzungen bereits in realen Situationen sehr nützlich sein. Man ist hier
nicht mehr nur auf Forschungseinrichtungen und Vorführungen beschränkt.
Die Frage ist nicht mehr länger nur, wie die Technologie auf einen
angemessenen Level gebracht werden kann, sondern auch, wie die existierende
Technik tatsächlich eingesetzt werden kann. Wie können Systeme entwickelt
werden, die Touristen, Mediziner und Soldaten tatsächlich sinnvoll benutzen
können und wollen?
Die folgenden Punkte sind unserer Ansicht nach die wichtigsten Unter-
schiede zwischen einem bestehenden Forschungssystem und einem System,
das tatsächlich eingesetzt werden könnte:
Forschungssystem Einsetzbares System
Sprachen Wenige Sprachenpaare Viele Sprachenpaare
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Ein wichtiger Unterschied zwischen einem Forschungssystem und einem
einsetzbaren System ist die Anzahl der unterstützten Sprachen. Die meisten
Forschungseinrichtungen konzentrieren sich auf wenige Sprachenpaare, für
die größere Korpora verfügbar sind. Systeme, die für Touristen und vor
allem für medizinische Katastrophenhilfe oder militärische Zwecke verwendet
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werden sollen, müssten eine viel größere Anzahl von Sprachen unterstützen.
Insbesondere ist es notwendig, schnell Systeme für neue Sprachen zu ent-
wickeln, die in den Mittelpunkt des Interesses rücken, z.B. aufgrund von
medizinischen oder militärischen Einsätzen.
Übersetzungssysteme in Forschungseinrichtungen laufen in der Regel auf
leistungsfähigen Servern, um größere und komplexere Modelle nutzen zu
können. Auch kleine Leistungsverbesserungen sollen realisiert werden. Die
Benutzer sind Forscher und Experten, deren Ziel nicht die Einfachheit der
Benutzeroberfläche ist. Ziel ist Flexibilität, die Möglichkeit einer einfachen
Integration von zusätzlichen Komponenten und das schnelle Durchführen von
Experimenten.
Für Benutzer außerhalb der Forschungseinrichtungen in den genannten
Anwendungsgebieten Tourismus, Medizin und Militär ist es unerlässlich, dass
das Gerät tatsächlich tragbar ist. Ein Notebook-Computer könnte in einigen
Situationen akzeptabel sein, aber das Ziel wäre in der Regel die Übersetzung
auf einem PDA, einer tragbaren Spielkonsole oder auf einem Mobiltelefon.
Touristen, medizinisches und militärisches Personal werden auch keine Be-
nutzeroberfläche tolerieren, die ihre kommunikativen Fähigkeiten einschränkt
und ein einfach zu bedienendes System fordern. Allerdings sind einfache Be-
nutzerschnittstellen verfügbar und wurden bereits mehrfach demonstriert,
weshalb sie hier nicht weiter berücksichtigt werden.
Übersetzungssysteme in Forschungseinrichtungen werden in der Regel in
Evaluationen oder in Demonstrationen eingesetzt. Die Testsätze in diesen
Situationen sind entweder zur Veranschaulichung einer spezifischen Fähigkeit
ausgewählt oder sind standardisiert, um Vergleiche zwischen verschiedenen
Gruppen anzustellen. Die Testsätze versuchen natürlich die tatsächliche Auf-
gabe zu emulieren, verfehlen dieses Ziel aber oft, insbesondere im Hinblick auf
Eigennamen und Spezialvokabular. Dies wird durch die Standard-Metriken
unterstützt, die nur wenig Wert auf die korrekte Übersetzung eines indi-
viduellen Namens legen. Andererseits ist es für einen tatsächlichen Benutzer
von entscheidender Bedeutung, Eigennamen übersetzen zu können, um er-
folgreich zu kommunizieren. Eigennamen sind oft die wichtigsten Träger
von Informationen, und für spezifische Anwendungen wird unter Umständen
Spezialvokabular benötigt.
Die drei wichtigsten Themen dieser Arbeit sind nach dieser Analyse:
• Portabilität für die schnelle und kostengünstige Übertragung auf neue
Sprachpaare
• Übersetzungsmodelle für kleine, tragbare Geräte
• Verbesserung der Abdeckung von Eigennamen und Spezialvokabular
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Portabilität auf neue Sprachenpaare Der wichtigste Kostenfaktor
bei der Portierung eines statistischen Übersetzungssystems auf ein neues
Sprachenpaar ist die Produktion der Trainingsdaten; hier insbesondere die
Übersetzung eines monolingualen Korpus zur Erstellung eines bilingualen
Korpus. Zur Begrenzung der Zahl der erforderlichen Übersetzungen wird
der Nutzen eines übersetzten Satzes mit verschiedenen Gewichtungstermen
abgeschätzt. In formaler Darstellung ist dieses Problem NP-vollständig bzw.
NP-hart, aber die spezifische Situation erlaubt die Anwendung eines effizien-
ten Greedy-Algorithmus. Die Gewichtung der Sätze basiert in der Regel
auf der Anzahl und Häufigkeit der bisher ungesehenen n-Gramme in dem je-
weiligen Satz. Außerdem wird ein informationstheoretischer Ansatz auf Basis
von TF-IDF getestet. In einem letzten Ansatz wird der Wert für bereits
übersetzte Worte, basierend auf ihren Übersetzungswahrscheinlichkeiten,
dynamisch angepasst. Dadurch können mehrdeutige Worte ermittelt wer-
den, für die weitere Sätze übersetzt werden sollten. Nach der Sortierung
des monolingualen Korpus gemäss dieser Gewichtungsterme können kleinere
Korpora für die menschliche Übersetzung ausgewählt werden. Es kann
gezeigt werden, dass Systeme, die auf den kleineren Trainingsdaten trainiert
werden, sehr gute Übersetzungsqualität erreichen können. Abhängig von der
jeweiligen Situation können die notwendigen Trainingsdaten und damit die
Übersetzerkosten um bis zu 75% reduziert werden.
Übersetzungsmodelle für tragbare Geräte Das Hauptproblem,
Übersetzungssysteme auf tragbaren Geräten, wie einem PDA, auszuführen,
ist der Speicher- und Festplattenbedarf der Übersetzungs- und Sprachmod-
elle. Die Prozessorgeschwindigkeit selbst ist auch ein Engpass, es kon-
nte aber gezeigt werden, dass Fließkomma-Operationen durch Festpunkt
bzw. Integerarithmetik ersetzt werden können, sodass PDA-Prozessoren
akzeptable Geschwindigkeiten und nahezu gleiche Übersetzungsqualität er-
reichen. Das verbleibende Problem ist der Speicherverbrauch der Modelle.
Clevere Kodierung und Komprimierungsverfahren können diese erheblich
reduzieren. Insbesondere Sprachmodelle können sehr effizient durch eine
Bloomfilter-Datenstruktur – eine verlustbehaftete Hashing-Technik – kodiert
werden. Die Phrasentabelle kann jedoch nicht so leicht komprimiert werden,
und Phrasenpaare müssen entfernt werden, um Speicherplatz einzusparen.
Es ist hier das Ziel, genügend Phrasenpaare zu entfernen, um das Mod-
ell auf einem tragbaren Gerät zu nutzen und gleichzeitig die bestmögliche
Übersetzungqualität zu erreichen. Ein neuer Ansatz zur Entfernung von
Phrasenpaaren wird präsentiert, der die Bedeutung eines Phrasenpaares auf
Grundlage der tatsächlichen Nutzungsstatistik dieses Phrasenpaares bei der
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Übersetzung von großen Mengen von Text abschätzt. Dieser Ansatz wurde
durch den Optimal Brain Damage-Algorithmus für neuronale Netze inspiri-
ert. Mehrere Parameter und Konfigurationen werden untersucht, und es kann
gezeigt werden, dass die Zahl der Phrasenpaare um bis zu 80% verringert
werden kann, ohne wesentliche Auswirkungen auf die Übersetzungsleistung.
Dies übertrifft alle bisher bekannten Techniken.
Verbesserung der Abdeckung von Namen und Spezialvokabular
Der grundlegende Ansatz, zusätzliche Eigennamen und Spezialvokabular zu
sammeln ist die Nutzung anderer Wissensquellen. Im ersten Schritt wird
eine medizinische Datenbank verwendet, um die Abdeckung des medizinis-
chen Vokabulars zu verbessern. Hierbei zeigen sich wesentliche Verbesserun-
gen der Übersetzungsqualität. In anderen Bereichen sind diese Datenbanken
nicht immer vorhanden oder zugänglich, deshalb ist es hier notwendig, diese
Listen – zumindest teilweise – manuell zu generieren.
Es ist nicht effizient, einen großen Wortschatz auf einem tragbaren Gerät
mit begrenztem Speicher vorzuhalten, und dies kann unter Umständen die
Spracherkennungsleistung eines Sprachübersetzungssystem beeinträchtigen.
Aus diesem Grund wird ein Personalisierungsansatz vorgeschlagen. Ein
umfangreiches Hintergrundlexikon wird über einen Online-Service bereit-
gestellt. Die tragbaren Geräte stellen gelegentlich eine Verbindung zu dem
Dienst her und aktualisieren ihre Phrasentabellen. Die geschieht auf Grund-
lage der tatsächlichen Nutzung des jeweiligen Geräts und der aufgetauchten
unbekannten Wörter.
Auch mit den zusätzlichen Wortschätzen wird es niemals möglich sein,
jedes Wort abzudecken. Ein neuer Ansatz wird präsentiert, der mono-
linguale Lexika und Wörterbücher benutzt, um unbekannte Wörter zu
“kommunizieren”. Statt des tatsächlich unbekannten Wortes wird dessen




Automatic machine translation systems in research institutions have
reached a considerable level of performance. This is especially true for Statis-
tical Machine Translation. Since its introduction in the 1990s, it has outper-
formed earlier approaches and produces a translation quality that seemed im-
possible only a short time ago. Particularly for limited domains like tourism
dialogs, medical relief or force protection the translations could already be
very useful for real applications outside of laboratories or demonstrations.
The question here is no longer how to get the technology to an acceptable
level, but how the existing technology can be globally deployed. How can a
system be developed that tourists, health professionals or soldiers can actu-
ally use and benefit from? The following lists the issues which need to be
adressed in order to make a current research system deployable to real users:
Research system Deployable system
Languages Limited number Many Language Pairs
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The first difference between a research system and a deployable system
is the number of generally supported languages. In research most groups
focus on a few language pairs for which large training corpora are available.
Systems for tourists and especially for medical relief or military uses will have
to support a much larger number of languages. It is especially necessary to
rapidly support specific language pairs if a sudden demand develops.
In research labs the translation systems are usually run on high-powered,
expensive servers to be able to use larger and more complicated models and to
realize even small performance improvements. The users are researchers and
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experts who do not necessarily care about the simplicity of the user interface
as their goal is to be flexible and to allow easy integration of additional
components and a fast experimental turnaround. For non-research users
especially in the aforementioned instances of tourism, medical and military
applications it is essential that the device is actually lightweight and mobile.
A notebook computer might be a possibility in some situations but generally
the goal would be to have the translation system on a PDA, a handheld
game console or even a cell phone. These users, tourists, medical staff and
military personnel will also not tolerate a complex user interface affecting
their communication abilities and will demand an easy to use system. Simple
interfaces are available and various have been demonstrated.
Translation systems in research are usually applied in competitive eval-
uations or shown as demonstrations. The test sets in these situations are
either designed to illustrate a specific capability or are standardized to allow
comparisons between different groups. The test sets do indeed try to emulate
the actual task but they often fall considerably short of that goal, especially
concerning the demand for named entities and specialty vocabulary. This is
supported by the standard evaluation metrics that put little weight on an
individual named entity. On the other hand, for an actual user being able to
translate named entities is crucial for communication success. Named enti-
ties are often the main pieces of information in a sentence and specific usages
might require specialty vocabulary. After a detailed analysis, the three main
topics that will be addressed in this thesis are:
• Low cost portability for fast transfer to new language pairs
• Translation models for small, mobile devices
• Improving named entity and specialty vocabulary coverage
Low Cost Portability The main cost factor when porting a Statistical
Machine Translation System to a new language pair is the generation of the
training data, especially the translation of a monolingual corpus to produce
an aligned bilingual corpus. In order to limit the number of necessary transla-
tions, the value of a translated sentence is estimated using various weighting
terms. For some formalizations this problem is actually NP complete/NP-
hard but the specific situation allows us to apply an efficient greedy algo-
rithm. The weighting schemes for the sentences are generally based on the
number and frequency of previously unseen n-grams in the respective sen-
tence. We also use an information theoretic approach basing the value of
a sentence on its TF-IDF score. In the last approach we dynamically ad-
just the value for already seen words on the structure of their IBM Model 1
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translation probabilities. This allows us to identify ambiguous words for
which additional sentences should be translated to gain more information
about their specific word alignment. After sorting the monolingual corpus
according to these weighting terms we can select smaller corpora for the hu-
man translation and we are able to show that systems trained on much less
training data achieve a very competitive performance compared to baseline
systems using all available training data. Depending on the actual situation,
the necessary training data can be reduced by up to 75%.
Translation Models for Small Devices The main issue in making the
translation systems run on a small device like a PDA are the memory require-
ments of the translation and language models. The processor speed itself is
also a bottleneck but it could be shown that floating point operations can be
replaced by fixed point or integer arithmetics which allows the PDA proces-
sors to perform at considerable speeds and nearly equal translation quality.
The problem that remains are the models’ memory requirements. Clever
encoding and compression approaches can decrease these requirements con-
siderably. In particular language models can be encoded efficiently using the
Bloomfilter data structure, a lossy hashing technique. The translation model
(phrase table), however, cannot be easily compressed and phrase pairs have
to be removed. The goal here is to remove enough phrase pairs to fit the
model in the memory of a small, mobile device while maintaining the best
possible translation performance. A new approach to removing phrase pairs
is presented that estimates the relevance of a phrase pair based on actual
usage statistics of this phrase pair when translating large quantities of data.
The general idea of this approach was inspired by the Optimal Brain Damage
algorithm for neural networks. Several options are investigated and we can
show that the number of phrase pairs can be reduced by up to 80% with-
out significantly affecting the translation performance. This outperforms all
previously known phrase pair pruning techniques.
Improving Named Entity and Specialty Vocabulary Coverage The
basic approach to gathering additional named entities and specialty vocab-
ulary is to exploit other knowledge sources. In the first step we use a large
medical database to improve the vocabulary coverage for medical translations
which creates significant score improvements. In other domains, databases
like this are not so readily available so name lists have to be manually gener-
ated. It is, however, not efficient to put a large vocabulary on a small device
and it may interfere with the speech recognition performance of a speech
to speech translation system. For this reason a personalization approach
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is proposed that uses a background lexicon available through an online ser-
vice. The mobile devices occasionally connect to the service and update their
phrase tables based on the actual usage of the individual device and the en-
countered unknown words. Unfortunately, even with the added vocabulary it
will never be possible to cover every word. A new approach is presented that
uses monolingual encyclopedias and dictionaries to ”communicate” unknown
words. Instead of the actual unknown word, its definition is translated, which





List of Tables xvii
List of Figures xx
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Statistical Machine Translation 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Statistical Machine Translation . . . . . . . . . . . . . . . . . 8
2.2.1 General Approach . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Translation Models . . . . . . . . . . . . . . . . . . . . 9
2.2.3 Language Models . . . . . . . . . . . . . . . . . . . . . 12
2.2.4 Decoding . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Evaluation of Translation Quality . . . . . . . . . . . . . . . . 14
2.3.1 Subjective Evaluation . . . . . . . . . . . . . . . . . . 14
2.3.2 Automatic Evaluation . . . . . . . . . . . . . . . . . . 15
3 Research System vs. Deployable System 17
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Supported Language Pairs . . . . . . . . . . . . . . . . . . . . 19
3.2.1 Limited Number vs. Many Language Pairs . . . . . . . 19
3.2.2 Portability to New Languages . . . . . . . . . . . . . . 21
3.3 Computing Hardware . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.1 High End Servers vs. Mobile Devices . . . . . . . . . . 22
3.3.2 Building Mobile Systems . . . . . . . . . . . . . . . . . 24
xiii
xiv CONTENTS
3.4 Named Entities and Specialty Terms . . . . . . . . . . . . . . 24
3.4.1 Limited Named Entity Support . . . . . . . . . . . . . 24
3.4.2 Supporting Named Entities . . . . . . . . . . . . . . . 27
3.5 Interface and Users . . . . . . . . . . . . . . . . . . . . . . . . 28
3.6 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.7 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4 Low Cost Language Portability 31
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1.1 Human Translators . . . . . . . . . . . . . . . . . . . . 32
4.1.2 Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2.1 Active Learning in Natural Language Processing . . . . 34
4.2.2 Web Crawling for Bilingual Corpora . . . . . . . . . . 36
4.2.3 Increasing Translator Productivity . . . . . . . . . . . 37
4.2.4 Summary Related Work . . . . . . . . . . . . . . . . . 37
4.3 Sentence Sorting . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3.1 Static Sentence Sorting . . . . . . . . . . . . . . . . . . 39
4.3.1.1 Coverage Based Approaches . . . . . . . . . . 39
4.3.1.2 Information Retrieval . . . . . . . . . . . . . 44
4.3.1.3 Additional Computational Complexity . . . . 46
4.3.2 Dynamic Sentence Sorting . . . . . . . . . . . . . . . . 48
4.3.2.1 Basic Idea and Approach . . . . . . . . . . . 48
4.3.2.2 Probability Development . . . . . . . . . . . . 48
4.3.2.3 Scoring of Sentences . . . . . . . . . . . . . . 51
4.3.3 Summary Sentence Sorting . . . . . . . . . . . . . . . . 52
4.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 54
4.4.1 Experiment English → Spanish . . . . . . . . . . . . . 54
4.4.2 Static Sentence Sorting . . . . . . . . . . . . . . . . . . 57
4.4.2.1 Optimized Coverage . . . . . . . . . . . . . . 57
4.4.2.2 Translation Results . . . . . . . . . . . . . . . 58
4.4.3 Sentence Score Comparison . . . . . . . . . . . . . . . 63
4.4.4 Dynamic Sentence Sorting . . . . . . . . . . . . . . . . 65
4.4.5 Experiment Thai → English . . . . . . . . . . . . . . . 66
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5 Models for Mobile Devices 71
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3 Generating Small Translation Models . . . . . . . . . . . . . . 74
5.3.1 Threshold Pruning . . . . . . . . . . . . . . . . . . . . 74
CONTENTS xv
5.3.2 Pruning via Usage Statistics . . . . . . . . . . . . . . . 76
5.3.2.1 Optimal Brain Damage for Neural Networks . 76
5.3.2.2 Transfer to Translation Models . . . . . . . . 77
5.3.2.3 Generic Pruning Algorithm . . . . . . . . . . 78
5.3.2.4 Collecting Usage Statistics and Scoring
Phrase Pairs . . . . . . . . . . . . . . . . . . 79
5.3.2.5 Empirical Scoring Term . . . . . . . . . . . . 80
5.3.2.6 Model-best Path Pruning . . . . . . . . . . . 81
5.3.2.7 Metric-best Path Pruning . . . . . . . . . . . 83
5.3.2.8 Pruning towards the Metric-best Path . . . . 84
5.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 85
5.4.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . 85
5.4.2 Baseline Pruning . . . . . . . . . . . . . . . . . . . . . 86
5.4.3 Recombination Pruning . . . . . . . . . . . . . . . . . 88
5.4.4 Pruning via Usage Statistics . . . . . . . . . . . . . . . 89
5.4.5 Experiments on English → Japanese . . . . . . . . . . 96
5.4.6 Further Analysis . . . . . . . . . . . . . . . . . . . . . 97
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6 Improving Vocabulary Coverage 105
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2 Improving Vocabulary Coverage . . . . . . . . . . . . . . . . . 107
6.2.1 Medical Terminology . . . . . . . . . . . . . . . . . . . 107
6.2.2 Experiments with the Unified Medical Language System108
6.2.2.1 Unified Medical Language System . . . . . . . 108
6.2.2.2 Extracting Dictionaries from the UMLS . . . 111
6.2.2.3 Generalizing the Training Data using UMLS
Dictionaries . . . . . . . . . . . . . . . . . . . 112
6.2.2.4 Translation Experiments . . . . . . . . . . . . 114
6.2.3 Improving Coverage - Tourism and Military . . . . . . 116
6.2.4 Maintaining Coverage across Languages . . . . . . . . 117
6.3 Personalizing Translation Models . . . . . . . . . . . . . . . . 120
6.3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.3.2 Background Lexicon . . . . . . . . . . . . . . . . . . . 120
6.3.3 Dynamic Personalization . . . . . . . . . . . . . . . . . 121
6.3.3.1 Specific User - Specific Interest . . . . . . . . 121
6.3.3.2 Personalized Translation Models . . . . . . . 121
6.3.3.3 Improving the Online Service . . . . . . . . . 124
6.3.3.4 Improvements by the User . . . . . . . . . . . 124
6.3.3.5 Analysis and Evaluation . . . . . . . . . . . . 125
6.4 Communicating Unknown Words . . . . . . . . . . . . . . . . 126
xvi CONTENTS
6.4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . 126
6.4.3 Communicating Unknown Words . . . . . . . . . . . . 128
6.4.4 Alternative Approach . . . . . . . . . . . . . . . . . . . 129
6.4.5 Process Overview . . . . . . . . . . . . . . . . . . . . . 129
6.4.5.1 Extract Definition for Unknown Word . . . . 129
6.4.5.2 Translation of the Definition . . . . . . . . . . 133
6.4.5.3 Insert Translated Definition into Original Hy-
pothesis . . . . . . . . . . . . . . . . . . . . . 133
6.4.6 Experimental Results . . . . . . . . . . . . . . . . . . . 134
6.4.6.1 Monolingual Experiment . . . . . . . . . . . . 134
6.4.6.2 Bilingual Experiments . . . . . . . . . . . . . 135
6.4.6.3 Translation Examples . . . . . . . . . . . . . 138
6.4.6.4 Extracting Definitions from Wikipedia . . . . 139
6.4.7 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 140
7 Summary 141
7.1 Low Cost Language Portability . . . . . . . . . . . . . . . . . 141
7.2 Models for Mobile Devices . . . . . . . . . . . . . . . . . . . . 142
7.3 Improving Vocabulary Coverage . . . . . . . . . . . . . . . . . 142




1.1 Qualitative differences between research systems and actually
deployable systems . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Tourism dialog . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Medical dialog . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Force protection dialog . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Phrase pair examples . . . . . . . . . . . . . . . . . . . . . . . 11
3.1 Example translation from IWSLT 2006 (Japanese → English) 17
3.2 Qualitative differences between research systems and actually
deployable systems . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Languages in the IWSLT evaluation campaigns . . . . . . . . 20
3.4 Examples for lightweight, mobile devices . . . . . . . . . . . . 23
3.5 IWSLT 2006 example sentences with named entities . . . . . . 24
3.6 Japanese city names in the BTEC corpus . . . . . . . . . . . . 26
4.1 Selected prices for human translations . . . . . . . . . . . . . . 32
4.2 Examples for repetitions in the BTEC corpus . . . . . . . . . 33
4.3 General scenario . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4 Example corpus . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.5 Example for a reduction of 0-1 KNAPSACK to SENTENCE
SELECT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.6 Experimental setup English → Spanish . . . . . . . . . . . . . 54
4.7 BLEU score comparison for static sentence scores. . . . . . . . 64
4.8 BLEU score comparison for dynamic scores. . . . . . . . . . . 65
4.9 Experimental setup Thai → English . . . . . . . . . . . . . . . 66
4.10 Baseline scores for Thai → English translations . . . . . . . . 66
4.11 Scores for Thai→ English translations after optimizations ac-
cording to scoreN,1,2 . . . . . . . . . . . . . . . . . . . . . . . 67
4.12 Example translations at 50,000 translated words . . . . . . . . 68
5.1 Situation and goals in this chapter . . . . . . . . . . . . . . . 72
xvii
xviii LIST OF TABLES
5.2 Experimental setup Japanese ↔ English . . . . . . . . . . . . 86
5.3 BLEU scores after pruning at variety/probability thresholds
with relative phrase table size in parentheses (variety thresh-
olds in rows). . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.4 Re-combination pruning with no probability pruning (thresh-
old 0) and variety thresholds 5 and 10 (relative phrase table
size in parentheses) . . . . . . . . . . . . . . . . . . . . . . . . 89
5.5 Re-combination pruning with probability pruning (thresh-
old 0.001) and variety thresholds 5 and 10 (relative phrase
table size in parentheses) . . . . . . . . . . . . . . . . . . . . . 89
5.6 Results for empirical scoring term and relative improvement
vs. baseline . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.7 Results for scoring terms scoreA1 and scoreA2 . . . . . . . . . 91
5.8 Results for scoring terms scoreB1 and scoreB2 . . . . . . . . . 93
5.9 Results for combination of scoring terms . . . . . . . . . . . . 93
5.10 Results when incorporating scoreE . . . . . . . . . . . . . . . 94
5.11 Results with different data sizes to estimate the statistics . . . 94
5.12 Results after repeated re-estimation of the statistics . . . . . . 95
5.13 Results for English → Japanese . . . . . . . . . . . . . . . . . 96
5.14 Using additional data to estimate statistics . . . . . . . . . . . 97
5.15 gzip reduction of pruned phrase tables . . . . . . . . . . . . . 102
6.1 Named entity/specialty term categories in different domains . 105
6.2 Languages in the UMLS . . . . . . . . . . . . . . . . . . . . . 109
6.3 Relationships in the UMLS . . . . . . . . . . . . . . . . . . . . 109
6.4 Semantic types in the UMLS - Examples . . . . . . . . . . . . 110
6.5 Specialist Lexicon in the UMLS - Example “anesthetic” . . . . 111
6.6 Medical dialog: Example test sentences . . . . . . . . . . . . . 114
6.7 Experimental setup Spanish → English . . . . . . . . . . . . . 115
6.8 Results overview . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.9 Selected categories relevant for the tourism domain . . . . . . 117
6.10 International and country-specific sentences . . . . . . . . . . 118
6.11 International sentences and relevant named entities . . . . . . 118
6.12 Start situation - Same phrase table for all users . . . . . . . . 122
6.13 Collected statistics and unknown phrases after use . . . . . . . 122
6.14 Requests to online service might return related phrase pairs . 123
6.15 Removing unused phrase pairs . . . . . . . . . . . . . . . . . . 123
6.16 Example sentences with unknown words . . . . . . . . . . . . 126
6.17 Sentences with inserted and translated definitions compared
to baseline and reference . . . . . . . . . . . . . . . . . . . . . 134
6.18 Experimental setup Spanish → English . . . . . . . . . . . . . 136
LIST OF TABLES xix
6.19 Unknown words in extracted definitions . . . . . . . . . . . . . 136
6.20 Adequacy judgments for bilingual experiments . . . . . . . . . 137
6.21 Translation examples - Definitions without unknown words . . 138
6.22 Translation examples - Definitions with unknown words . . . . 139
6.23 Example definitions extracted from Wikipedia . . . . . . . . . 139
xx LIST OF TABLES
List of Figures
2.1 Manual word alignment . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Automatic word alignment . . . . . . . . . . . . . . . . . . . . 10
2.3 PESA phrase alignment . . . . . . . . . . . . . . . . . . . . . 11
2.4 Lattice example . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1 PDA interface . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.1 IBM1 probabilities English → Spanish for words “bank” and
“and” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 IBM1 probabilities English → Spanish for words “put” and
“nice” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3 Unigram, bigram and trigram coverage for unsorted data . . . 55
4.4 Baseline BLEU scores - data in original order . . . . . . . . . 55
4.5 Baseline NIST scores - data in original order . . . . . . . . . . 56
4.6 Optimization according to scoreN,0,1 . . . . . . . . . . . . . . 57
4.7 Optimization according to scoreN,0,2 . . . . . . . . . . . . . . 58
4.8 Optimization according to scoreN,0,3 . . . . . . . . . . . . . . 58
4.9 Results for data sorted according to scoreN,0,j . . . . . . . . . 59
4.10 Results for data sorted according to scoreN,1,j . . . . . . . . . 60
4.11 Results for data sorted according to scoreN,2,j . . . . . . . . . 60
4.12 Results for data sorted according to scoreTF/IDF,1 and
scoreTF/IDF,2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.13 Results for data sorted according to scoreF,0,j . . . . . . . . . 61
4.14 Results for data sorted according to scoreF,1,j . . . . . . . . . 62
4.15 Results for data sorted according to scoreF,2,j . . . . . . . . . 63
4.16 Results for Thai → English . . . . . . . . . . . . . . . . . . . 67
5.1 Optimal Brain Damage algorithm for Neural Networks . . . . 77
5.2 Generic pruning algorithm . . . . . . . . . . . . . . . . . . . . 79
5.3 Lattice occurrences and hypothesis occurrence . . . . . . . . . 80
5.4 Phrase pairs of an N-best list . . . . . . . . . . . . . . . . . . 81
xxi
xxii LIST OF FIGURES
5.5 Phrase pairs of an N-best list . . . . . . . . . . . . . . . . . . 83
5.6 Baseline BLEU scores Japanese → English . . . . . . . . . . . 87
5.7 Baseline BLEU scores English → Japanese . . . . . . . . . . . 87
5.8 Empirical score vs. Baseline - BLEU scores Japanese→ English 90
5.9 Improvements with scoreA2 on Japanese → English . . . . . . 92
5.10 Improvements with scoreA2 on English → Japanese . . . . . . 96
5.11 Translation candidates for source phrase pairs - baseline dis-
tribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.12 Translation candidates for source phrase pairs - variety thresh-
old 10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.13 Translation candidates for source phrase pairs - proposed
pruning 1.2 million phrase pairs . . . . . . . . . . . . . . . . . 100
5.14 Translation candidates for source phrase pairs - proposed
pruning 400,000 phrase pairs . . . . . . . . . . . . . . . . . . . 100
5.15 Translation candidates for source phrase pairs - proposed
pruning 200,000 phrase pairs . . . . . . . . . . . . . . . . . . . 101
5.16 Translation candidates for source phrase pairs - proposed
pruning 100,000 phrase pairs . . . . . . . . . . . . . . . . . . . 101
6.1 Process overview - Handling unknown words . . . . . . . . . . 130
6.2 Dictionary.com results for search term “ancestry” (excerpt) . . 131
6.3 Wikipedia result for search term “Lima” (excerpt from main
entry) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.4 Monolingual adequacy scores . . . . . . . . . . . . . . . . . . . 135




Automatic machine translation systems in research institutions have reached
a considerable level of performance. Especially the statistical machine trans-
lation approaches have outperformed other earlier approaches since their in-
troduction in the 1990s. Further research and the availability of more and
more training data, faster processors and more computer memory allows re-
searchers today to produce a translation quality that seemed impossible only
a short time ago.
Particularly on limited domains like tourism, medical relief or force pro-
tection, the translations have already the potential to be very useful for real
applications outside of laboratories or demonstrations. These domains are of
specific interest, as the availability of human interpreters here is very limited
or too costly, but a basic level of communication is necessary.
The question here is no longer how to get the technology to an acceptable
level, but how the existing technology can be globally deployed. How can a
deployable system be developed using the existing technology that a tourist,
a doctor or a warfighter1 can use and benefit from?
Table 1.1 shows some of the main differences between an existing labora-
tory system and a system that could actually be deployed.
The first difference between a research system and a deployable system
is the number of generally supported languages. In research, most groups
focus on a few language pairs for which large amounts of training data are
available and do only occasional tests on other languages to confirm their
1“Warfighter” is a generic term used by the United States Department of Defense to
refer to any member of the US armed forces. It is intended to be neutral regarding military
service or branch, gender, and service status.
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Research system Deployable system
Languages Limited number Many Language Pairs






Evaluation BLEU/NIST Scores Communication
success






Table 1.1: Qualitative differences between research systems and actually
deployable systems
results. Systems for tourists, and especially for medical relief or military
users, will have to support a much larger number of languages. It would be
possible to market systems for tourists in a specific country and language
that is popular, but it cannot be foreseen where medical relief situations or
military tensions might develop.
In research labs, the translation systems are usually run on high-powered,
expensive servers to be able to use larger and more complicated models and
to realize even small performance improvements. The users are researchers
and experts who do not necessarily care about the simplicity of the user
interface. Their goal is to be flexible and to allow easy integration of ad-
ditional components and a fast experimental turnaround. For non-research
users, in particular in the mentioned tourism, medical and military applica-
tions, it is essential that the device is actually lightweight and mobile. A
notebook computer might be a possibility in some situations, but generally
the goal would be to have the translation system on a PDA, a handheld
game console or even a cell phone. These users—tourists, medical staff and
military personnel—will also not tolerate a complex user interface affecting
their communication abilities and will demand an easy to use system.
Translation systems in research are usually applied in competitive eval-
uations or shown as demonstrations. The test sets in these situations are
either designed to illustrate a specific capability or are standardized to allow
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comparisons between different groups. The test sets do indeed try to emulate
the actual task, but often fall considerably short of that goal, especially con-
cerning the demand for named entities. This is supported by the evaluation
metrics. Little weight is generally put on an individual named entity while
this named entity could be essential for the actual communication success.
1.2 Scenarios
The domains of particular interest in this thesis are tourism dialogs, medical
relief and force protection. Tourism dialogs are dialogs between a tourist and
a local in a foreign country, usually initiated by the tourist. The tourist might
want to book a flight, hotel room, rental car, ask for directions or restaurant
recommendations; the local person will try to answer his questions (example
in table 1.2).
. . .
Tourist: I would like to book a hotel room from Thursday until
Saturday.
Hotel clerk: Would you like a single or double room?
Hotel clerk: A single room is 80 USD per night, a double room is 110
USD per night.
Tourist: Double room, please. Can I pay with my credit card?
. . .
Table 1.2: Tourism dialog
In a medical relief situation, medical personnel from another country visit
an affected area to provide medical help. A translation system would then
be used to communicate with affected locals—mainly doctor/patient dialogs
during examinations. At first the patient will describe his problems and in-
juries, followed by the doctor giving instructions regarding medication and
continuing treatments (example in Table 1.3). However, this application is
not only limited to medical relief situations. A similar situation arises even
within the United States, as hospitals are facing a large number of patients
with limited English knowledge. This problem has become so significant that
in August 2000, an Executive Order was released by US President Clinton re-
quiring all hospitals to provide translation services for these patients, usually
using interpreters (Executive Order 13166, August 2000).
Force protection generally refers to situations during military operations
where the warfighters come into contact with the local population or local
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. . .
Doctor: It’s nothing too serious, we’ll be able to help you with
medication.
Patient: I guess that’s good to hear.
Doctor: Let me explain. Your test results show you have a defi-
ciency of vitamin B12.
Doctor: The medical term is pernicious anemia, have you ever
heard of it?
Patient: I know what anemia is, but I don’t know about this spe-
cific type.
Doctor: Pernicious anemia is caused by the body’s failure to ab-
sorb vitamin B12.
. . .
Table 1.3: Medical dialog
law enforcement in a foreign country. This ranges from administrative tasks
and dialogs related to civil engineering to the questioning of suspects. Con-
versations at checkpoints are also typical (example in table 1.4).
. . .
Warfighter: Can you open the hood of the car please?
Local: Okay, I unlatched it. You can open it up now.
Warfighter: Do you have any weapons or any dangerous materials in
the car?
Local: Dangerous weapons or hazardous materials, no.
Warfighter: Okay, here is your ID back. Your car checked out, you
can proceed.
. . .
Table 1.4: Force protection dialog
In all situations, the translation system is generally assumed to be a two
way speech to speech translation system, but this thesis will only discuss
issues related to the translation of text. This assumes that the speech is al-
ready recognized and does not contain significant disfluencies. Issues related
to speech synthesis will also not be discussed.
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1.3 Thesis Outline
In the following chapter the current state of statistical machine translation
will be introduced. Following that will be a detailed analysis in chapter 3 of
how and why this falls considerably short and does not necessarily address
the demands of the aforementioned users. Three main factors will be pointed
out that are in the center of these concerns:
• Low cost portability for fast transfer to new language pairs
• Translation models for small, mobile devices
• Improving named entity and specialized vocabulary coverage
The following three chapters will then introduce various approaches and
algorithms to overcome these problems separately for these three factors
(chapters 4, 5, and 6). The last chapter 7 will give additional conclusions
and potential directions for future work.




This section will generally introduce statistical machine translation theory.
Alternative approaches have been proposed, but statistical machine transla-
tion has consistently outperformed all other methods in competitive evalu-
ations (Akiba et al., 2004; Eck and Hori, 2005; Paul, 2006; Fordyce, 2007).
High quality tools to train and use statistical machine translation systems
are readily available (Koehn, 2004; Koehn et al., 2007). This leads to short
development times of baseline translation systems and makes this technique
the method of choice for many research groups worldwide.
Alternative machine translation approaches include Example-based ma-
chine translation (EBMT) (Sato and Nagao, 1990; Brown, 1997) and transfer-
based machine translation (Lavie et al., 2004). Transfer-based machine trans-
lation analyzes the source text into a syntax tree and then converts the tree
into the form required by the target syntax (for example, moving the verb
complex). An alternative approach is to analyze the source text into some
formalism that is intended to capture meaning, not just the grammatical
form, called an interlingua. It was also proposed to use common languages
as an interlingua or pivot language (Reichert and Waibel, 2004; Babych et al.,
2007).
Recently, statistical machine translation has been augmented with syn-
tactic (Yamada and Knight, 2001; Chiang, 2005; Venugopal et al., 2007) and
semantic (Cherry, 2008) information. While this can improve the results, it
is not easily applicable to all language pairs as syntactic and semantic parsers
are necessary and not available for many languages. This will also require a
higher computational effort.
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2.2 Statistical Machine Translation
2.2.1 General Approach
Given a source sentence sJ1 = s1s2 . . . sJ , which is to be translated to a target
sentence tI1 = t1t2 . . . tI . The goal is to choose the target sentence with the
highest probability given this source sentence.
t̂I1 = arg max
tI1
P (tI1|sJ1 ))
The original approach introduced in Brown et al. (1990) and Brown et al.
(1993) uses a noisy channel model. Using Bayes rule, the probability P (tI1|sJ1 )
can be written as
P (sJ1 |tI1)∗P (tI1)
P (sJ1 )
. As the probability of the source sentence
remains constant in the comparison among the same string, the overall term
becomes:
t̂I1 = arg max
tI1
P (tI1|sJ1 ) = arg max
tI1
P (sJ1 |tI1) ∗ P (tI1)
This allows the clear separation of two models: the language model P (tI1)
and the translation model P (sJ1 |tI1).
An alternative was introduced in Och and Ney (2002). Here, the posterior
probability P (tI1|sJ1 ) is directly modeled in a log-linear framework using a set
of M feature functions hm(t
I
1|sJ1 ),m = 1...M . Each feature function has a
scaling factor λm. The probability is then given by:












The goal is to find the translation that maximizes the combined models:







The main advantage is that the log-linear framework allows for the easier
integration of additional models beyond the language and translation models,
like distortion models and syntax or dependency based models.
The parameters for these models are generally estimated from monolin-
gual and bilingual training data. Standard language models are trained from
monolingual corpora in the target language, while the translation models are
trained from parallel bilingual corpora in the target and source language.
A parallel corpus is sentence aligned, so the translations are known on a
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sentence level. Generally, larger corpora lead to better model estimates and,
in turn, better translation results (Ueffing and Ney, 2002). However, the
domain of the corpora should be close to the domain of the test sentences.
Adding data from significantly different domains often does not improve the
translations.
2.2.2 Translation Models
The goal of the translation model is to estimate the probability of a word to
word or phrase1 to phrase translation. Most methods used to extract phrase
translation tables from a parallel corpus start with a word alignment.
A manual alignment of an example Spanish/English sentence pair is













Figure 2.1: Manual word alignment
Standard word alignment models are the IBM Models 1 through 5 (Brown
et al., 1993) (often abbreviated to IBM1, ..., IBM5) and the HMM alignment
model (Vogel et al., 1996). These models try to reproduce the manual align-
ments using more and more complex models. IBM Model 1 only considers
the co-occurrence of words and does not use any position or fertility informa-
tion which is introduced in the higher IBM Models. An automatic alignment
result for the example sentence pair could be similar to figure 2.2. Here, the
size of the circles indicates the probability of the respective word pair align-
ment. This correspondence matrix already allows the extraction of word to
word translation pairs.
However, a simple word to word translation cannot capture local reorder-
ings. For example, English places the adjective in “good restaurant” before
1The term phrase in statistical machine translation only refers to a group of words in
sequence and does not have a syntactic or linguistic meaning.













Figure 2.2: Automatic word alignment
the noun, while Spanish places it after the noun in “restaurante bueno”.
Word to word translation also does not allow for single words to be trans-
lated by multiple words like “conoce”, which is equivalent to “do you know”.
For these reasons, phrase to phrase translation was introduced. Here, the
goal is to extract phrase pairs from the training data that can capture longer
phrases and handle local reordering and other issues.
Most phrase extraction methods are based on the word alignment infor-
mation. Various algorithms for phrase pair extraction have been proposed,
such as Koehn et al. (2003), Vogel (2005) and Zhao and Waibel (2005).
The PESA phrase alignment, introduced in Vogel (2005), will be used in
some of the later experiments. This phrase alignment is traditionally based
on IBM Model 1 word alignment probabilities, but other word alignment
models can be used as well. Given a source phrase, the PESA alignment
tries to find the target phrase that will maximize the combined probability of
the source and target phrase splits being translation pairs. This is indicated
in figure 2.3. The goal is to maximize the probability in the “inner” (dark
gray) and “outer” (white) parts of the phrase pair areas and minimize the
probability in the unaligned (gray) areas.
In this case, the optimal split leads to the phrase pair “restaurante bueno”
→ “good restaurant”. The same is done across all sentences and for each
phrase pair the top translation candidates are collected. Various feature
scores are assigned to each phrase pair, but the scores can be combined to
form a translation probability. The extracted phrase pairs could be similar
to the examples in table 2.1.













Figure 2.3: PESA phrase alignment
Source Phrase Target Phrase Probability
...
restaurante restaurant 0.4
restaurante the restaurant 0.2
restaurante steakhouse 0.2
restaurante in the restaurant 0.1
...
restaurante bueno good restaurant 0.5
restaurante bueno the good restaurant 0.2
restaurante bueno good restaurant in 0.1
...
Table 2.1: Phrase pair examples
Online vs. Offline Phrase Tables Two main methods exist to train and
apply phrase tables. In the offline case, the phrase pairs are pre-extracted
from the training data and stored in a phrase table file that is later used in
decoding. In this case, phrase pairs are extracted for phrases up to a certain
length. This is based on the phrase distribution in the bilingual training
corpus with frequency thresholds for higher phrase lengths. It is common
to extract phrases for all unigrams, bigrams and trigrams and use frequency
thresholds of up to 4 for phrases up to length 10. This means phrase pairs
for a phrase of length 10 are only extracted if the phrase occurred at least 4
times. For longer phrases, the probability of the phrase to occur in the test
data will generally be too low.
An alternative approach to phrase extraction is online extraction from
the bilingual training data instead of having a pre-extracted phrase table.
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Online extraction dynamically extracts phrase pairs necessary for the actual
test sentence as proposed in Callison-Burch et al. (2005) and Zhang and Vogel
(2005). This technique usually improves the performance, as arbitrarily long
phrases can be matched. However, the necessary computing power is much
higher compared to pre-extracting the phrase pairs. This currently prohibits
the application of this technique on small devices.
2.2.3 Language Models
The language model is the second model in the classical approach and one of
the models in the log-linear approach. This model tries to estimate the prob-
ability P (tI1) of a phrase or sentence in the target language regardless of the
source sentence. This probability is generally decomposed using conditional
probabilities depending on the word histories.
P (tI1) = P (t1) ∗ P (t2|t1) ∗ . . . ∗ P (tk|t1 . . . tk−1) ∗ . . . ∗ P (tI |t1 . . . tI−1)
The history is typically limited to 2 to 5 words. If the history is limited to
(n-1), P (tk|t1 . . . tk−1) is estimated by P (tk|tk−(n−1) . . . tk−1), which is called
an n-gram language model.
N-gram language models are trained from monolingual corpora in the
target language. Standard implementations are the SRI language modeling
toolkit (Stolcke, 2002) and suffix array based implementations (Zhang and
Vogel, 2006). Suffix array implementations allow arbitrarily long histories.
The whole training corpus is kept in memory and the n-gram frequencies are
extracted as needed from a suffix array data structure.
However, not all histories might have been seen, and the language model
has to discount probability from seen events and assign to unseen events with
discounting and smoothing methods. Standard language model discounting
and smoothing methods are Good Turing and Kneser Ney (Kneser and Ney,
1995; Chen and Goodman, 1996).
Other proposals for language models and improved techniques have been
made, but the success in statistical machine translation has been limited up to
now (Rosenfeld, 2000; Raab, 2006). These techniques did have more success
in other natural language processing tasks like automatic speech recognition.
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2.2.4 Decoding
After the model training is finished, the models are applied to translate
source sentences in a process called decoding. The decoding is divided into
two steps:
• Building the translation lattice
• Best path search
The translation lattice is a graph structure and is built by starting from
the source sentence in a linear graph, with each source word representing one
edge. The trained phrase table is then applied to this graph. The decoder
searches for matching source phrases and adds additional edges representing
the respective target phrase. Figure 2.4 shows a possible lattice for the earlier
example sentence. Each path through the lattice represents one translation
hypothesis. The hypotheses also store coverage and backtracking information
as well as the translation model and other scores.
conoce restaurantealgún bueno cerca
do you know any good restaurant
restaurant good nearbyyou know any
Figure 2.4: Lattice example
The number of hypotheses is usually constrained by a beam factor or
other measure to limit the computational complexity and search space.
In the second step, the decoder searches for the best of these hypotheses
by calculating the score for additional models like the language model and
sentence length model. The decoder is also able to eliminate a hypothesis
early if the estimated score will be below a certain threshold (see also Ueffing
et al. (2002) and Och et al. (2001)).
If no reordering model is applied, the decoding is called monotone. In
monotone decoding, reordering is limited to the local reordering realized by
phrases. A reordering model is applied in non-monotone decoding. Consid-
ering all word permutations is computationally expensive, so it is generally
limited to a reordering window (Vogel, 2003). Other reordering strategies can
jump ahead in the source sentence and leave certain words for later trans-
lation. Additional methods reorder words and phrases based on syntactical
parse information (Elming, 2008).
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Generally, word reordering can be computationally expensive, but it can
also offer significant performance improvements compared to monotone de-
coding. This is particularly the case if the source and target languages have
very different word order.
Minimum Error Rate Training The growing number of models being
used in decoding makes it difficult to manually determine the optimal scal-
ing factors for each model. While this was possible when only two models
were used, modern statistical machine translation uses a minimum error rate
training process. Minimum error rate training automatically finds optimized
scaling factors based on a set of test sentences with known reference trans-
lations (Och, 2003; Venugopal et al., 2005).
2.3 Evaluation of Translation Quality
It is very important to be able to measure the quality of a produced trans-
lation in order to determine which approach gives the best improvements
over a baseline system. Evaluation metrics also allow a general estimation of
the overall performance and comparisons to a human translator. There are
generally two ways to evaluate machine translation quality.
2.3.1 Subjective Evaluation
In subjective evaluations, human evaluators are asked to rate the transla-
tions. A common way is to ask evaluators to rate sentences according to
fluency and adequacy on a five point scale. Fluency measures the grammat-
ical correctness of a given translation in the target language, regardless of
the source sentence (Usually the source sentence is not seen by the evalua-
tor). Adequacy measures how well the information in the source sentence was
transferred to the target sentence. This technique was used in the IWSLT
evaluation campaigns. For IWSLT 2005 an additional measurement “mean-
ing maintenance” was introduced. While similar to adequacy, evaluators
were explicitly instructed to give lower scores to potentially misleading infor-
mation, even if other parts of the sentence were well translated (Akiba et al.,
2004; Eck and Hori, 2005; Paul, 2006; Fordyce, 2007).
In another approach the human evaluators are asked to manually correct
the machine translation output. After the edits have been done, it is auto-
matically measured how many edit operations were necessary. This uses the
Translation Error Rate (TER) (Snover et al., 2006) metric. With the human
correction input, the evaluation metric is then called HTER.
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Question based subjective evaluation was proposed in Voss and Tate
(2006) and Jones et al. (2007). Here the evaluators are asked to answer
question based on the translations. The overall goal is to get closer to an
evaluation method that is used for language students in order to be more
comparable to human experts. These methods also simplify the evaluators
task. It is hard to define the difference between an adequacy of 2 or 3, and
this might heavily depend on the individual evaluator. On the other hand,
it is a more clearly defined task to answer a question based on a translation
(as in Voss and Tate (2006) and Jones et al. (2007)) or correct a machine
translation output as in HTER.
Unfortunately, these subjective evaluation procedures are very expensive
and time consuming.
2.3.2 Automatic Evaluation
For this reason, automatic evaluation procedures have been proposed. It
could be shown that they can offer a high correlation with subjective evalu-
ations, while being much cheaper and producing evaluation results in just a
matter of seconds.
The most popular automatic evaluation metrics for machine translation
are BLEU and NIST scores.
BLEU (Papineni et al., 2001) measures the precision of 1-grams to 4-
grams of the translation output compared with the closest reference transla-
tion and calculates their geometric mean. BLEU uses a brevity penalty to
penalize too short translations as a substitute for recall. BLEU usually cor-
relates very well with human fluency judgments, while the correlation with
adequacy is more limited. BLEU scores range between 0(worst) and 1(best)2.
The NIST score (Doddington, 2001) introduces a notion of information
gain. This means that a translation gets a higher benefit for correctly trans-
lating rare words and n-grams than it gets for common ones. It can be
assumed that the rare words and n-grams are content words and, thus, more
important for the overall translation quality than a common function word.
This leads to the result that the NIST score is usually better correlated to ad-
equacy than to fluency. NIST scores are not normalized, so they are positive
numbers with 0 being the worst possible score.
A problem with the BLEU and NIST scores is that they only consider
exact matches. This means a word has to exactly match one of the references,
otherwise it will not be considered correct. Even words with only a slight
morphological difference will be considered incorrect. The METEOR score
2Occasionally BLEU scores are reported as percentages, then ranging from 0 to 100
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(Banerjee and Lavie, 2005) tries to circumvent this problem. It uses different
stages of matching words. Starting with the exact match as in BLEU and
NIST, it also considers stem matches and synonym matches.
The common metrics in speech recognition are word error rate (WER)
and position independent error rate (PER), and these are also occasionally
used to measure machine translation performance (Niessen et al., 2000).
Despite its shortcomings, BLEU is still the most commonly used metric
in statistical machine translation, so all automatic evaluations in this thesis
were done using BLEU. Some of the related publications also report NIST
scores. BLEU scores will generally be reported with four digits. However,
it is important to be aware that differences in the third and fourth digits
are often not statistically significant. To measure the statistical confidence
of the scores and score improvements, the method proposed in Zhang and
Vogel (2004) is used.
It is common procedure in most speech to speech translation systems to
convert all data to lower case and remove all punctuation marks, which was
also done in all reported experiments. For easier readability the example






As it was pointed out in chapter 1, machine translation systems on lim-
ited domains—specifically tourism, medical relief, and force protection—have
reached a considerable level of performance.
Some examples from the output of the UKA/CMU1 translation system
for IWSLT20062 (Eck et al., 2006) are shown in table 3.1 (tourism domain
translations from Japanese).
Reference: I would like to rent a car.
Translation: I want to rent a car.
Reference: I did not make a reservation. Can I still rent one?
Translation: I don’t have a reservation. Can I rent?
Reference: I would like to rent this car for a week or so.
Translation: About this I want to rent a car for a week.
Reference: This movie will last for about two hours from eight
o’clock to ten o’clock.
Translation: This movie is two hour from eight to ten.
Table 3.1: Example translation from IWSLT 2006 (Japanese → English)
The translations are not perfect and certainly contain various mistakes, but
1UKA: Universität Karlsruhe; CMU: Carnegie Mellon University
2IWSLT: International Workshop for Spoken Language Translations
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it would still be very useful for a tourist in a foreign country to be able to
accomplish this level of communication.
For medical and military applications, the requirements might be higher
as translation errors could be far more serious. This was discussed in Flores
et al. (2003) and Neergard (2003). Misunderstanding the recommended dose
of a medicine or misunderstandings that occur during an interrogation could
lead to difficult situations. However, even in these domains, not all tasks are
this critical and a functioning translation system could definitely be useful.
The goal of the TransTac project, funded by the Defense Advanced Re-
search Projects Agency (DARPA), is to rapidly develop speech to speech
translation systems for the US military. In military situations, an automatic
translation system eliminates certain risks that could occur when using a lo-
cal interpreter who might actually be opposed to the military goals or might
be in danger by working with the warfighters. The survey and informal com-
ments made by the warfighters during the TransTac evaluations indicate the
same points. The majority would use the presented speech to speech transla-
tion systems, but they acknowledge potential problems in critical situations
(Schlenoff et al., 2007). As they only infrequently have access to a human
interpreter, they see the translation systems as a useful tool to allow them
to communicate with locals at least on a basic level. They also recognize the
risks with human interpreters and would prefer an automatic system they
can trust to be completely neutral.
Nevertheless, translation systems are not deployed on a large scale and
still have certain problems. The question that remains is:
Where does the technology still fall short? What is lacking that would
enable systems to actually be deployed on a larger scale?
The following sections will analyze these questions in detail. The main
differences listed in table 3.2 were already informally mentioned in the intro-
duction chapter 1. These differences will be discussed in the following four
sections.
The limited number of supported languages and the hardware differences
will be discussed in sections 3.2 and 3.3. The applications and evaluation
differences are only a symptom of the underlying problem and it will be
argued in section 3.4 that the solution is the extended support of named
entities and specialty vocabulary. The disparity between the expert and
non-expert users and the interfaces they prefer are closely related and will
be discussed in section 3.5.
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Research system Deployable system
Languages Limited number Many Language Pairs






Evaluation BLEU/NIST Scores Communication
success






Table 3.2: Qualitative differences between research systems and actually
deployable systems
3.2 Supported Language Pairs
3.2.1 Limited Number vs. Many Language Pairs
The first issue that prevents the available technology from being applied on
a larger scale for actual users is the number of supported languages. Re-
search systems usually focus on a small number of language pairs. The
NIST evaluations (www.nist.gov/speech/tests/mt) have traditionally fo-
cused on Chinese→ English and Arabic→ English. The most popular evalu-
ation campaign for spoken language translation, the International Workshop
on Spoken Language Translation (IWSLT), has supported 5 language pairs
since its inception in 2004 (see table 3.3 and IWSLT overview papers Akiba
et al. (2004), Eck and Hori (2005), Paul (2006), and Fordyce (2007)).
Up to now the TransTac project focused on the language pair Iraqi-Arabic
↔ English with an additional experiment on Farsi ↔ English in mid 2007.
A small number of other languages is also researched in the InterACT3 lab,
specifically Spanish and German.
3International Center for Advanced Communication Technologies, joint research lab at
the Universität Karlsruhe (TH) in Germany, Carnegie Mellon University in Pittsburgh,
USA and The Hong Kong University of Science and Technology, (www.is.cs.cmu.edu)
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Evaluation Languages (translated into English)
IWSLT 2004 Chinese, Japanese
IWSLT 2005 Chinese4, Japanese, Korean, Arabic
IWSLT 2006 Chinese, Japanese, Italian, Arabic
IWSLT 2007 Chinese, Japanese, Italian, Arabic
Table 3.3: Languages in the IWSLT evaluation campaigns
Nevertheless, this is still not comparable to the estimated 7,000 languages
that exist worldwide, with over 250 spoken by more than 1 million people
(Gordon, 2005).
Reasons The main reason for this situation is the limited availability of
training data for statistical machine translation systems. Statistical machine
translation relies on parallel bilingual training corpora to extract translation
pairs, and such corpora are only available for a small number of language
pairs. For example, the IWSLT evaluation campaign uses the BTEC corpus
(Takezawa et al., 2002) and this corpus is only available in the languages
listed in table 3.3, with the addition of very few others. BTEC is one of the
few corpora that was specifically designed as a corpus for statistical machine
translation, whereas other bilingual corpora have resulted as a byproduct of
other efforts. Some examples of this include newspapers and newswires in
China that publish articles in English and Chinese, and organizations like
the United Nations and the European Union that translate their protocols
to the major languages of their member states. The EuroParl (Koehn, 2005)
and Hansard (Canadian Parliament, French-English) corpora are examples
here.
In addition to this, researchers generally implicitly or explicitly assume
that research advances made on a specific language will carry over to another
language pair. It is at least viable to assume that related languages will pose
similar challenges, like differences in word order or morphology, that could
be overcome with comparable approaches. Research also focuses on certain
languages, as some experience in these languages is already available and a
new language might pose a more difficult venture.
For actual users, the limitation of languages is certainly not acceptable.
For example, medical relief efforts after the tsunami of December 2004 took
place in Indonesia, Thailand, Sri Lanka, and India (among others). These
countries have a wide variety of languages, which posed great difficulties
4IWSLT 2005 also offered a track translating English to Chinese
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for humanitarian aid workers. According to Gordon (2005) there are 737
languages spoken in Indonesia alone. Hardly any of these languages are in
the research focus right now. Immediate coverage of these languages and
very short term deployment of translation systems might be impossible, but
even after a couple of months of preparation, the availability of translation
devices could still be beneficial.
Military users also face a similar problem with significant US mili-
tary personnel stationed in Afghanistan, Iraq, and various other countries.
Afghanistan specifically is home to a variety of languages and regional di-
alects that create a great hardship for communication.
This does not mean that military and medical users require support for
a large number of language pairs immediately, but there will be sudden de-
mands for a specific languages and translation systems have to be rapidly
developed and deployed.
3.2.2 Portability to New Languages
The central issue in building a statistical machine translation system in a
new language is the availability of a significant amount of bilingual training
data (see chapter 2). The solution that first springs to mind is to have hu-
man translators translate large corpora to the new language, but this process
is very cost intensive and time consuming. However, current technology re-
quires parallel bilingual training data, so the necessary human translations
should be most effectively used. This means giving precedence to translat-
ing those sentences into the new language that will be most advantageous
for the performance of a statistical machine translation system. Chapter 4
will introduce a number of approaches to this problem that will show how
time and cost can be effectively decreased while still generating a valuable
bilingual training corpus. This is accomplished by pre-estimating the value
of a translated sentence according to various statistics. The sentences can
then be sorted according to their estimated value and the top sentences can
be chosen for translation.
The availability of bilingual corpora is, however, not the only issue in
building a translation system for a language pair. Each language poses spe-
cific difficulties, for example in encoding, script, word segmentation, and vow-
elization. Many languages like Iraqi-Arabic do not even have a well defined
written form. All these problems are extremely dependent on the individ-
ual language, so individual solutions will be necessary. For this reason these
issues were not considered in this thesis.
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3.3 Computing Hardware
3.3.1 High End Servers vs. Mobile Devices
Translation systems in research labs are usually run on high-end server ma-
chines with large amounts of memory and fast, often multi-core, proces-
sors. One reason for this is that these machines allow a faster experimental
turnaround. The machines support easier development of new models with-
out having to be too concerned about memory or processor usage. The
sizable computers also allow the fast tuning of translation systems to gain
even the tiniest bit of performance improvement. The general goal here is to
quickly translate as many sentences as possible, to try different approaches
and get convincing results for the applied methods.
For actual users, however, it is far more important to have a mobile de-
vice that they can easily carry. A PDA, a handheld game console or even a
cell phone would be more widely accepted by tourists. For military or med-
ical relief users, a notebook computer might be tolerable in some situations.
Generally, users will certainly be willing to trade slight performance drops
for easy mobility and reasonably fast translations. For example, a specific
reordering model might only gain a fraction of one point in BLEU score, and
it might actually multiply the translation time and memory consumption.
However, one point in BLEU score could make a very big difference in com-
petitive evaluations like NIST or IWSLT, so the added translation time is
willingly accepted for a research system. An actual user, on the other hand,
might not even notice the quality difference and would undoubtedly prefer
the faster translation that could potentially run on a much smaller device
without using the reordering model.
The TransTac project specifically takes a first step in this direction as the
developed speech to speech translation systems have to be lightweight and
mobile. Translation delays will also heavily affect the overall performance,
as the groups are evaluated based on the number of “concepts” that are
communicated within a certain time frame (among other metrics). All groups
opted for high-end notebooks as they provide nearly the same computing
power as desktop and server machines, but experiments have also included
PDAs. Notebooks might be an acceptable compromise for certain situations
in military or medical relief efforts, but no tourist can be expected to carry a
notebook with him. The added cost to acquire a notebook for this would also
probably outweigh the perceived benefits. A PDA may offer a compromise, as
they are smaller and often more affordable compared to a notebook computer.
Nevertheless, the best possible situation would be to have the translation
system running on a cell phone. A large percentage of people in industrialized
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countries already owns a cell phone and would not need to carry an additional
device. Many newly developed cell phones offer greatly enhanced capabilities,
equal or close to PDAs (smartphones). Table 3.4 lists a number of selected
lightweight and mobile devices.
HTC Touch Pro
Memory 288 MB
Processor Qualcomm MSM7201A @ 528 MHz
RIM Blackberry Curve 8330
Memory 96 MB
Processor Qualcomm MSM6550 @ 225 MHz
Apple iPhone
Memory 128 MB
Processor ARM 1176 @ 412 Mhz
Sony PSP
Memory 32 MB + 4 MB
Processor MIPS R4000-based @ 333 MHz
Nintendo DS
Memory 4 MB
Processor ARM946E-S @ 67 MHz + ARM7TDMI @ 33 MHz
Table 3.4: Examples for lightweight, mobile devices
The Touch Pro is currently (August 2008) the top model from HTC
while the Curve 8330 is an example for a recent Blackberry model from
RIM. The popular iPhone from Apple and the hand held game consoles
Sony PSP and Nintendo DS are also listed (All data from the manufacturers
websites www.htc.com, www.apple.com, www.rim.com, www.sony.com, www.
nintendo.com). Data storage is generally not an issue, as all devices offer
extensible storage via flash memory cards.
Comparing these numbers with a standard server/desktop computer and
even a notebook shows the differences in available memory and computing
power. Current notebooks often offer more than 2 GB of memory and use
dual or quad-core processors at speeds of well over 2 GHz (current notebook
price about 1200-1500 USD). A top PDA/smartphone will cost close to 1000
USD (without contract), while the hand held game consoles are currently
priced at 130 USD (Nintendo DS) and 170 USD (Sony PSP).
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3.3.2 Building Mobile Systems
The main issue in making the translation systems run on a PDA are the
memory requirements of the translation and language models. The proces-
sor speed itself is also a bottleneck, but it could be shown that floating point
operations can be replaced by fixed point or integer arithmetics which al-
low the PDA processors to perform at respectable speeds and nearly equal
translation quality (Zhang and Vogel, 2007; Hsiao et al., 2006).
What remains a problem are the models’ memory requirements. Clever
encoding and compression approaches can decrease these requirements signif-
icantly. In particular language models can be encoded very efficiently using
the Bloomfilter data structure, a lossy hashing technique, and can usually be
cut to manageable sizes (Talbot and Osborne, 2007a,b). The phrase table
cannot be so easily compressed, and phrase pairs will have to be removed
to meet the size requirements. The goal here is to remove enough phrase
pairs to fit the model in the memory of a mobile and lightweight device
while maintaining the best possible translation performance. Approaches to
identify phrase pairs that can be removed and have the least impact on the
overall translation performance are presented in chapter 5.
3.4 Named Entities and Specialty Terms
3.4.1 Limited Named Entity Support
The third major issue that prevents research translation systems from finding
their way to actual usage areas is the missing support of a large number
of named entities and other specialty vocabulary. Table 3.5 shows some
examples of sentences with named entities from the IWSLT 2006 evaluation
and the translations of the CMU/UKA system (Eck et al., 2006).
Reference: My name is Xiao Bai. This is my driver’s license.
Please take a look.
Translation: Please look. Here’s my driving license.
Reference: Nanjing Road in The Bund is the busiest spot here.
Translation: This is the most lively place.
Reference: You can embark at the Wu Song Harbour.
Translation: Could you steward Pier.
Table 3.5: IWSLT 2006 example sentences with named entities
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The translation quality is, again, mostly acceptable with the exception of
the names that are missing. Unfortunately, the missing names make the
translations unusable for any real user.
The reason why these names are missing is simple. The training data
that was allowed for the IWSLT 2006 evaluation did not contain these names.
This also means that every group could assume that no other group would
translate those names correctly so the missing names would not affect the
group’s ranking.
As BLEU scores are the main automatic evaluation metric, the names
also become less relevant as each name in table 3.5 occurs only once. This
means fixing the translation of one of the names would only result in an
insignificant BLEU score change, much less than other improvements that
could affect more sentences. The BLEU score might even value names lower
than other words. For example given the reference sentence “When is my
flight to Tokyo” missing the name “Tokyo” will result in a higher BLEU
score for this sentence than missing the “to”. This is the case as all words
are valued equally in the BLEU score and “Tokyo” occurs in only one bigram,
trigram and 4-gram while “to” occurs in two bigrams, trigrams and 4-grams.
It should be noted that BLEU scores were not designed to score individ-
ual sentences and generally do give better correlation to human judgments
on larger test sets. Alternative scoring methods like NIST incorporate infor-
mation gain and would value a content word higher than a function word.
Most competitive evaluations also use human judgments of the translations
on at least some of their translation tracks, and a human will certainly value
the named entities and content words.
Generally all named entities will be low frequency and only make up a
small percentage of the overall tokens, but the names have a high impact on
communication success as they carry a significant part of the information.
A sentence might often only contain one named entity as in most of the
examples in table 3.5, but missing this named entity makes it very difficult
or even impossible to achieve communication success. Martine Adda-Decker
and Lori Lamel list vocabulary sizes for various word categories in chapter 5
of Schultz and Kirchhoff (2006). Function words are in the hundreds, general
and technical content words are in thousands of word types. Comparing this
to the estimated millions of named entities illustrates the overall problem.
Correct translations for function and common content words are certainly
necessary as well and should be further improved in the future. However,
the focus in this thesis will be the improvement of the named entity and
specialty vocabulary coverage.
The named entity coverage of the BTEC corpus is particularly limited.
The BTEC corpus consists of Japanese phrase books for tourists, which
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means that it mainly contains named entities from Japan and very few names
from other countries. However, phrase books tend to give only example
names which leads to the fact that the standard examples are frequently
present, while rare names are never used. This behavior was specifically in-
vestigated for the city names in Japan, checking the number of occurrences
of 144 relevant city names listed at www.japan-guide.com in the complete
English/Japanese BTEC corpus (about 1 million words on the English side).
Only 49 of these names, listed in table 3.6 occur in the BTEC corpus while
the other 95 never occur. Table 3.6 shows the disparity in the number of
occurrences. Tokyo, with 672 occurrences, has nearly twice as many as all
other cities combined and only 11 city names occur 10 or more times.
City Frequency in BTEC City Frequency in BTEC
Tokyo 672 Hiroshima 2
Narita 64 Kanazawa 2
Kyoto 48 Matsuyama 2
Osaka 45 Nagasaki 2
Ube 29 Sendai 2
Fuji 21 Takamatsu 2
Yokohama 20 Toyota 2
Yamaguchi 17 Ashiya 1
Nara 11 Fukuoka 1
Chiba 10 Funabashi 1
Mito 10 Hofu 1
Kamakura 9 Ichihara 1
Kobe 8 Inuyama 1
Asahi 7 Kashiwa 1
Nagoya 7 Kawasaki 1
Sapporo 6 Matsumoto 1
Nagano 5 Morioka 1
Nikko 5 Niigata 1
Hakone 4 Okayama 1
Otsu 4 Saitama 1
Oyama 4 Takasaki 1
Sakai 3 Takayama 1
Seto 3 Toyama 1
Akita 2 Zama 1
Hamamatsu 2
Table 3.6: Japanese city names in the BTEC corpus
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It is also important to keep in mind that a Japanese ↔ English translation
system could be used by Japanese speaking tourists in an English speaking
country and city names from these countries are very rare in the BTEC
corpus. Parts of the BTEC corpus also exist in other languages, such as
Korean or Arabic. Here, the local names are completely missing, as these
are merely translations from the English BTEC sentences.
This problem does not only affect city names, but other named entities
and specific terms that will be important, like food items, general locations,
street names, etc. Military users may have similar needs, and medical appli-
cations are especially known for having a wide variety of technical terms and
medication names.
It is important to note that every user within one of the three groups will
have their own specific needs. A tourist might have some specific hobbies
or interests that he or she would like to research in a foreign country. They
may also have food or shopping preferences. Nearly every medical or mili-
tary professional has some kind of specialization, that heavily influences his
vocabulary and phrase usage. Continuing with the city name example from
above, it can be assumed that not every tourist will need all city names, but
every tourist will visit a different area and will need some subset of the cities
and locations. A standard machine translation system trained on the BTEC
corpus would not completely fulfill this need right now.
3.4.2 Supporting Named Entities
The general task is to improve the support and coverage for named entities.
Just adding more standard bilingual data will not solve this problem. It
would take a very large amount of data to cover a high percentage of named
entities and this would not be very efficient. The comparably small number
of function and common content words are likely to be already well covered
as illustrated in table 3.5 and table 3.1. It is also not clear which sources
could be useful here because phrase books will always focus on the most
common names. The only option would be travel guides that cover a certain
country or area, but also these will not accomplish this efficiently.
Additional problems arise with the millions of person names and the fact
that new named entities are continuously added.
The first goal is the possibility to separately collect named entities and
integrate them in existing systems. The lack of memory in the mobile devices
might also make it necessary to personalize a subset to the specific need of
the individual user. This subset also supports the ASR performance, as a
large vocabulary is especially hard to handle in speech recognition.
In addition to this, it will be necessary to have some kind of backup
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strategy in place as it will not be possible to collect all named entities and
specialty vocabulary. Right now if a word remains unknown it will be skipped
and not translated as seen in table 3.5. This can be acceptable if the character
sets of the languages are identical or close, but will not be satisfactory if the
character sets are different. The translation should at least offer some way
to handle these words. Chapter 6 will present approaches to solving these
problems.
3.5 Interface and Users
The final differences between a research and an actually deployable system
are the users and the user interface. In a lab setting, the main users are
experts and researchers, and their goal is to effectively test new approaches
and be very flexible when using a translation system. They typically use
the same test set over and over again to be able to measure the differences
between different settings and evaluate the improvements. The user inter-
face is usually a command line with various parameters, parameter files and
support programs.
This would certainly be completely unacceptable to actual users. Users
demand an easy interface that will interfere as little as possible with the
ongoing communication, and they will not be open to a system with a com-
plicated interface. Interfaces like this have been researched and developed
in different variations. Generally, users will prefer to actually speak to the
system and get audible output. This primarily requires adding ASR and
speech synthesis components for both languages. A display will mainly serve
to check the correctness of the input and for status messages.
A simple graphical interface on a PDA is shown in figure 3.1. The display
shows the output for both languages. On the English side, the first line is
the ASR output which is translated to Japanese and shown in the Japanese
section. The second line in the English part is the “back-translation”, a
second translation of the Japanese translation back to English. This can be
useful to double-check the translation for the English speaker as it can be
assumed that the translation will be correct if the back-translation is correct.
However, the back-translation can underestimate the performance and can
be confusing for non-expert users. Two buttons on the PDA are used as
push-to-talk buttons for English and Japanese respectively.
The TransTac project developing speech to speech translation systems
for military users required a hands-free and eyes-free system. That means
that no display is permitted and no button can be pressed to communi-
cate using the system. This was developed at InterACT as described in
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Bach et al. (2007), but the actual users did prefer a push-to-talk button in
order to have control over what gets translated, so the hands-free requirement
was effectively dropped later.
As usable interfaces are available these issues will not be discussed in later
parts of this thesis.
Nice to meet you





Figure 3.1: PDA interface
3.6 Overview
As pointed out in the previous sections, the main part of this thesis con-
sists of three chapters corresponding to the three main issues identified and
discussed here: Chapter 4 will present approaches to effectively support addi-
tional languages at low cost, chapter 5 will discuss solutions for using trans-
lation systems on small devices with limited resources and chapter 6 will
develop approaches to improve the handling of named entities and special-
ized vocabulary in addition to personalization issues.
3.7 Related Work
Each of the three main chapters will separately cite relevant related work.
However, some related work that is not specifically relevant to a certain
chapter but related to the overall problem of developing speech to speech
translation systems will be discussed here.
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Generally various speech to speech translation systems have been devel-
oped over time e.g. Lavie et al. (1997). This system was still running on a
larger computer and not mobile. Language portability became an issue later
e.g. in Black et al. (2002). Specifically designed for the tourism domain is
the translation system by NEC Research presented in Isotani et al. (2002)
and Isotani et al. (2003).
An alternative approach is presented in Yamabana et al. (2003). Here the
mobile devices communicate via wireless connections with a server computer.
This allows for a better translation performance, but requires a constant
connection.
The question of how to rapidly port the systems to new languages were
also explored in Black et al. (2002) for the language pair Croatian↔ English
and in Engelbrecht and Schultz (2005) for the language pair Afrikaans ↔
English.
Mobile speech to speech translation systems for military applications,
specifically the force protection domain were investigated in the DARPA
funded Babylon and the already mentioned TransTac project. The sys-
tem “Speechalator” that was developed at Carnegie Mellon University for
the Babylon project is described in Waibel et al. (2003a) and Waibel et al.
(2003b). The “Speechalator” used an interlingua-based machine translation
component.
Realizations of TransTac systems are for example described in Hsiao et al.
(2006) and the already mentioned Bach et al. (2007) (Carnegie Mellon Uni-
versity System) and also at www.iraqcomm.com (SRI System). Some specifics
of BBN’s TransTac effort were published in Saleem et al. (2007). Saleem
et al. (2007) investigate various techniques to improve the machine transla-
tion performance by data normalization, additional knowledge sources and
morphological analysis of Iraqi-Arabic. IBM’s effort in the TransTac project
is based on the MASTOR (Multilingual Automatic Speech to Speech Transla-
tor) system usually running on a laptop, but it was also ported to a handheld
device in Zhou et al. (2003) and Zhou et al. (2004). The system on the hand-
held device uses a statistical natural language understanding and generation
component, which parses the input and produces target language output.
Schultz and Black (2006) identify the main issues in porting a speech to
speech translation system to a new language pair from a speech recognition
and speech synthesis standpoint.
Chapter 4
Low Cost Language Portability
4.1 Introduction
This chapter will discuss methods to effectively generate bilingual training
data to be used to support additional language pairs. Bilingual corpora are
the training data for statistical machine translation models. They are specif-
ically needed to train the translation models and phrase tables. Phrase pairs
are extracted from the bilingual data and are combined to form the trans-
lation hypothesis during decoding as outlined in chapter 2. Unfortunately,
bilingual corpora are only available for a small number of language pairs and,
therefore, have to be produced for new language pairs.
Pivot languages were already introduced in chapter 2 (Reichert and
Waibel, 2004; Babych et al., 2007) and can somewhat ameliorate this sit-
uation. Instead of translating from the source to the target language di-
rectly, the source language is first translated to a pivot language which is
then translated to the target language. For each new language it is then only
necessary to have a bilingual corpus with the chosen pivot language. The
most commonly proposed pivot language is English, as it is part of many
bilingual corpora.
The standard approach to generate bilingual training data is to manually
translate a given monolingual corpus in one of the languages to the other
language. If no monolingual corpus is available in either language, it would
be necessary to create one or translate a corpus from a third language. In
the experiments here, it is generally assumed that a monolingual corpus is
already available for one of the languages. This is also the usual case as one
of the involved languages is often English or another major language with
easy access to large monolingual corpora.
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4.1.1 Human Translators
In order to get a correct translation of the corpora, human translators
have to be hired. Websites like Proz (www.proz.com) and Translatorsbase
(www.translatorsbase.com) offer a convenient way to collect quotes and
hire individual translators and translation agencies for a large variety of lan-
guages1. The best results are usually achieved if the translator is native in
the target language. It is only necessary to understand the source language
and non-native speakers can correctly comprehend the concepts. It is, how-
ever, much harder for non-native speakers to generate a translation in the
target language that is exactly like an utterance a native speaker would use
in the respective situation, particularly concerning word choice.
Translators are usually paid per source language word. Prices per word
can range between 0.01 USD and about 0.25 USD, depending on the type and
size of the project, the involved languages and the availability of translators
for the languages. The general price level in the respective country plays an
important role as well. Table 4.1 shows some of the lowest prices offered for
BTEC and other tourism phrase/dialog corpora of at least 100,000 words for
selected languages (all translations from English). A general rule of thumb
is that a professional human translator is able to translate about 3,000-4,000
words per day, which is also consistent with the experiences in the InterACT
laboratory. The bilingual English/Iraqi-Arabic data provided to the members
Language Price per word
Indonesian 0.01 USD








Table 4.1: Selected prices for human translations
of the TransTac project contains about 6 million English words. This means,
the estimated effort to produce this data added up to over 7 years (for 1
translator) at a cost of over 120,000 USD.




In the standard and most common situation the problem is as follows: A
monolingual corpus is available and the goal is to have this corpus translated
by human translators to produce a sentence-aligned bilingual corpus. Time
and/or cost constraints do not allow for the full corpus to be translated. The
main concern are cost constraints, as multiple translators can be hired to
work in parallel to match time constraints.
Most corpora in their original state contain quite a large number of par-
tial repetitions and duplicate sentences. It is possible that some of these
repetitions will be beneficial, but it can be assumed that not all of them are
really necessary, and very repetitive sentences can be eliminated. Table 4.2
shows some parts of the BTEC corpus. A large number of sentences contain
various repetitions and share phrases.
. . .
130: I’d like to make a hotel reservation.
131: Do you have a room for tonight?
132: How long do we stay here?
133: I’d like a shave, please.
134: I’d like a haircut.
. . .
173: Another one, please.
174: May I have another glass of water?
175: May I have another fork?
176: I’ll show you to your room.
. . .
227: Overseas operator, please.
228: This is Mr. Sato in room one two three four.




Table 4.2: Examples for repetitions in the BTEC corpus
Given the assumption that these repetitions are not beneficial for the
translation performance, the task is to eliminate these sentences. The spe-
cific task is to sort the sentences based on their estimated importance. The
top n sentences are then selected and sent to the human translators. The
goal is that the returned bilingual (sub-)corpus will offer the best possible
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translation performance. Table 4.3 shows an overview of this general sce-
nario.
Start situation Complete monolingual corpus is available
End situation Bilingual (sub-)corpus is available
Objective function Translation performance of final system
Constraint Cost/Time
Table 4.3: General scenario
It is not always clear at the start of development how much money will
be available for the translations. The money situation could also change,
and it could be possible to translate additional sentences later. This could
depend on the final translation performance. If the translation performance
does not meet the intended goal, funds might be made available to achieve
a better performance. As this will frequently be the case, the goal is to sort
all the sentences in the corpus in a way that the top n sentences are always
approximately optimal. For example, the top 1000 sentences should be the
same, regardless if 1000, 5000 or 10,000 sentences can be translated.
Evaluation Method The overall goal is to have the maximum translation
performance of the final translation system for all potential test sentences. As
usual, the translation performance is measured with an unseen test set and
it is assumed that this test set is generic enough to estimate the translation
performance on any test set.
It will be necessary to measure the translation performance of the op-
timized and non-optimized data at various corpora sizes. It is definitely
possible that an approach might give good results for very small sizes, while
another approach might be better suited for larger sized corpora.
4.2 Related Work
4.2.1 Active Learning in Natural Language Processing
In general, this research can be regarded as an example of active learning.
This means the machine learning algorithm does not just passively train on
the available training data, but plays an active role in selecting the best
training data (Cohn et al., 1996). Active learning, as a standard method in
machine learning, has been applied to a variety of problems in speech and
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language processing. Examples are parsing (Hwa, 2004), automatic speech
recognition (Kamm and Meyer, 2002; Zhang and Rudnicky, 2006) and dialog
systems (Hakkani-Tür et al., 2006).
Query by Committee and Query by Uncertainty Two common
generic approaches to active learning are Query by Committee (QBC) and
Query by Uncertainty (QBU). QBU is described in Thrun and Moeller (1992).
In this method, a model is trained based on the already labeled data and it
is applied to the unlabeled data. The sample for which the trained model
has the highest “uncertainty” will be the next to be labeled.
QBC was introduced in Seung et al. (1992). Here, multiple different
models are trained based on the already labeled data (e.g. by sampling),
and all are applied to the unlabeled data. The data sample for which this
committee of models has the most disagreement is chosen as the next sample
to be labeled.
These approaches have been successfully applied to Part-of-Speech (POS)
and named entity tagging and generally gave comparable performance (Haer-
tel et al., 2008).
However, the methods are computationally very complex, as new models
have to be trained and applied after each newly labeled data sample. This
means the techniques can only be used if the training is fast or can be done
incrementally. It has to also be possible to apply the trained models very
quickly.
A batch operation does not seem easily feasible. If the models are not
updated, similar samples would be chosen multiple times in a row. In a POS
tagging task there could be high uncertainty for a certain phrase like “would
like to buy” which might lead to the fact that then multiple sentences with
this phrase (“I would like to buy a car”, “We would like to buy a house”,...)
are chosen at once. The necessity to re-train the models also makes it difficult
to organize the human labelers. They would have to use an integrated tool
that selects the next sample based on the previous input.
This problem, and the overall training effort in machine translation, do
not allow easy application of these techniques to the problem of low cost
language portability. Re-translating the untranslated sentences over and over
again to find the next sentence to give to the human translator would just
be impossible in practical applications. For this reason, the techniques in
section 4.3.1 do not consider the translations, but base the selection only
on features of the source language sentences. This can be interpreted as
QBU on the source side, as previously unseen words and n-grams are used to
estimate the importance of a sentence. The method proposed in section 4.3.2
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can also be regarded as a variant of QBU. Here the uncertainty of word to
word translations are estimated based on their probability development.
Elicitation Corpora For machine translation specifically, some related
work has been done for the transfer approach based on grammars. During
the elicitation process, the collection of data is controlled depending on which
grammatical features and specialties a language might contain. A basic ques-
tion asked could be if a language distinguishes singular and plural nouns. If
it does, the elicitation corpus will contain examples for this feature, other-
wise those examples will be skipped (Probst and Levin, 2002; Probst and
Lavie, 2004; Alvarez et al., 2006). The result will be “a resource dense with
the right features, those for which the target language makes distinctions”
as stated in Clark et al. (2008).
The selection mechanism for active learning is almost exclusively depen-
dent on the respective problem. However, besides Eck et al. (2005a) and Eck
et al. (2005b) no other publications related to producing bilingual training
data for statistical machine translation are currently available.
Translation Model Adaptation It is important to note the difference
between this approach and approaches to translation model adaptation, as
presented in Hildebrand et al. (2005) or Lü et al. (2007). In these cases,
sentences for the training corpus are selected from a larger corpus based
on the test sentences and certain similarity measures. The goal is then to
improve the translation performance compared to a non-adapted translation
system.
Simple sub-sampling techniques are also based on the actual test data and
the goal there is to limit the memory requirement and increase the speed in
order to translate a known test set.
In the approach presented here, it is assumed that the test data is un-
known at selection time, so the intention is to get the best possible translation
system for every potential test set.
4.2.2 Web Crawling for Bilingual Corpora
An alternative to generating bilingual corpora using human translators is the
automatic crawling for bilingual corpora on the World Wide Web. Various
websites are offered in multiple languages and could be a source for parallel
bilingual corpora. This was tested in the “Surprise Language Exercise” spon-
sored by DARPA in 2003 for the languages pairs Hindi→ English and a dry-
run for Cebuano → English (Oard, 2003; Lavie et al., 2003). Web crawling
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has multiple problems that prevent it from being used in the intended sce-
narios here. The domain of bilingual web data is mainly news, a mismatch
to the intended dialog domains in tourism, medicine and force protection.
It is also doubtful that web crawling can gather large corpora for minority
languages. Most websites are only available in the major languages to reach
the largest possible audience.
Web data can, however, be a good source of monolingual data for a variety
of languages.
4.2.3 Increasing Translator Productivity
On the side of the human translator, software is available that has the same
goal: to minimize the actual manual work necessary by the human translator.
A large number of tools is available here under the term Computer-assisted
translation (CAT). Commonly used CAT programs are Trados, developed by
SDL International (www.trados.com), and Transit XV, developed by Star
Group (www.star-group.net). Various alternate programs are also avail-
able. The software supports the human translator with user dictionaries,
terminology managers and general project management.
The related feature to the issue discussed here is the Translation Memory
component. This component saves earlier translations for text segments and
matches them to new segments. If the tool finds the same sentence again, it
will offer to reuse the translation, thus saving translation time. If the match is
only partial, the translator will have to check and likely correct the proposed
translation. These tools will really only be useful for duplicate sentences
or those differing in just one word. However, removing duplicate sentences
before a monolingual corpus is translated is trivial and generally done in this
application. This would be different in other, more traditional, translation
jobs where mainly complete documents are translated. It is also doubtful if
the translators using these tools would lower their price according to their
increased productivity. Therefore, these tools would not actually lower the
cost of the machine translation system.
4.2.4 Summary Related Work
Various related approaches are available and were discussed in the previous
sections. The general idea to actively select training samples is well-known as
active learning and has been applied to various tasks in speech and language
processing. The problem with the standard approaches QBU and QBC is
the computational complexity which does not allow to directly apply them
to the production of bilingual data for statistical machine translation.
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The concept of elicitation has been applied to transfer-based machine
translation. The goal is also to limit the necessary amount of data to be
labeled by selecting sentences based on language features. Active learning
approaches have not been applied to the task of producing a bilingual corpora
for statistical machine translation and this is the contribution of the methods
proposed in the following sections.
Approaches to web crawling are trying to completely eliminate the human
translation cost by directly locating parallel bilingual corpora on websites.
This is available and could be very promising in the future, but the current
domain and language coverage is too limited.
Available CAT tools allow the human translators to be more productive
by eliminating the necessity to re-translate duplicate sentences and identify-
ing sentences that only differ in one word. The human translator will still
have the goal to provide all translations to his clients, but the tools allow
him to lower the time spent on these sentences.
For the problem discussed here it would not be necessary to have the
full corpus translated. If a sentence is identified as not containing additional
information it can just not be translated. In turn the approaches to improve
the production of the bilingual data for statistical machine translation could
eventually help the human translator. Once he has translated the most
important sentences the translation of other sentences could be predicted
that the user can edit. This is similar to the methods proposed in Barrachina
et al. (2008). Here the software also suggests translations, but the sentences
are not sorted in an optimized order.
4.3 Sentence Sorting
This section will introduce various methods to sort the sentences of a mono-
lingual corpus. After sorting, the top n sentences can be given to a human
translator to produce a bilingual corpus.
The static sentence sorting approaches in the following section will not
consider the returned translation but sort the sentences just based on features
of the source sentences.
The dynamic sentence sorting approaches in section 4.3.2 will consider the
translations and base the order of the remaining sentences on the returned
translations.
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4.3.1 Static Sentence Sorting
4.3.1.1 Coverage Based Approaches
It was mentioned that the optimization goal is the translation performance
of the final system on any sentence, which is estimated based on a test set.
It is well-known that the translation performance of a statistical machine
translation system is heavily correlated with the quality of the word align-
ment, the word to word lexicon and the phrase table. Also, the ability of the
language model to distinguish good and bad translation candidates in the
target language plays an important role.
The intention is now to estimate the impact of each sentence that could
potentially be translated. This is accomplished by certain features that model
these factors on the sentence level. This will allow this approach to select
approximately optimal subsets of sentences.
Vocabulary Coverage The most basic feature and goal for a bilingual
training corpus is full vocabulary coverage. For each word, a word alignment
can only be calculated if at least one sentence containing this word is avail-
able. It has to be assumed that each word that occurs in the monolingual
corpus can potentially occur in the test set, and at least a word to word
probability for a lexicon is necessary to translate it. Therefore, the first goal
is to cover every word in the vocabulary at least once. It will initially be
assumed that each sentence has the same translation cost. This task can
then be formulated as follows:
Find the smallest number of sentences that cover the full vocabulary.
This problem is exactly analog to the well-known SET-COVER problem
(Karp, 1972).
Theorem 1 Given a universe U , and a family S of subsets of U , a cover is
a subfamily C ⊆ S of sets whose union is U . In the SET-COVER decision
problem, the input is a pair (U, S) and an integer k; the question is whether
there is a set covering of size k or less (k refers to the number of sets). In
the set covering optimization problem, the input is a pair (U, S), and the task
is to find a set covering which uses the fewest sets.
The decision version of SET-COVER is NP complete, and the optimiza-
tion version of SET-COVER is NP hard.
A trivial reduction of the stated problem to SET-COVER proves that the
stated problem is also NP hard.
A simple greedy algorithm for SET-COVER at each stage chooses the set
that contains the highest number of uncovered elements.
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with s being the size of the largest set.
Additional inapproximability results also show that this greedy algorithm
is essentially the best-possible polynomial time approximation algorithm for
SET-COVER (Lund and Yannakakis, 1994; Raz and Safra, 1997; Feige, 1998;
Alon et al., 2006). These results can be directly applied to the sentence
selection situation, and an algorithm for optimal vocabulary coverage can
be formulated: Choose the sentence in each step that contains the highest
number of words not yet covered.
The following example illustrates that this algorithm is not optimal here.
Given a corpus with 5 sentences:
1. A B C D a b c d
2. E F e f
3. G g
4. A B C D E F G
5. a b c d e f g
Table 4.4: Example corpus
The greedy algorithm will choose the sentences in the given order until
choosing the third sentence. At this point the whole vocabulary is covered.
The optimal solution is, however, to choose sentences 4 and 5 which gives
an approximation ratio of 3
2
in this case. In the general case, an example
constructed this way achieves an approximation ratio of log2(s)/2, with s
being the number of words in the longest constructed sentence.
Generally the greedy algorithm to sort sentences can be formulated:
Algorithm 1 Sentence sorting
Create empty sorted list
repeat
For all sentences that are not in the sorted list
Find sentence with highest score
Add sentence with highest score to sorted list
until all sentences sorted
with the score for each sentence defined as:
score(sentence) = ](unseen words)
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N-gram Coverage A high performance statistical machine translation
system cannot, however, only rely on word to word translations, but greatly
benefits from phrase translation pairs. Even closely related languages can-
not simply be translated word for word, and it is necessary to include phrase
translations as well. Phrases can cover local reorderings and grammatical
differences. They generally provide a foundation for a high quality transla-
tion.
For this reason, a second goal is to cover longer n-grams in addition to
words. It is unclear which lengths of n-grams should be considered and
different possibilities will be investigated in the experiments in section 4.4.
The situation with n-grams is exactly equivalent to the situation with
single words in the previous section, and the analog algorithm can be applied
with the adjusted sentence score. The parameter j will be used to indicate
which lengths of n-grams are considered. In all experiments j was chosen as





Translation Cost Up to now, it was assumed that the cost to translate
each sentence is constant and the goal was to find the smallest number of
sentences. This is not the case, as human translators are paid per word and
common corpora contain sentences of greatly varying lengths.
To adjust the calculated scores for each sentence, the scores are divided






This score can be interpreted as the unseen n-grams gained per translated
word for the respective sentence.
N-gram Importance Another simplification made in the beginning was
that all words and n-grams have the same value. It does not matter for the
previous terms if a sentence only contains very rare words or if the words
are very frequent. However, it will be far more important to cover the most
frequent words and n-grams compared to infrequent ones. The most relevant
basis available to estimate the probability for an n-gram to occur in the test
sentences is the monolingual source corpus. Therefore, the estimation of the
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n-gram importance will be based on this data2. The obvious choice is to use




](frequency of unseen n-grams)
sentence length
Cover N-grams Multiple Times In order to get good word alignments
and reliable phrase translation pairs, it might not be sufficient to cover each
word and n-gram only once. It could be beneficial, especially for very ambigu-
ous words, to collect multiple translations of that word in various sentences
and contexts. Just based on the source language side, it is not possible to
estimate how ambiguous the translations of a certain word might potentially
be, but a certain goal can be set to cover each word and n-gram k times in-
stead of once. Here the seen/unseen status of an n-gram is no longer sufficient








In the previous sections, the value function would only return two values.
It would return the n-gram frequency in the frequency-based approach or 1
in the coverage-based approaches for an unseen n-gram. For previously seen
n-grams, 0 would be returned. Here the value function will return positive
values if the respective n-gram was seen less than k times, and 0 if it was
seen k times or more. The initial value for unseen n-grams will either be
1, as in the coverage-based approach, or the n-gram frequency, as in the
frequency-based approach. Various options exist for the intermediate values:
• Constant value: value stays at the same level until n-gram is covered k
times
• Linear decrease: value decreases linearly until n-gram is covered k times
• Quadratic decrease: quadratic value decrease until n-gram is covered k
times
• Exponential decrease: exponential value decrease until n-gram is cov-
ered k times.
2Other monolingual corpora or web search engines could be used to estimate the im-
portance, but this was not investigated.
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The steeper the decrease, the more importance is placed on unseen n-grams.
In the constant case, any n-gram seen less than k times will have the same
value as an unseen n-gram. This is most likely not beneficial, as an unseen
n-gram will probably be more important in this situation.
However, the results showed that this score could not outperform the
approaches that only intend to cover the words and n-grams once. This
result was true regardless of the chosen setting.
The reason is that these additional enforcements of multiple translations
are not generally necessary. Frequent words will automatically be covered
multiple times in the previous scores, as they will most likely occur again in
sentences that are selected later (without giving added score to the sentence).
Rare words will most likely be covered only once. However, this can still
result in a good alignment quality for the rare word if the other words in the
sentence are reliably aligned. It is also the case that rare words are generally
less ambiguous than frequent words. This was shown in Twilley et al. (1994)
for the English language and simplifies the alignment task.
However, ambiguous words and phrases do exist and the goal of the scores
introduced in section 4.3.2 is to be adaptive to each individual word. For
an ambiguous word, multiple instances should be selected which will not be
necessary for an unambiguous word. Section 4.3.2 will introduce a method
that incorporates this based on the already received translations.
Prefer Shorter Sentence The algorithms for training translation models
in statistical machine translation usually work better (and faster) on shorter
sentences. The number of possible word alignments grows exponentially with
the length of the sentence. This advantage is particularly obvious in the case
of a one word sentence where the alignment is trivial. However, a one word
sentence does not contain any context or phrase information and would not
be preferable.
In order to prefer shorter sentences, the scores were also divided by the





](frequency of unseen n-grams)
sentence lengthi
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4.3.1.2 Information Retrieval
An alternative approach to scoring sentences is based on information retrieval
techniques, particularly similarity measures. The TF-IDF similarity measure
(Salton and Buckley, 1988) was chosen here, but this idea can easily be
applied to any other similarity measure, such as Okapi. Other experiments,
however, showed that the similarity measures do not behave very differently
in various natural language processing applications and usually give nearly
equivalent results (Hildebrand, 2005). This is not surprising, as they are
based on comparable concepts.
TF-IDF is a similarity measure widely used in information retrieval.
To calculate TF-IDF scores, each document D is represented by a vector
(w1, w2, . . . , wm) with the size of the overall vocabulary m. The entry wk is
calculated as: wk = tfk ∗ log(idfk) with:
• tfk is the term frequency (TF) of the k-th word in the vocabulary in
the document D i.e. the number of occurrences.
• idfk is the inverse document frequency (IDF) of the k-th term, given as
idfk =
]documents
]documents containing k -th term
The similarity between two documents is now defined as the cosine of
the angle between the two vectors. The minimum angle is 0 degrees which
means that the two vectors point in exactly the same direction, thus having
the same vocabulary and relative frequencies, resulting in the maximum score
of 1. The maximum angle is 90 degrees, which means that the two documents
have completely disjunct vocabularies, resulting in the minimum score of 0.
Sentence Scoring with TF-IDF The approach is to use TF-IDF to find
the most different sentence compared to the already selected sentences and
give this one the highest importance. This means the sentence with the lowest
TF-IDF score (compared to the already selected sentences), is selected to be
translated next.
The following example will illustrate this approach. The very first sen-
tence has to be randomly selected because there is nothing to compare the
available sentences against in the first step.
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The randomly selected sentence could be:
1. Where is the hotel?
In the next step, the TF-IDF score for every still available sentence com-
pared to this sentence is calculated. Sentences that do not have a single word
in common with this sentence will get the lowest possible TF-IDF score of 0,
and one of those will again be randomly selected, for example:
1. Where is the hotel?
2. I had soup for dinner.
At some point there will be no more sentences left that only contain
unseen words, so every sentence will get a positive TF-IDF score. The lowest
TF-IDF score will then be assigned to sentences that have the lowest number
of already seen words and the highest document frequency for these words.
A selected sentence in this example could be:
1. Where is the hotel?
2. I had soup for dinner.
3. This is fine.
This sentence only shares the word “is” with the already sorted sentences.
The word “is” most likely has a very high document frequency, thus a low
IDF score. This leads to an overall low score for this particular sentence. A
sentence like “We ate dinner at a restaurant.” will get a higher score because
the shared word “dinner” is certainly less frequent than “is” and will get a
higher IDF score. The TF score in this example would be the same, so it
can be ignored. In the next iteration, the TF score for “is” in the sorted
sentences will be higher, which in turn lowers the chances to select another
sentence with “is”.
In summary, this scoring scheme will ensure that, at the beginning, new
and unseen words are covered. It will also assign a higher score to more
frequent words later, which is the same behavior as the scoring schemes
presented in the previous sections.
A more information-retrieval centered motivation for the TF-IDF method
is: Always select the sentence with the topic that is furthest away from the
topic(s) of the sentences already sorted. This will make sure that all possible
topics that are in the training data and may come up in the test data are
covered.
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Generalizing TF-IDF for N-grams TF-IDF can be easily generalized to
n-grams by using every n-gram as an entry in the document vectors (instead
of only using words). This will assign a higher score to phrases, as argued
in the previous sections with the coverage based approaches. In the experi-
mental section, it was investigated using words (scoreTF/IDF,1) and bigrams
(scoreTF/IDF,2).
4.3.1.3 Additional Computational Complexity
This section will further discuss questions concerning the complexity of the
proposed approaches. A different formulation of the sentence sorting problem
is the following: Each sentence has a specific score, based on the number of
previously unseen n-grams it contains or its TF-IDF score. A cost is attached
to each sentence based on its length in number of words. It is important to
realize here that the sentence scores might potentially change based on the
other selected sentences. This problem, in a formal definition, can be reduced
to the KNAPSACK problem (Kellerer et al., 2004).
The KNAPSACK problem is defined as: Given a set of items, each with a
cost and a value, determine the number of each item to include in a collection
so that the total cost is less than a given limit and the total value is as large
as possible. The 0-1 KNAPSACK problem specifically states that each item
can either be chosen or not chosen and is formally specified as:
Theorem 2 Given n kinds of items, 1 through n. Each item j has a value








wjxj ≤ c, xj = 0 or 1, j = 1 . . . n
The decision version of 0-1 KNAPSACK is NP complete, and the opti-
mization version is NP hard.
The sentence selection (SENTENCE SELECT) problem can be formal-
ized as follows: Given n sentences, 1 through n. Each sentence j has a score
pj and a translation cost wj. The maximum translation cost that can be
afforded is c.








wjxj ≤ c, xj = 0 or 1, j = 1 . . . n
The only significant difference is that the values for the individual sen-
tences change based on the other selected sentences. This obviously makes
the problem harder, but the following reduction also proves that the sentence
selection problem is NP hard.
Any 0-1 KNAPSACK problem has to be reduced to a sentence selection
problem. This means, given a number of weights and values, sentences have
to be designed that represent the same scores and costs. For the vocabulary
coverage approach, this is accomplished as follows: For each new item, a
sentence is generated with as many new and different words as the items
value. The rest of the sentence is filled with the last word until the intended
weight is reached. Once this new sentence selection problem is solved, it also
gives a solution to the 0-1 KNAPSACK problem: The items corresponding
to the selected sentences have to be chosen.
There are a number of instances where the reduction is not as obvious as
stated:
• It is not possible to generate a sentence corresponding to an item value
of 0. Those items can, however, be automatically eliminated as they
do not generate any benefit if chosen.
• Item values for KNAPSACK problems are usually natural numbers.
For rational values and weights, the values, weights, and the overall
maximum cost can be multiplied by appropriate factors to generate
natural numbers.
• Sentences generated according to this method will always have a cost
that is at least as high as their score. An appropriate factor can again
be introduced to match this condition with the values and weights of
the items.
For more information about KNAPSACK problems in general,
please consult Pisinger (1995) and Kellerer et al. (2004). Ta-
ble 4.5 shows an example of the reduction of 0-1 KNAPSACK to
SENTENCE SELECT. The reduction can be realized with only polynomial
effort, which proves that the sentence selection problems are also NP hard
and NP complete respectively.










A1,1 A1,2 A1,2 A1,2 2 4
A2,1 A2,2 A2,3 3 3
A3,1 A3,2 2 2
A4,1 A4,1 A4,1 A4,1 A4,1 1 5
Table 4.5: Example for a reduction of 0-1 KNAPSACK to SENTENCE SE-
LECT
4.3.2 Dynamic Sentence Sorting
4.3.2.1 Basic Idea and Approach
One problem with the previous sorting approaches is that they do not con-
sider the actual translation that is received for a certain sentence. Therefore,
the sorted order of the sentences is the same for all target languages.
This is reasonable for purely coverage based approaches, but if words and
n-grams are supposed to be translated multiple times to get better align-
ments, the target language has significant impact. This is comparable to
the elicitation corpora for grammar-based approaches. In these cases, the
features of the target language influence the selection of sentences to be
translated. (see section 4.2 and Probst and Levin (2002); Probst and Lavie
(2004); Alvarez et al. (2006)). If a word has a clear one-to-one translation,
not too many training examples will be required to get quality alignments.
On the other hand, if the translation of a word is very ambiguous, more
training examples might be necessary. At least all translation variants have
to be covered once in the bilingual corpus.
The general ambiguity of a word in the source language plays an impor-
tant role here, but this also depends on the target language. If each meaning
of an ambiguous word translates to a different word in the target language,
far more training examples will be necessary than if a single word in the
target language exists that has exactly the same ambiguities. In this case,
only one training example could be adequate.
4.3.2.2 Probability Development
The two charts in figure 4.1 demonstrate the development of IBM1 probabil-
ities with an increasing number of sentences. The first chart shows the prob-
abilities for the English word “bank” and various Spanish translations (the
top translation candidates). The IBM1 training data contains 10,000 lines of
BTEC data that did not contain the word “bank” and then 1, 2, ... 100 lines
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with the word “bank” are added. So the overall training data at each posi-
tion consists of 10,001, 10,002, ...10,100 lines. In the second chart of figure
4.1, the same experiment was done with the word “and”. The 10,000 lines of
BTEC were added to get the most common words in the data already well
































Figure 4.1: IBM1 probabilities English → Spanish for words “bank” and
“and”
In both cases, it is clear that early on one translation (“y” for “and” and
“banco” for “bank”) gets most of the probability mass. After about 10-20
sentences containing the respective word, the probabilities no longer change
considerably, and all other candidates stay at marginal probabilities. There
is also no change in the candidate with the highest translation probability for
“bank” over the course of the experiment. The word “and” behaves slightly
differently, but the candidate “y” also gets the highest translation probability
50 CHAPTER 4. LOW COST LANGUAGE PORTABILITY
quite early and stays at a high probability.
A very different situation is shown in the charts in figure 4.2. Here the







































Figure 4.2: IBM1 probabilities English→ Spanish for words “put” and “nice”
The word “put” is very ambiguous in English. While “nice” is not as
ambiguous, it can be used in many different contexts which could lead to
varied translations. The IBM1 probabilities consequently show a very differ-
ent behavior. The probabilities are generally very unstable, and a translation
candidate seems to receive more probability mass only at the very end.
The fundamental idea of this approach is to check the development of
the word alignment probabilities over more and more sentences to decide if
a certain word might benefit from additional training examples or if that is
unlikely. In the four examples shown, it is clear that for “bank” and “and”
the probabilities seem to remain stable early on, and additional sentences
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are not necessary. For “put” and “nice” the probabilities are never as stable
and it could be concluded that adding more sentences would improve the
stability.
4.3.2.3 Scoring of Sentences
To calculate sentence scores based on the probability development, two prob-
ability vectors, pk and pk+1 are introduced. pk(s) contains the IBM1 prob-
abilities p(s|t) for the source word s and all words t in the target vocabulary
with the selected corpus containing the source word s k times. pk+1 is the
analog vector when the corpus contains source word s k + 1 times.
Using the cosine distance, these vectors can be compared. If there is no
change between pk and pk+1, the cosine distance will be 0. If there are
differences, the cosine distance can have values up to 1.
This allows the definition of a cos-dist (cosine distance) score for each
word at each sorting stage. The rest of the scores are analog to the previously
defined static sentence scores. This can be done in a coverage based version



















frequency of word ∗ cos-dist(word)
sentence lengthi
If a word is still unseen, the cosine distance function is not calculated.
A problem pointed out in section 4.2 regarding the QBU and QBC tech-
niques is the increased computational complexity. The IBM1 probabilities
have to be re-calculated after each sentence is sorted. Afterward, the cosine
distance for each word has to be recalculated as well. However, some simpli-
fications and optimizations are possible here. First, the IBM1 probabilities
can be recalculated after a batch of sentences has been sorted. To avoid the
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over-generation of specific words, the cosine distance should be reset to 0
after that word is chosen within a batch. After a batch is finished, the cosine
distances will also be recalculated. A second simplification is the recalcula-
tion of the cosine distances of only those words that were actually present in
the added sentences. This is not exact, as the cosine distances for other words
might also change based on the IBM1 probability shift during recalculation.
The experiments showed, however, that this has little influence.
It would theoretically be possible to generalize this approach to n-grams
exactly analog to the words. However, the computational complexity will
become so high that it will not be useful for practical purposes.
4.3.3 Summary Sentence Sorting
This section will give a summary of the scores for sentence sorting that
were introduced and defined in the preceding sections before presenting and
discussing the experimental results in the next section.
Static Sentence Sorting The scores for static sentence sorting consider
only the source sentences.






scoreF,i,j: Frequency based score with the goal of covering each n-gram once.




](frequency of unseen n-grams)
sentence lengthi
scoreTF/IDF,1 and scoreTF/IDF,2: Topic based score. Select sentence next
that has the lowest TF/IDF score against the already sorted sentences.
scoreTF/IDF,2 includes bigrams in the TF/IDF calculation.
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Dynamic Sentence Sorting The scores for dynamic sentence sorting also
take the translations into account. The value for words is adjusted based on
the IBM1 probability development.




















frequency of word ∗ cos-dist(word)
sentence lengthi
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4.4 Experimental Results
The main part of the experiments in this chapter were done using an English
→ Spanish translation system. An additional validation experiment was later
done on Thai → English.
Machine Translation System The applied statistical machine transla-
tion system for these experiments uses the PESA online phrase extraction
algorithm based on IBM1 lexicon probabilities (Vogel, 2003, 2005; Eck et al.,
2006). All language models are trigram language models with Kneser-Ney-
discounting built with the SRI-Toolkit (Stolcke, 2002).
4.4.1 Experiment English → Spanish
Test and Training Data All translations in these experiments were done
translating English to Spanish. The training data here consisted of 123,416
lines with 903,525 words on the English side, and 852,362 words on the
Spanish side of tourism phrase corpora. The test data consisted of 500 lines
of dialogs from the medical domain.
Bilingual Training Data Monolingual Training Data
English Spanish Spanish
Lines 123,416 123,416 Lines 123,416
Words 903,525 852,362 Words 852,362
Translation Models PESA online
Language Model SRI 3-gram
Test Data 500 lines, medical dialogs
Baseline Score 0.141 (BLEU), 4.19 (NIST)
Table 4.6: Experimental setup English → Spanish
Baseline Coverage For unsorted data, the token coverage for unigrams,
bigrams and trigrams on the English part of this data shows a relatively linear
behavior, as illustrated in figure 4.3. Overall the English data contains 12,578
distinct unigrams, 98,397 distinct bigrams and 208,452 distinct trigrams.
The type coverage situation will be very different, as only a small number of
frequent unigrams make up the large majority of the data.















Figure 4.3: Unigram, bigram and trigram coverage for unsorted data
Baseline Translation Scores It was necessary for these experiments to
have different baseline systems in order to compare the performance for dif-
ferent training data sizes. For each system at each step the language and
translation models have to be re-trained. The baseline system that uses all
available training data achieved a BLEU score of 0.141 [0.131; 0.152] and
a NIST score of 4.19 [4.03; 4.35] (95% confidence intervals). For the base-
line systems, that do not use all available training data, the sentences were
used in the original random order of the training corpus. Translation sys-
tems trained on this (smaller) data give the BLEU and NIST scores shown
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Figure 4.4: Baseline BLEU scores - data in original order
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Figure 4.5: Baseline NIST scores - data in original order
The diagrams clearly show a rather steep increase of the scores until the
translation of approximately 400,000 words; the scores increase only slightly
until they reach the final score for the system using all available training
data. The results also show that the behavior of the NIST scores is very
similar to the BLEU scores. There were some small differences in the later
experiments, but the overall results were the same. For this reason, the NIST
scores are omitted here. The publications Eck et al. (2005a) and Eck et al.
(2005b) show NIST score results.
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4.4.2 Static Sentence Sorting
4.4.2.1 Optimized Coverage
The vocabulary coverage and n-gram coverage based sentence scores
scoreN,0,1, scoreN,0,2, and scoreN,0,3 focus exclusively on the coverage. There-
fore, it was first examined how much coverage the sorted sentences would
achieve. In these scores, each sentence is implicitly assumed to have the
same cost, and the goal is to find the smallest number of sentences covering
all considered n-grams. The coverage for scoreN,0,1 is shown in figure 4.6.
The graph also shows the number of translated words in the sentences. This
value is rather well correlated to the number of sentences, which indicates
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Figure 4.6: Optimization according to scoreN,0,1
Full vocabulary coverage in this case is reached at sentence 7,763 after trans-
lating 66,582 words. This means after only 6.3% of the sentences (7.4% of
the words), full vocabulary coverage is achieved.
Figures 4.7 and 4.8 show the coverages for scoreN,0,2 and scoreN,0,3.
These sentence scores also consider unseen bigrams (scoreN,0,2) and unseen
bigrams and trigrams (scoreN,0,3). In a similar picture, as in figure 4.6, the
coverages are growing very fast, and only a small number of sentences is
needed to achieve full coverage. For scoreN,0,2, all unigrams and bigrams
are covered after 39,234 sentences (31.8%) and 315,443 translated words
(34.9%) while it takes 62,096 sentences (50.3%) and 484,855 translated words
(53.7%) to cover all unigrams, bigrams and trigrams when sorting according
to scoreN,0,3.
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Figure 4.7: Optimization according to scoreN,0,2
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Figure 4.8: Optimization according to scoreN,0,3
4.4.2.2 Translation Results
Results for scoreN,0,j Figure 4.9 illustrates the BLEU scores for systems
where the sentences were sorted according to scoreN,0,j.
If the optimization only uses the number of previously unseen unigrams
to rank a sentence, the systems receive significantly higher BLEU scores
than the baseline for very small amounts of training data. However, the
steep increase stops very soon, and the systems fall below the baseline. The
translation scores recover again at about 500,000 translated words. The
reason for this pattern is most likely that the optimization achieves a much
better coverage for the smaller amounts of training data, but after a while,
the baseline system reaches a similar coverage of the testing data and has a
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Figure 4.9: Results for data sorted according to scoreN,0,j
more meaningful language model with more realistic frequencies.
These problems are clearly fixed by incorporating the bigrams into the
optimization process. The BLEU scores no longer fall below the BLEU scores
of the baseline systems, but stay consistently higher. Incorporating trigrams
gives, again, lower BLEU scores.
The optimization based on uni- and bigrams reaches a BLEU score of
0.130 at 320,000 and a BLEU score of 0.135 at 570,000 translated words.
A BLEU score of 0.130 is only about 8% worse and a BLEU score of 0.135
is only about 4% worse than the baseline BLEU score of 0.141 (achieved
when training on the whole training data). Scores of 0.135 are already in the
confidence interval of the baseline system, so it is highly probable that these
systems are not significantly worse than the best baseline system.
Results for scoreN,1,j The difference between scoreN,0,j and scoreN,1,j is
the incorporation of the length of a sentence. The number of unseen n-grams
is divided by the number of words in this sentence to get the score for the
sentence. This more closely models the cost factor of a translation that is
paid per word. These results are shown in figure 4.10.
A comparison with figure 4.9 shows that the BLEU scores for the sorting
of the sentences according to scoreN,1,j are even better than for the term
scoreN,0,j. The optimization based on unigrams shows a very similar behav-
ior to scoreN,0,j, with the same lower BLEU scores after translating about
200,000 words and a BLEU score recovery toward the end. The optimizations
based on uni- and bigrams and uni-, bi- and trigrams are clearly improved
compared to scoreN,0,j. There are no significant differences between the op-
timization based on uni- plus bigrams and the optimization incorporating
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Figure 4.10: Results for data sorted according to scoreN,1,j
trigrams, too. In this case, a BLEU score of 0.13 was already reached at
250,000 translated words.
Results for scoreN,2,j As explained in section 4.3.1.1, it was also tried to
prefer shorter sentences with scoreN,2,j by dividing the number of unseen n-
grams by the square of the number of words in the respective sentence. The
reason is that shorter sentences might be easier to align, as fewer possible
word alignments have to be considered. Figure 4.11 shows that this did not
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Figure 4.11: Results for data sorted according to scoreN,2,j
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Results for scoreTF/IDF Figure 4.12 shows the BLEU scores for the opti-
mization based on TF-IDF for unigrams and uni-/bigrams. In this case, the
original TF-IDF (based only on unigrams) slightly outperforms the TF-IDF
based on uni- and bigrams, but neither approach shows better results than

















0 300000 600000 900000
translated words
Figure 4.12: Results for data sorted according to scoreTF/IDF,1 and
scoreTF/IDF,2
Results for scoreF,0,j Figure 4.13 illustrates the BLEU scores for systems
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Figure 4.13: Results for data sorted according to scoreF,0,j
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If the optimization only uses the frequency sum of previously unseen
unigrams to rank sentences, the systems receive significantly higher BLEU
scores than the baseline for very small amounts of training data. However, the
steep increase stops very early and the systems fall slightly below the baseline,
recover toward the end, and finish on the same BLEU scores. These problems
are clearly fixed by incorporating the bi- and trigrams into the optimization
process. The scores no longer fall beyond the scores of the baseline systems
but stay consistently higher. The systems optimized on uni- and bigrams
(scoreF,0,2) are not significantly different from the systems for uni-/bi- and
trigrams (scoreF,0,3) but show a very similar performance.
Results for scoreF,1,j The difference between the term scoreF,0,j and
scoreF,1,j is the incorporation of the length of a sentence. The frequency
sum of the unseen n-grams is divided by the number of words in the respec-
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Figure 4.14: Results for data sorted according to scoreF,1,j
A very similar behavior can be observed for the unigram based score. The
results show an improvement for the optimizations based on uni- and bigrams
and uni-/bi- and trigrams compared to scoreF,0,j. There are no significant
differences between the BLEU scores for those two optimizations. The per-
formance is very similar, with only slight advantages for the optimization
based on uni-/bi- and trigrams (scoreF,1,3).
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Results for scoreF,2,j As explained in section 4.3.1.1 and analog to
scoreN,2,j it was also tried to prefer shorter sentences in term scoreF,2,j by
dividing the frequency sum of the unseen n-grams by the square of the num-
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Figure 4.15: Results for data sorted according to scoreF,2,j
4.4.3 Sentence Score Comparison
The diagrams in the preceding sections nicely showed the improvements over
the baseline, but a score comparison was not easily possible. As the results
are most interesting and different for smaller amounts of training data table
4.7 lists the results for data sizes of 10,000, 20,000, 50,000, 100,000 and
200,000 translated words.
BLEU scores shown in bold are the best scores in each column. The gen-
eral results remain. It is always valuable to consider unigrams and bigrams,
but trigrams either do not help or merely improve the scores insignificantly.
The sentence scores should be divided by the square of the sentence length.
The sentence score based on TF/IDF performs best for the smallest number
of words, but does not improve for the later iterations and falls behind.
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Score for number of translated words
10k 20k 50k 100k 200k
Baseline 0.033 0.046 0.047 0.087 0.110
Coverage based scores
scoreN,0,1 0.044 0.063 0.081 0.090 0.104
scoreN,0,2 0.051 0.061 0.084 0.105 0.125
scoreN,0,3 0.043 0.056 0.076 0.101 0.111
scoreN,1,1 0.046 0.057 0.080 0.088 0.104
scoreN,1,2 0.050 0.071 0.092 0.108 0.124
scoreN,1,3 0.052 0.071 0.091 0.109 0.127
scoreN,2,1 0.042 0.051 0.075 0.086 0.102
scoreN,2,2 0.043 0.057 0.079 0.095 0.113
scoreN,2,3 0.046 0.059 0.080 0.093 0.114
Scores including frequency
scoreF,0,1 0.049 0.063 0.078 0.085 0.108
scoreF,0,2 0.061 0.069 0.092 0.105 0.120
scoreF,0,3 0.061 0.071 0.094 0.102 0.123
scoreF,1,1 0.050 0.070 0.086 0.094 0.110
scoreF,1,2 0.068 0.084 0.103 0.117 0.131
scoreF,1,3 0.069 0.085 0.105 0.115 0.130
scoreF,2,1 0.041 0.062 0.078 0.095 0.111
scoreF,2,2 0.068 0.085 0.103 0.107 0.130
scoreF,2,3 0.072 0.084 0.103 0.114 0.122
TF/IDF based scores
scoreTF/IDF,1 0.077 0.084 0.094 0.104 0.114
scoreTF/IDF,1 0.075 0.082 0.093 0.103 0.114
Table 4.7: BLEU score comparison for static sentence scores.
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4.4.4 Dynamic Sentence Sorting
The results for the dynamic sentence sorting are compared to the best per-
forming static scores in table 4.8. Batch sizes of 100 and 1000 were used.
Score for number of translated words
10k 20k 50k 100k 200k
Baseline 0.033 0.046 0.047 0.087 0.110
Coverage based scores
scoreN,1,1 0.046 0.057 0.080 0.088 0.104
scoreN,1,2 0.050 0.071 0.092 0.108 0.124
scoreN,1,3 0.052 0.071 0.091 0.109 0.127
scoreDN with batch size 100
scoreDN,1,1 0.047 0.059 0.082 0.091 0.107
scoreDN,1,2 0.052 0.071 0.093 0.107 0.126
scoreDN,1,3 0.055 0.070 0.091 0.109 0.126
scoreDN with batch size 1000
scoreDN,1,1 0.046 0.058 0.083 0.090 0.108
scoreDN,1,2 0.050 0.073 0.095 0.106 0.122
scoreDN,1,3 0.052 0.070 0.090 0.107 0.127
Scores including frequency
scoreF,1,1 0.050 0.070 0.086 0.094 0.110
scoreF,1,2 0.068 0.084 0.103 0.117 0.131
scoreF,1,3 0.069 0.085 0.105 0.115 0.130
scoreDF with batch size 100
scoreDF,1,1 0.052 0.072 0.087 0.097 0.111
scoreDF,1,2 0.069 0.083 0.104 0.119 0.129
scoreDF,1,3 0.069 0.084 0.105 0.117 0.129
scoreDF with batch size 1000
scoreDF,1,1 0.050 0.070 0.086 0.094 0.110
scoreDF,1,2 0.069 0.083 0.102 0.117 0.131
scoreDF,1,3 0.069 0.085 0.105 0.115 0.130
Table 4.8: BLEU score comparison for dynamic scores.
The resulting BLEU scores are very close to the original scores and only
show small, insignificant improvements occasionally. The biggest increases
can be seen for the scores that only consider the unigrams.
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4.4.5 Experiment Thai → English
In order to validate the positive results, the sorting according to (scoreN,1,2)
was also applied to the task of translating Thai to English in the medical
domain.
Bilingual Training Data Monolingual Training Data
Thai English English
Lines 59,191 59,191 Lines 59,191
Words 422,692 457,736 Words 457,736
Translation Models PESA online
Language Model SRI 3-gram
Test Data 496 lines, medical dialogs
Baseline Score 0.294 (BLEU), 5.99 (NIST)
Table 4.9: Experimental setup Thai → English
Machine Translation System The applied statistical machine transla-
tion system for these experiments uses the PESA online phrase extraction
algorithm based on IBM1 lexicon probabilities (Vogel, 2003, 2005; Eck et al.,
2006). The Language models are trigram language model with Kneser-Ney-
discounting built with the SRI-Toolkit (Stolcke, 2002).
Test and Training Data The whole training corpus for these experiments
had 59,191 sentences with 457,736 English words from the medical domain.
The training data was also available in Thai with 422,692 words. The test
data consisted of 496 lines, also taken from the medical domain.
Baseline Systems Table 4.10 shows different baseline scores for these sys-
tems. Even with more than 43,000 sentences - more than two-thirds of the
whole data - the scores are still 28% (NIST) and 40% (BLEU) lower than if
all training data is used.
] sentences ] English words BLEU NIST
38,000 306,231 0.172 4.30
43,000 345,773 0.176 4.29
59,191 457,736 0.294 5.99
Table 4.10: Baseline scores for Thai → English translations
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Results The BLEU and NIST scores in table 4.11 clearly indicate that the
sorted sentences achieve significantly better results than the baseline systems.
The system trained on only 10,000 sentences clearly outperforms the NIST
score of the baseline systems trained on 43,000 and 38,000 sentences and
reaches an only slightly lower BLEU score. At 30,000 sentences, the BLEU
score is only 7% lower than the highest score with the NIST score being only
2% lower. Figure 4.16 illustrates the results. This shows that, overall very
similar results on a different task and language pair are possible.
] sentences ] English words NIST BLEU
5,000 43,040 4.11 0.104
10,000 82,997 4.84 0.169
20,000 187,595 5.79 0.263
30,000 319,405 5.86 0.274
40,000 395,374 5.92 0.280
59,191 457,736 5.99 0.294
















Figure 4.16: Results for Thai → English
68 CHAPTER 4. LOW COST LANGUAGE PORTABILITY
4.5 Conclusions
For all practical applications, the fastest and comparably well-performing
approach is to sort the sentences by the number of unseen uni- and bigrams
divided by the sentence length. It is valuable to also consider the frequency,
but the slightly improved results require a higher computational complexity,
as all frequencies have to be determined. The improvements here are mainly
insignificant.
The dynamically sorted approach is far more computationally intensive
and relatively complicated to implement in a practical situation. It requires
the source sentences to be sent in small batches to the translators. Not
all translators would agree to that or may charge a higher fee. The added
communication effort could also eliminate potential cost savings, and the
improvements will generally not be worth the added effort. The experiment
Reference: Su corazón late normalmente.
Baseline at 50k words: Y tu heart est beating normally.
Best system at 50k words: Su corazón lat́ıa normalmente.
Source sentence: Your heart is beating normally.
Reference: ¿tengo herpes?
Baseline at 50k words: podŕıa darme herpes?
Best system at 50k words: tengo herpes?
Source sentence: I have herpes?
Reference: Un poco, pero no mucho.
Baseline at 50k words: Un poco excesivo, pero servirá mucho
Best system at 50k words: Un poco, pero no mucho.
Source sentence: A little bit, but not much.
Table 4.12: Example translations at 50,000 translated words
on English → Spanish showed that the sorted sentences can heavily improve
the baseline scores. A BLEU score of 0.131 could be reached at 200,000
translated words which is less than 25% of the overall data. This means in
turn that the human translation cost can be reduced by 75%, while a perfor-
mance is reached that is within the confidence interval of the performance of
a system trained on all available data.
It might be questionable wether very small data sizes have any practical
application. However, the examples in table 4.12 show some nice improve-
ments at the small level of 50,000 translated words (for English → Spanish).
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On Thai → English the results are similar, but more data is necessary
to reach the same levels of performance. In this case the savings are in the
range of 50%.
These results certainly depend on language pair and specific language
characteristics, but they will be heavily influenced by the type of data used
as well.
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Chapter 5
Models for Mobile Devices
5.1 Introduction
As discussed previously, a tourist, medical professional or warfighter will de-
mand a lightweight and mobile translation system, and can not be expected
to carry a heavy computer. So, the final speech to speech translation system
should be able to run on a PDA, a cell phone or a similarly small device,
such as a hand held game console. The main problems with running transla-
tion systems on such small devices are the lack of computing power and the
memory requirements of the translation and language models.
The necessary computing power can be limited by using integer based (or
fixed point) calculation as shown in Hsiao et al. (2006) and later in Zhang
and Vogel (2007), but the memory requirements remain. The main memory-
intensive parts are the translation and language models used during the de-
coding process. It is unknown which sentence will need to be translated, so
sub-sampling is impossible.
For the language model a lossy hashing technique using a Bloom fil-
ter data structure was proposed in Talbot and Osborne (2007a,b), and this
drastically lowers the memory requirements to a quite manageable size for
standard n-gram language models. Standard n-gram language models are
also generally smaller than the translation models. However, no solution has
been proposed so far for the memory reduction of the translation model.
Therefore, the focus here will be the translation model.
The translation model in a standard statistical machine translation sys-
tem is usually a phrase table that contains triples of source and target words
or phrases with a number of scores. The scores are weighted after parameter
tuning and can be combined to form a translation probability or combined
score (see chapter 2).
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Start situation Trained translation models are available that
do not meet the memory constraints of the
intended device.
End situation Models that meet the memory constraints of
the intended device
Objective function Translation performance of final system
Table 5.1: Situation and goals in this chapter
Unfortunately, these phrase tables cannot be compressed using the Bloom
filter technique. A Bloom filter can only store boolean membership informa-
tion, but cannot store a number of translation candidates given a source
phrase. Other clever compression or encoding techniques might be benefi-
cial, but it is unlikely that enough memory can be saved by these measures
and no techniques have been proposed yet.
The standard approach in this case is pruning, which means phrase pairs
that are estimated to have little impact on translation quality are removed
until the translation model fits the memory requirements.
It is impossible to pre-determine what the exact memory restrictions will
be in every possible mobile device. This will certainly increase over time, but
it is also very dependent on the actual device. Table 3.4 in chapter 3 lists
a number of mobile devices and their memory specifications. This memory
has to be shared with other applications so only a part of it will actually be
available.
For this reason, the general intention of the presented algorithms is to
find approaches that are independent of the specific size constraints and
scale according to changing situations. The goal is to offer good performance
at all possible and reasonable sizes (see table 5.1).
Online Phrase Pair Extraction An alternative approach to phrase ex-
traction is online extraction from the bilingual training data instead of having
a pre-extracted phrase table with millions of phrase pairs. Online extraction
dynamically extracts phrase pairs necessary for the actual test sentence as
proposed in Callison-Burch et al. (2005) and Zhang and Vogel (2005). These
techniques usually improve the performance, as they can match arbitrarily
long phrases. At the same time, they need more computing power compared
to pre-extracting the phrase pairs, so they will most likely not be used for
small devices. For this reason, only translation models consisting of pre-
extracted phrase pairs will be discussed here (offline phrase tables).
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5.2 Related Work
Threshold Pruning The standard approaches, which are usually applied
in cases where the required space for a phrase table has to be constrained, are
simple threshold pruning strategies. Standard threshold pruning limits the
number of translation candidates or gives a minimum translation probability.
Further candidates or candidates with a lower probability are removed. As
this is a fairly simple approach, no publications are available that researched
this specifically; however, it is directly available in the open source decoders
Pharaoh (Koehn, 2004) and Moses (Koehn et al., 2007). Both pruning meth-
ods will serve as a baseline and will be further introduced in section 5.3.1.
Improvement via Pruning Conceptually related to this research are ap-
proaches that try to improve the translation quality by removing phrase pairs
from a phrase table. Two methods were presented in Zettlemoyer and Moore
(2007) and Johnson et al. (2007). Both publications identify incorrect and
questionable phrase pairs that can be deleted and realize small to significant
improvements in translation quality. They also try to identify redundant
phrase pairs similar to the work presented here. The main difference to the
approaches in this thesis is the goal of the algorithms and the assumption.
In the algorithms and experiments here, the assumption is that the given
phrase table is close to optimal and has to be pruned for the sole purpose
of constraining the memory requirements. This assumes that every phrase
pair can potentially add “value” under certain conditions, and the goal is
to find phrase pairs where these conditions are very unlikely. This means a
score improvement was not intended and could not be expected under these
circumstances. This assumption is relatively naive given the current mod-
els, but the presented algorithms could still be used after the ideas shown
in Zettlemoyer and Moore (2007) and Johnson et al. (2007) were applied to
a given phrase table. On the other hand, Zettlemoyer and Moore (2007)
and Johnson et al. (2007) do not have the goal to limit the memory require-
ments and cannot produce arbitrarily small phrase tables that still perform
comparably well.
Bloom Filter Language Models For the language models, the papers
Talbot and Osborne (2007a,b) use a Bloom filter data structure to efficiently
store n-gram language models. A Bloom filter (Bloom, 1970) is a space-
efficient probabilistic data structure, specifically a lossy hash, used to test
whether an element is a member of a set. False positives are possible, while
false negatives are not. If the overall number of elements to be stored is
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known, the use of multiple concurrently applied hashing functions can lower
the approximate expected loss. Both papers are mainly concerned with using
very large language models on regular computers, but this approach can be
applied to smaller language models on small devices as well.
5.3 Generating Small Translation Models
5.3.1 Threshold Pruning
As mentioned, threshold pruning is a well known and simple method to elimi-
nate phrase pairs that will most likely not be needed in the decoding process.
Probability threshold pruning and translation variety threshold pruning are
both directly available in the Pharaoh (Koehn, 2004) and Moses (Koehn
et al., 2007) decoders.
Probability Threshold Pruning A very simple way to prune phrase
pairs from a translation model is to use a probability threshold and remove
all pairs for which the translation probability is below the threshold. The
reasoning for this is that it is very unlikely that a translation with a very low
probability will be chosen over another translation candidate with a higher
probability. This is, however, not impossible as other models, particularly the
language model, might actually prefer the candidate with the low probability
and boost the score enough so that it will be chosen in the final translation
hypothesis.
Translation Variety Threshold Pruning Another way to prune phrase
pairs is to impose a limit on the number of translation candidates for a certain
phrase. This means the pruned translation model can only have equal or
fewer possible translations for a given source phrase than the threshold. This
is accomplished by sorting the phrase pairs for each source phrase according
to their probability and eliminating low probability ones until the threshold
is reached. This can also be interpreted as assigning a rank to each phrase
pair based on the probability and eliminating all phrase pairs below a certain
rank.
Phrase Pair Re-combination An additional threshold pruning method is
a way to eliminate longer phrases by finding shorter phrase pairs that produce
the same output with the same or a similar probability. The intention is
not to eliminate phrases that are rarely or never used. Here it is possible
that commonly used phrases are eliminated. However, these phrases are
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not necessary, as the same output can be accomplished using shorter phrase
pairs. For example, given a phrase pair for a translation system translating
Spanish → English:
Necesito examinar su cabeza −→ I need to examine your head
This could be replaced by different combinations of shorter phrase pairs e.g.:
Option 1:
Necesito examinar −→ I need to examine
su cabeza −→ your head
Option 2:
Necesito −→ I need
examinar −→ to examine
su cabeza −→ your head
If these shorter phrase pairs are also in the translation model with a signifi-
cant probability, it can be assumed that they will be put in the translation
lattice as well.
Given a phrase pair translating s1 s2 . . . si to t1 t2 . . . tj with the prob-
ability P .
s1 s2 . . . si −→ t1 t2 . . . tj : P
Additional phrase pairs are now sought with the property that the concatena-
tion of their source sides forms the original source side (s1 s2 . . . si) and the
concatenation of their target sides forms the original target side (t1 t2 . . . tj):
s1,1 s1,2 . . . s1,i1 −→ t1,1 t1,2 . . . t1,j1 : p1
s2,1 s2,2 . . . s2,i2 −→ t2,1 t2,2 . . . t2,j2 : p2
. . .
sn,1 sn,2 . . . sn,in −→ tn,1 tn,2 . . . tn,j2 : pn




If p = P , then the combination of phrase pairs is equally likely to be
chosen as the original phrase pair1.
1Purely based on this probability. Additional features during decoding might prefer
one option over the other even with the same phrase translation probabilities. It could be
beneficial to prefer a candidate translation that uses longer phrase pairs.
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A potential problem could be that a reordering step might rearrange the
combination of the shorter phrases, while it would not change the word order
of the longer one. It is also unlikely that it will be possible to find shorter
phrases for which the combined probability exactly matches the probability
of the longer phrase pair. Therefore a ratio r is defined as the maximum of
the probability ratios for a given split:







A threshold for this r-ratio allows for the elimination of phrase pairs based
on a maximum discrepancy in the probabilities.
If even more phrases need to be removed, it would be possible to fur-
ther soften the conditions by only asking for a close match of the target or
even source side using edit distance or other similarity measures. For longer
phrases especially, small discrepancies could probably be neglected, but this
was not investigated as the approach presented in the next section clearly
outperformed this idea.
Computational Complexity One general problem with this method is
that it is computationally complex to consider all possible source side splits.
For a source side phrase with n words there are n− 1 possible split positions
between each of the words. There are two options for each of the n − 1
split-positions: the phrase is split at this point or it is not split at this point.
This leads to 2(n−1) possibilities to split the source side. The trivial situation
of no splits does not have to be investigated, so the overall number of splits
to consider is 2(n−1) − 1, which has to be done for all phrase pairs.
5.3.2 Pruning via Usage Statistics
The last approach presented here uses a different idea inspired by the Opti-
mal Brain Damage algorithm for neural networks as described in Cun et al.
(1990).
5.3.2.1 Optimal Brain Damage for Neural Networks
The Optimal Brain Damage algorithm for neural networks computes a
saliency for each connection weight in the neural network. The saliency is
the estimated relevance for the performance of the network. In each pruning
step, the connection weight with the smallest saliency is removed, the net-
work is retrained and all saliencies are re-calculated. Once a network node
has no more outgoing, edges the node can also be pruned.
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Algorithm 2 Optimal Brain Damage
Train net into a minimum of the network
repeat
Compute the saliency for each unit respectively
Prune the element with the smallest saliency
Retrain the net
until intended network size reached








Figure 5.1: Optimal Brain Damage algorithm for Neural Networks
5.3.2.2 Transfer to Translation Models
Each phrase pair in the translation system can be analogously viewed as
such a network connection weight. The only remaining question is how to
calculate the relevance for the performance for each phrase pair. A simple
approximation was already done in section 5.3.1 with the threshold pruning.
Here the relevance was estimated using the phrase pair probability and the
phrase pair rank (for phrase pairs with the same source side) as relevance
indicators. However, these are not the only factors that influence the final
selection of a phrase pair, and most of these factors are not established during
the training and phrase extraction processes. The following two additional
factors play a major role for the importance of a phrase pair.
Frequency of the Source Phrase It is clear that a phrase pair with
a very common source phrase (e.g. “where is the hotel?”) will be much
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more important than a phrase pair where the source phrase occurs only very
rarely (e.g. a very specific phrase: “the phone number is 555-274-6545”). A
common phrase will most likely be used in more test sentences and will have
a higher impact on the overall performance.
Actual Use of the Phrase Pair Even phrase pairs with very common
source phrases might not be used for the final translation hypothesis. One
reason could be a low probability for this phrase pair or other influencing
factors that eliminate this particular phrase pair from the consideration. It
is, for example, possible that it is part of a longer phrase pair that gets a
higher probability so that the shorter phrase pair is not used. This is also
influenced by the translation system, as one decoder might have a tendency
to not choose the shorter phrase pair while another one might prefer it.
Overall, the following factors clearly influence the relevance of a phrase
pair:
• Phrase pair probability
• Phrase pair ambiguity
• Frequency of source phrase
• Context of phrase usage
However, there are many other factors influencing the estimated im-
portance of a phrase pair, and it is difficult to consider each factor sepa-
rately. Consequently, the proposed idea does not use a combination of pre-
established features to estimate the phrase pair importance. Instead, the
idea is to just apply the translation system to a large amount of text, collect
“real-life” usage statistics for each phrase pair and base the pruning decisions
on these statistics.
5.3.2.3 Generic Pruning Algorithm
The generic pruning algorithm is then quite simple as illustrated in figure 5.2.
After training the models, a large amount of data is translated and usage
statistics for the phrase pairs are collected. The pruning step is based on
these usage statistics.
The pruning itself can be done in different ways. Phrase pairs can sim-
ply be continuously pruned based on the original usage statistics. A second
option is to re-translate the text after each pruning step (removing one or
a certain number of phrase pairs) and collect new usage statistics for the










Figure 5.2: Generic pruning algorithm
remaining phrase pairs. The latter option is more computationally complex
than the continuous pruning but might offer an improved pruning perfor-
mance. Both variants are indicated by the arrows in figure 5.2.
5.3.2.4 Collecting Usage Statistics and Scoring Phrase Pairs
The remaining question is which usage statistics are actually relevant for a
phrase pair. There are three possibilities concerning how a phrase pair can
be used during the decoding of a specific sentence.
1. Phrase Pair is not used The first possibility is that a phrase pair
is not considered at all. One reason that a phrase pair would not
be considered at all during the translation of a sentence is that the
source side of the phrase pair does not occur in the sentence so it
would not be applied. Another possible reason is that its probability
or its rank within the phrase pairs with this source phrase is too low
to be considered, as it is outside of the decoding beam.
2. Phrase Pair occurs in Lattice The second possibility is that a phrase
pair occurs (one or more times) in the translation lattice. This means
the source phrase does occur in the sentence that is translated, and the
beam factor did not eliminate that phrase pair from the consideration.
3. Phrase Pair occurs in Hypothesis The third possibility is that
the phrase pair also occurs (one or more times) in the final translation
hypothesis. This means that the phrase already occurred in the lattice,
but it was also chosen to be part of the final translation, as the overall
model-best path included this phrase pair.
Figure 5.3 shows an example for lattice occurrences and hypothesis occur-
rences. The phrase pair B occurs twice in the overall lattice here but does
not occur in the bold path of the final translation hypothesis, while phrase
pair A also occurs twice in the lattice, but also in the final translation path.
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Figure 5.3: Lattice occurrences and hypothesis occurrence
In order to use these statistics for translation model pruning, an empirical
term was first devised that showed significant improvements over other meth-
ods. Later, additional probability estimates were used that further improved
these results. The findings were published in Eck et al. (2007b,a).
5.3.2.5 Empirical Scoring Term
Define the following two counts:
• c(phrase pair) = Count how often a phrase pair was added to the trans-
lation lattice.
• u(phrase pair) = Count how often a phrase pair was used in the final
translation path.
For both counts it is reasonable to assume that a higher value will indicate
a more important phrase pair. The source side of a phrase pair that is
added to the lattice will occur frequently in the text, so the phrase pair will
have a high influence on the actual translation performance. Furthermore,
a phrase pair that is often found in the final translation path will be even
more important, as it actually forms the translation.
It cannot, however, be assumed that a phrase pair that is never found
in the lattices or final translation paths will never occur. This is a similar
argument that is made for the discounting step in language modeling where
probability mass has to be discounted from the seen events and assigned to
unseen events. For that reason, a simple +1 discounting is introduced by
adding 1 to each of the statistics per phrase pair. Also introduced is the log
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function in order to limit the influence of the c count as the u count is likely
to be more important.
Overall the empirical score function for a phrase pair is then:
scoreempirical(phrase pair) = [log(c(phrase pair + 1))] ∗ [u(phrase pair) + 1]
Other combinations of these scores were attempted, but they did not out-
perform the results of this function.
As outlined earlier, the phrase pairs can now be sorted, and the phrase
table can be pruned to the intended size.
In the following sections, a slightly different approach will be taken that
tries to directly estimate the “usage” probability of a phrase pair based on
its use in the model-best and metric-best paths.
5.3.2.6 Model-best Path Pruning
The fundamental idea of this approach to translation model pruning is to
estimate how likely it is that a phrase pair will be used in the 1-best or
model-best path of an N-best list. From a pure phrase pair perspective, each
translation hypothesis in an N-best list can be viewed as a number of phrase
pairs that were applied to the source sentence to generate this hypothesis.
This is illustrated in figure 5.4.











Figure 5.4: Phrase pairs of an N-best list
The i-best hypothesis is generated by the ki phrase pairs
pp(i, 1), . . . pp(i, ki). Please note that these phrase pairs do not have
to be distinct. It is possible that one translation path is generated by
duplicate phrase pairs if the original source sentence contains repetitions.
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Neighboring hypotheses in the N-best list often share a number of phrase
pairs and might differ in only one of them.
The path that will finally be chosen by the decoder is the path that gets
the overall best score by all applied models (translation model, language
model, distortion model etc.) which is the 1-best or model-best path. All
other paths are disregarded.
To get the same 1-best entry and, therefore, the same final translation
hypothesis for this particular sentence, it is only necessary to have the phrase
pairs pp(1, 1), . . . pp(1, k1) in the translation model. All other phrase pairs
that occur in the N-best list could be eliminated without changing the final
(model-best) translation path for this particular source sentence. However,
these phrase pairs might be used in the 1-best translation path of other
sentences, so they cannot just be removed.
It is possible to estimate the probability that a phrase pair will be used
in the 1-best translation path of any sentence by translating a large number
of sentences and counting these occurrences. Based on a large number of
translated sentences, the probability of a phrase pair occurring in the 1-best
path can be estimated as:
P (phrase pair in 1-best) ≈ ]phrase pair in 1-best
]words in corpus
This is not divided by the number of sentences, as a phrase pair might be
used multiple times within one sentence. Instead, it is divided by the number
of theoretical chances it has to be applied which is the number of words in
the corpus. This number is the same for all phrase pairs, so it can be ignored
for these purposes.
This estimation is used as a means to assign a score to each phrase pair
that should approximate the relative probability that it will be used in a
1-best translation.
score(phrase pair) = ]phrase pair in 1-best
The phrase pairs can then be sorted according to this score, and the
top n phrase pairs can be selected for a smaller phrase translation model.
However, this score does not discriminate very well, as only a relatively small
number of phrase pairs occur in the 1-best translation even if a large number
of sentences is translated.
Considering the 1-best to 10-best Translation Paths For this reason,
the 2-best to 10-best translation paths were considered in addition to the 1-
best path. To limit the influence of the 2-best to 10-best translation paths
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these counts are divided by their index (scoreA1), and in a second possibility
the square of their index (scoreA2). Overall, this assumes that a phrase
pair that occurs frequently in the top 10 translation paths in the N-best
list generally has a high probability of being in the model-best path. The









](phrase pair in i-best)
i2
Please note that the number of times a phrase pair occurs in the lattice is
no longer explicitly used in these and the following scores. However, the
remaining phrase pairs that did not have an assigned score were sorted by
the number of times they occurred in the lattices.
5.3.2.7 Metric-best Path Pruning
Each N-best list contains a path (or a number of paths) that is the best
path according to a scoring metric. To find this metric-best path, a reference
translation has to be available. Figure 5.5 illustrates this situation with the
i-best path as the metric-best path. All paths above and below the i-best
path have a lower (or possibly equal) score according to this metric.











Figure 5.5: Phrase pairs of an N-best list
A problem with the previous pruning approach is that potentially good
phrase pairs in the metric-best path might actually be removed and will
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no longer be available for an unseen test sentence because the models did
not value them enough during the collection of the pruning statistics.
For this reason, the second pruning approach considers the metric-best
path. To avoid pruning of the phrase pairs in the metric-best path, the same
statistics as in the previous section are applied, and two additional scores for
a phrase pair are defined. Here the counts for each phrase pair in the top 10
paths according to a scoring metric are considered. In the experiments, the
edit distance between a translation hypothesis and a reference translation
was used as the scoring metric. The phrase pair scores scoreB1 and scoreB2
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5.3.2.8 Pruning towards the Metric-best Path
The scores defined in the previous section do not actually enforce the metric-
best path, but rather try to ensure that the phrase pairs within the metric-
best path are not removed. In this section, an additional score is defined
that intends to actively remove phrase pairs that eliminate the metric-best
path from being chosen as the final translation hypothesis (i.e. being the
model-best path).
In figure 5.5, the paths 1 to i-1 have a higher model score than the metric-
best path at index i, while all paths with indices higher than i have a lower
model score. If the paths 1 to i-1 could somehow be eliminated, the metric-
best path would have the highest model score of all paths and become the
translation hypothesis. Removing one phrase pair from each of the 1 to i-1
paths from the translation model would be enough to eliminate these paths
from consideration.
After this pruning step is completed, the N-best list will contain new
paths replacing these eliminated paths, but their model scores will be lower
than the model score of the metric-best path at index i. If these new paths
would achieve a higher model score, the decoder could have chosen them
during the original decoding step2.
2It is possible that early elimination of possible translation hypotheses during the de-
coding process could change that statement, but this behavior can still be considered very
unlikely.
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The following term intends to remove these unwanted phrase pairs:
scoreE(phrase pair) = Number of times the phrase pair occurs in a path that
has a higher model score than the metric-best path while not occurring in
the metric-best path.
In this case, a high score would indicate the removal of a phrase pair. This
score has to be used in combination with the other scores as it does not
consider how often a phrase pair might actually occur in a metric-best path
and should not be pruned.
The potential problem with this score is that it might not be possible
to clearly classify phrase pairs into ones that will most likely occur in the
metric-best path and ones that will most likely not occur in the metric-best
path. A high number of phrase pairs could occur in both situations. Another
problem with this approach is that it may not be possible to eliminate all of
the paths with better model scores than the metric-best path. The remaining
paths will still have better model scores, but possibly an even lower metric
score. Here the pruning would be counter-productive.
5.4 Experimental Results
5.4.1 Experimental Setup
Machine Translation System All experiments were done with a state-
of-the-art statistical machine translation system (Vogel, 2003; Eck et al.,
2006). The system uses the phrase extraction method PESA described in
Vogel (2005) and a 6-gram language model (Zhang and Vogel, 2006).
Training and Testing Data The training data for all experiments con-
sisted of the Japanese-English BTEC corpus (Takezawa et al., 2002) with
162,318 lines of parallel text. The test set from the evaluation campaign of
IWSLT 2004 (Akiba et al., 2004) was used as testing data. This data con-
sists of 500 lines of tourism data. The first experiments were done translat-
ing Japanese→ English. The results were later also validated in experiments
translating English→ Japanese. 16 English reference translations were avail-
able while there was only 1 reference on the Japanese side. The language
model was trained on the target side of the bilingual training data.
Extracted Phrases Extracting phrases for n-grams up to a length of
10 (with low frequency thresholds) resulted in 4,684,044 phrase pairs
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(273,459 distinct source phrases) for Japanese → English and 4,882,645
phrase pairs (453,201 distinct source phrases) for English → Japanese. The
translation models with all phrase pairs achieved baseline scores of 0.5911
BLEU for Japanese → English and 0.1704 BLEU for English → Japanese
with 95% confidence intervals of [0.5713, 0.6109] and [0.1659, 0.1752] respec-
tively (see table 5.2).
Bilingual Training Data Monolingual Training Data
English Japanese English
Lines 162,318 162,318 Lines 162,318
Words 1,003,785 1,188,106 Words 1,003,785
Translation Model PESA phrase table
Language Model Suffix Array 6-gram
Test Data 500 lines, tourism phrases (IWSLT 2004)
Baseline Score 0.5911 (BLEU) Japanese → English
Baseline Score 0.1704 (BLEU) English → Japanese
Table 5.2: Experimental setup Japanese ↔ English
5.4.2 Baseline Pruning
The probability and variety threshold pruning approaches from section 5.3.1
served as a baseline. 10 different probability thresholds (0, 0.0001, 0.0005,
0.001, 0.005, 0.01, 0.05, 0.1) and 14 variety thresholds (1, 2, 3, 4, 5, 6, 8,
10, 15, 20, 50, 100, 200, 500) were used. A probability threshold of 0 always
means that there is no pruning, while in these cases, a variety threshold of
500 also does not prune any phrase pairs (which could be the case for other
phrase tables).
It is usual practice to combine both of these threshold approaches rather
than using just one, e.g. use a probability threshold of 0.001 and simultane-
ously apply a variety threshold of 10. This generally gives better performance
than relying on just one kind of threshold pruning. For the baseline, all 140
combinations of these threshold values were used. These combinations give
a variety of translation scores at different sizes.
Figures 5.6 and 5.7 show these scores for both translation directions.
In both cases, the final translation scores for different threshold settings
fluctuate considerably. For that reason, the baseline score at each possible
size was defined as the best score that was reached with equal or fewer phrase
pairs than the given size in any of the tested combinations.






























Figure 5.7: Baseline BLEU scores English → Japanese
Generally, when using those two thresholds it will be necessary to try
various options to find the best combination for a given size. The scores
fluctuate slightly less for the translation direction English → Japanese in
figure 5.7, but here the baseline was also defined as the maximum score at
each size. The table 5.3 shows a selection of BLEU scores with the resulting
relative phrase table sizes. This table illustrates that the variety threshold
generally gives better results than the probability threshold.
The presented pruning strategies were first investigated for the Japanese
→ English translation system to find the best pruning method and then
applied to the English→ Japanese system to validate the results and conduct
further experiments.
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Probability threshold
0 0.0001 0.001 0.01
1 0.4901 (8.2%) 0.4743 (7.6%) 0.4621 (7.1%) 0.4235 (5.9%)
2 0.5196 (15.3%) 0.5008 (13.9%) 0.4891 (12.7%) 0.4449 (10.3%)
3 0.5355 (21.3%) 0.5198 (18.9%) 0.5049 (17.0%) 0.4524 (13.4%)
4 0.5523 (26.6%) 0.5320 (23.1%) 0.5117 (20.5%) 0.4565 (15.7%)
5 0.5543 (31.1%) 0.5366 (26.6%) 0.5157 (23.3%) 0.4673 (17.5%)
6 0.5585 (35.2%) 0.5414 (29.6%) 0.5238 (25.7%) 0.4712 (18.9%)
8 0.5630 (42.0%) 0.5491 (34.3%) 0.5278 (29.3%) 0.4782 (20.9%)
10 0.5653 (47.6%) 0.5482 (37.9%) 0.5272 (32.0%) 0.4812 (22.3%)
15 0.5779 (58.0%) 0.5601 (44.0%) 0.5416 (36.3%) 0.4928 (24.4%)
20 0.5777 (65.5%) 0.5589 (47.8%) 0.5410 (38.8%) 0.4928 (25.6%)
50 0.5856 (84.3%) 0.5567 (55.5%) 0.5408 (43.9%) 0.4911 (28.1%)
100 0.5907 (94.0%) 0.5615 (58.6%) 0.5468 (46.3%) 0.5058 (29.5%)
200 0.5909 (99.1%) 0.5641 (60.4%) 0.5482 (47.9%) 0.5088 (30.2%)
500 0.5911 (100.0%) 0.5644 (61.2%) 0.5481 (48.6%) 0.5065 (30.7%)
Table 5.3: BLEU scores after pruning at variety/probability thresholds with
relative phrase table size in parentheses (variety thresholds in rows).
5.4.3 Recombination Pruning
The re-combination pruning approach was only tried for selected combina-
tions of the probability and variety thresholds as the computational com-
plexity is very high. The r-ratio threshold for the re-combination pruning
was set to values of 1.1, 2, 5, 10 and 1000. An r-ratio of 1.1 means that the
combined probability of the shorter phrase pairs has to be very close to the
probability of the longer phrase pair. (An r ratio of 1 would require them to
be equal, but that is unlikely due to rounding errors and the approximation
of the phrase pair probabilities). An r-ratio threshold of 1000 means that
every possible phrase re-combination will be used, disregarding the probabil-
ities for the given phrase pairs. Table 5.4 shows the results for a probability
threshold of 0 (no pruning) and variety thresholds of 5 and 10 while table
5.5 shows the same results with a probability threshold of 0.001. The tables
list the percentage of phrase pairs that remain after pruning in parentheses.
In both cases only a relatively small amount of phrases (about 1-2%) can
actually be removed using this approach. It is interesting to note that the
BLEU scores do basically not change. Even for the very large r-ratio thresh-
old of 1000, the BLEU scores do not decrease significantly. This means that
longer phrase pairs can almost always be replaced by shorter phrase pairs
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r-ratio variety threshold 5 variety threshold 10
none 0.5543 (31.1%) 0.5653 (47.6%)
1.1 0.5497 (31.0%) 0.5671 (47.5%)
2 0.5510 (30.7%) 0.5669 (47.0%)
5 0.5506 (30.5%) 0.5662 (46.7%)
10 0.5504 (30.4%) 0.5647 (46.6%)
1000 0.5495 (30.3%) 0.5598 (46.3%)
Table 5.4: Re-combination pruning with no probability pruning (threshold 0)
and variety thresholds 5 and 10 (relative phrase table size in parentheses)
r-ratio variety threshold 5 variety threshold 10
none 0.5157 (23.3%) 0.5272 (32.0%)
1.1 0.5152 (23.2%) 0.5255 (31.9%)
2 0.5164 (23.0%) 0.5256 (31.5%)
5 0.5150 (22.8%) 0.5289 (31.2%)
10 0.5136 (22.7%) 0.5289 (31.1%)
1000 0.5132 (22.6%) 0.5245 (31.0%)
Table 5.5: Re-combination pruning with probability pruning (thresh-
old 0.001) and variety thresholds 5 and 10 (relative phrase table size in
parentheses)
without significant performance loss, even if the probabilities do not match.
On the other hand, the results are disappointing, as only a small number of
phrase pairs can actually be eliminated using this technique.
5.4.4 Pruning via Usage Statistics
The statistics-based pruning strategies first collect statistics for actual phrase
usage by translating large amounts of data. In this case the translation
system was used to translate the 162,318 lines of Japanese training data. For
each sentence, a 1000-best list was generated and the statistics were collected.
Empirical Score The empirical score ranks phrase pairs according to this
equation:
scoreempirical(phrase pair) = [log(c(phrase pair + 1))] ∗ [u(phrase pair) + 1]
Figure 5.8 and table 5.6 show the results for various sizes compared to the
defined baseline.
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100,000 - 0.4735 -
200,000 0.3162 0.5008 58.38%
300,000 0.4235 0.5154 21.70%
400,000 0.4743 0.5241 10.50%
500,000 0.4743 0.5269 11.09%
600,000 0.4890 0.5359 9.59%
800,000 0.5194 0.5394 3.85%
1,000,000 0.5355 0.5442 1.62%
1,200,000 0.5366 0.5461 1.78%
1,500,000 0.5413 0.5523 2.03%
2,000,000 0.5630 0.5749 2.11%
3,000,000 0.5778 0.5798 0.35%
4,000,000 0.5855 0.5865 0.17%
4,684,044 0.5911 0.5911 0.00%

















Figure 5.8: Empirical score vs. Baseline - BLEU scores Japanese → English
Very significant score improvements are realized for small phrase table
sizes. For larger phrase tables, the improvements are naturally lower. The
highest relative improvement over the baseline is 58% at 200,000 phrase pairs
(None of the baseline pruning approaches, probability or variety threshold,
reached 100,000 phrase pairs). At 2 million phrase pairs, the scores are
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within the confidence interval of the full phrase table, but the improvements
for phrase table sizes over 1 million are small and generally stay below 2%.
Model-best Path Pruning The model-best path pruning counts the
number of occurrences of each phrase pair in the 10-best lists and assigns
scores to each phrase pair according to the scoring terms scoreA1 and scoreA2









](phrase pair in i-best)
i2
The results in table 5.7 show that both scoring terms clearly outperform the
baseline pruning and the empirical score.
]phrase pairs Baseline Empirical
Score
scoreA1 scoreA2
100,000 - 0.4735 0.4792 0.4909
200,000 0.3162 0.5008 0.5306 0.5388
400,000 0.4743 0.5241 0.5596 0.5576
800,000 0.5194 0.5394 0.5747 0.5748
1,200,000 0.5366 0.5498 0.5788 0.5790
Table 5.7: Results for scoring terms scoreA1 and scoreA2
The scoring term scoreA2 has a very small advantage over the scoring
term scoreA1. In both cases the score at 800,000 phrase pairs is already
within the 95% confidence interval of the final BLEU score. The biggest
difference can be observed at 100,000 phrase pairs. Here the score improves
from 0.4792 to 0.4909. For larger sizes the scores are quite similar.
Figure 5.9 illustrates the improvements, comparing the baseline scores
with the empirical score and scoreA2.
















Figure 5.9: Improvements with scoreA2 on Japanese → English
Metric-best Path Pruning The metric-best path pruning applies the
same ideas but uses the number of occurrences in the top 10 metric-best paths
to calculate the phrase pair scores (see section 5.3.2.7). In this experiment
the metric used was edit distance compared to the references (minimum edit









]phrase pair in metric-i-best
i2
Comparing these results in table 5.8 with the scores of the model-best path
pruning in table 5.7 shows only minor differences. In this case scoreB1 per-
forms slightly better than scoreB2.
Score Combination Because both pruning approaches performed very
well separately, the scores were combined to take advantage of the benefits
of both methods. The new scores are defined as the sum of these scores.
Table 5.9 shows the results. Unfortunately, none of the combinations show a
significant improvement over using a single method.
The main reason for this behavior is that for many sentences in the train-
ing data, the model-best translation is also the metric-best translation (or
they are very close). This would be unusual for unseen test data, but in this
case, the phrases were originally extracted from this data. Therefore, the
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]phrase pairs Baseline Empirical
Score
scoreB1 scoreB2
100,000 - 0.4735 0.4822 0.4759
200,000 0.3162 0.5008 0.5300 0.5266
400,000 0.4743 0.5241 0.5610 0.5572
800,000 0.5194 0.5394 0.5753 0.5654
1,200,000 0.5366 0.5498 0.5787 0.5707
Table 5.8: Results for scoring terms scoreB1 and scoreB2








100,000 0.4786 0.4852 0.4883 0.4909
200,000 0.5306 0.5340 0.5395 0.5386
400,000 0.5596 0.5597 0.5585 0.5562
800,000 0.5747 0.5752 0.5747 0.5751
1,200,000 0.5791 0.5791 0.5791 0.5790
Table 5.9: Results for combination of scoring terms
model-best statistics will only differ slightly from the metric-best statistics.
Consequently, this resulted in those very similar scores in table 5.7 and table
5.8. The combination score will then not considerably change the order of
phrase pairs, which was also confirmed in a separate analysis.
Altogether, scoring term scoreA2 seems to be the best choice for practical
applications. It gives consistently good results without using the metric-best
path information.
Pruning towards the Metric-best Path To test the last approach pro-
posed in section 5.3.2.8, the additional statistics scoreE was used. As de-
scribed, this statistic aims to find phrase pairs that occur in a path that
gets a higher model score than the metric-best path, thereby preventing the
metric-best path from being chosen:
scoreE(phrase pair) = Number of times the phrase pair occurs in a path that
has a higher model score than the metric-best path while not occurring in
the metric-best path.
To eliminate these phrase pairs, this score was subtracted from the
scoreA2. Just subtracting it gave low scores, so its influence was limited
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by adding factors of 0.1, 0.01 and 0.001. The results in table 5.10 show
that a factor of 0.01 seems to have slight advantages for lower numbers of
phrase pairs, but it can generally be stated that this additional score does
not significantly improve the overall performance.







100,000 0.4841 0.4911 0.4909 0.4909
200,000 0.5371 0.5392 0.5386 0.5388
400,000 0.5536 0.5565 0.5576 0.5576
800,000 0.5711 0.5740 0.5747 0.5748
1,200,000 0.5777 0.5792 0.5792 0.5790
Table 5.10: Results when incorporating scoreE
Amount of Data used to Estimate Statistics It can be relatively te-
dious to translate all 162,318 lines of data to collect the statistics for the
pruning, so smaller amounts of data were also used to estimate the statistics.
This way it is possible to determine, how the pruning may be affected by a
smaller data set.
Table 5.11 compares the results when using 40,000 and 80,000 lines of data
(randomly chosen) with the translation of the full training data of 162,318
lines. In both cases, the results drop very significantly and the additional
data in the full training corpus helps tremendously.






100,000 0.4032 0.4159 0.4909
200,000 0.4377 0.4611 0.5388
400,000 0.4488 0.4896 0.5576
800,000 0.4661 0.5072 0.5748
1,200,000 0.4854 0.5204 0.5790
Table 5.11: Results with different data sizes to estimate the statistics
Re-estimating Statistics during Pruning All previous experiments fol-
lowed a strict sequence. In the first step, the translation model is used to
translate the large amount of data. During the translation, the statistics are
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collected that allow the scoring, sorting and pruning of phrase pairs. An al-
ternative approach is pruning in batches. At first, only a certain number of
phrase pairs are actually removed. The partly pruned phrase table is then
again used to translate the data and estimate new statistics to remove the
next batch of phrase pairs. The advantage of this approach could be that
the translation system might significantly change its phrase usage with the
already pruned phrase table. This could make it beneficial to estimate new
statistics. The disadvantage is the increased complexity, as it is necessary
to re-translate a large amount of data multiple times. This experiment was
done using batches of 100,000 and 50,000 phrase pairs that would be pruned
at one time. The results in table 5.12 reveal that all improvements gained
here are not significant. There is hardly any change for the larger phrase
tables and only a slight improvement for the smaller sizes.




100,000 0.4909 0.4924 0.4917
200,000 0.5388 0.5397 0.5394
400,000 0.5576 0.5578 0.5582
800,000 0.5748 0.5747 0.5750
1,200,000 0.5790 0.5791 0.5788
Table 5.12: Results after repeated re-estimation of the statistics
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5.4.5 Experiments on English → Japanese
For validation purposes and additional experiments, the pruning strategies
were also applied to translations from English to Japanese. To collect the
statistics the English part of the bilingual training data of 162,318 lines,
was translated to Japanese using the originally extracted phrase pairs. The
results are very similar to the other experiments. scoreA2 also outperforms
the empirical score and the baseline pruning (table 5.13 and figure 5.9).
]phrase pairs Baseline Empirical
Score
scoreA2
100,000 - 0.1366 0.1421
200,000 0.1011 0.1444 0.1540
400,000 0.1250 0.1512 0.1581
800,000 0.1500 0.1562 0.1652
1,200,000 0.1559 0.1616 0.1672














Figure 5.10: Improvements with scoreA2 on English → Japanese
Influence of Additional Data The last experiment tested how additional
out-of-domain data affected the performance of the pruning. For this pur-
pose, the translation system was used to translate 40,000 lines of English
medical dialog data in addition to the bilingual data to estimate the statis-
tics. The style of the medical dialog data is not very different from the
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BTEC data, but the topics are obviously out-of-domain. The results in ta-
ble 5.14 show that this additional data did not help the pruning performance
significantly, and some of the numbers are actually slightly lower.







Table 5.14: Using additional data to estimate statistics
It could be necessary to have a significant amount of additional in-domain
data available to further improve these statistics, but this was not available
at the time.
5.4.6 Further Analysis
The previous results showed very significant improvements over the strong
baseline pruning approaches. This section will further analyze how this im-
provement was possible and point out the main reasons.
Multiple Translation Candidates The fundamental question is how a
source phrase can end up with a large number of translation candidates.
Generally, there are three possible situations that can have this effect:
• Frequent occurrence
• Long phrase pair
• Ambiguous phrase pair
A phrase that occurs frequently will co-occur with a larger number of
other words and, therefore, has the potential to be aligned with a larger
number of words. Typical examples for this are function words like “and”
and “the”.
Another possibility is a long phrase pair where various alignment possi-
bilities exist. These can add up to more translation candidates.
The last option is an actually ambiguous phrase. Ambiguous phrases
might be translated differently in the sentences in the bilingual training data
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and this leads to a large number of translation candidates. An example
here could be the word “put”, which has many different meanings that could
correspond to different words in other languages (compare section 4.3.2).
Overall, all three situations will lead to multiple translation candidates,
but only the last case actually justifies and requires them. In the first two
cases, the large number of translation candidates is merely an artifact of the
alignment models.
Standard and Proposed Approaches The problem with the standard
pruning approaches is that all these cases are treated exactly the same. If
a variety threshold of 5 is imposed, it will cut the number of translations
regardless.
The proposed approaches based on usage statistics are more adaptive
to these situations. For example, the word “Tokyo” will occur frequently
in the English/Japanese data and likely get a large number of translation
candidates. However only one (or a few) translations are frequently used
during the collection of the statistics, so the other candidates are pruned.
In case of an ambiguous word like “put” more translation candidates will
be used so fewer phrase pairs will actually be pruned.
Comparing Candidate Distributions The situation also becomes clear
when considering the distribution of the number of target phrase pairs per
source phrase. Figure 5.11 shows the situation before pruning the phrase















Figure 5.11: Translation candidates for source phrase pairs - baseline distri-
bution
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translation candidates. Most of the source phrases have only one candidate,
but low numbers are also common. A steady drop can be observed until 20
translation candidates, as shown in the figure.
















Figure 5.12: Translation candidates for source phrase pairs - variety threshold
10
There is no change in the bars for one to nine translation candidates, but all
source phrases that had eleven or more translation candidates are now added
to the bar for ten candidates. Consequently, a very large number of source
phrases now has ten candidates and no source phrases have more candidates.
It is already obvious that this creates a very unbalanced situation.
Using the proposed approach (scoreA2) the situation is very different. Fig-
ures 5.13, 5.14, 5.15 and 5.16 show the distributions after sorting and limiting
the overall number to 1.2 million, 400,000, 200,000 and 100,000 phrase pairs.
It is clear that the number of source phrases with one translation candi-
date increases rapidly, but there are always source phrases left with larger
numbers of translation candidates. Even at 100,000 phrase pairs, there is
still a significant number of source phrases with more than one translation
candidate left.
















Figure 5.13: Translation candidates for source phrase pairs - proposed prun-
















Figure 5.14: Translation candidates for source phrase pairs - proposed prun-
ing 400,000 phrase pairs
















Figure 5.15: Translation candidates for source phrase pairs - proposed prun-
















Figure 5.16: Translation candidates for source phrase pairs - proposed prun-
ing 100,000 phrase pairs
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Additional Phrase Table Compression One potential problem a prun-
ing based approach could incur is a minimized possibility to further com-
press the phrase table. All compression techniques are based on data re-
dundancy and redundancy is also exploited in the presented approaches. To
test how much additional compression would still be possible, the baseline
and pruned phrase tables in text format were compressed using the gzip
(www.gnu.org/software/gzip) tool which implements the DEFLATE) al-
gorithm, a combination of LZ77 (Ziv and Lempel, 1977) and Huffman coding
(Huffman, 1952). The results in table 5.15 do indeed show a smaller size re-
duction for the pruned phrase tables, but the differences are minor. Even for
only 100,000 phrase pairs, the possible reduction is only 8% smaller than for
the full phrase table with 4.6 million phrase pairs.






Table 5.15: gzip reduction of pruned phrase tables
5.5 Conclusions
The proposed pruning approaches show very significant improvements over a
strong baseline that was defined as the maximum of the standard probability
and variety threshold methods. The empirically found score is already able to
outperform the baseline, but incorporating additional analysis could further
improve the results. Overall, it is possible to remove up to 80% of phrase pairs
while not significantly affecting the translation performance. This allows the
translation models to be put on much smaller and mobile devices.
The computational effort is quite high, as large amounts of data have
to be translated to collect the necessary statistics. However, the threshold
pruning also requires a large computational effort, as multiple combinations
of thresholds must be evaluated to find the best fit.
Using the metric-best path information did not provide additional benefits
compared to the model-best paths. It was also not notably valuable to try to
enforce the metric-best path by eliminating certain phrase pairs that might
prevent this path from being chosen. There are two likely reasons for this
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behavior. The translations were done on the training data, so the metric-best
path often does not differ from the model-best path. It could be interesting to
design a method that splits the training data in various parts and estimates
the statistics on held-out parts.
However, for many sentences the model-best path and metric-best paths
do differ. Just keeping the phrase pairs from the metric-best path does not
actually enforce them, so no significant improvement can be observed, but
it was also not possible to eliminate supposedly bad phrase pairs just based
on the metric-best path. This also means, that it might not be possible with
this method to classify phrase pairs into two classes, “good” ones and “bad”
ones.
It is definitely advisable to use the full bilingual corpus to extract the
statistics. The scores dropped significantly if only part of the data was used.
Using additional data from another domain did not improve the scores.
The repeated re-translation of the data for the pruning in batches ap-
proach did not prove valuable. Apparently the system does not need to
adjust to the changed situation, as the top phrase pairs are not pruned.
Using the proposed approaches, it is possible to completely remove source
phrases. This could negatively affect the overall performance in practical
applications, especially if source vocabulary is dropped. It would, however,
be trivial to keep at least one translation candidate for each word or source
phrase, even if the proposed approach would eliminate it.





It was already pointed out in section 3.4 that the vocabulary coverage of cur-
rent translation systems is not fully sufficient for actual usage. This mainly
concerns named entities, but other words are also affected, particularly tech-
nical and specialty terms.
Typical conversations in all three domains discussed here will almost al-
ways involve some kind of named entity. A tourist will ask for a flight or
directions to a specific destination. He will inquire about restaurants, ho-
tels, street names etc. and also get answers containing named entities from
these categories. In medical applications, different medicines, symptoms and
diseases are frequent in every conversation. The same situation arises for
military users. Table 6.1 lists common categories for named entities and spe-






Restaurants Body Parts Civil Engineering
... ... ...
Table 6.1: Named entity/specialty term categories in different domains
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other domain will most likely have a similar need for named entities and
specialty terms. The problem becomes even more severe as each individual
person using a translation system has individual needs. Every tourist might
have different interests, hobbies or preferences that influence his vocabulary.
A model railroad hobbyist will also be interested in model railroads while
he is on vacation in a foreign country. Collectors might want to add foreign
items to their collections. These countless hobbies and interests have, again,
thousands of specific technical terms, and the ability to use them will be
important to the individual user.
Medical and Military users have job specializations with various technical
terms and these could actually be crucial for their individual mission or func-
tion. The medical profession in particular has thousands of specialized terms
and often multiple terms for one concept, a technical term and a common
name (e.g. “sternum” and “breastbone” refer to the same concept).
This thesis will at first not specifically distinguish between named entities
and specialty terms, but try to overcome the limited coverage with similar
approaches.
Overview The next section 6.2 will demonstrate how the general name
and specialty term coverage of a translation system can be improved. This
will often require manual work, as large name lists have to be collected. In
this case, a medical database was available that offered large medical name
lists, so no manual labor was necessary.
The large name lists pose an additional problem if they are supposed to
be used on a mobile device with limited memory. A method will be proposed
in section 6.3 that will improve the handling of large name lists in mobile
devices. The goal is to produce personalized translation models for each
individual user, based on specific needs and interests.
Even with increased name and specialty term coverage it will never be
possible to cover all named entities and specialty terms and the translation
systems will always be confronted with unknown words. Section 6.4 will
present an new approach to “communicate” unknown words. In summary,
three tasks will be discussed here:
1. Improving name and specialty term coverage
2. Handling large name lists on mobile devices
3. Dealing with the remaining unknown words
Relevant related work for the first two tasks is rather limited. However, the
translation of unknown words is a common problem. Here extensive research
has been done, and various publications are available that will be discussed.
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6.2 Improving Vocabulary Coverage
The first goal is to improve the general named entity and specialty vocabulary
coverage. Simply collecting more bilingual training data will not solve this
problem. It will neither be efficient nor possible to collect data that will
really cover all relevant named entities and technical terms just by adding
more and more documents.
It will be far more valuable to separately collect and produce bilingual
name lists and use these name lists in the overall translation system. This
will allow the separation of the actual phrase translation knowledge in the
bilingual data from the purely dictionary based named entity translations
in the collected name lists. A city name list will allow to replace “Tokyo”
in a sentence like “I would like to fly to Tokyo”. Assuming the bilingual
data contains the correct phrase pairs any city name will produce a generally
correct translation.
These name lists cannot be collected completely automatically from bilin-
gual or monolingual data. Named entity taggers are available and can also
classify the tagged named entities, but their performance is still limited
(Downey et al., 2007; Collins and Singer, 1999). At the very least a manual
checking of the name lists would be necessary if documents or webpages are
the name source.
If specialized databases are available, it is occasionally possible to gener-
ate large name lists completely automatically. GIS (geographic information
system) databases contain information about locations, cities, street names
and sights. Phone books might also contain street names and person names.
Most of these databases will only contain the names in one language so the
name list will have to be translated.
This thesis will not discuss the manual labor necessary to acquire these
name lists in detail. A name list will also have to be translated in full. After
eliminating duplicate names, repetitions will be unlikely. A simple frequency
based sorting might, however, be valuable.
What will be discussed is how available name lists can be effectively
applied. In the experiments in the next section, a medical database was
used that did allow the extraction of bilingual name lists directly for various
medical classes, so no manual labor was necessary to produce and translate
the name lists.
6.2.1 Medical Terminology
The first focus will be on improving the vocabulary coverage in the medical
domain. The same applies to the military and tourism domains, but for these
108 CHAPTER 6. IMPROVING VOCABULARY COVERAGE
no large bilingual name lists were readily available.
For Medical named entities, beneficial electronic document sources would
be popular medical websites like WebMD (www.webmd.com), MayoClinic
(www.mayoclinic.com), MedicineNet (www.medicinenet.com) or databases
for medical publications like MEDLINE available via PubMed (www.pubmed.
org).
A freely available medical database is the Unified Medical Language Sys-
tem (UMLS, www.nlm.nih.gov/research/umls) that was used for some ex-
periments to extend the named entity and specialty vocabulary coverage of a
Spanish↔ English translation system. The results of these experiments were
published in Eck et al. (2004). Those experiments were originally done using
the 2003AB version of the UMLS and were re-done with the more recent
version 2007AC. The UMLS database is continuously being expanded and is
part of an ongoing research effort to add more vocabularies and languages.
6.2.2 Experiments with the Unified Medical Language
System
6.2.2.1 Unified Medical Language System
The UMLS project was initiated in 1986 by the U.S. National Library of
Medicine. It integrates different knowledge sources like biomedical vocabular-
ies and dictionaries into one database. The goal is to help health profession-
als and researchers by combining biomedical information from these different
sources and making them easily accessible. It is usually updated about three
or four times per year. The UMLS consists of three main knowledge reposito-
ries, the UMLS Metathesaurus, the UMLS Semantic Network and the SPE-
CIALIST lexicon. Additional facts about the UMLS, related work and fur-
ther information can be found in Browne et al. (2003), Friedman et al. (2001),
Kashyap (2003), Lindberg (1990) and at www.nlm.nih.gov/research/umls.
UMLS Metathesaurus The UMLS Metathesaurus provides a common
structure for approximately 100 source biomedical vocabularies. The 2007AC
version of the Metathesaurus contains 1,516,299 concepts named by 7,426,224
terms (case sensitive). It is organized by concept, which is a cluster of terms
(i.e. synonyms, lexical variants and translations) with the same meaning.
Translations are present for up to 16 additional languages besides English.
It is very likely that other languages will be added in later releases.
Table 6.2 shows the distribution of the terms according to the 17 different
languages in UMLS 2007AC. Most terms are English, but a number of other
languages also have a considerable vocabulary.
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Language Number of Terms Language Number of Terms
English 4,729,931 Swedish 32,542
Spanish 1,529,152 Finnish 25,079
Dutch 215,644 Danish 723
German 168,938 Norwegian 722
French 157,228 Hungarian 718
Portuguese 144,181 Basque 695
Italian 112,241 Hebrew 485
Russian 50,553
Table 6.2: Languages in the UMLS
For example the concept “arm” includes the English lexical variant, its
plural form, “arms” and with “bras”, “arm”, “braccio”, “braço”, “ruka”
and “brazo” the French, German, Italian, Portuguese, Russian and Spanish
translations (among others).
Entries are not limited to single words and some terms are also longer
phrases like “third degree burn of lower leg” or “loss of consciousness”. It also
includes inter-concept relationships across the multiple vocabularies. The









can be qualified by
is co-occurring with
other related
Table 6.3: Relationships in the UMLS
The synonym-relationship is implicitly realized by different terms that
are affiliated with the same concept. The co-occurrence relationship refers
to concepts co-occurring in MEDLINE publications.
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The UMLS Semantic Network The UMLS Semantic Network catego-
rizes the concepts of the UMLS Metathesaurus through semantic types and
relationships. Every concept in the Metathesaurus is part of one or more
semantic types. There are 135 semantic types arranged in a generalization
hierarchy with the two roots “Entity” and “Event”. This hierarchy is still
rather abstract and not deeper than six (see table 6.4). A more detailed
generalization hierarchy is realized with the child, parent and sibling rela-





Fully Formed Anatomical Structure













Human caused Phenomenon or Process
Table 6.4: Semantic types in the UMLS - Examples
The SPECIALIST Lexicon The SPECIALIST lexicon contains over
330,000 English words. It is intended to be a general English lexicon includ-
ing many biomedical terms. The lexicon entry for each word or term records
the syntactic, morphological and orthographic information. Table 6.5 shows
the entry for “anesthetic”. There is a spelling variant “anaesthetic” and an
entry number. The category in this case is noun (there is another entry for
“anesthetic” as an adjective). The variants slot contains a code indicating
6.2. IMPROVING VOCABULARY COVERAGE 111
the inflectional morphology of the entry. “anesthetic” can either be a regular








Table 6.5: Specialist Lexicon in the UMLS - Example “anesthetic”
6.2.2.2 Extracting Dictionaries from the UMLS
The first way to exploit the UMLS database in order to increase the name
coverage is naturally to extract additional Spanish ↔ English lexicons and
phrase books for the named entities in the UMLS. The UMLS Metathe-
saurus provides translation information, as it can be assumed that Spanish
and English terms that are associated with the same concept are respective
translations. For example, as the English term “arm” is associated with the
same concept as the Spanish term “brazo” it can be deduced that “arm” is
the English translation of “brazo”.
Unfortunately the UMLS does not contain morphological information
about languages other than English at the moment. This means it can-
not be automatically detected that “brazo” is the singular form and thus the
translation of “arm” and not the translation of “arms”. As most of the en-
tries are in singular form, every possible combination of Spanish and English
terms was extracted regardless of possible errors like combining the singular
“brazo” and the plural “arms”.
The resulting Spanish ↔ English lexicon/phrasebook for named entities
contains 5,001,195 pairs of words and phrases (after conversion to lower case
and some post processing). This is a very significant addition to any Spanish
↔ English translation system and should improve the named entity perfor-
mance. However, a large amount of these translation pairs is made up of
synonyms that drastically increase the overall number and some of the terms
in the UMLS and the resulting lexicon might actually be too specific for
a spoken language translation system like “1,1,1-trichloropropene-2,3-oxide”
translating to “oxido de tricloropropeno”.
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6.2.2.3 Generalizing the Training Data using UMLS Dictionaries
A more advanced way to use the UMLS database and name lists in other
domains is to generalize the training sentences based on the extracted named
entity list and the name categories. In this case the training data contains
sentence pairs like:
Necesito examinar su cabeza. I need to examine your head.
Necesito examinar su brazo. I need to examine your arm.
Necesito examinar su rodilla. I need to examine your knee.
After generalizing these sentences by replacing the specific body parts like
“head”, “arm” and “knee” with a general tag e.g. “@BODYPART” all those
example sentences can be joined into one sentence.
Necesito examinar su @BODYPART. I need to examine your @BODYPART.
Only a name list is necessary to translate the individual body parts in order
to be able to correctly translate all sentences of this type. Possibly unseen
sentences like “Necesito examinar su antebrazo” (“I need to examine your
forearm”) could also be correctly translated, if it could be automatically
deduced that “antebrazo/forearm” is a body part and this translation pair
was known.
Some other similar sentences in which the same ideas could be applied:
El @BODYPART esta inflamado. The @BODYPART is inflamed.
¿Que @BODYPART le/la duele? Which @BODYPART hurts?
The second sentence on the Spanish side illustrates a problem. Some lan-
guages change other parts of the sentence depending on the grammatical
gender of the body part or the gender of the person. As this error is un-
likely to affect the translation of the meaning, it was decided to ignore this
problem.
As stated before, every concept in the UMLS Metathesaurus is cate-
gorized into one or more semantic types defined in the UMLS Semantic
Network. The two semantic types “Body Part, Organ, or Organ Compo-
nent” and “Body Location or Region” from the UMLS Semantic Network
cover pretty closely what is usually affiliated with the colloquial meaning of
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body part1. Using this information, the general Spanish ↔ English dictio-
nary originally extracted from the UMLS was filtered, to contain only words
and phrases from the two semantic types “Body Part, Organ, or Organ Com-
ponent” and “Body Location or Region”. This gave a dictionary of 281,690
translation entries for body parts. In the next step, every occurrence of a
word or phrase pair from this new dictionary in the training data is replaced
with a general body part tag (“@BODYPART”). It must be ensured here
that the translation pairs occur in both languages. A standard training of
the translation system with this changed training data then results in phrase
pairs containing this tag. This is completely transparent for the training pro-
grams at this point. The tag “@BODYPART” can be treated as a regular
word.
Then the “cascaded phrase tables” technique is applied that was proposed
in Vogel and Ney (2000). During the translation process, the first phrase ta-
ble that is applied in this case is the body part dictionary. It replaces the
Spanish body part with its translation pair and the body part tag “@BODY-
PART”. The following phrase tables can now apply their generalized rules
containing the “@BODYPART” tag instead of the real body part.
An example will illustrate the translation method using the cascaded
phrase tables. Source sentence to be translated:
Necesito examinar su antebrazo.
First step: Apply body part dictionary phrase pair (antebrazo → forearm)
Necesito examinar su @BODYPART{antebrazo→ forearm}.
Apply generalized phrase pair: (e.g.: Necesito examinar su @BODYPART
→ I need to examine your @BODYPART)
I need to examine your @BODYPART{antebrazo→ forearm}.
Finally, resolve tags:
I need to examine your forearm.
1The terminological difference is that the semantic type “Body Part, Organ, or Organ
Component” is defined by a certain function. For example “liver” and “eye” are part of
this semantic type, whereas the semantic type “Body Location or Region” is defined by
the topographical location of the respective body part. Examples are “head” and “arm”.
The function in this case is not as clearly defined as the function of a “liver”.
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6.2.2.4 Translation Experiments
The Baseline system, which was used to test different approaches to improve
the translation performance, is a statistical machine translation system. The
task was to facilitate doctor-patient dialogs across languages from Spanish
to English.
Translation System All experiments were again done with a state-of-the-
art statistical machine translation system (Vogel, 2003; Eck et al., 2006). The
system uses the phrase extraction method PESA described in Vogel (2005)
and a 6-gram language model (Zhang and Vogel, 2006).
Test and Training Data The system was trained using 9,227 lines of
training data (90,012 English words, 89,432 Spanish words). 3,227 lines of
this data are medical dialog data. The 6,000 other lines of training data are
BTEC data.
The test data consists of 500 lines with 6,886 words. The test data was
also taken from medical dialogs between a doctor and a patient and contains
a reasonable number of medical terms, but the language is not very complex.
Table 6.6 shows some example test sentences (from the reference data). The
Baseline system scores a 0.1912 BLEU (see table 6.7).
. . .
Doctor: The symptoms you are describing and given your recent
change in diet, I believe you may be anemic.
Patient: Anemic? Really? Is that serious?
Doctor: Anemia can be very serious if left untreated. Being ane-
mic means your body lacks a sufficient amount of red
blood cells to carry oxygen through your body.
. . .
Table 6.6: Medical dialog: Example test sentences
Adding the Dictionary In the first step the extracted lexi-
con/phrasebook was added as an additional phrase table without using the
cascaded phrase tables. The experiment showed a nice increase in BLEU per-
formance and scored at 0.2015 BLEU. This system especially has a higher
coverage, as only 302 words (types) are not covered by the training data,
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Bilingual Training Data Monolingual Training Data
English Spanish English
Lines 9,227 9,227 Lines 9,227
Words 90,012 89,432 Words 90,012
Translation Models PESA phrase table
Language Model Suffix Array 6-gram
Test Data 500 lines, medical dialogs
Baseline Score 0.1912 (BLEU)
Table 6.7: Experimental setup Spanish → English
compared to 411 for the baseline system. In this case the language model
was not changed and treated all new words as unknown words.
Adding the English part of the extracted dictionary to the language model
further increased the score to 0.2034 BLEU.
Using the Semantic Type Information Using the class based approach
to use name lists, the extracted “@BODYPARTS” name list was chosen along
with two additional classes: “Finding, Sign or Symptom” and “Disease”
(325,673 and 987,460 translation pairs respectively). As these also occur
frequently in the test data. This further improved the score to 0.2197 BLEU.
Adding other classes did not further improve the score, as none of these
appeared in the test data. All available classes should certainly be used for
all practical applications.
Analysis Table 6.8 gives an overview of the BLEU results of the described
experiments, using the UMLS database at different stages. Each step in-




Added to LM 0.2034
Semantic Types 0.2197
Table 6.8: Results overview
It is not surprising to gain significant improvements by adding a large ad-
ditional phrase table and more language modeling data. However, as was
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discussed at the beginning, the BLEU score is not necessarily a measure-
ment for improvements regarding names and does not fully reflect the actual
situation in this case.
The same argument is made in Huang (2006) and the author uses the
information gain to measure the improvments when translating named enti-
ties. But it is also obvious – a translation system that can translate so many
more names and specialty terms compared to the baseline system will be far
more useful in real applications than the rather small score increase indicates.
On the other hand, the cascaded phrase table approach also generates im-
provements in BLEU score compared to just using the data as an additional
phrase table. This implies advances in fluency. No additional vocabulary is
covered, so the gains could only have resulted from improved phrase selection
and word order. The reason is that the cascaded approach can match longer
phrases after the generic tags have been introduced.
6.2.3 Improving Coverage - Tourism and Military
For tourism and military domains, no database was available that would
contain such a large number of named entities and specialty vocabulary even
remotely comparable to the Unified Medical Language System.
As this is not available, data from other sources has to be used, and
name lists have to be created semi-automatically or even manually. The
main problem is finding sources that will contain these names and specialized
vocabulary.
For tourism in general, travel guides relevant to the country contain large
amounts of named entities - places of interest, hotel, restaurant, shopping
and food information. Mapping companies that supply GPS systems such
as LeadDog (www.goleaddog.com) and map websites such as Google Maps
(maps.google.com) also contain large name databases for specific categories,
mainly related to cities, street names, general locations, places of interest,
and also hotels and restaurants. Online recipe databases and restaurant
menus might offer a good starting point for food related named entities.
Table 6.9 shows a selection of the most relevant categories for names lists in
the tourism domain.
Relevant military categories are relatively similar to the tourism cate-
gories, especially categories related to locations. Here the same sources could
be exploited. Military related websites might provide additional military spe-
cific terms and named entities. Military and defense publications like Jane’s
(www.janes.com) will also contain specialty vocabulary.























































Table 6.9: Selected categories relevant for the tourism domain
6.2.4 Maintaining Coverage across Languages
It is important to differentiate named entities based on how specific to a
country or language they are. Most translation systems between two lan-
guages will mainly need the city names in the respective countries or group
of countries where the languages are spoken. Other city names will be less
important.
This is an actual problem. The BTEC corpus contains a small number of
named entities, primarily from Japan, as it originated from Japanese phrase
books. Named entities from other countries are very rare. However, this
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means that if the BTEC corpus is translated to Spanish and a Spanish ↔
English translation system is trained on this data, it will not be as valuable
as the Japanese ↔ English system. It will contain the same names as the
Japanese↔ English translation system, but those will be less relevant for the
new language pair. It would be possible to translate a sentence like “When
does the flight to Tokyo leave?” using the Spanish ↔ English translation
system, but not a more appropriate sentence like “When does the flight to
Madrid leave?”. This issue is related to both the home country and the
visiting country.
A corpus generally contains two kinds of sentences:
• Sentences that are “international” and are equally relevant in all or at
least a large number of language pairs/countries
• Sentences that are “country-specific”, i.e. only relevant for certain
language pairs/countries
Table 6.10 gives some examples of the two sentence types. In this case the
country-specific sentences would mainly be relevant in a Japanese context.
International Sentences Country-specific Sentences
Where is the bathroom? How can I get to Kyoto
When do you serve dinner? Do you serve Sushi?
When does the flight leave? I would like to visit the Impe-
rial Palace.
Table 6.10: International and country-specific sentences
Applying the categorized name lists and tags as proposed in the previous
section allows the separation of the general international parts of a sentence
from the country-specific named entities (see table 6.11).
International Sentences Named Entities
Japan Spain
How can I get to @CITY Kyoto Madrid
Do you serve @DISH? Sushi Paella
I would like to visit the @SIGHT. Imperial Palace Alhambra
Table 6.11: International sentences and relevant named entities
At this point all sentences can be translated while keeping the same tag in
the translation. It will not be possible to decide on the name category level
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if a category should be translated or has to be re-collected. The reason here
is that basic and very common entries in most categories will be useful in
many languages/countries while very specific entries will only be useful in
the specific country.
In dishes for example the omnipresent “pizza”, “hamburger” and “hot
dogs” should be included for all countries, potentially also the “sushi” exam-
ple, while very rare and specialty items should not be included. The same
is true for city names where the main cities of the biggest countries should
probably be available for all language pairs, while smaller towns will certainly
not be relevant.
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6.3 Personalizing Translation Models
6.3.1 Motivation
It was shown in the previous section how name coverage in machine trans-
lation systems can be naturally improved by collecting large name lists for
various categories in the respective domains. These name lists will be useful
for any translation system, as they introduce high quality translations for
unknown and important words. It could also be shown that even the BLEU
scores are increased, which are not always sensitive to these improvements.
Unfortunately these name lists have to be very large to be effective in
a real situation. It is just unknown what people might say, or where they
would like to go. If a translation system is running on a server, the name
lists will usually not negatively affect the system. Most names will have only
one or a very small number of possible translations so the translation lattice
will not grow heavily. The server just has to keep the name list in memory
and apply it if necessary.
A problem arises, however, when the name lists should be put on a small
device like a PDA or a cell phone. Here, the size alone might make it impos-
sible to put all the lists on the device. In addition, the approaches presented
in chapter 5 will not work here, as each name is potentially important and
there will not be a large number of translation alternatives for each name.
Even if the device is able to hold the whole name lists, the translation system
will usually be part of a speech to speech system. Here the large vocabulary
the name lists will introduce could negatively affect the speech recognition
performance. More words become potential candidates and different words
might have similar or even identical pronunciations, which leads to confus-
ability and an increase in search space (Huangxi et al., 2001).
New words are also continuously added to a language and these words
cannot be prematurely captured in these static name lists. It is estimated
that about 25,000 new words are added to the English language each year
(Kister, 1992).
6.3.2 Background Lexicon
A possible solution to this problem for the translation system could be an on-
line background lexicon running on an internet server. This background lex-
icon could provide the name translations to the PDA dynamically as needed
during the translation process. It would be trivial to add new words to the
background lexicon, and they would be immediately available to the trans-
lation devices. The PDA would only need to store the general phrase pairs;
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the names and specialty vocabulary would be provided via the internet server.
As most sentences will only contain a small number of names, it should also
not affect the translation speed too heavily.
The disadvantages of this approach are the constant need for an internet
connection by the mobile device. It is unlikely that this will be possible at all
times in the discussed domains. A tourist might have an internet connection
in his hotel or in central areas of cities, but not in rural areas or national
parks. It might also be hard to do the speech recognition via a narrow-band
online connection.
6.3.3 Dynamic Personalization
The limited internet connection availability makes it difficult to just rely on
such a background lexicon, but it is also not possible to store all name lists on
the small device. To solve these issues, a personalization method is proposed
that will require only limited internet access, but will eventually provide each
individual with a specifically personalized translation system.
6.3.3.1 Specific User - Specific Interest
It is true that if all users are viewed as an overall group, they will need a
large number of named entities and specialty vocabulary to effectively com-
municate. This was the main reason to argue that translation systems need
a larger vocabulary. On the other hand, each translation system is at one
time only used by one user. This user only has a relatively small number
of specific interests and will not need all specialty terms relevant for other
hobbies or interests. This will differ greatly between different users, so it will
not be possible to know beforehand which names will be relevant. The rele-
vant vocabulary could also change during usage as a tourist travels through
different areas of a country or changes his interests.
6.3.3.2 Personalized Translation Models
The proposed idea focuses on personalization of translation models that will
be introduced and illustrated with an example. At the beginning, translation
systems for all users are pre-loaded with the same standard phrase pairs and
the most common name lists that will fit on the device. Table 6.12 lists some
phrases from the 3 identical phrase tables for 3 users.

























Table 6.12: Start situation - Same phrase table for all users
At this point the users are able to translate the common sentences, but the
translation will not work for very specific terms. The system will, however,
keep detailed statistics of the usage of the available phrase pairs. It will also
note the occasions where a term occurred that could not be translated. This
would either require the speech recognition part to be able to recognize the
word while it is unknown to the translation system, or the user would be
required to type in the unrecognized parts of the sentence. Table 6.13 now








































Table 6.13: Collected statistics and unknown phrases after use
Once the systems are able to connect to the web service, they will send
their unknown words and phrases and receive the translations (if available).
The system can also send additional phrase pairs that are related to the
unknown words. For example, the first user might not only receive the
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translations for “A-1 Jetfuel”, “McDonald’s” and “Rotor” but also some re-
lated words and phrases like “Kerosene”, “Oil”, “Burger King” and “Blade”
(see Table 6.14). The systems then integrate the newly received phrase pairs
into their phrase tables and are able to translate these words in the future.
The systems also remove phrase pairs that were never used.
Phrases requested Phrases received







. . . . . .

























Table 6.15: Removing unused phrase pairs
The overall system could also consider other users’ statistics when adding
or eliminating phrase pairs. If a large group of users needed a specific phrase,
it could already be added to the phrase table of systems where the user did
not yet use this unknown phrase. As so many people needed it, it can be
estimated that it is a universally used phrase that could be beneficial to
all users. Similarly, a phrase should not be eliminated if many other users
needed it.
The actual decision to add or eliminate certain phrase pairs should, how-
ever, stay with the mobile system, as each system might have different re-
strictions. A laptop might have much more space and computing power to
handle larger phrase tables compared to a cell phone.
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For example the policy could be:
• Cell phone:
Keep actually used unknown words only
• PDA:
Keep actually used unknown words + related phrase pairs
• Laptop:
Keep actually used unknown words + related phrases pairs +
unknown words from other users
This allows this service to be used by a wide variety of translation systems.
6.3.3.3 Improving the Online Service
The fact that the systems will regularly contact the online service allows the
service provider to gather overall statistics of phrase pair usage and common
unknown words. Analysts will be able to:
• View, check and improve the most commonly used phrase pairs
• Add unknown phrase pairs starting from the ones most frequently re-
quested. This will also allow the identification of topics that might not
be covered well enough. The analysts could add additional training
data to improve the situation for a topic in high-demand.
• View the most commonly used sentences and improve their transla-
tions.
All these improvements can be based on the frequency of the phrase
pair/sentence usages, so the analysts can be most effective with the high-
est impact for the largest number of users. Data privacy issues should be
considered, and the anonymity of the users should be guaranteed.
6.3.3.4 Improvements by the User
An additional possibility is to allow the user himself to add unknown words,
if he has access to the correct translation. These additions could also be
automatically distributed to other users via the online service.
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6.3.3.5 Analysis and Evaluation
A complete implementation and evaluation of this personalization method of
phrase tables was beyond the scope of the thesis work, but this section will
discuss the main issues and give first results.
The initial step is to put a translation system on the devices that has not
been personalized yet. For medical users the baseline system from section
6.2.2.4 could fulfill this purpose. It is trained on medical dialogs, but the
coverage of specialty terms and named entities is limited.
In the next step one of the users might use the system to translate the
500 lines of medical dialog that was used as the test set. In this case the
BLEU score is 0.1912, but the communication success of this user will be
heavily limited by the 411 unknown words that occur in this dialog.
The task of the translation system in this first dialog is to note these
unknown words. It will be necessary for the user to type them in, if the
speech recognition system is not able to recognize them.
Once the system is able to connect to an online service, it can be provided
with additional translation pairs from a background lexicon. In this case the
medical dictionary extracted from the UMLS with over 5 million translation
pairs can serve as this background lexicon. The earlier results show that is
does not contain all 411 unknown words, but it does contain 109 of them.
It is also possible that it contains more appropriate translations for other
phrases that occur in the test data. The online service can now send the
translations for the unknown words and also improved translations for other
phrases to the system and it can integrate it into its phrase table. This step
alone improves the BLEU score on the tested dialog to 0.2015. If the phrases
are also integrated into the language model the score further improves to
0.2034.
If a class based framework is used, all generic phrase pairs with class tags
can already be stored on the mobile device. It should just be avoided to
put all entries in the name lists on the mobile device and those should be
provided as needed.
These arguments and the earlier results show that it is possible to update
the translation system and realize these benefits while keeping the overall
phrase table size small. This method will certainly require further experi-
mentation with non-expert users in various situations.
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6.4 Communicating Unknown Words
6.4.1 Motivation
Even with the added name lists and specialty vocabulary, the translation
system will encounter unknown words and phrases that are not covered.
One of the reasons is that any (living) language is constantly changing. As
previously mentioned, English is estimated to add 25,000 words per year.
It also seems nearly impossible to cover every word in the English vocabu-
lary of approximately 500,000 to 600,000 (Kister, 1992) with bilingual texts
(other languages often have even larger vocabularies). For comparison, the
vocabulary of the full English BTEC corpus is less than 15,000 words.
Overall, even with background lexicons and name lists, the translation
system still has to handle unknown words. The method that will be presented
here has to be seen as a last-resort method that should only be applied after
all other sources and methods have been exhausted.
Two example sentences from the later experiments Spanish → English
are shown in table 6.16: In both sentences the rest of the sentence apart
Translation: revelan you have diabetes
Reference: they reveal that you have diabetes
Translation: i am sure you will be getting a great
mejoŕıa in 4 or 5 weeks
Reference: i am sure you will feel a great improvement
in 4 to 5 weeks
Table 6.16: Example sentences with unknown words
from the unknown word is translated quite well. However, in both sentences
the unknown word contains a lot of information. Especially in the second
sentence, as the patient will not know what he has to expect in 4 or 5 weeks.
It is not even clear if it will be a positive or a negative event. The first
sentence is relatively understandable, but there is the possibility that the
unknown word might negate the meaning.
6.4.2 Related Work
Various approaches to translate or generally deal with unknown words have
been proposed before. One idea relies on morphological similarities to map
the unknown words to known words as used in Mermer et al. (2007). This can
give very good results, especially if the source language is morphologically
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richer than the target language. Multiple words in the source language that
only differ in their inflection will then be aligned to a single word in the target
language. Even if not all of them were seen and the morphological similarity
can be detected, the correct translation can be produced. A problem can
arise if the inflectional difference indicates a different part of speech, as the
approach will then produce an incorrect part of speech in the target language.
This approach is comparable to the proportional analogies in Lepage and
Denoual (2005). The technique of Analogical Learning was also later directly
applied to the translation of unknown words in Langlais and Patry (2007).
The idea is to find the same relationships between the word in the source
language for which the translation is not known and another word where the
translation is known, as well as the same relationships for other word pairs
for which both translations are known. An example translating French to
English (from Langlais and Patry (2007)) is the unknown word “futilité”.
It has the same “relationship” to the known word “futilités” as the known
pairs “activité:activités” and “hostilité:hostilitiés”. A seed lexicon gives the
translations and the known pairs are compared as well. In this case, “ac-
tion:actions” and “hostilities:hostility”. This gives two different ways how
to form the translation of “futilité” given the translations for “futilités”.
The first way is applied to the possible translation “gimmicks” generating
“gimmick”, on the second possible translation “trivialities” the second way is
applied forming “triviality” which are both correct translations for “futilité”.
Other teams investigated comparable corpora as a source for unknown
word translations (Fung and Yee, 1998; Rapp, 1999; Takaaki and Matsuo,
1999). In these cases, a seed lexicon is used to translate parts of the sen-
tences for one side of the corpora. If contexts or even whole sentences are
very similar based on the seed translations, the remaining words are trans-
lation candidates for each other. In the publication Haghighi et al. (2008) a
similar approach is proposed under a canonical correlation analysis (CCA)
framework.
Other approaches mainly target named entities, as here special translit-
eration rules are often applied that try to reproduce the original phonemes
using the phonemes (and graphemes) of the target language. This is mainly
applicable if the character sets of source and target languages are different2.
Techniques are described in Zhao et al. (2007) and Huang (2005, 2006). Gen-
erally, transliteration models are introduced that learn character and char-
acter group transliteration from given examples and can produce a translit-
eration hypothesis. It can be beneficial to spell-check this hypothesis against
a large vocabulary to correct additional transliteration errors.
2The task is much easier, often trivial, if the character sets are identical.
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A data mining approach presented in Zhang et al. (2005) and Huang
et al. (2005) uses web queries to find web pages that contain both the source
and target named entity. This uses the fact that key phrases like movie
titles are often given in the translated and original form next to each other,
particularly in Chinese text.
More closely related to the approach presented here are the methods dis-
cussed in Callison-Burch et al. (2006) and Cohn and Lapata (2007). The
idea is to generate paraphrases for unknown words and phrases from paral-
lel bilingual texts. These paraphrases retain the same meaning, but can be
translated. Additional bilingual corpora are necessary, but they can have an-
other second language. This means the English paraphrases can be extracted
from an English/German corpus and later applied to an English → Spanish
translation task.
It should be pointed out, that the presented approach is related to these
approaches. It should be seen as an additional step to deal with remain-
ing unknown words after these approaches and the methods discussed in the
earlier chapters are applied. Especially approaches based on morphological
similarities have shown very good results, but they can only be applied if
reasonably close words are in the translation lexicon. The other techniques
also have an inherent limitation, e.g. the transliteration approaches are only
applicable to named entities or need additional bilingual (or at least compa-
rable) corpora. This technique and the results were presented in Eck et al.
(2008).
6.4.3 Communicating Unknown Words
Everyone who is starting to learn a foreign language and even people with
more experience will find themselves in situations where they cannot recall
the correct translation for a specific term. They might also not be able to
think of an alternative term or synonym. People in these situations usually
resort to explaining the missing word using words and phrases they know. It
can even happen in a native language where people might not recall a specific
term and explain it instead. Someone might want to translate “annually” to
Spanish, but does not recall the correct term (“anualmente”). However, he
might be able to say “once a year” or “one time per year” in Spanish as those
words are more common and potentially easier to translate for a non-native
speaker.
In order to use this approach in a translation system, these “explanations”
or “definitions” have to be automatically generated for unknown words. This
can be accomplished using monolingual lexicons or encyclopedias on the
source language side.
6.4. COMMUNICATING UNKNOWN WORDS 129
These monolingual sources offer a much better word coverage as they ac-
tually try to cover every word in a language. The Oxford English Dictionary
(Simpson and Weiner, 1989), for example, contains 616,500 word forms in its
latest edition (also available online at www.oed.com).
Once the “definition” has been extracted, it has to be translated using
the automatic translation system. However, the definition could contain
additional unknown words. Lexicons usually try to limit the vocabulary used
in the definitions, as even a regular human user might not know some specific
terms. An example here is the Oxford 3000, a list of words that is the basis
for the “Oxford Advanced Learners Dictionary”. Definitions should only
contain words from this list of 3000 basic words. The dictionary does not,
however, completely follow this demand (Wehmeier, 2007). Other knowledge
sources might also try to prefer simple words in their explanations, but that
cannot generally be guaranteed.
6.4.4 Alternative Approach
An alternative approach would be to use semantic lexicons (e.g. WordNet for
English, wordnet.princeton.edu) that can give synonyms for entered terms.
The English WordNet for example produces “yearly” and “per annum” for
the example term “annually”. However, WordNet type databases are not
available for a large number of languages, and their coverage is also more
limited as preliminary tests showed. From this perspective, the approach
using dictionaries and encyclopedias seemed more flexible, particularly as
dictionaries also occasionally list synonyms.
6.4.5 Process Overview
Figure 6.1 shows the flowchart for the proposed process. Starting from a base-
line translation, the remaining unknown words are identified, and a definition
is generated for each word. The definition is translated using the automatic
translation system and inserted in the baseline translation to form the final
hypothesis.
6.4.5.1 Extract Definition for Unknown Word
Given an unknown word, the first step is to find the definition for the un-
known word in the source language. The main goals for a definition of an
unknown word are that it is unambiguous, short and as easy to understand as
the original word. Another constraint is that it should not use any words that
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Figure 6.1: Process overview - Handling unknown words
are unknown to the translation system, as it would again not be possible to
translate the complete definition. Concerning the source for the definitions,
two main cases were identified, depending on the type of unknown word:
• Regular content words (that are not named entities): Workforce, thrice,
ascertain, annually, biweekly, ancestry
• Named entities: Cairo, Lima, Pennsylvania, McDonald’s, BMW
Dictionaries For regular content words that are not named entities, stan-
dard online dictionaries usually provide concise and short explanations.
For the following experiments, dictionary.com (dictionary.reference.com)
and wordreference.com (www.wordreference.com) were used as sources for
English and Spanish definitions respectively. Both dictionaries list multiple
meanings per word. If necessary, a word sense disambiguation component
could help to find the best fitting one at this stage.
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Explanations in a dictionary usually fall into one of three categories:
• Synonym: (e.g. occur : to happen)
• longer explanation: (e.g. workforce: the total number of workers in a
specific undertaking).
• example sentence: (e.g. determine: Demand for a product usually
determines supply)
Figure 6.2 shows the results from dictionary.com for the search term “ances-
try”.
4 resul s for: ancestry
deCODE your family's DNA






Find Info On Genealogy & Ancestry Family Trees, Birthdates +
More!
www.VisitSaltLake.com/Genealogy
Dictionary.com Unabridged (v 1.1) - Cite This Source - Share This
an·ces·try      [an-ses-tree or, especially Brit., -suh-stree]
Pronunciation Key - Show IPA Pronunciation
–noun, plural -tries.
1. family or ancestral descent; lineage.
2. honorable or distinguished descent: famous by title and ancestry.
3. a series of ancestors: His ancestry settled Utah.
4. the inception or origin of a phenomenon, object, idea, or style.
5. the history or developmental process of a phenomenon, object,
idea, or style.
[Origin: 1300–50; ME, equiv. to ancestre ANCESTOR + -Y3; r. ME
aunce(s)trie < AF]
—Synonyms 1. pedigree, genealogy, stock. 3. family, line.
Dictionary.com Unabridged (v 1.1)
Based on the Random House Unabridged Dictionary, © Random House, Inc. 2006.
Ancestry




Discover your roots. World wide family tree. Find your ancestors.
www.genebase.com










A D V E R T I S E M E N T
A D V E R T I S E M E N T
A D V E R T I S E M E N T
A D V E R T I S E M E N T
(Browse Nearby Entries)
 Premium Content  | Register  | Log In  | Help
 ancestry
Dictionary Thesaurus Encyclopedia All Reference The Web
Figure 6.2: Dictionary.com results for search term “ancestry” (excerpt)
Wikipedia Named entities are a special case, as regular dictionaries do not
contain many named entities or specific brand names. An encyclopedia offers
better coverage here. For these experiments, the automatic extraction from
Wikipedia articles was investigated. Wikipedia is a free online encyclopedia
that can be edited by any user. As of January 2008, it is available in 256
languages with more than 10,000 articles in 75 of those languages. The
English section contains the most articles with over 2 million. There have
been concerns and discussions about the reliability and the objectivity of
Wikipedia articles (see e.g. Giles (2005), Cohen (2007)), but the effect on
translation should be minimal.
A big advantage of Wikipedia is the fast addition of new terms as every
user can edit and add articles so the encyclopedia stays very up-to-date,
especially on popular topics.
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Wikipedia articles can be extremely long and it is not useful to translate
a long article just to communicate a single unknown word. However, it was
empirically found that the first sentence of the Wikipedia article usually gives
a good definition of the term if the term can be clearly defined.
Lima 
From Wikipedia, the free encyclopedia 
For other uses, see Lima (disambiguation). 
Lima  is the capital and largest city of Peru. It is located in the valleys of 
the Chillón, Rímac and Lurín rivers, on a coast overlooking the Pacific 
Ocean. It forms a contiguous urban area with the seaport of Callao. 
Lima was founded by Spanish conquistador Francisco Pizarro on January 
18, 1535, as La Ciudad de los Reyes, or "The City of Kings." It became the 
most important city in the Spanish Viceroyalty of Peru and, after the 
Peruvian War of Independence, was made the capital of the Republic of 
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Nickname(s): City of the Kings
Motto: Hoc signum vere regum est
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The first name of the city was the City of the Kings (Spanish: Ciudad de 
los Reyes) because its foundation was decided on January 6, date of the 
feast of the Epiphany. However, this quickly fell into disuse, as "Lima" 
became the capital's name of choice. It is uncertain where this name 
originated; it may derive either from the Aymara word lima–limaq (yellow 
flower), or from Quechuan rimaq (talking), pronounced IPA: ['li-ma:] in the 
ancient local Quechua I variety. It is worth noting that the river that feeds 
Lima is still called Rimac, closer to the Quechua II pronunciation for 
"Talking river". Many speculate that the Spanish produced "Lima" in 
trying to reproduce what in fact was "Rimac," which they heard from local 
inhabitants. On the oldest Spanish maps of Peru, both Lima and Ciudad de 
los Reyes can be seen together as names for the city. 
History 
During the early 16th century, the 
location of what is now the city of Lima 
was inhabited by several amerindian 
groups under the domination of the Inca 
Empire. In 1532, a group of Spanish 
conquistadors led by Francisco Pizarro 
defeated the Inca ruler and took over his 
 
Page 1 of 7Lima - Wikipedia, the free encyclopedia
8/8/2008http://en.wikipedia.org/wiki/Lima
Figure 6.3: Wikipedia result for search term “Lima” (excerpt from main
entry)
Figure 6.3 shows the first part of the main Wikipedia entry for the term
“Lima”. The main definition “...is the capital and largest city of Peru” is
there. It would, however, be necessary for the dialog partner to have the
knowledge to be able to deduce the actual term from just this definition.
Homonymy and Polysemy Many words have multiple meanings either
through polysemy or homonymy. Polysemous word meanings are related so
they will likely not vary too much, and it will have little influence regardless
of which definition i actually hosen. On t other han homonymous word
meanings could be very different (Cruse, 2004). A word sense disambiguation
component could be valuable here. This was no inv stigated, as the general
impression is that word eanings of the unknown words do not vary heavily
and are usually closely related. Therefore, the expectation is that such a
component would not significantly increase the erformance. The first and
third result for the term “ancestry” shown in figure 6.2 are closely related
with the second result only slightly differ nt. The last two definitions define
meanings that are more abstract, but are still related, as all these meanings
are polysemous. This general claim is supported by Twilley et al. (1994).
In this article 44% of all English words tested were ambiguous, but 85%
of frequent English words. This means that words with a lower frequency
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are less ambiguous, and, naturally, unknown words will fall into the lower
frequency category.
6.4.5.2 Translation of the Definition
It would also not be valuable to find a definition for the correct meaning
if this definition contains a large number of unknown words and cannot be
translated. Named entity explanations especially tend to use further named
entities that might also not be known to the translation system. However, as
pointed out, lexicons try to limit the number of words that are used within
the definitions, but this cannot be assumed for Wikipedia articles.
For this reason, the definition with the fewest number of unknown words
was chosen as well as the first definition for a comparison. The first definition
has the advantage of likely being the most common meaning.
Another option would be to ask the user for input. It would be simple
to show a number of possible definitions and have the user select the correct
one. This also makes him aware that there was an unknown word and allows
him to rephrase the sentence if the definitions do not meet his needs.
Furthermore, the style of the definitions can be very different from the
domain of the actual translation system. In this example the translation
system was trained on tourism phrases, a completely different style than the
short and concise definitions. Definitions are also frequently grammatically
incomplete sentences which adds to this problem.
6.4.5.3 Insert Translated Definition into Original Hypothesis
To finally produce the improved translation, the translated definition has to
be introduced into the baseline translation. Just replacing the unknown word
with the definition is questionable as this might make the sentence unclear
and confusing in the target language. The experiments also show that the
definition does not always describe the word in the same part of speech, as
dictionaries usually project words to their base forms.
For these reasons it is valuable to clearly mark the definition as such and
leave the decision of wether that definition defines a word or a short phrase
to the speaker of the target language. This way, affecting the coherence of
the rest of the sentence is avoided.
Table 6.17 shows the two previous example sentences with translated
and inserted definitions. The unknown word is marked by “UNK” and the
translated definition is added. Both sentences clearly improve with the added
definitions. It is assumed here that the output is text as it was not yet
investigated how this could be optimally integrated into speech output.
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Improved hypothesis: (UNK: revelan: undiscovered it secret) you
have diabetes
Translation: revelan you have diabetes.
Reference: they reveal that you have diabetes.
Improved hypothesis: i am sure you will be getting a great (UNK:
mejoŕıa: getting better) in 4 or 5 weeks
Translation: i am sure you will be getting a great
mejoŕıa in 4 or 5 weeks
Reference: i am sure you will feel a great improvement
in 4 to 5 weeks




The first experiment was intended to find out for how many monolingual En-
glish words a meaningful definition could be extracted. For this experiment,
the 16 English reference translations of the IWSLT 2004 test set (Akiba et al.,
2004) were chosen, and all unknown words were determined compared with
the English Full BTEC corpus. Overall, 236 words out of the references are
unseen and definitions for those were extracted automatically from Dictio-
nary.com (www.dictionary.com). In this case the first definition was always
chosen. One human subject (native English speaker) judged the adequacy of
the extracted definitions on a scale of 1(worst) to 5(best) (compare Fordyce
(2007), Paul (2006)). The subject was asked to judge the adequacy “as if
the definitions were translations”. Missing any contexts, the evaluator was
also instructed to assume the most common meaning for each word.
Figure 6.4 shows the distribution of the different adequacy scores that
were assigned. For 46 words, no definition could be extracted and the worst
score of 1 was assigned. These words include typographical errors (“1’ve”),
exclamations (“Yum”) and certain slang terms. 9 other words also received
the worst score, mainly due to definitions for unusual word meanings. 88
words overall received a score of 2 or 3. This was mainly due to incorrect
conjugations or referring to an incorrect part of speech e.g.:
• summoning : To call together; to convene
• locations : The act or process of locating
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Figure 6.4: Monolingual adequacy scores
Dictionary.com and other dictionaries project inflected word forms to their
base form, which leads to these issues. It is not clear how severe this issue
will be in actual usage and the relatively low score might not always be
justifiable here. 8 definitions received an adequacy score of 4, and 85 times
the best score of 5 was assigned. The very low number with adequacy 4 is
understandable as this means that the definition is only slightly incorrect and
this was not expected in this setup. An adequacy of 4 is more common for
automatic translation with minor errors, but these definitions were manually
created for the dictionary. The overall average score was 3.12.
6.4.6.2 Bilingual Experiments
The actual question is, however, if it is possible to extract these definitions
in a source language and translate the definitions to a target language while
conserving the complete meaning of the extracted definition. Standard auto-
matic evaluations will not be able to show the improvements targeted here,
so again a subjective evaluation was performed.
Experimental Setup For training data, an English-Spanish tourism
phrase corpus was used (BTEC). A 500 line test set was used consisting
of medical dialogs to test the approach translating from Spanish to English.
This is the same test set as was used in section 6.2.2. The number of unknown
words is large enough at 289 to allow meaningful experiments.
The translation system used for the baseline translations and also the
translation of the extracted definitions is a standard statistical machine
translation system using an online phrase extraction method (PESA) and
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a 6-gram language model trained on the English part of the bilingual train-
ing corpus (Vogel, 2003, 2005; Eck et al., 2006) (see table 6.18).
Bilingual Training Data Monolingual Training Data
Spanish English English
Lines 123,416 123,416 Lines 123,416
Words 852,362 903,525 Words 903,525
Translation Models PESA
Language Models SuffixArray 6-gram
Test Data 500 lines, medical dialogs
Baseline Adequacy 2.00 (please note explanations)
Table 6.18: Experimental setup Spanish → English
Extracting Definitions This test set contains 289 unknown words in
Spanish for which Spanish definitions from www.wordreference.com were
extracted. For the initial experiment, the first definition was chosen as it
is likely the most common meaning. In a second experiment, the definition
with the lowest number of unknown words was chosen. The argument for
this is simply that the definition has to be translated. For 86 words no
definition could be extracted. As in the previous experiment, these words
are mainly typos, named entities and brand names that are not available
in www.wordreference.com. For the remaining 203 words definitions were
extracted. Table 6.19 compares how often definitions with 0 to 2 and more
unknown words could be extracted in both approaches.





> 2 75 39
Average/definition 2.50 1.71
Table 6.19: Unknown words in extracted definitions
The definitions contained, on average, 2.50 unknown words if the first defini-
tion was extracted and 1.71 unknown words if the definition with the lowest
number of unknown words was chosen.
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The definitions were again subjectively judged for adequacy according to
the scale in table 6.20. Here the translations were inserted in the respective
hypothesis sentences as described in section 6.4.5.3.
1 Worse than unknown word, misleading




Table 6.20: Adequacy judgments for bilingual experiments
A score of 1 was assigned if the translation became actually misleading and
was clearly worse than the unknown word. This means the sentence had to
make reasonable sense but was also misleading. A score of 2 was assigned if
the inserted definition did not give any benefit over the unknown word. This
also implies that the baseline score with all unknown words would be a score
of 2. Scores 3 to 5 were assigned for improvements compared to the original
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Figure 6.5: Adequacy scores in the bilingual experiment
Generally, if more than 2 unknown words are in the definition, the trans-
lations were not understandable and received a score of 2, which leaves 128
first definitions and 164 definitions with the lowest number of unknown words.
The average adequacy score for those definitions is 2.55 for the first defini-
tions and 2.51 for the definitions with the lowest number of unknown words.
This is only slightly lower than the score for the first definition, but it pro-
duced definitions for more words. A score of 1 was only assigned two times
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and three times respectively while a score of 5 (perfect translation) was never
assigned. If only the definitions with 0 unknown words are considered, the
averages are 2.96 for the first definition (33 instances) and 2.67 (57 instances)
for the definition with the lowest number of unknown words.
6.4.6.3 Translation Examples
Table 6.21 lists some examples for translated definitions with no unknown
words in the first definition (so it was also the definition with the lowest
number of unknown words). Most examples show clear improvements.
Spanish word: innecesario
Translated definition: is not it necessary
Reference: unnecessary
Spanish word: repetitivos
Translated definition: to repeat
Reference: repeat
Spanish word: acidos
Translated definition: you have taste sour
Reference: acidic
Spanish word: enerǵıas
Translated definition: power be able
Reference: energy
Spanish word: intranquilas
Translated definition: eager nervous
Reference: stressful
Table 6.21: Translation examples - Definitions without unknown words
Table 6.22 compares the translations of the first definition with the trans-
lations of the definition with the lowest number of unknown words. This
clearly illustrates the correlation between the number of unknown words and
the quality of the translation. The last example shows one of the instances
where the translated definition was judged worse than the unknown word.
“Radiante” is translated correctly, but in this context describing “radiating
pain” the incorrect and misleading meaning was chosen.
6.4. COMMUNICATING UNKNOWN WORDS 139
Spanish word: brota
First definition: quite UNK the floor the UNK
Fewest unknown: get out to the surface disease
Reference: outbreak (disease)
Spanish word: doĺıan
First definition: quite UNK pain in a part of the body
Fewest unknown: causing consumers’ pain
Reference: sore
Spanish word: asquerosa
First definition: 4x UNK
Fewest unknown: disgusting to have UNK
Reference: disgusting
Spanish word: radiante
First definition: UNK bright
Fewest unknown: very happy, or satisfied for something
Reference: radiating (pain)
Table 6.22: Translation examples - Definitions with unknown words
6.4.6.4 Extracting Definitions from Wikipedia
To extract definitions for named entities, Wikipedia was used in preliminary
experiments. Bilingual experiments could not be done due to the lack of an
appropriate test set rich with named entities. However, it is reasonable to
assume that results similar to before can be achieved if concise definitions for
the unknown words are available. This is also the main issue in Wikipedia,
as articles tend to be very long and not concise. It was empirically found
that the first sentence of an article tends to give a good definition, if a short
definition is possible. Table 6.23 shows some examples.
Unknown word First Wikipedia sentence
Lima is the capital and largest city of Peru.
Kilimanjaro is an inactive stratovolcano in north-
eastern Tanzania.
Tempura is a classic Japanese dish of deep fried
lightly-battered vegetables or seafood.
Bolivia is a landlocked country in South America.
Table 6.23: Example definitions extracted from Wikipedia
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It is clear that the dialog partner has to have additional world knowledge
to understand what is being defined to get to the actual term. However, there
could also be situations where the more general term e.g. “city” or “city in
Peru” for “Lima” could be better than not having any translations. The last
example shows an instance where the definition is not unambiguous (Bolivia
is not the only landlocked country in South America). This definition is
also an example where a significant amount of general knowledge would be
necessary.
6.4.7 Analysis
The experiments show that the proposed approach can give considerable
improvements in communicating unknown words. The main limiting issues
are remaining unknown words in the extracted definitions and the projection
of inflected words to a base form, which can lead to differences concerning the
part of speech. It could be shown that selecting the definition with the lowest
number of unknown words can improve this situation while the translation
quality still improves.
It might be valuable to develop specialized translation systems to trans-
late the definitions as the domain mismatch in the experiments clearly in-
fluenced the translations. Further experiments with definitions for named
entities extracted from Wikipedia articles will be necessary. It might also be
valuable to investigate summarization approaches to improve the extraction
of concise and unambiguous definitions from the long articles.
The question how this can be included in a complete speech to speech
translation system remains as well. It will most likely be necessary to type
in the unknown word, as it cannot be assumed that it is part of the speech
recognition vocabulary. At that point the user could also be asked to select
the most fitting definition from a number of presented options.
Chapter 7
Summary
The preceding chapters introduced various approaches to develop deployable
spoken language translation systems given limited resources. Three main
factors were investigated:
• Low cost portability for fast transfer to new language pairs
• Translation models for small, mobile devices
• Improving named entity and specialized vocabulary coverage
7.1 Low Cost Language Portability
To cover new language pairs effectively, sentence sorting schemes were in-
troduced that order the source sentences of a given monolingual corpus de-
pending on their estimated importance. Translating the top n sentences of
the sorted corpora results in far better bilingual corpora than leaving the
sentences in random or original order. The main benefit is realized by au-
tomatically identifying word and phrase repetitions. An effort is then made
to limit these repetitions in the corpus given to the human translators. The
most successful algorithms are coverage based, with the goal of producing
a corpus that contains each word or n-gram at least once. It is possible to
prove that these problems are NP hard or NP complete. This depends on
the individual problem definition, but efficient approximation algorithms can
be applied.
In the static sorting approaches, only the monolingual source corpus is
considered, while the dynamic sorting approaches take the previous trans-
lations into account as well. The dynamic approaches are able to identify
and separate beneficial and non-beneficial repetitions. This allows them to
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slightly outperform the static approaches on certain tasks and data sizes.
On the other hand, the computational and organizational complexity in-
creases heavily, which will limit the practical applicability of the dynamic
approaches.
7.2 Models for Mobile Devices
The main issues in porting a translation system to a lightweight and mobile
device are the computing power and the memory requirements of the trans-
lation and language models. The proposed approach to decrease the size of
the translation model tries to estimate the probability of a certain phrase
pair being used in a translation hypothesis. This is accomplished by trans-
lating a large amount of text and collecting usage statistics for each phrase
pair. This allows for smaller translation models than any previously known
standard approach is able to produce.
It proved valuable to incorporate the top 10 entries of the N-best list
to get statistics for more phrase pairs. It was not possible to significantly
improve the results using any metric information. This might have been
partly due to specific circumstances in the experiment; specifically, the fact
that the model-best and metric-best paths were often similar.
7.3 Improving Vocabulary Coverage
Increasing the coverage of names and specialty vocabulary is, at first, mainly
a manual (or at least semi-manual) task. While names can often be suc-
cessfully transliterated, this is not generally possible and rare for specialty
vocabulary. If transliteration is not possible, name lists will have to be man-
ually collected. Some lists could be extracted from websites, databases or
other documents, but a manual checking is always advisable.
If large name lists are available, as is the case with the UMLS database,
they can be effectively used in a class based framework. This was demon-
strated using the cascaded application of phrase tables.
Replacing a name with an automatically extracted definition and trans-
lating this definition was also proposed. Experiments showed that this has
the ability to improve the subjective translation quality.
Unfortunately, large name lists are problematic for a mobile device, as
there might not be enough memory available to store them in full. The
proposed solution is based on the fact that each individual user will only
need a small fraction of all available names. Systems should be able to
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collect unknown words and phrases and update themselves via an internet-
based service. This will allow each user to eventually have an updated system
that is exactly tailored to his or her interests, needs or specialties.
7.4 Future Work
The main goal of future work should be to find improved ways to evaluate the
proposed new approaches. The standard automatic evaluation metrics, like
BLEU, that were primarily used in this thesis allowed for a fast experimental
turnaround and easy tests of new approaches. They are also the commonly
accepted metrics for machine translation evaluation in the research commu-
nity.
However, a BLEU score has no real meaning for a non-expert user. Even
experts might have problems to define what a certain improvement in BLEU
score really means to a user. BLEU scores have been shown to correlate
reasonably well with human judgments on the individual test sets, but they
cannot measure any semantic factors, communication success or task com-
pletion rates. A human user will not necessarily care for small translation
errors if all the important concepts are transferred to the dialog partner and
the communication is successful.
Users would probably prefer a more task oriented semantic measurement
of translation performance. Tasks in the tourism domain could be “Booking
of flights”, “Ordering in a restaurant” or “Asking for directions”. The current
technology is not able to guarantee that any of these tasks will work in all
possible situations. This takes the aforementioned goal of communication
success a step further, as multiple communication successes have to happen
to complete a task. A translation system with a larger number of named
entities might now be able to translate “I would like to book a flight to Lima”
correctly. For this single utterance, communication success was achieved.
However, the task of “Booking a flight to Lima” will contain a number of
turns by the tourist and travel agent, and if one of the turns fails, the whole
task completion could be in jeopardy.
This has some similarity to the evaluation methods proposed in Voss and
Tate (2006) and Jones et al. (2007). In both publications, the subjective
evaluators are asked to answer questions based on the information in the
translated sentences. This is more relevant to news wire texts, and a different
approach might be necessary in the domains discussed here.
Changing the evaluation procedure to a semantic or more task-oriented
method would specifically affect the low cost language portability and the
pruned models for small devices. In both cases, the goal is no longer to
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match or get close to a baseline BLEU score, but instead to match the task
completion rates. At what point can the same tasks be accomplished that
were possible to accomplish in another language pair? How much can the
model be pruned while not affecting the task completion rate?
Some situations in military and medical applications can be very serious,
and translation errors can lead to severe misunderstandings. Standard statis-
tical machine translation systems do not guarantee a correct translation and
could be problematic in these cases. It could be beneficial to see if it is possi-
ble to augment a statistical machine translation system with a possibility to
better handle these cases. This could be done using a combination of detailed
confirmation questions, back-translations and confidence estimations, so the
user can be assured that his utterance is translated correctly. The MedSLT
system for medical translations (Rayner et al., 2006) has the same goal, but
uses a transfer-based interlingua approach that is not as flexible as a statisti-
cal translation system. The MedSLT system only allows translations in one
direction with yes/no replies.
Concerning name coverage, it might be interesting to look at what the
actual user expectation is concerning which names can be translated. Which
names does a user expect to be covered, and which names will a user accept
to not be covered?
The proposed approach to dynamically update the phrase tables of mobile
devices based on user needs should also be applied and evaluated, which
could not be fully accomplished during the thesis work. This will require a
larger scale deployment of translation devices and the setup of an internet-
based service to update the translation systems. This is only relevant if
multiple non-expert users frequently employ translation systems in real-life
situations. There should also be a team of language experts available to
review the gathered data and update the background phrase table.
Future work should also consider factors relating to the speech recognition
and text synthesis component. Similar work has been done in both areas, but
the ultimate goal should be a combined approach. How good can a complete
speech to speech translation system be after 1 day, 1 week or 1 month of
work by available native speakers, and how can their expertise be used most
effectively? Here the limited resources have to be optimally assigned to the
three main areas and to specific tasks within these areas. A related question
arises if a baseline speech to speech translation system is already available,
but has to be improved. Which tasks, that a native human can do, have the
most impact on the system performance?
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