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Abstract 
Courteau, B. and A. Montpetit, Dual distances of completely regular codes, Discrete 
Mathematics 89 (1991) 7-15. 
In this paper we prove two theorems giving arithmetical constraints on the possible values of 
dual distances of completely regular codes extending some recent results of Calderbank and 
Gcethals. 
Nous demontrons deux theortmes donnant des contraintes arithmttiques sur les valeurs 
possibles des distances duales des codes completement rbguliers. Ces thcoremes gtneralisent 
certains resultats recents de Calderbank et Gmthals. 
1. Introduction 
Recently Calderbank and Gcethals [l-2] have obtained interesting results 
giving limitations on the possible values for the dual distances of uniformly 
packed codes and of a class of one-error-correcting linear codes having an 
orthogonal with 3 nonzero weights. In this paper we obtain an extension of some 
of these results to the general class of completely regular codes by using the 
notion of r-partition design introduced in [3]. 
We shall use throughout the paper the notations, definitions and results of 
references [3,5-61. 
2. Completely regular codes and partition designs 
Let 9 = GF(q) the finite field with q elements q a prime power and H(n, q) the 
Hamming association scheme [S] on the set P. As usual d(x, y) denotes the 
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Hamming distance between x and y in 9’ that is the number of components in 
which x and y differ. 
Let C c F be an arbitrary code that is a non-empty subset of F’ endowed 
with the induced Hamming metric. We say that C is e-correcting if e = [(d - 1)/2] 
where d = min{d(x, y) ) x fy, x, y E C} is the minimum distance of C. The 
covering radius of C is then p = max{d(x, C) ( x E .F’} and the external distance 
of C is the number s’ such that s’ + 1 is the number of nonzero components of the 
MacWilliams transform of the distance distribution of C [6]. The indices d/, = 0, 
d;, . . . , di. of the nonzero components are called dual distances of C (in case 
where C is a linear code, s’ is the number of nonzero weights wi = dl of the 
orthogonal code C’). We have the Delsarte inequality 
The distance matrix [6] of the code C is the q” x (n + 1) matrix B whose 
(x, i)-entry is 
B,(x) = card{y E C 1 d(x, y) = i} 
for x E @” and 0 < i G n. We have rank(B) = s’ + 1 [6]. 
Definition 2.1 ([5]). A code C is said to be completely regular if for all x E 9” the 
numbers B,(X), i = 0, 1, . . . , n, only depend on the distance d(x, C) from x to 
the code C. 
Remark 2.2. If C is completely regular, B has p + 1 distincts rows. Since 
rank(B) = s’ -t- 1 we have s’ + 1 G p + 1. By the Delsarte inequality $’ = p. There 
exists noncompletely regular codes with s’ = p. Delsarte [6] gives as example the 
extended quadratic residue code of length 48 for which s’ = p = 8. 
Remark 2.3. Perfect codes and uniformly packed codes [7] are completely 
regular. But there are completely regular linear codes that are not of these types 
PI. 
The following proposition gives a class of nonlinear completely regular codes 
that are not uniformly packed. 
Proposition 2.4. The Preparata (n, 2”-““, 6)-code P(m) with II = 2”, m 3 4 even, 
is completely regular. 
Proof. The code P(m) has s’ = 4 nonzero dual distances. So by Delsarte 
inequality p s 4. Moreover P(m) is a subcode of the extended Hamming code 
H(m) whose distance is 4. By the supercode lemma [4] p 3 4. Hence p = s’ = 4. 
To show that P(m) is completely regular it is sufficient by Theorem 3.2 of [6] to 
determine the first 4 elements of each row of the distance matrix B. Let x E 9”. 
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Since the minimum distance of P(m) is 6 we have 
B,(x) = 1, B,(x) = 0, B,(x) = 0, B&x) = 0, if d(x, P(m)) = 0; 
B,(X) = 0, B,(x) = 1, B&X) = 0, B&X) = 0, if d(x, P(m)) = 1; 
B,(x) = 0, B,(x) = 0, B,(x) = 1, &(X) = 0, if d(x, P(m)) = 2. 
Let x E 9” such that d(x, Z’(m)) = 3. Then B,(x) = B,(x) = B&X) = 0. Since P(m) 
is distance invariant and 0 E P(m) we may suppose that W(X) = 3. If we delete a 
zero coordinate of x we obtain X’ E 9-l such that w(x) = 3. If we delete the 
same coordinate in the codewords of P(m) we obtain [8, Theorem 32, Chapter 
151 the shortened Preparata code P*(m) which is a 2-error-correcting strongly 
uniformly packed code [7]. So the _x’-row of the distance matrix B* of P*(m) 
depends only on d(x’, P*(m)). We have that d(x’, P*(m)) = 2 or d(x’, P*(m)) = 
3 and that 
1 = B,*(x’) + B?(X’) +A (B;(X)) + Zqx’)). (1) 
If c E P(m) is such that d(x, c) = 3 then d(x’, c’) = 2 or d(x’, c’) = 3 depending of 
the deleted coordinate of c being 1 or 0. So Z&(X) = By + By = (2” - 1)/3 
by (1). Finally if d(x, P(m)) = 4 then B,(x) = Z?,(x) = B&r) = B3(x) = 0 (cf. [5, 
Theorem 5.11, p. 671). 0 
Remark 2.5. For the Preparata code P(m) we have s’ =4 and d = 6. So the 
sufficient condition of Delsarte [5] d > 2s’ - 1 for completely regular codes is not 
satisfied and a proof of Proposition 2.4 is needed. 
Definition 2.6. A r-partition design of the Hamming scheme H(n, q) with 
associated matrix u = (oij) is a partition it = {C,,, Ci, . . . , Cr} of ,9E into r + 1 
classes such that for any x E Ci the number 
oij = card{ y E Cj ( d(x, Y) = 1) 
is independent of the choice of x E Cf. We say that a code admits the r-partition 
design Ed (or Ed contains C) if C = U {Ci 1 i E Z} for a subset Z c (0, 1, . . , , I-}. 
Remark 2.7. By counting the set {(x, y) E Ci X Cj 1 d(x, y) = l} in two ways we 
note that for all i, j E (0, 1, . . . , r} 
(card Ci)aij = (card Cj)qi. (2) 
In matrix form this may be written 
cf = KuK-’ (3) 
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where K = diag(card Co, card Cr, . . . , card C,). We also have 
which implies that n(q - 1) is an eigenvalue of o with 1= [l, 1, . . . , 11’ as 
associated eigenvector. 
The following characterization is an immediate consequence of theorems 
proved in [3]. 
Theorem 2.8. A code C with covering radius p is completely regular if and only if 
C admits a r-partition design for r = p = s’. Each element of the partition is the set 
of points at a given distance from C. Moreover the eigenvalues of the associated 
matrix u are K,(l) for I E (0, d;, . . . , dj,} where K,(x) =n(q - 1) - qx is the 
degree one Krawtchouk polynomial with parameters II ant’ q and d;, . . . , di. are 
the nonzero dual distances of C. 
Example 2.9. For the Preparata code P(m), m 2 4 even, the matrix u is 
1 0 2”-1 0 0 
0 0 2”-1 0 1 
and the eigenvalues of u are 0, 4~2~“, f2”. From these, we deduce the dual 
distances of P(m): 
d; = pm-1 _ 2@--2)/2, d; = 2m-1, d; = 2”-1 + 9’412, d; = 2” 
If Jr = {C,, cr, . . . ) C,} is a p-partition design containing C = Co where p is 
the covering radius of C, then by Theorem 2.8 the associated (p + 1) x (p + 1) 
matrix u is diagonalizable because u have p + 1 = s’ + 1 distinct eigenvalues. 
Definition 2.10. Let P, be the matrix whose row number i, i = 0, 1, . . . , p, is the 
vector uj with O-component 1 such that 
u:u = K,(di’)u:. 
Let Q, be the matrix whose column number i, i = 0, 1, . . . , p, is the vector vi 
with O-component 1 such that 
pi = K,(d[)vi. 
The matrices P, and Q, are called respectively the left and right eigenmatrix of the 
p-partition design n with associated matrix u. 
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Remark 2.11. We have PO(O, i) = (card C,)l(card Co). Indeed 
i (card Ci)oii = 2 (card Cj)oji = n(q - 1)card Cj 
i=O i=O 
by (2) and (4). Hence [l, . . . , (card CJl(card C,), . . . , (card C,)l(card C,,)] is 
the unique left eigenvector associated to the eigenvalue K,(O) = n(q - 1) whose 
O-component is 1. 
Example 2.12. For the Preparata code P(m), m > 4 even, the matrices P, and Q, 
are 
i 
1 2” 2m-i(2m _ 1) 2m(2m--1 _ 1) 2m-i _ 1 
1 2m’2 0 _ 2m’2 -1 
P,’ 1 0 .y-1 0 l- 2”-’ 
1 _2”‘2 0 2 ml2 -1 
I -2” 2m-‘(2” - 1) -2,(2,-i - 1) 2m-’ - 1 
1 
1 
2 ml2 
0 - 
1 
y-1 - 1 
1 
0 
1 
2” - 1 
0 
1 
1 
1 -- 
2 ml2 
0 
1 
2m’*(2m-i  1) 
1 
y-1 - 1 
Remark 2.13. We have Q, = (card CJK-‘Pf,. Indeed if u’ is a row of P,, 
associated to the eigenvalue A, then u’o = Au’ that is a’u = Au and OK-‘u = 
AK-b by (3). Hence (card C,)K-‘u is a right eigenvector associated to A whose 
O-component is 1. 
Remark 2.14. P,Qo is a diagonal matrix because if U’ is a row of P, associated to 
the eigenvalue A and Y is a column of Q0 associated to the eigenvalue p where 
Afy then 
Au% = (UfO)V = uf(ov) = u’(#uv) = /ALA 
which implies u’v = 0. So by the preceding remark P,(card C,,)K-‘P’, is diagonal. 
Hence there exists an orthogonal basis of left eigenvectors of o relative to the 
scalar product defined by the positive definite diagonal matrix (card Co)K-‘. This 
means that o is a (real) normal matrix relative to this scalar product. 
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In the following section, we shall use the eigenvectors of u to obtain some 
arithmetical constraints on the dual distances dl, . . . , dj. of a completely regular 
code. 
3. An extension of a theorem of Calderhank and Goethals 
As remarked in [3] a p-partition design containing the code C is unique up to 
ordering and we have 
Ci = {x E 9” 1 d(x, C) = i}. 
Hence u is tridiagonal ( uij = 0 for (i - jl 2 2) and if C is e-error-correcting, then 
oj,i_l = i for lsice, 
a,, = i(q - 2) forO~i~e-1, 
Oi,i+l = (n -i)(q - 1) for Osice - 1. 
Set 
bi = oi,i_l for l< i S p, (5) 
ai = Oi,i+l forOci<p-1. (6) 
Then a,, = n(q - 1) - Ui - bi by (4). We have bi = 1 and a0 = n(s - 1). 
The following theorem is a generalization of Theorem 2 of Calderbank Gcethals 
PI. 
Theorem 3.1. Let C a completely regular code with covering radius p and 
{d;,=O,d;,..., db} LIS set of dual distances. Let u = (oij) be the matrix associated 
to the unique p-partition design containing C and P, its left eigenmatrix. Then 
q”-P fi bj = card C fi d: (7) 
card C( fi fi bj)det P, = q”+p(p+1)‘2 n (di - dj) 
i=l j=l i<j 
Proof. Define the sequence of polynomials {v~(x)}~~~ by recurrence: vo(x) = 1, 
v,(x)=x, and for 2SiGp 
Vi(X) =k [(X - (n(q - 1) - Uj_i- bj_,))Vi_,(X) - Ui-*Vi-*(X)]. 
I 
This equation may be written in the form 
biVi(X) + (n(q - 1) - Ui-1 - bi_,)Vi_*(X) + Ui-*Vj-*(X) = Xvi(X). 
Hence, by the fact that u is tridiagonal and by (5), (6) 
[vO(hi)7 v1(Ai)9 . . . 7 vp(Ai)l 
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is a left eigenvector of o associated to the eigenvalue Aj = n(q - 1) - qd,! of (J. 
Thus we may write 
where T is upper triangular because vi(x) is a polynomial of degree i. The column 
number i of T is given by the coefficients of Vi(X) in increasing order and Too = 1, 
pi = (I$=0 bj)-l for i 2 1. Hence 
det P, = n (Ai - Aj)det T 
i<j 
= (ef! 4)(qp(p+‘)” i<i rI (4 - 4)) fj (fi q-l. (10) 
But we may calculate Tpp = (IQ’zI bj)-l in another way. By Remark 2.14 
[%(&), Vl(&), . . * 7 v,(A,)] is orthogonal to the right eigenvector [l, 1, . . . , l] for 
i=l,..., p. Hence Cjp_, vi(&) = 0 for i = 1, . . . , p and by Remark 2.11 
zip_, vj(n,) = q”/card C. Hence 
,$ vi(x) = 4” fi x 
card C i=l A0 - Ai 
and the coefficient of xp in V,,(X) is 
thus 
JJ bj = qP-n card C fi di (11) 
proving (7). Putting (11) in (10) then gives the second part of the theorem. 0 
In the case where the code C is additive, the following result generalize 
Theorem 1 of Calderbank and Gmthals [2] to completely regular codes. 
Theorem 3.2. Let C be an additive completely regular code with covering radius p 
and {dh = 0, d;, . . . , d;} as set of dual distances. Let o = (uij) be the matrix 
associated to the unique p-partition design containing C. Set bi = u~,~_, for 
i = 1, . . . , p. Then 
is an integer dividing (q”/card C)p+l. 
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Proof. By Theorem 2.8 s’ = p and there exists a s’-partition design containing C. 
By Proposition 3.15 of [3] the coset scheme admits as P-matrix the matrix PO and 
the dual scheme admits as P-matrix a matrix Q such that [5] 
P,Q =4”Z. 
card C (12) 
We note that by proof of Theorem 3.1 entries of P, are rationals. We deduce that 
the same is valid for the entries of Q. On the other hand, since PO and Q are 
P-matrices of dual schemes their entries are eigenvalues of (0, 1)-matrices whose 
characteristic polynomials are manic with integer coefficients. The rationals zeros 
of such polynomials being integers, we conclude that PO and Q are integral 
matrices. Hence from (12), 
det P, det Q = (13) 
and the conclusion of the theorem is an immediate consequence of equation (8) 
of Theorem 3.1. 0 
The following two corollaries giving results of Calderbank and Gaethals [l-2] 
are particular cases of Theorem 3.2. 
Corollary 3.3 ([2, Theorem 11). Zf C is an e-error-correcting uniformly packed 
additive code then 
is an integer dividing (q”/card C)“+’ = (card CL)e+2. 
Proof. In the particular case where C is uniformly packed we have bi = i for 
lSiSe=p-1. 0 
Corollary 3.4 ([l, Theorem 2.21). Let C be a linear code with covering radius 
p = 3 such that the orthogonal code CL has 3 nonzero weights wl, w2, w,. Zf there 
exists integers A 1, A2 such that for any vector x the number of codewords from C at 
distance 2 from x is given by 
h 1, if d(x, C) = 1, 
A. 2, if d(x, C) = 2 
and is zero otherwise, then 
i$ g (V - wj) 
is an integer dividing (card C1)3. 
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Proof. The hypothesis are equivalent to say that p = s’ = 3 and C is completely 
regular. Moreover, in this case, b1 = 1 and bz = 2&. 0 
Remark 3.5. The conclusion of Theorem 3.2 is still valid for Preparata codes 
P(m) of Example 2.9 even if these codes are not additive. In these cases b, = 1, 
b2 = 2, b3 = 2” - 1 and card P(m) = 2”-2” with n = 2”. 
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