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SUMMARY
Healthcare problems have tremendous impact on human life. The past two decades
have witnessed various biomedical research advances and clinical therapeutic effectiveness,
including minimally invasive surgery, regenerative medicine, and immune therapy. However,
the development of new treatment methods relies heavily on heuristic approaches and the
experience of well-trained healthcare professionals. Therefore, it is often hindered by
patient-specific genotypes and phenotypes, operator-dependent post-surgical outcomes, and
exorbitant cost. Towards clinically effective and in-expensive treatments, this thesis develops
analytics-based methodologies that integrate statistics, machine learning, and advanced
manufacturing.
Chapter 1 of my thesis introduces a novel function-on-function surrogate model with
application to tissue-mimicking of 3D-printed medical prototypes. Using synthetic metama-
terials to mimic biological tissue, 3D-printed medical prototypes are becoming increasingly
important in improving surgery success rates. Here, the objective is to model mechanical
response curves via functional metamaterial structures, and then conduct a tissue-mimicking
optimization to find the best metamaterial structure. The proposed function-on-function
surrogate model utilizes a Gaussian process for efficient emulation and optimization. For
functional inputs, we propose a spectral-distance correlation function, which captures im-
portant spectral differences between two functional inputs. Dependencies for functional
outputs are then modeled via a co-kriging framework. We further adopt shrinkage priors to
learn and incorporate important physics. Finally, we demonstrate the effectiveness of the
proposed emulator in a real-world study on heart surgery.
Chapter 2 proposes an adaptive design method for experimentation under response
censoring, often encountered in biomedical experiments. Censoring would result in a sig-
nificant loss of information, and thereby a poor predictive model over an input domain.
For such problems, experimental design is paramount for maximizing predictive power
xvi
with a limited budget for expensive experimental runs. We propose an integrated censored
mean-squared error (ICMSE) design method, which first estimates the posterior probability
of a new observation being censored and then adaptively chooses design points that min-
imize predictive uncertainty under censoring. Adopting a Gaussian process model with
product correlation functions, our ICMSE criterion has an easy-to-evaluate expression for
efficient design optimization. We demonstrate the effectiveness of the ICMSE method in an
application of medical device testing.
Chapter 3 develops an active image synthesis method for efficient labeling (AISEL)
to improve the learning performance in healthcare and medicine tasks. This is because
the limited availability of data and the high costs of data collection are the key challenges
when applying deep neural networks to healthcare applications. Our AISEL can generate
a complementary dataset, with labels actively acquired to incorporate underlying physical
knowledge at hand. AISEL framework first leverages a bidirectional generative invertible
network (GIN) to extract interpretable features from training images and generate physically
meaningful virtual ones. It then efficiently samples virtual images to exploit uncertain
regions and explore the entire image space. We demonstrate the effectiveness of AISEL
on a heart surgery study, where it lowers the labeling cost by 90% while achieving a 15%
improvement in prediction accuracy.
Chapter 4 presents a calibration-free statistical framework for the promising chimeric
antigen receptor T cell therapy in fighting cancers. The objective is to effectively recover
critical quality attributes under the intrinsic patient-to-patient variability, and therefore
lower the cost of cell therapy. Our calibration-free approach models the patient-to-patient
variability via a patient-specific calibration parameter. We adopt multiple biosensors to
construct a patient-invariance statistic and alleviate the effect of the calibration parameter.
Using the patient-invariance statistic, we can then recover the critical quality attribute during
cell culture, free from the calibration parameter. In a T cell therapy study, our method
effectively recovers viable cell concentration for cell culture monitoring and scale-up.
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CHAPTER 1
FUNCTION-ON-FUNCTION KRIGING, WITH APPLICATIONS TO 3D
PRINTING OF AORTIC TISSUES
3D-printed medical prototypes, which use synthetic metamaterials to mimic biological
tissue, are becoming increasingly important in urgent surgical applications. However, the
mimicking of tissue mechanical properties via 3D-printed metamaterial can be difficult
and time-consuming, due to the functional nature of both inputs (metamaterial structure)
and outputs (mechanical response curve). To deal with this, we propose a novel function-
on-function kriging model for efficient emulation and tissue-mimicking optimization. For
functional inputs, a key novelty of our model is the spectral-distance (SpeD) correlation
function, which captures important spectral differences between two functional inputs.
Dependencies for functional outputs are then modeled via a co-kriging framework. We
further adopt shrinkage priors on both the input spectra and the output co-kriging covariance
matrix, which allows the emulator to learn and incorporate important physics (e.g., dominant
input frequencies, output curve properties). Finally, we demonstrate the effectiveness of the
proposed SpeD emulator in a real-world study on mimicking human aortic tissue, and show
that it can provide quicker and more accurate tissue-mimicking performance compared to
existing methods in the medical literature.
1.1 Introduction
Three dimensional (3D) printing is an emerging layer-by-layer additive manufacturing
technology, with growing interest in medical applications [1]. This is because 3D-printed
prototypes provide precise mimicking of organ shape at an acceptable price and time cost.
Such prototypes can be extremely helpful for doctors to practice and be proficient in surgical
procedures [2] as well as personalized pre-surgical planning [3]. One limitation is that the
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mechanical property (i.e., stress-strain curve) of printed prototypes is completely different
from biological tissues [4]. Currently, the state-of-the-art approach is to embed metamaterial
structure to mimic the desired mechanical property of biological tissue ([5]; see Figure 1.1).
However, the optimization for this mimicking may take days or even weeks to perform,
due to the functional nature of the metamaterial structure. This greatly limits the medical
applicability of tissue-mimicking prototypes since surgery timing is a critical factor for
outcome success. In this paper, we propose a novel kriging model for emulating functional
mechanical response over the design space of functional metamaterial structure, which can
be used for efficient tissue-mimicking optimization in practical turnaround times.
There are two key reasons why state-of-the-art tissue-mimicking methods are impractical
for urgent surgical needs. Firstly, such methods rely solely on both physical experiments
and computer experiments, which are expensive and/or time-intensive to run. In particular,
a single physical experiment (3D-printing and testing a prototype) takes hours to perform,
and a single computer experiment (finite element analysis) requires at least 30 minutes
for a reliable mechanical response simulation. Secondly, to optimize for a good structure
which mimics the mechanical response of biological tissue, such methods require many
experimental runs over the design space of functional metamaterial structures. This makes
current tissue-mimicking methods prohibitively expensive for urgent surgical applications,
where the tissue-mimicking prototype is needed within a day. One strategy (which we
adopt) is to train a surrogate model (or emulator, see [6]) which, given data over the design
space, can efficiently predict the mechanical response of an untested metamaterial structure.
However, due to the expensive nature and functional complexities, it is necessary to integrate
the rich physics of the tissue-mimicking problem within the emulator model specification,
in order to achieve accurate mimicking in a timely fashion.
The proposed emulator utilizes a technique called kriging [7], which models the un-
known simulation output via a Gaussian process (GP). Kriging is widely used in computer
experiment modeling for its interpolating property, and the fact that both the predictor and
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Figure 1.1: (a) 3D-printed aortic valve (no metamaterial structure), (b) stress-strain curves
of biological tissue and printable polymer, (c) a numerical (finite element) simulation case with
sinusoidal metamaterial, (d) 3D-printed aortic valve with tissue-mimicking metamaterial.
its uncertainty have closed-form expressions [6]. The literature on kriging for functional
outputs typically involves some form of reduced-basis modeling [8, 9, 10, 11] or co-kriging
framework [12, 13]. There has also been some work on modeling time series outputs [14].
For functional inputs, several techniques have been proposed in functional data analysis
literature (see, e.g., [15]), including varying-coefficient models [16] and historical functional
linear models [17]. However, the literature on kriging with functional inputs is scarce. For
time-series inputs, [18] proposed a kriging model with a covariance function depending
on time order. Reduced-basis models were also proposed in [19] and [20]. Such models,
however, do not incorporate prior physical knowledge of the tissue-mimicking problem,
and can therefore yield poor emulation and mimicking performance given the paucity and
functional complexities of the experimental data.
To address this, we introduce in this work a new function-on-function kriging model
which integrates an important source of physics: the spectral information of the functional
metamaterial structure input. Specifically, we propose a new spectral-distance (or SpeD)
correlation function, which uses the spectral-distance – the (weighted) Euclidean distance
between two functional inputs in spectral domain – to model the process correlation of the
GP. This new correlation function captures the appealing property of translation-invariance,
where two input metamaterial structures which are the same except for a translation shift
have the same mechanical properties. We then integrate this within a co-kriging framework
for modeling the functional mechanical response output. This emulator-based approach
allows for timely and accurate mimicking of biological tissues, and extraction of important
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physics (e.g., dominant input frequencies, output curve properties) via sparsity, which
broadens the applicability of printed prototypes for urgent surgical procedures.
The paper is structured as follows. Section 1.2 gives an overview of the tissue-mimicking
problem. Section 1.3 presents the proposed SpeD emulation model and its shrinkage prior
specification. Section 1.4 outlines the algorithm for parameter estimation. Section 1.5
investigates the emulation accuracy, uncertainty quantification, physics extraction and a
real-world tissue-mimicking case study. Section 1.6 concludes the work.
1.2 Tissue-mimicking and finite element modeling
We first describe the tissue-mimicking problem (or the metamaterial design problem) and
explain the physics of this problem. We then introduce the finite element (FE) analysis as a
simulation tool, and provide a brief discussion on experimental design for the FE simulation.
1.2.1 Tissue-mimicking problem
As discussed, 3D-printing technology can print patient-specific prototypes with precise
geometry (Figure 1.1 (a)), but the mechanical properties of these printed prototypes can
differ greatly from that for true organs (Figure 1.1 (b)). The considered mechanical property
is the stress-strain curve [21], defined as stress (external tensile load per area) as a function
over strain (tensile displacement as a percentage of the specimen length). The stress-strain
curve of the biological tissue typically possesses the property of strain-stiffening, which
means the curve is concave upward (see solid blue line in Figure 1.1 (b)), indicating it
becomes stiffer as more load is introduced [4]. However, for 3D-printable material, an
opposite property of strain-softening is exhibited (see dotted red line in Figure 1.1 (b)) due
to the plastic-slipping effect and energy dissipation [22].
To achieve the strain-stiffening property of the biological tissues, one approach is
to introduce metamaterial structure (i.e., printed enhancement sub-structure) within the
prototypes [5]. Figure 1.1 (c) shows an example of a metamaterial with sinusoidal structure.
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Here, the stiffer enhancement fiber is designed to have a sinusoidal shape, inside the cuboid
matrix of a soft material. In this work, we treat the structure (or shape) of the enhancement
fiber (assumed to have uniform diameter) as the functional input for our SpeD model. Our
goal is to mimic the target mechanical property of human tissues, by carefully choosing the
shape of the enhancement fiber. Figure 1.1 (d) shows a printed “tissue-mimicking” aortic
valve with the optimal metamaterial structure.
1.2.2 Finite element modeling and experimental design
In this work, FE modeling is used to simulate the output stress-strain curve of a given
metamaterial structure. FE modeling is frequently used for stress analysis in solid mechanics;
it transforms the partial differential equations to their integral form, so that a piece-wise
linear formula can be used to approximate the true deformation profile [23]. The key
advantage of FE simulations, compared to physical experiments, is that high accuracy can
be achieved with no material cost or human error.
Here, FE simulations are performed using COMSOL Multiphysics. The overall size of
the metamaterial cuboid (with one enhancement fiber inside) is 20mm by 4mm by 2mm,
with physics-based quadratic tetrahedral elements for meshing. To compute the stress-strain
curve of the metamaterial, one end of the cuboid is fixed while a series of load levels (up to
15% uniaxial deformation) is applied to the other end. The total computation time for one
metamaterial is around 30 minutes on 24 Intel Xeon E5-2650 2.20GHz processing cores.
We use a sinusoidal wave structure for designing the training metamaterial structures, as
such a form exhibits the best strain-stiffening property from a recent study [5]. The design
space has four parameters [24]: the diameter of the enhancement fiber d ∈ [0.2, 2] mm, and
the amplitude A ∈ [0, 1] mm, frequency ω ∈ [0, 0.8] mm−1 and initial phase φ ∈ [0, 2π] of
the sinusoidal wave:
I(t) = A sin(2πωt+ φ). (1.1)
The experimental design adopted for the sinusoidal coefficients is the maximum projection
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(MaxPro, [25]) design, which has good space-filling properties on design projections,
thereby enabling good predictions from a GP model. Note that the parametric sinusoidal
form (1.1) is used only to generate data for training the emulator; we will explore a bigger
non-parametric input space for prediction and tissue-mimicking optimization. A total of
n = 58 metamaterial structures are simulated as the training dataset. An 18-run Sobol’
sequence [26] is used as the testing dataset, since it provides a low-discrepancy coverage
of the design space, disjoint from the training MaxPro design. Despite the relatively small
training dataset (n = 58 samples), we show later that the functional stress-strain predictions
from the proposed emulator are quite accurate, and provide noticeable improvements over a
standard kriging model with four sinusoidal coefficients as inputs.
1.3 Emulation model
We present the proposed emulation model in three parts. First, we introduce the proposed
model for functional inputs, using the simplified setting of scalar outputs. We then extend this
for functional outputs using a co-kriging structure. Finally, we discuss a prior specification
for model parameters which encourages sparsity.
1.3.1 Spectral-distance kriging model
We introduce first the proposed kriging model for functional inputs I(·) ∈ I , where I is the
functional input space (to be defined later). For simplicity, assume first the case of scalar
outputs (functional outputs are introduced next). For the map y(·) : I 7→ R from functional
inputs to scalar outputs, we propose the following GP model:
y(·) ∼ GP{µ, σ2ρ(·, ·)}, (1.2)
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where µ is the scalar process mean and σ2 is the process variance. Here, ρ(·, ·) : I ×I 7→ R
is the proposed spectral-distance (SpeD) correlation function, defined as:
ρ(I1(·), I2(·)) = Corr{y(I1(·)), y(I2(·))} = exp
(
−D2 (|F [I1(·)]| , |F [I2(·)]| ; θ)
)
. (1.3)
Here, D(·, ·; θ) is a distance function (defined later), |ai + b| is the modulus of a complex
number ai + b (where i =
√
−1 is the unit imaginary number), and F [·] : I → Î is the
Fourier transform from the input space of integrable functions, I = {I(·) :
∫
|I(t)|dt <∞},
to its spectral space Î. We will use the following definition of a Fourier transform for an
input function I(·):
Î(ξ) = F [I(t)] =
∫
I(t)e−2πitξdt, ξ ∈ R. (1.4)
Similar to the scale-parametrized distance function in the Gaussian correlation (which is
widely used for GP emulation of computer experiments, see [6]), we will use the following
scale-parametrized l2 distance function in the spectral domain:
D(|F [I1(·)]| , |F [I2(·)]| ; θ) =
[∫
θ(ξ)
(∣∣∣Î1(ξ)∣∣∣− ∣∣∣Î2(ξ)∣∣∣)2 dξ]1/2 . (1.5)
Here, θ(·) is a weight function in spectral space, with a larger value of θ(ξ) indicating greater
importance of frequency ξ in the SpeD correlation function. In contrast to the standard
Gaussian correlation, we assign importance to each frequency component of a functional
input, rather than to each input variable. Plugging (1.5) into (1.3), the SpeD correlation
function becomes:





(∣∣∣Î1(ξ)∣∣∣− ∣∣∣Î2(ξ)∣∣∣)2 dξ) . (1.6)
In our implementation (see Section 1.4), this correlation is computed via a discrete approxi-
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Figure 1.2: An illustration of the translation-invariance property: for the two input structures which
are equivalent up to a translation shift of t0, their mechanical responses are the same.
mation of the integral in (1.6).
One advantage of the SpeD correlation function is that it can capture known properties of
the tissue-mimicking problem. First, recall that the translation-shifting property of Fourier
transform [27]: for any t0 > 0, if I2(t) = I1(t− t0), then
Î2(ξ) = e
−2πit0ξ Î1(ξ). (1.7)
For two metamaterial structures with a shift, i.e., I1(t) = I(t) and I2(t) = I(t− t0), we can
then show that their outputs are perfectly correlated, i.e.:





(∣∣∣Î1(ξ)∣∣∣− ∣∣∣e−2πit0ξ Î1(ξ)∣∣∣)2 dξ) = 1. (1.8)
We call this the translation-invariance property of the SpeD correlation. As illustrated in
Figure 1.2, this is a desirable property, since we know from physical knowledge that any
translation of the metamaterial structure does not affect the output mechanical response.
To contrast, the existing functional input models in Section 1.1 do not enjoy this property.
Second, it is known that the stress-strain curve depends largely on frequency ω and amplitude
A, but not on initial phase φ in the sinusoidal parametrization (1.1) [5, 24]. One can
therefore expect that (i) the Fourier frequencies ξ are significant, and (ii) variations in
mechanical response are largely due to differences in frequency intensities |Î(ξ)|. The
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proposed correlation function (1.6) nicely captures both of these properties.
For our tissue-mimicking problem, the specific choice of the Fourier transform with l2
distance of the modulus gives an intuitive parametrization of known physical properties. For
other applications, the SpeD correlation (1.6) can also be used with other spectral transforms
(e.g., wavelet transforms) and other distance metrics (e.g., l1 distance). The choice of
spectral transform and distance should be made on a case-by-case basis, motivated by prior
information from the problem at hand.
The following theorem ensures that the SpeD correlation function ρ(·, ·) (1.6) is a valid
positive semi-definite kernel.






cicjρ(Ii(·), Ij(·)) ≥ 0, (1.9)
holds for any n ∈ N, c1, · · · , cn ∈ R and any distinct functions I1(·), · · · , In(·) ∈ I.
The proof of Theorem 1 is provided in Appendix A.1. This positive semi-definite property
ensures the validity of ρ(·, ·) as a proper correlation function to use for GP modeling. Note
that ρ(·, ·) is not (strictly) positive-definite, in that an equality in (1.9) does not imply ci = 0
for all i = 1, · · · , n. This can be seen by setting all input functions (Ii(·))ni=1 to be the
same modulo a translation shift; the resulting correlation matrix [ρ(Ii(·), Ij(·))]ni=1
n
j=1 then
becomes a matrix of ones, which is clearly not positive definite. The fact that ρ(·, ·) is not
positive-definite is not an issue, since for most space-filling designs (including the adopted
MaxPro design, see [25]), all training input functions are distinct even after translation
shifts.
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1.3.2 Spectral-distance co-kriging model
For the tissue-mimicking problem, the output (i.e., the stress-strain curve) is of functional
form as well. Below, we generalize the scalar model in Section 1.3.1 to account for functional
outputs. Denote the functional input as I(·) ∈ I and functional output as O(·), where O(s)
is the output stress at strain level s. For our training dataset of n = 58 simulated structures,
the functional outputs Oi(·), i = 1, · · · , n are discretized into m levels, yielding output
vectors yi ∈ Rm, i = 1, · · · , n. We assume the following SpeD co-kriging model on
y(·) : I 7→ Rm:
y(·) ∼ GP{µ,C(·, ·)}, (1.10)
where µ ∈ Rm is the process mean vector andC(·, ·) : I×I 7→ Rm×m is the corresponding
covariance matrix function.
Consider first the specification of the covariance matrix function C(·, ·). Let
C(I1(·), I2(·)) = Cov(y(I1(·)),y(I2(·))) = ρ(I1(·), I2(·))Σ and Σ  0. (1.11)
Here, ρ(·, ·) is the SpeD correlation kernel in (1.6), and Σ ∈ Rm×m is a symmetric, positive
definite co-kriging covariance matrix quantifying correlations between different output
levels.
Equation (1.11) implicitly assumes separability in the co-kriging covariance structure.
Here, separability means the covariance between output levels observed at different func-
tional inputs can be decomposed as the product of the covariance between output levels and
the covariance between functional inputs. This separability assumption is used extensively
in the literature for reducing computational complexity [13].
Consider next the specification of meanµ. We assumeµ follows the basis representation:
µ = Pβ, (1.12)
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where each column of P ∈ Rn×q represents a pre-specified basis function and β ∈ Rq
denotes its coefficients. This basis representation is similar to the modeling framework of
[28, 29]. The choice of basis functions in P should be guided by prior knowledge on the form
of output stress-strain curves. We will describe in Section 1.5.1 a specific parametrization of
µ which incorporates monotonicity information on the stress-strain curve.








denote the vector of functional outputs of the whole training set. Using the conditional dis-
tribution formula of the multivariate normal distribution, the discretized functional response
ynew at a new functional input Inew(·) ∈ I follows the multivariate normal distribution:
ynew|y1:n ∼ N
(
Pnewβ + (rθ ⊗Σ)T
(
R−1θ ⊗Σ




−1) (rθ ⊗Σ)), (1.13)
where ⊗ is the Kronecker product, 1n denotes 1-vector of n elements, Pnew denotes the
regression matrix at the new input, β and Σ are regression coefficients and co-kriging covari-
ance matrix, rθ =
[
ρ(Inew(·), I1(·)), · · · , ρ(Inew(·), In(·))
]T and Rθ = [ρ(Ii(·), Ij(·))]ni=1nj=1.
After algebraic manipulations, the posterior mean ŷnew = E{ynew|y1:n} and posterior vari-
ance Var{ynew|y1:n} can be written in a more concise form:






(y1:n − 1n ⊗Pβ) , (1.14)
Var{ynew|y1:n} =
(
1− rTθ R−1θ rθ
)
Σ, (1.15)
where Im denotes an m ×m identity matrix. Equation (1.14) can be used to predict (or
emulate) the stress-strain curve for a new metamaterial structure, while Equation (1.15) can
be used to construct a confidence band for quantifying the uncertainty of this prediction.
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1.3.3 Prior specification
Finally, we provide a prior specification for the model parameters (θ(·),Σ,β). Consider
independent priors on each parameter in (θ(·),Σ,β). For the weight function θ(·), we
assign independent exponential priors at each frequency ξ, i.e.:
θ(ξ)
i.i.d.∼ Exp(λI), (1.16)
where λI is a rate parameter for the exponential priors. Similar to the Bayesian LASSO [30],
the shrinkage prior (1.16) encourages sparsity in the maximum a posteriori estimate of θ(·).
This sparsity is desired for two reasons. First, this allows us to identify dominant frequencies
in metamaterial structure which influence mechanical response. Second, sparsity in θ(·)
greatly speeds up the tissue-mimicking procedure using the proposed emulator, which is
paramount for efficient tissue-mimicking in urgent surgical applications. We note that, in
other applications where the time budget allows for a fully Bayesian implementation (see
Section 1.4), a spike-and-slab prior [31] could be used.
For the covariance matrix Σ, we assign the following prior:
π (Σ) ∝ exp(−λo‖Σ−1‖1). (1.17)
Here, λo is a rate parameter, and ‖ · ‖1 is the element-wise l1 norm. The prior (1.17) on
Σ can be viewed as a shrinkage prior which encourages sparsity on the elements of the
inverse covariance matrix Σ−1 [32]. This corresponds to the widely-used graphical LASSO
[33] method for sparse covariance estimation. For our problem, this sparsity can be used to
identify important and interpretable physical couplings in the stress-strain relationship (see
Section 1.5.3).
For the regression coefficients β, we assign a non-informative flat prior π(β) ∝ 1, since
little information is known on β prior to data in our problem. A more informative prior
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can be used on β, if additional domain knowledge is available on the mean trend of the
stress-strain curve.
1.4 Parameter estimation
In implementation, the functional inputs I(·) are also discretized to p levels. Let x1 =
(xk1)
p−1




k=0 denote the discretized input vectors for both I1(·) and I2(·),







where θ = (θk)
(p−1)/2







lk is the k-th
entry of the discrete Fourier transform x̂ for x. Note that x̂ is symmetric because x is
real-valued [34]; hence, only the first half of x̂ is used in (1.18).
With this input discretization, we adopt a maximum a posteriori (MAP) approach for
estimating the parameters (β,θ,Σ). The main reason we prefer MAP over a fully Bayesian
approach is computational efficiency, for both parameter estimation and tissue-mimicking
optimization. For parameter estimation, a fully Bayesian approach typically requires Markov
chain Monte Carlo sampling (MCMC; [35]). Given the complexities of functional inputs
and outputs, MCMC sampling can take several days, which is more time-consuming than
a single computer experiment run! Furthermore, the primary application of the proposed
emulator is for tissue-mimicking optimization, which typically requires many evaluations
of the emulation predictor. Therefore, it can be very time-consuming in a fully Bayesian
implementation, since each evaluation involves an average over all MCMC samples. In
urgent surgical planning, the MAP approach (described next) offers a quicker way to survey
the metamaterial design space, which enables timely tissue-mimicking optimization.
From the GP model in (1.10) and (1.13), the MAP estimation of (β,θ,Σ) boils down to
13






n log det Σ +m log det Rθ + λI‖θ‖1 + λo‖Σ−1‖1
+ (y1:n − 1n ⊗Pβ)T
(
R−1θ ⊗Σ
−1) (y1:n − 1n ⊗Pβ) ].
(1.19)
Here, Rθ is the correlation matrix in (1.13) with scale parameters θ, and λI and λo are the
rate parameters for the shrinkage priors in Section 1.3.3.
From a regularization perspective, the two prior terms λI‖θ‖1 and λo‖Σ−1‖1 in the
negative log-posterior (1.19) can equivalently be viewed as penalty terms on θ and Σ−1,
with the rate parameters λI and λo corresponding to penalization parameters. In this sense,
the parameters λI and λo control the degree of sparsity imposed on θ and Σ−1, with a larger
λI (or λo) resulting in a sparser estimate of θ (or Σ−1), and vice versa. In practice, these
penalization parameters can be estimated from the data itself, or specified from the problem
at hand. For example, if predictive accuracy of the emulator is the end goal, then λI and λo
can be estimated based on cross-validation techniques [36]. However, if the extraction of
important physics is desired, then λI and λo can be set so that a desired number of physical
features can be learned. We will return to this in Section 1.5.3.
Consider now the MAP optimization in (1.19) for fixed λI > 0 and λo > 0. We will
use the following blockwise coordinate descent (BCD) optimization algorithm, described
below. First, assign initial values for β, θ and Σ. Next, iterate the following three steps
until the convergence is achieved: (i) for fixed GP parameters θ and regression coefficients
β, compute the correlation matrix Rθ and then optimize for covariance matrix Σ using
the graphical LASSO algorithm [33]; (ii) for fixed θ and Σ, compute β using closed-form
expressions (see [6] for details); and (iii) for fixed β and Σ, optimize for θ using the L-BFGS
algorithm [37]. The full optimization procedure is provided in Algorithm 1. Since (1.19)
is a non-convex optimization problem, the proposed BCD algorithm only converges to a
stationary solution [38]. Because of this, we suggest performing multiple runs of Algorithm
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Algorithm 1 BCD algorithm for minimizing the penalized negative log-likelihood (19)
1: • Set initial values β ← 0q, Σ← Im and θ ← 1p, and set Y ← [y1,y2, ...,yn]T
2: repeat
3: Optimizing Σ:


















5: • Set µ = Pβ
6: • Set W0 ← 1n(Y − 1n ⊗ µ
T )TR−1θ (Y − 1n ⊗ µ
T ) + λo · Im
7: • Estimate W by Graphical LASSO using W0 as initialization
8: • Update Σ←W−1
9: Optimizing β:











13: • Update θ ← argminθ lλ(β,Σ,θ) with L-BFGS
14: until β, Σ and θ converge
15: • return β, Σ and θ
1 with random initializations for each run, then taking the converged estimates for the run
with smallest negative log-likelihood.
1.5 Emulation results
In this section, we present the numerical performance of the proposed model for tissue-
mimicking. This is presented in four parts. First, we compare the predictive performance
of the proposed SpeD emulation model with two baseline emulation models. Second, we
provide a comparison of the uncertainty quantification from these three emulation models.
Third, we analyze the physical properties learned via shrinkage priors on θ and Σ. Finally,
we demonstrate the usefulness of the fitted model for mimicking human aortic tissue.
1.5.1 Prediction accuracy
As mentioned in Section 1.2.2, the proposed SpeD model is fitted using the training data
of n = 58 FE simulations. The input function I(·) ∈ I is discretized to p = 81 parts at
{0, 0.25, 0.5, · · · , 20} mm, which we denote as a vector x ∈ R81. This corresponds to the
discretized θ at frequencies {0, 0.05, 0.1, · · · , 2} mm−1. In the specific tissue-mimicking
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Figure 1.3: Predicted stress-strain curves for the l2-distance emulator (“l2”), feature-based emula-
tor (“Feature”), and the proposed SpeD emulator (“SpeD”) on two test metamaterial structures.
The corresponding MAREs are included in the legends.
problem, the diameter of the metamaterial enhancement d ∈ R (assumed to be uniform over
the whole functional curve I(·)) is also important. To account for this extra design variable,
we use the following separable correlation function ρs(·, ·) : R82 × R82 7→ R:
ρs([d1,x1], [d2,x2]) = ρ(x1,x2) exp
(
−θd (d1 − d2)2
)
, (1.20)
where ρ(·, ·) is the discretized SpeD kernel in (1.18) and θd is the scale parameter for
diameter d. Let s ∈ Rm=41 denote the vector of strain levels equally spaced from s = 0 to
s = 15%, and let y = O(s) ∈ R41 be the discretized stress function O(·). Here, the input
and output discretization levels are selected heuristically to capture features of the input and
output functions: the output functions are quite smooth require less levels, and the input
functions are more rugged and require more levels.
From the underlying physics of the stress-strain relationship, it is known that (i) the
stress O(s) is always positive, (ii) the stress is zero when the strain is zero (this is known as
the free-standing state, see [21]), and (iii) stress-strain curves are typically monotone and
non-decreasing, since a larger force is needed to stretch further. To account for (i), a standard
log-transformation of stress O(s) is performed prior to modeling and parameter estimation,
and the final results are transformed back to ensure the predicted stress is always positive.
To account for (ii) and (iii), we choose the basis functions in (1.12) to be P = [1m, log(s)],
along with an additional constraint of β2 > 0 to ensure the mean function is monotone
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Figure 1.4: Boxplots of the MARE ratio between the baseline emulators and SpeD emulator on the
18-run test set. The red line marks the MARE ratio of 1.0, where the baseline emulator has the same
MARE as the SpeD emulator.
and non-decreasing. This is equivalent to assuming the mean stress-strain curve takes the
following form O(s) = asb, a, b > 0, which is a typical parametrization in biomedical
literature [1, 24]. This provides a simple and effective way to encourage monotonicity via
the mean function specification; one can also extend the shape-constrained GP model in
[39] to impose sample path monotonicity, but this is beyond the scope of this work.
For comparison, we also fit two different emulators as baseline methods, using the same
dataset. The inputs of the first emulator are the parameters from the sinusoidal wave design
xp = [d,A, ω, φ]
T ∈ R4, which represents the diameter of the metamaterial fiber, amplitude,
period and initial phase of the sinusoidal wave (see Figure 1.1 and Equation (1.1)). This











The same correlation function (with scalar output) is used in [24]. We refer this as the
feature-based method. The second emulator also assumes a GP model with correlation
function:




θ(t) (I1(t)− I2(t))2 dt
)
. (1.22)
This correlation (1.22) is essentially the Gaussian correlation function, with distance taken
to be the l2-distance between input functions. A similar correlation function is used in [18]
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for time-series inputs, with additional dependencies on time order. We refer this as the
functional l2-distance method. Both baseline methods assume the same separable co-kriging
structure for discretized outputs y1:n, along with MAP parameter estimation.
Predicting stress-strain curve
To test the performance of the proposed emulator, we compare the predictions of stress-
strain curves (using Equation (1.14)) for the metamaterial designs from the test set (see
Section 1.2.2). Figure 1.3 shows the emulated stress-strain curves for two test metamaterial
structures, along with the true stress-strain curve (ground truth) from FE simulations. To
quantitatively measure the difference between the predicted and true curves, we use the








where s is the strain level, O(s) is the stress at strain s from FE simulation (ground truth),
and Ô(s) is the predicted stress from the emulators. The MARE values for the two test cases
in Figure 1.3 are included in the legends. Tab 1.1 reports the median MARE values for the
three considered emulators, over the whole test set. The proposed SpeD emulator appears to
perform very well, in that it achieves noticeably lower median MARE than the two existing
emulators. Figure 1.4 shows the boxplots of the MARE ratio between the baseline emulators
and the SpeD emulator for the 18 test cases (note that a ratio of 1.0 means the SpeD model
yields similar MARE to a baseline model). We see that these ratios are mostly larger than
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Figure 1.5: (a) visualizes the three characteristics of mechanical performance: moduli E1 and E9,
and curvature κ. (b) and (c) show the pairwise absolute relative error for E1 and E9 between the
two baseline emulators and the SpeD emulator. The red line marks a relative error ratio of 1.0.
one, which suggests that the proposed emulator is noticeably better in predicting the true
stress-strain output curve. This is not surprising, since our model captures known physical
properties of the tissue-mimicking problem.
Predicting physical characteristics
In addition to predicting stress-strain curve O(s), engineers are also interested in predicting
key physical characteristics. An accurate prediction of these characteristics can be as
important as emulating the stress-strain curve itself, because it provides interpretability to
the black-box emulation model. Two important physical characteristics of interest are (i)
the elastic modulus of the stress-strain curve, and (ii) the classification of material type as
strain-stiffening or strain-softening. For (i), the modulus, i.e., the slope of the stress-strain
curve at different strain levels, can be interpreted as the stiffness or hardness of the material
[4]. Here, we are interested in the elastic moduli E1 and E9 at strain levels 1% and 9%,
respectively, where Ek = ∂O(s)/∂s
∣∣
s=k%
; this allows us to evaluate the elastic moduli
prediction over a wide range of strain levels. For (ii), we wish to classify the stress-strain
curve as strain-stiffening or strain-softening; this is particularly important given the goal
of mimicking biological tissues (see Section 1.2.1). One way to classify is to use the
curvature of the stress-strain curve, which can be approximated by the slope of the two
moduli, κ = ∂2O/∂s2 ≈ (E9 − E1)/(9%− 1%). Assuming no fluctuations in s ∈ [1, 9]%
[21], a positive curvature κ suggests a strain-stiffening property is present (due to increasing
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Table 1.2: The true positive rate, true negative rate, and classification rate of strain-stiffening and
strain-softening, for the three considered emulators.
SpeD Feature-based l2-distance
True positive % 12/12=100% 11/12=91.7% 7/12=58.3%
True negative % 6/6=100% 5/6=83.3% 5/6=83.3%
Classification % 18/18=100% 16/18=88.9% 13/18=72.2%
moduli), while a negative κ suggests a strain-softening property is present. Figure 1.5 (a)
visualizes these physical characteristics from a stress-strain curve.
We now compare three emulators (SpeD and baselines) for predicting the moduli and
material type. The moduli Ê1 and Ê9, computed from the emulated stress-strain curves, are
compared with the moduli E1 and E9 from FE simulation. Figures 1.5 (b) and (c) show the
pairwise absolute relative error |Ê − E|/E, between the baselines and the SpeD emulator.
We see that most of these ratios are larger than 1.0 in the test set, which shows that the
proposed SpeD model outperforms both baseline emulators. For classification, the predicted
curvature κ̂, computed from the emulated curves, are compared with the true curvature κ
from FE simulation. Tab 1.2 shows the correct classification rates for the three emulators.
The SpeD model has a perfect 18/18 = 100% classification accuracy: it identified the correct
strain-softening/-stiffening property for all 18 test structures. On the other hand, the feature-
based model and the l2-distance model achieves only a 16/18 = 88.9% and 13/18 = 72.2%
classification accuracy rate, respectively. One reason why the proposed SpeD model can
better capture these physical characteristics (compared to existing emulators) is because it
directly incorporates the underlying physics via the SpeD correlation function.
1.5.2 Uncertainty quantification
Particularly in healthcare applications, the quantification of predictive uncertainty can
be as important as the prediction itself. For the proposed model, Equations (1.14) and
(1.15) can be used to construct 90% pointwise highest posterior density predictive intervals
(HPD-PIs) for the emulated stress-strain curves. Figure 1.6 shows the 90% HPD-PI for the
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Figure 1.6: A comparison of the 90% pointwise HPD-PIs for the three emulation models (left:
SpeD, middle: feature-based, right: l2-distance). Different rows are for different test cases.
three emulation models. Note that there is little predictive uncertainty at low strain, with
uncertainty increasing as strain levels increase. This is consistent with the physical intuition
in Section 1.5.1: the stress always equals to zero when strain equals zero, i.e., no force at
free-standing condition. The increasing uncertainty for higher strain levels may be due to
the log-transformation of the functional output.
Comparing the predictive intervals for the three emulators, we see that the proposed
SpeD model returns narrower predictive intervals compared to both the l2-distance model and
the feature-based model. This is particular evident for the test case in the top row of Figure
1.6. Moreover, the 90% HPD-PIs of the SpeD emulator covers the true stress-strain curves in
16/18 of the test cases, whereas the coverage for the feature-based and l2-distance emulators
are only 12/18 and 14/18, respectively. For example, the bottom row of Figure 1.6 shows a
test case where feature-based emulator fails to cover the true stress-strain curve. Over the
whole test set, our SpeD emulator appears to give reliable coverage of the true stress-strain
curve, with relatively low predictive uncertainty. The reasons for this may be two-fold: (i)
the SpeD correlation captures the physics of the tissue-mimicking problem, which can be
viewed as an additional source of data, and (ii) the shrinkage priors on spectral coefficients
screens out inert frequencies, which also helps reduce predictive uncertainty. It is worth
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Figure 1.7: (a) The sparsity pattern visualization of the inverse covariance matrix Σ−1 by graphical
LASSO with 40% of non-zero entries. The pattern indicates three different regions of the stress-strain
curve, colored yellow, green and red. (b) The partition of strain-stress curves for soft materials into
toe, elastic, and yield regions up to strain level of 15%.
noting that the predictive intervals here do not account for parameter uncertainties in the
emulator; accounting for such uncertainties would require a fully Bayesian implementation,
which would entail much more computational resources.
1.5.3 Learning physics via sparsity
The SpeD emulator also provides a data-driven approach to learn important physics, via the
shrinkage priors on both the covariance matrix Σ and frequency coefficients θ.
Segmentation of stress-strain curve
We first analyze the important correlations selected by the shrinkage prior on the co-kriging
covariance matrix Σ. Setting the penalty parameter λo such that 40% of the entries of Σ−1
are non-zero, Figure 1.7 (a) visualizes the selected (important) covariances in Σ−1. Each
entry of Σ−1 represents the corresponding covariance between two stress-strain curve points
conditional on all other curve points; note that this covariance quantifies the deviation of
the curve from the parametric model O(s) = asb. We see that the stress-strain curve can be
roughly segmented into three regions: small strain (from 0% to 3%) with high conditional
correlation, medium strain (from 3% to 9%) with moderate conditional correlation and large
strain (from 9% to 15%) with high conditional correlation.
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Figure 1.8: Examples of metamaterial structure with very low (a) or very high (b) frequency. (c)
MAP estimates of spectral parameters θ, where medium frequencies are non-zero.
These three regions suggest a connection to known physical properties in material
strength [21, 40], where the mechanical response of the soft bio-mimicking material can
also be divided to three regions: the toe region, the elastic region and the yield region (see
Figure 1.7 (b)). We see from Figure 1.7 (a) that there are fewer significant conditional
correlations in the elastic region compared to the other two regions. One reason for this is
that, within the elastic region, the stress-strain curve can be better approximated by the form
O(s) = asb (which corresponds to the choice of basis functions in P). Figure 1.7 (a) also
suggests the presence of conditional correlations between the elastic and yield regions. One
plausible explanation of this is the migration of strain-stiffening or strain-softening property
to straightening.
Learning dominant frequencies
The proposed approach can also learn important frequencies ξ which influence mechanical
response, via the shrinkage priors on the weight function θ(ξ) (see Section 1.3.3). Figure
1.8 (c) shows the MAP estimate of θ(·) in the spectral space, where the rate parameter λI is
chosen via cross-validation. We see that θ(·) shrinks to zero at low and high frequencies,
with non-zero estimates only for medium frequencies between 50m−1 to 400m−1. For these
two endpoint frequencies, Figures 1.8 (a) and (b) show the metamaterial structures with
frequencies ξ ≈ 50m−1 and ξ ≈ 400m−1, respectively.
The selected frequencies in θ(ξ) are also in line with the physical understanding of the
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problem. For low frequencies (Figure 1.8 (a)), the fluctuation in metamaterial design is too
weak to induce any effect on the stress-strain curve, whereas for high frequencies (Figure 1.8
(b)), the resulting strong fluctuation in metamaterial leads to mechanical properties similar
to a straight fiber (given nonzero diameter d, see [24]). While it is known that different
frequencies affect mechanical response in different ways, a strict law is difficult to find for
engineers. Here, our SpeD emulator sheds light on the influential frequencies, i.e., from
50m−1 to 400m−1, so those frequencies should be carefully chosen for metamaterial design.
We note that these selected frequencies may be sensitive to the choice of experimental design,
so further analyses should be taken to confirm such findings from a physics perspective.
This identification of important frequencies also allows us to greatly speed up optimization
for tissue-mimicking, which we show next.
1.5.4 Mimicking aortic tissue via optimization
We now tackle the motivating task of mimicking the mechanical properties of a target tissue
with the proposed emulator. Here, the SpeD model can be used to find a good metamaterial
design (both structure I(·) and diameter d) whose stress-strain curve matches the desired
mechanical property y∗. This is achieved via the following optimization problem:







where I∗(·) is the optimal metamaterial structure, d∗ is the optimal fiber diameter, and
y([dnew, Inew(·)])|y1:n is the conditional (discretized) stress-strain curve in (1.13) with
diameter dnew and structure Inew(·). In words, equation (1.24) aims to find the optimal
metamaterial design whose stress-strain curve from the proposed model (conditional on
data) is closest to the target curve y∗ in terms of mean-squared error (MSE).
This MSE criterion can be further decomposed as follows:
‖ŷ([dnew, Inew(·)])− y∗‖22 + tr (Var{y([dnew, Inew(·)])|y1:n}) . (1.25)
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Here, ŷ([dnew, Inew(·)]) and Var{y([dnew, Inew(·)])|y1:n} are the conditional mean and vari-
ance of y([dnew, Inew(·)])|y1:n, respectively, and tr(A) =
∑
iAi,i is the trace of the matrix
A. The first term can be interpreted as trying to minimize the l2-norm between the emulated
stress-strain curve and the target curve. The second term can be viewed as trying to minimize
the predictive variance of the emulated curve. Such a decomposition is quite intuitive, since
we wish to find a metamaterial design whose emulated curve matches the desired curve, but
also has low predictive uncertainty from the emulation model.
One difficulty in solving (1.24) is that the variable I(·) is functional in form, and its
discretization x ∈ Rp, p = 81 can be too high dimensional to optimize numerically. Here is
where the extracted important frequencies from Section 1.5.3 come into play. Let x̂new ∈ R7
denote the seven non-zero Fourier coefficients (see Figure 1.8). Using these coefficients
as inputs for optimization (and ignoring the other inert coefficients), we get the following
lower-dimensional optimization problem:







where y([dnew, x̂new])|y1:n is the conditional random vector taking the frequencies as input.
While this problem is non-convex, it is much lower-dimensional, and can be effectively
optimized using standard quasi-Newton methods (e.g., L-BFGS) and random initializations.
This framework (using the proposed SpeD model) offers significant speeds up for
tissue-mimicking over the current state-of-the-art methods. To see why, consider first the
optimization of (1.24) using only numerical FE simulations: this requires hundreds of
evaluations of the optimization objective function, each of which requires around 30 minutes
of computation time. This means tissue-mimicking with only FE simulations can require
many days of computation, which is clearly unsuitable for urgent surgical planning [24]. To
contrast, each evaluation of the proposed emulator requires only seconds of computation,
which greatly speeds up the mimicking process. Furthermore, by exploiting sparsity in
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Figure 1.9: A case study which uses the proposed SpeD model for mimicking human aortic tissue.
(a) shows the stress-strain curves of the target aortic tissue (black), the mimicked curve from an
existing method (blue) and the curve optimized from the SpeD method (red). (b) shows the optimal
metamaterial design from our approach.
spectral coefficients, the dimension of the optimization problem reduces from 82 to 8
variables. This dimension reduction greatly cuts down on the number of predictions from
the emulator, which yields significant reductions in computation time. Such speed-ups are
paramount for performing tissue-mimicking in an accurate and timely manner. Section 1.5.5
provides a further comparison of timing.
Figure 1.9 (a) shows the stress-strain curve of a target aortic tissue (in black) from [41],
the stress-strain curve from the proposed mimicking procedure (in red), and the curve from
an existing mimicking method (in blue) in [5]. The latter method performs mimicking using
only the four sinusoidal metamaterial features (see Section 1.2.2). Compared to the existing
approach, which has an MARE (see Equation 1.23) of 0.528, the proposed SpeD approach
achieves a much smaller MARE of 0.089.
This improved tissue-mimicking performance can be seen in Figure 1.9 (a): the red
curve (from the proposed method) closely mimics the desired black curve, whereas the blue
curve (from [5]) overestimates stress at all strain levels. In particular, our method gives
much better mimicking in small strain regions – this is important in medical applications
due to the relatively small strain deformations in the human body.
There are two reasons for this improved performance. First, the existing mimicking
approach in [5] is too restrictive, in that it uses only four sinusoidal features and not the
full functional form of the input. Second, given a fixed timeframe, the proposed emulation-
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Table 1.3: Computation time for different modeling steps of the proposed emulator, parallelized over
24 processing cores.
Modeling Step Computation Time (in minutes)
Parameter estimation 21.72
Prediction & UQ at one input setting 0.01
Tissue-mimicking of a target material 2.69
based approach permits a larger number of objective evaluations via the proposed SpeD
model. Figure 1.9 (b) shows the optimal (discretized) metamaterial design x∗ from our
emulation-based approach, which is clearly not a sinusoidal function. By considering the
broader class of functional inputs as well as allowing for more objective evaluations, the
proposed method can identify better metamaterial designs for tissue-mimicking.
1.5.5 Computation time
Another appeal of the SpeD emulator is its computational efficiency. Table 1.3 summa-
rizes the computation time required for each step of the emulation process, with timing
performed on a parallelized system of 24 Intel Xeon E5-2650 2.20GHz processing cores.
The computation time required for parameter estimation (with cross-validation on λI) is
21.72 minutes, which is typically performed before the arrival of the patient. Once the model
is fit, we can predict for multiple settings very quickly (0.01 minutes for each structure).
To contrast, FE simulations require 30 minutes for each structure, and a fully Bayesian
implementation of the emulator, which averages over a large amount of MCMC samples
(say, 2000), takes at least 0.01×2000 = 20 minutes per structure. Because of this, our SpeD
emulator can effectively perform the tissue-mimicking procedure using only 3 minutes of
computation; this greatly improves upon the standard tissue-mimicking approach with only
FE simulations, which may require hours or even days to perform [5] with much poorer
mimicking performance (see Figure 1.9)! Therefore, the proposed SpeD model can provide
effective and personalized pre-surgical practicing and planning [3, 42] with dramatically
lower costs, which then mitigates risk in complex surgical procedures.
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1.6 Conclusion
We propose in this paper a novel function-on-function Gaussian process emulation model
for tackling the challenging tissue-mimicking optimization, under urgent surgical demands.
The key challenge is the functional input metamaterial structures and the functional output
mechanical responses.
To address this, the proposed co-kriging model uses a new spectral-distance (SpeD)
correlation function, which integrates spectral information by directly modeling the effect
of metamaterial frequencies on mechanical response. One appealing feature of this new
correlation function is its translation-invariance property, which accounts for the fact that
two metamaterial structures, which are equivalent modulo a translation shift, have the
same mechanical properties. For parameter estimation, we use MAP with shrinkage priors,
which identifies key frequencies and thereby reduces the large functional input space. This
reduction greatly speeds up the tissue-mimicking optimization using the proposed emulator.
Applied to a real-world tissue-mimicking study, the proposed SpeD emulator outperforms
existing models in (i) emulating and quantifying uncertainty on mechanical response, (ii)
extracting meaningful physical insights, and (iii) providing efficient and accurate mimicking
performance for human aortic tissue. One direction for future work is the exploration of a
more elaborate design method for functional inputs, which may further improve emulation
performance. With the development of multi-material 3D-printing technology, this new
emulator can play an important role in furthering the impact of 3D-printing in important
biomedical applications in surgery planning and healthcare.
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CHAPTER 2
ADAPTIVE DESIGN FOR GAUSSIAN PROCESS REGRESSION UNDER
CENSORING
A key objective in engineering problems is to predict an unknown experimental surface
over an input domain. In complex physical experiments, this may be hampered by response
censoring, which results in a significant loss of information. For such problems, experimental
design is paramount for maximizing predictive power using a small number of expensive
experimental runs. To tackle this, we propose a novel adaptive design method, called
the integrated censored mean-squared error (ICMSE) method. The ICMSE method first
estimates the posterior probability of a new observation being censored, then adaptively
chooses design points that minimize predictive uncertainty under censoring. Adopting a
Gaussian process regression model with product correlation function, the proposed ICMSE
criterion has an easy-to-evaluate expression, which allows for efficient design optimization.
We demonstrate the effectiveness of the ICMSE design in two real-world applications on
surgical planning and wafer manufacturing.
2.1 Introduction
In many engineering problems, a key objective is to predict an unknown experimental surface
over an input domain. However, for complex physical experiments, one can encounter the
unfortunate phenomenon of censoring, i.e., the experimental response is missing or partially
measured. Censoring arises from a variety of practical experimental constraints, including
limits in measurement devices, safety considerations of experimenters, and a fixed experi-
mental time budget. Figure 2.1 provides an illustration: experimental censoring typically
occurs when the response variable of interest is expensive or dangerous to measure. For
predicting the experimental surface, censoring can result in significant loss of information,
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Figure 2.1: An illustration of response censoring in the measurement process.
and therefore, poor predictive performance [43]. For example, suppose an engineer wishes
to explore how pressure in a nuclear reactor changes under different control settings. Due
to safety concerns, experiments are forced to stop if the pressure hits a certain upper limit,
leading to censored responses. To further complicate matters, the input region which results
in censoring is typically unknown prior to experiments, and needs to be estimated from data.
Given the unavoidable and unknown nature of censoring in physical experiments, it is
therefore of interest to carefully design experimental runs, to best model the physical system
(specifically, the mean function of the experimental surface) via a statistical model. To this
end, we present a new integrated censored mean-squared error (ICMSE) method, which
sequentially selects physical experimental runs to minimize predictive uncertainty under
censoring. ICMSE leverages a Gaussian process model (GP; [44]) – a flexible Bayesian
nonparametric model – on the experimental surface, to obtain an easy-to-evaluate design
criterion that maximizes GP’s predictive power under censoring. We consider two settings
of ICMSE, both motivated by real-world applications. The first is a “single-fidelity” ICMSE
method for sequentially designing (potentially) censored physical experiments. The second
is a “bi-fidelity” ICMSE method for sequentially designing (potentially) censored physical
experiments given auxiliary computer simulation data. These two ICMSE methods can
easily be extended for a broader range of experimental settings, which we discuss later.
2.1.1 3D-printed aortic valves for surgical planning
The first motivating problem concerns the design of 3D-printed tissue-mimicking aortic
valves for heart surgeries. With advances in additive manufacturing [45], 3D-printed
medical prototypes [1] play an increasingly important role in pre-surgical studies [3].
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Figure 2.2: Illustrating the surgical planning application: (a) a 3D-printed aortic valve with
enhanced metamaterial, (b) simulation inputs in the computer experiment, (c) visualizing the physical
experiment and the measurement censoring of the load cell (labeled “F”).
They are particularly helpful in complicated heart diseases, e.g., aortic stenosis, where
3D-printed aortic valves can be used to select the best surgical option with minimal post-
surgical complication [2]. The printed aortic valve (see Figure 2.2(a)) contains a biomimetic
substructure: an enhancement polymer (white) is embedded in a substrate polymer (clear);
this is known as metamaterial [46] in the materials engineering literature. The goal is
to understand how the stiffness of the metamaterials is affected by the geometry of the
enhancement polymer (see Figure 2.2(b)).
Using earlier terminology, this is a bi-fidelity modeling problem involving two types
of experiments: a pre-conducted database of computer simulations and patient-specific
physical experiments. The physical experiments here are very costly: we need to 3D print
each metamaterial sample, then physically test its stiffness using a load cell. Furthermore,
the measurement from physical experiments may be censored due to an inherent upper
limit of the testing machine. This is shown in Figure 2.2(c): if the metamaterial sample
is stiffer than the load cell (i.e., a spring), the experiment is forced to stop to prevent
breakage of the load cell. One possible workaround is to use a stiffer load cell, however, it
is oftentimes not a preferable option: a stiffer load cell with a broader measurement range
can be very expensive, costing over a hundred times more than the standard integrated
load cells. Here, the proposed ICMSE method can adaptively design experimental runs to
maximize the predictive power of a GP model under censoring. The fitted GP model allows
for the exploration of different enhancement polymer geometries, which can then be used
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Figure 2.3: Illustrating the wafer manufacturing application: (a) visualizing the thermal processing
procedure with the 6 input parameters, (b) visualizing the measurement censoring of the temperature
sensor array.
for mimicking patient-specific mechanical properties in surgical planning [47]. Our method
is particularly valuable in urgent surgical applications, where one can perform only a small
number of runs before the actual surgery.
2.1.2 Thermal processing in wafer manufacturing
The second problem considers the design of the semiconductor wafer manufacturing process
[48, 49]. Wafer manufacturing involves processing silicon wafers in a series of refinement
stages, to be used as circuit chips. Among these stages, thermal processing is one of the
most important stages [50], since it facilitates the necessary chemical reactions and allows
for surface oxidation. Figure 2.3(a) illustrates the typical thermal processing procedure:
a laser beam (in orange) is moved back and forth over a rotating wafer. Here, industrial
engineers wish to understand how different process parameters (see Figure 2.3(a)) affect the
minimal temperature over the whole wafer after heating. The minimal temperature provides
information on the completeness of the chemical reactions, and is an important quality
measurement in wafer manufacturing [51].
However, laser heating experiments are quite costly, involving high material and op-
eration costs. In industrial settings, the minimal wafer temperature (response variable of
interest) is often subject to censoring, due to the nature of measurement procedures. This
is shown in Figure 2.3(b): the wafer temperature is typically measured by either an array
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of temperature sensors or a thermal camera, both of which have upper measurement limits
[52]. While more sophisticated sensors exist, they are much more expensive and may lead to
tedious do-overs of experiments. The proposed single-fidelity ICMSE method can be used
to adaptively design experimental runs that maximize the predictive power of a GP model
under censoring. The fitted GP model allows for efficient temperature prediction, which can
then be used for quality improvement, real-time control, and other downstream applications.
2.1.3 Literature
GP regression (or kriging, see [7]) is widely used as a predictive model for expensive experi-
ments [44], and has been applied in cosmology [53], aerospace engineering [10], healthcare
[47], and other applications. The key appeals of GPs are the flexible nonparametric model
structure and closed-form expressions for prediction and uncertainty quantification [54]. In
the engineering literature, GPs have been used for modeling expensive physical experiments
[55], integrating computer and physical experiments [56], and incorporating various con-
straints [57, 58, 59, 60, 61]. We will adapt in this work a recent censored GP model [62],
which integrates censored physical experimental data.
There have been several works in the literature on experimental design under response
censoring, see, e.g., [63, 64]. These methods, however, presume a parametric form for the
response surface, which may be a dangerous assumption for black-box experiments, hence
the recent shift for more nonparametric models such as GPs. Existing design methods for
GPs can be divided into two categories – space-filling and model-based designs. Space-
filling designs aim to fill empty gaps in the input space; this includes minimax designs [65],
maximin designs [66], and maximum projection designs [25]. Model-based designs instead
maximize an optimality criterion based on an assumed GP model; this includes integrated
mean-squared error designs [44] and maximum entropy designs [67]. Such designs can
also be implemented sequentially in an adaptive manner, see [68, 69, 70, 71]. Recently,
[72] proposed a design method for a heteroscedastic GP model (i.e., under input-dependent
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noise); this provides a flexible framework that allows for different correlation functions,
closed-form gradients for optimization, and batch sequential implementation.
The above GP design methods, however, do not consider potential response censoring.
The key challenge in incorporating censoring information is that an experimenter does
not know which inputs may lead to censoring prior to experimentation, since the response
surface is black-box. The proposed ICMSE method addresses this by leveraging a GP
model on the unknown response surface: it first estimates the posterior probability of a
potential observation being censored, and then finds design points that minimize predictive
uncertainty under censoring. Under product correlation functions, our method admits an
easy-to-evaluate design criterion, which allows for efficient sequential sampling. We show
that ICMSE can yield considerably improved predictive performance over existing design
methods (which do not consider censoring), in both aforementioned motivating applications.
2.1.4 Structure
Section 2.2 presents the ICMSE design method for the single-fidelity setting, with only
physical experiment data. Section 2.3 extends the ICMSE method for the bi-fidelity setting,
where auxiliary computer simulation data are available. Section 2.4 demonstrates the
effectiveness of ICMSE in the two motivating applications. Section 2.5 concludes the work.
2.2 ICMSE design
We now present the ICMSE design method for the single-fidelity setting; a more elaborate
bi-fidelity setting is discussed later in Section 2.3. We first review the GP model for
censored data, and derive the proposed ICMSE design criterion. We then visualize this via a
1-dimensional (1D) example, and provide some insights.
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2.2.1 Modeling framework
We adopt the following model for physical experiments. Let xi ∈ [0, 1]p be a vector of p
input variables (each normalized to [0, 1]), and let y′i be its latent response from the physical
experiment prior to potential censoring (see Figure 2.1). We assume:
y′i = ξ(xi) + εi, i = 1, 2, · · · , n, (2.1)
where ξ(xi) is the mean of the latent response y′i at input xi, and εi is the corresponding
measurement error. Since ξ(·) is unknown, we further assign to it a GP prior with mean µξ,








The experimental noise εi
i.i.d.∼ N (0, σ2ε ) is assumed to be i.i.d. normally distributed, and
independent of ξ(·).
For simplicity, we consider only the case of right-censoring below, i.e., censoring of
the response only when it exceeds some known upper limit (this is the setting for both
motivating applications). All equations and insights derived in the paper hold analogously
for the general case of interval censoring, albeit with more cumbersome notation. Suppose,
from n experiments, no responses are observed without censoring, and nc responses are
right-censored at limit c, where no + nc = n. The training set experimental data can then be
written as the set Yn = {yo,y′c ≥ c}, where yo is a vector of observed responses at inputs
xo = x1:no = {x1, · · · ,xno}, y′c is the latent response vector for inputs in censored regions
xc = x(no+1):n prior to censoring, and c = [c, · · · , c]T is the vector of the right-censoring
limit. Assuming known model parameters, a straightforward adaptation of the equations
(11) and (12) in [62] gives the following expressions for the conditional mean and variance
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of ξ(xnew) at new input xnew:
ξ̂(xnew) = E[ξ(xnew)|Yn] = µξ + γTn,newΓ−1n
(
[yo, ŷc]
T − µξ · 1n
)
, (2.3)
s2(xnew) = Var[ξ(xnew)|Yn] = σ2ξ − γTn,new(Γ−1n − Γ−1n ΣΓ−1n )γn,new. (2.4)









Rθξ(x1,xnew), · · · ,
Rθξ(xn,xnew)
]T , 1n is a one-vector of length n, and In is an n× n identity matrix. Further-
more, ŷc = E[y′c|Yn] is the expected response for the latent vector y′c given the dataset Yn,
Σc = Var[y′c|Yn] is its conditional variance, and Σ = diag(0no ,Σc). The computation of
these quantities will be discussed later in Section 2.3.3. The conditional mean (2.3) is used
to predict the mean experimental response at an untested input xnew, and the conditional
variance (2.4) is used to quantify predictive uncertainty.
In the case of no censoring (i.e., Yn = {yo}), equations (2.3) and (2.4) reduce to:
ξ̂(xnew) = E[ξ(xnew)|Yn] = µξ + γTn,newΓ−1n (yo − µξ · 1n) , and (2.5)
s2(xnew) = Var[ξ(xnew)|Yn] = σ2ξ − γTn,newΓ−1n γn,new. (2.6)
These are precisely the conditional mean and variance expressions for the standard GP
regression model [54], which is as expected.
2.2.2 Design criterion
Now, given data Yn from n experiments (no of which are observed exactly, nc of which are
censored), we propose a new design method that accounts for the posterior probability of a
potential observation being censored. Let xn+1 be a potential next input for experimentation,
Y ′n+1 be its latent response prior to censoring, and Yn+1 = Y
′
n+1(1−1{Y ′n+1≥c})+c1{Y ′n+1≥c}
be its corresponding observation after censoring, with 1{·} denoting the indicator function.
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EYn+1|Yn [Var(ξ(xnew)|Yn, Yn+1)] dxnew.
(2.7)
The design criterion ICMSE(xn+1) can be understood in two parts. First, the term Var(ξ(xnew)|Yn, Yn+1)
quantifies the predictive variance (i.e., mean-squared error, MSE) of the mean response at
an untested input xnew, given both the training data Yn and the potential observation Yn+1.
This is a reasonable quantity to minimize for design, since we wish to find which new input
xn+1 can minimize predictive uncertainty. Second, note that this MSE term cannot be used
directly as a criterion, since it depends on the potential observation Yn+1, which is yet to be
observed. One way around this is to take the conditional expectation EYn+1|Yn [·] (more on
this below). Finally, the integral over [0, 1]p yields the average predictive uncertainty over
the entire design space.
The proposed criterion in (2.7) can be viewed as an extension of the sequential integrated
mean-squared error (IMSE) design [68, 54] for the censored response setting. Assuming








Var(ξ(xnew)|Yn, Y ′n+1) dxnew. (2.8)
Note that, in the uncensored setting, the MSE term Var(ξ(xnew)|Yn, Y ′n+1) in (2.8) does not
depend on the potential observation Y ′n+1, which allows the criterion to be easily computed
in practice. However, in the censored setting at hand, not only does this MSE term depend
on Y ′n+1, but such an observation may not be directly observed due to censoring. The
conditional expectation EYn+1|Yn [·] in (2.7) addresses this by accounting for the posterior
probability of censoring in Y ′n+1.
One attractive feature of the ICMSE criterion (2.7) is that it will be adaptive to the
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experimental responses from data. The criterion (2.7) inherently hinges on whether the
potential observation Yn+1 is censored (i.e., Y ′n+1 ≥ c) or not (i.e., Y ′n+1 < c), but this
censoring behavior needs to be estimated from experimental data. Viewed this way, the
ICMSE criterion can be broken down into two steps: it (i) estimates the posterior probability
of a new observation being censored from data, and then (ii) samples the next point that
minimizes the average predictive uncertainty under censoring. We will show how our
method adaptively incorporates the posterior probability of censoring Yn+1 for sequential
design, in contrast to the existing IMSE method (2.8).
No censoring in training data
To provide some intuition, consider a simplified scenario with no censoring in the training
set, i.e., Yn = {yo} (censoring may still occur for the new Yn+1). In this case, the following
theorem gives an explicit expression for the ICMSE criterion.
Theorem 2. Suppose there is no censoring in training data, i.e., Yn = {yo}. Then the




σ2new − hc(xn+1)ρ2new(xn+1)σ2new dxnew, (2.9)







Here, σ2new = Var[ξ(xnew)|Yn], ρnew(xn+1) = Corr[ξ(xn+1), ξ(xnew)|Yn], µn+1
= E[ξ(xn+1)|Yn], and σ2n+1 = Var[ξ(xn+1)|Yn] follow from (2.5) and (2.6). φ(·) and
Φ(·) are the probability density and cumulative distribution functions for the standard
normal distribution.
In words, µn+1 is the predictive mean at xn+1 given data Yn, σ2n+1 and σ2new are the predictive
variances at xn+1 and xnew, respectively, and ρnew(xn+1) is the posterior correlation between
ξ(xn+1) and ξ(xnew). Note that the p-dimensional integral in (2.9) can also be efficiently
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computed in practice; we provide more discussion later in Corollary 1. The proof of this
theorem can be found in Appendix B.1.2.
To glean intuition from the criterion (2.9), we compare it with the existing sequential





σ2new − ρ2new(xn+1)σ2new dxnew. (2.10)
Comparing (2.10) with (2.9), we note a key distinction in the ICMSE criterion: the presence
of hc(xn+1) = h(zc), where zc is the normalized right-censoring limit under the posterior
distribution at xn+1. We call h(·) the censoring adjustment function. Figure 2.4 visualizes
h(zc) for different choices of zc. Consider first the case of zc large. From the figure, we see
that h(zc)→ 1 as zc →∞, in which case the proposed ICMSE criterion (2.9) reduces to the
standard IMSE criterion (2.10). This makes sense intuitively: a large value of zc (i.e., a high
right-censoring limit) means that a new observation at xn+1 has little posterior probability of
being censored at c. In this case, the ICMSE criterion (which minimizes predictive variance
under censoring) should then reduce to the IMSE criterion (which minimizes predictive
variance ignoring censoring). Consider next the case of zc small. From the figure, we see
that h(zc) → 0 as zc → −∞, and the proposed criterion (2.9) reduces to the integral of
σ2new. Again, this makes intuitive sense: a small value of zc (i.e., a low right-censoring limit)
means a new observation at xn+1 has a high posterior probability of being censored. In
this case, the ICMSE criterion reduces to the predictive variance of the testing point xnew
given only the first n training data points, meaning a new design point at xn+1 offers little
reduction in predictive variance. Viewed this way, the proposed ICMSE criterion modifies
the standard IMSE criterion by accounting for the posterior probability of censoring via the
censoring adjustment function h(zc).
Equation (2.9) also reveals an important trade-off for the proposed design under cen-
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Figure 2.4: Visualizing the censoring adjustment function h(zc), where zc is the normalized right-
censoring limit.
soring. Consider first the standard IMSE criterion (2.10), which minimizes predictive
uncertainty under no censoring. Since the first term σ2new does not depend on the new
design point xn+1, this uncertainty minimization is achieved by maximizing the second
term ρ2new(xn+1)σ
2
new. This can be interpreted as the variance reduction from observing





new. This can further be broken down into (i) the maximization of vari-
ance reduction term ρ2new(xn+1)σ
2
new, and (ii) the maximization of the censoring adjustment
function h(zc). Objective (i) is the same as for the standard IMSE criterion – it minimizes
predictive uncertainty assuming no response censoring. Objective (ii), by maximizing the
censoring adjustment function h(zc), aims to minimize the posterior probability of the new
design point being censored. Putting both parts together, the ICMSE criterion (2.9) features
an important trade-off: it aims to find a new design point that jointly minimizes predictive
uncertainty (in the absence of censoring) and the posterior probability of being censored.
Censoring in training data
We now consider the general case of censored training data Yn = {yo,y′c ≥ c}. The
following theorem gives an explicit expression for the ICMSE criterion.
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σ2new − γTn+1,newΓ−1n+1Hc(xn+1)Γ−1n+1γn+1,new dxnew, (2.11)
where σ2new = Var[ξ(xnew)|Yn], and γn+1,new and Γn+1 follow from (2.3) and (2.4). The
matrix Hc(xn+1) has an easy-to-evaluate expression given in Appendix B.1.3.
Here, σ2new is the predictive variance at point xnew conditional on the data Yn. The full
expression for (n + 1) × (n + 1) matrix Hc(xn+1), while easy-to-evaluate, is quite long
and cumbersome; this expression is provided in Appendix B.1.3. The key computation in
calculating Hc(xn+1) is evaluating several orthant probabilities from a multivariate normal
distribution. The proof for this theorem can be found in Appendix B.1.3. Section 2.3.3 and
Appendix B.3 provide further details on computation.
While this general ICMSE criterion (2.11) is more complex, its interpretation is quite
similar to the earlier criterion – its integrand contains a posterior variance term conditional
on data Yn, and a variance reduction term from the potential observation Yn+1. The ma-
trix Hc(xn+1) on the variance reduction term serves a similar purpose to the censoring
adjustment function. A large value of Hc(xn+1) (in a matrix sense) suggests a low posterior
probability of censoring for a new point xn+1, whereas a small value suggests a high pos-
terior probability of censoring. This again results in the important trade-off for sequential
design under censoring: the proposed ICMSE criterion aims to find the next design point
which not only (i) minimizes predictive uncertainty of the fitted model in the absence of
censoring, but also (ii) minimizes the posterior probability that the resulting observation is
censored. The posterior probability is adaptively learned from the training data, and is not
considered by the standard IMSE criterion.
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Figure 2.5: A 1D illustrative example (2.12): (a) shows the design criteria of the next run x7





CenGP+ICMSE, GP+IMSE, and CenGP+IMSE, respectively, with the censored regions shaded in
red. The top plots of (b), (c), and (d) show the true function ξ(·) (black line) and the predicted function
ξ̂(·) (dashed line), with original design points (black crosses) and sequential runs (numbered). The
bottom plots show the corresponding predictive standard deviation.
2.2.3 An illustrative example
We illustrate the ICMSE criterion using a 1D example. Suppose the mean response of
physical experiments is:




− 1.25(x− 0.75)(2x− 0.25) + 0.2, (2.12)
with measurement noise variance σ2ε = 0.1
2. Further suppose censoring occurs above an
upper limit of c = 0.55. The initial design consists of 6 equally-spaced points, which results
in 5 observed points and 1 censored point. The Gaussian correlation function is used for
Rθξ , with model parameters estimated via maximum likelihood.
We compare our ICMSE method (2.11) to the standard IMSE methods (2.8), which
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practitioners might use. The first method, called “GP+IMSE”, uses the IMSE criterion
with an uncensored GP model (2.6). Here, only the observed data yo are used, since the
uncensored GP model can not integrate any censored observations. The other method, called
“CenGP+IMSE”, uses the IMSE criterion with the censored GP model (2.4), which is fitted
using the entire training set Yn. Our method is then denoted as “CenGP+ICMSE”, since it
uses the ICMSE criterion (2.11) with the censored GP model (2.4).
Figure 2.5(a) shows the proposed criterion for our CenGP+ICMSE method (in orange).
It selects the next design point at x∗7 = 0.068, which balances the two desired properties from
the ICMSE criterion. First, it avoids regions with high posterior probabilities of response
censoring, due to the presence of Hc(·) in (2.11). The next point x∗7, which minimizes (2.11),
subsequently avoids the censored regions (shaded red), as desired. In contrast, Figure 2.5(a)
also shows the design criteria for GP+IMSE (green) and CenGP+IMSE (blue). We see that
both IMSE methods choose the next point within the censored regions, as the IMSE design
criterion does not consider the probability of a new observation being censored. Second, the
next point x∗7 chosen by CenGP+ICMSE minimizes the overall predictive uncertainty for the
mean function ξ(·), since the ICMSE criterion is small in regions away from existing design
points. This can be seen within the region [0.2, 0.5], where local minima of the ICMSE
criterion are found between training points.





three considered design methods, as well as the final predictor ξ̂(·) with all 9 points. The
bottom plots in Figure 2.5(b)-(d) show the corresponding predictive standard deviation. We
see that CenGP+ICMSE yields noticeably lower predictive uncertainty compared to the two
IMSE methods, which is as desired. Table 2.1 shows the root mean-squared error (RMSE)
after the 3 sequential runs over a test set of 1000 equally-spaced points. The proposed
CenGP+ICMSE method achieves much smaller errors compared to the two IMSE baselines.
We will provide a more comprehensive comparison of predictive performance in Section
2.3.4.
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Table 2.1: RMSE for 3 sequential runs in the 1D illustrative example (2.12), using the proposed
method (CenGP+ICMSE) and the two IMSE baselines (GP+IMSE, CenGP+IMSE).
RMSE GP+IMSE CenGP+IMSE CenGP+ICMSE
6 runs 0.260 0.260 0.260
7 runs 0.260 0.214 0.119
8 runs 0.260 0.236 0.102
9 runs 0.260 0.203 0.096
2.3 ICMSE design for bi-fidelity modeling
Next, we extend the ICMSE design to the bi-fidelity setting, where auxiliary computer
experiment data are available. We first present the GP framework for bi-fidelity modeling,
and extend the earlier ICMSE criterion. We then present an algorithmic framework for
efficient implementation, and investigate its performance on two illustrative examples.
2.3.1 Modeling framework
Let f(x) denote the computer experiment output at input x. We model f(·) as the GP model:
f(·) ∼ GP{µf , σ2fRθf (·, ·)}. (2.13)
Following Section 2.2.1, let ξ(x) denote the latent mean response for physical experiments
at input x. We assume that ξ(·) takes the form:
ξ(x) = f(x) + δ(x), (2.14)
where δ(x) is the so-called discrepancy function, quantifying the difference between com-
puter and physical experiments at input x. Following [56], we model this discrepancy using
a zero-mean GP model:
δ(·) ∼ GP{0, σ2δRθδ(·, ·)}, (2.15)
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where the prior on δ(·) is independent of f(·). Here, physical experiments are observed with
experimental noise as in Section 2.2.1, whereas computer experiments are observed without
noise.
Suppose (n−m) computer experiments and m physical experiments (n experiments
in total) are conducted at inputs x1:n = {xf1:(n−m),x
ξ
1:m}, yielding data f = [f1, · · · , fn−m]
and Ym = {yo,y′c ≥ c}. Note that censoring occurs only in physical experiments, since
computer experiments are conducted via numerical simulations. Assuming all model
parameters are known (parameter estimation is discussed later in Section 2.3.3), the mean
response ξ(xnew) at a new input xnew has the following conditional mean and variance:






s2(xnew) = Var[ξ(xnew)|f ,Ym] = σ2f + σ2δ − γTn,new(Γ−1n − Γ−1n ΣΓ−1n )γn,new, (2.17)






i=1 is the covariance vector,


















is the covariance matrix. Here, ŷc = E[y′c|f ,yo,y′c ≥ c] is the ex-
pected response for latent vector y′c given data {f ,Ym}, and Σc = Var[y′c|f ,yo,y′c ≥ c]
is its conditional variance, with Σ = diag(0n−nc ,Σc). While such equations appear quite
involved, they are simply the bi-fidelity extensions of the earlier GP modeling equations
(2.3) and (2.4). For simplicity, we have overloaded some notations from (2.3) and (2.4) here;
the difference should be clear from the context.
2.3.2 Bi-fidelity design criterion
Now, we extend the ICMSE design to the bi-fidelity setting. The goal is to design physical
experiment runs (which may be censored), given auxiliary computer experiment data (which
are not censored). This setting is often encountered in practice, particularly in designing
physical experiments for validating computer codes.
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Under the above bi-fidelity GP model, the following theorem gives an explicit expression
for the ICMSE design criterion.









σ2new − γTn+1,newΓ−1n+1Hc(xn+1)Γ−1n+1γn+1,new dxnew, (2.18)
where σ2new = Var[ξ(xnew)|f ,Ym], and γn+1,new and Γn+1 follow from (2.16) and (2.17).
The matrix Hc(xn+1) has an easy-to-evaluate expression given in Appendix B.2.1.
The proof can be found in Appendix B.2.1. The following corollary gives a simplification of
(2.18) under a product correlation structure.




















with x = [x1, · · · , xp]T . Then, the ICMSE criterion (2.18) can be further simplified as:



















ζ(l)(z, x) = R
(l)
θf





The key simplification from Corollary 1 is that it reduces the p-dimensional integral in
the ICMSE criterion (2.18) to a product of 1D integrals, which are more easily computed.
46
Furthermore, if Gaussian correlation functions are used, these integrals can be reduced to
error functions, which yield an easy-to-evaluate design criterion for ICMSE (see Appendix
B.2.2 for details). Given the computational complexities of censored data, this simplification
allows for efficient design optimization. Corollary 1 is motivated by the simplification of
the IMSE criterion in [74]. The proof can be found in Appendix B.2.2.
The interpretation of the bi-fidelity ICMSE criterion (2.18) is analogous to that of the
single-fidelity ICMSE criterion (2.11). Similar to the censoring adjustment function, the
matrix Hc(·) factors in the posterior probability of censoring over the input space, and is
used to adjust the variance reduction term in the criterion. Viewed this way, the ICMSE
criterion (2.18) provides the same design trade-off as before: the next design point should
jointly (i) avoid censored regions by adaptively identifying such regions from data at hand,
and (ii) minimize predictive uncertainty from the GP model.
2.3.3 An adaptive algorithm for sequential design
We present next an adaptive algorithm ICMSE for implementing the proposed ICMSE
design. This algorithm applies for both the single-fidelity setting (with flag IBF = 0) in
Section 2.2 and the bi-fidelity setting (with flag IBF = 1) in Section 2.3. First, an initial
nini-point design is set up for initial experimentation: physical experiments for the single-
fidelity setting, and computer experiments for the bi-fidelity setting. In our implementation,
we used the maximum projection (MaxPro) design proposed by [25], which provides good
projection properties and thereby good GP predictive performance. Next, the following two
steps are performed iteratively: (i) using observed data {f ,Ym}, the GP model parameters
are estimated using maximum likelihood, (ii) the next design point x∗n+1 is then obtained by
minimizing the ICMSE criterion (equation (2.11) for the single-fidelity setting, equation
(2.18) for the bi-fidelity setting), along with its corresponding response Yn+1. This is then
repeated until a desired number of samples is obtained.
To optimize the ICMSE criterion, we use standard numerical optimization methods
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Algorithm 2 ICMSE(nini, nseq, c, IBF): Adaptive design under censoring
1: if IBF = 0 then . Single-fidelity
2: Generate an nini-run initial MaxPro design x1:nini
3: Collect initial data Ynini at inputs x1:nini from physical experiments
4: Estimate model parameters {µξ, σ2ξ ,θξ} using MLE from initial data Ynini
5: else . Bi-fidelity
6: Generate an nini-run initial MaxPro design x1:nini
7: Collect initial data f at inputs x1:nini from computer experiments
8: Estimate model parameters {µf , σ2f ,θf} using MLE from Ynini , and let σ2δ = 0
9: for k = nini + 1, · · · , nini + nseq do . nseq sequential runs
10: if IBF = 0 then
11: Obtain new design point x∗k by minimizing ICMSE criterion (2.11)
12: else
13: Obtain new design point x∗k by minimizing ICMSE criterion (2.18)
14: Perform experiment at x∗k and collect response Yk (which may be censored)
15: Update model parameter estimates using new data
in the R package nloptr [75], in particular, the Nelder-Mead method [76]. The main
computational bottleneck in optimization is evaluating moments of the truncated multivariate
normal distribution for Hc(·) (see equations (B.10) and (B.13) in Appendix B). In our
implementation, these moments are efficiently computed using the R package tmvtnorm
[77]. Appendix B.3 details further computational steps for speeding-up design optimization,
involving an approximation of the expected variance term via a plug-in estimator. Similar to
the standard IMSE criterion, the ICMSE criterion can be quite multi-modal. We therefore
suggest performing multiple random restarts of the optimization, and taking the solution
with the best objective value as the new design point.
2.3.4 Illustrative examples with adaptive design algorithm
We first illustrate the proposed algorithm ICMSE on a 1D bi-fidelity example. Suppose the
computer simulation is given by






Figure 2.6: A 1D bi-fidelity example (2.22). The top plots show the log-RMSE (a1), log-MIS (a2),
and log-computation time (a3, in seconds) over the number of sequential runs for each method. Solid
lines mark the median over the 20 replications, and the shaded regions mark the 25%-75% quantiles.
The bottom plots show the predicted functions and sequential runs (black crosses), using the three
considered methods. Here, the green line marks the computer experiment f(·), the black line marks
the mean physical experiment ξ(·), and the shaded regions mark the censored regions.
with the same physical experiment settings as in Section 2.2.3. We begin with an nini = 6-
run equally-spaced points xf1:6 = {(i−1)/5}6i=1 for computer experiments. We then perform
a sequential nseq = 20-run design for physical experiments using the algorithm ICMSE.
The Gaussian correlation function is used for both GPs. The proposed CenGP+ICMSE
method is compared with the existing CenGP+IMSE method (see Section 2.2.3) and the
seq-MaxPro method (“seq-MaxPro”, see [78]), which provides a sequential implementation
of the MaxPro design. This is then replicated 20 times.
We consider two evaluation metrics for predictive performance: RMSE and the interval
score proposed in [79]. The first assesses predictive accuracy, and the second assesses
uncertainty quantification. The (1− α)% interval score is defined as
IS(ξl, ξu; ξ) = (ξu − ξl) +
2
α
(ξl − ξ)+ +
2
α
(ξ − ξu)+, (2.23)
where (a)+ = max(a, 0), ξ is the ground truth, and [ξl, ξu] is an (1−α)% predictive interval.
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s2], where ξ̂ and s2 are
obtained from (2.16) and (2.17). The mean interval score (MIS) is then computed over the
entire test set. We also compared computation time on a 1.4 GHz Quad-Core Intel Core i5
laptop.
Figure 2.6 (a) shows the log-RMSE, log-MIS, and log-computation time for the consid-
ered methods. The proposed CenGP+ICMSE method performs constantly better over seq-
MaxPro, with smaller RMSE and MIS values for most sequential runs. While CenGP+ICMSE
requires more computation time compared to seq-MaxPro, it can adaptively consider the
posterior probability of censoring. Here, the CenGP+IMSE method is terminated early after
12 sequential runs, due to numerical instabilities (and thereby expensive computation) in
evaluating the predictive equations. This is because, by ignoring censoring, CenGP+IMSE
overestimates the potential variance reduction in censored regions, leading to many sequen-
tial points very close together in such regions.
Figure 2.6 (b) shows the sequential design points and the predicted mean responses ξ̂(·)
for a single replication. Compared to the existing two methods, CenGP+ICMSE yields
visually improved prediction of the true mean response ξ(·) in both censored and uncensored
regions. One reason for this is that the ICMSE criterion chooses points which jointly (i) avoid
censored regions and (ii) minimize predictive uncertainty. For (i), note that only 1/20 = 5% of
sequential runs are censored for ICMSE, whereas 8/20 = 40% and 9/12 = 75% of sequential
runs are censored for seq-MaxPro and CenGP+IMSE. This shows that CenGP+ICMSE
effectively estimates the posterior probability of censoring, and avoids regions with high
probabilities for sampling. For (ii), Figure 2.6 (a3) shows that the sequential runs from
CenGP+ICMSE are far away from existing points, and also concentrated near the boundary
of the censored region. Intuitively, this minimizes predictive uncertainty by ensuring design
points well-explore the input space while avoiding losing information due to censoring.
Next, we conduct a 2D simulation. The computer simulation and mean physical experi-
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Table 2.2: The median RMSE, MIS, and computation time, under different sequential run sizes for
the three considered design methods in a 2D bi-fidelity example (2.24).
RMSE MIS Computation Time (in s)
Sequential runs 5 15 40 5 15 40 5 15 40
Seq-MaxPro 1.74 1.36 1.12 5.58 4.01 3.22 3.03 10.18 57.24
CenGP+IMSE 1.61 1.46 - 4.57 4.27 - 25.13 121.24 -
CenGP+ICMSE 1.40 1.21 0.97 4.58 3.80 3.01 9.77 25.01 95.67
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, (2.25)
with measurement variance σ2ε = 1, and a right censoring limit of c = 10. We begin with
an initial nini = 12-run MaxPro design for the computer experiment, then add nseq = 40
sequential runs for physical experiments using ICMSE. This is then replicated 20 times.
Table 2.2 summarizes the median RMSE, MIS, and computation time after 5, 15, and
40 sequential runs. We see that CenGP+ICMSE yields noticeably lower RMSE and MIS,
suggesting the proposed design method gives a better predictive performance. While slightly
more computationally expensive than seq-MaxPro, CenGP+ICMSE is much more effective
at incorporating censoring information for variance reduction, which leads to improved
predictive performance.
2.4 Case studies
We now return to the two motivating applications. For the wafer manufacturing problem
(which only has physical experiments), we use the single-fidelity ICMSE method in Sec-
tion 2.2. For the surgical planning application (which has both computer and physical
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experiments), we use the bi-fidelity ICMSE method in Section 2.3.
2.4.1 Thermal processing in wafer manufacturing
Consider first the wafer manufacturing application in Section 2.1.2, where an engineer is
interested in how a wafer chip’s heating performance is affected by six process input variables
that control wafer thickness, rotation speed, heating laser (i.e., its moving speed, radius,
and power), and heating time. The response of interest ξ(x) is the minimum temperature
over the wafer, which provides an indication of the wafer’s quality after thermal processing.
Standard industrial temperature sensors have a measurement limit of c = 350°C [80], and
temperatures greater than this limit are censored in the experiment.
As mentioned earlier, certain physical experiments are not only costly (e.g., wafers and
laser operation can be expensive), but also time-consuming to perform (e.g., each experiment
requires a re-calibration of thermal sensors, as well as a warmup and cooldown of the laser
beam). To compare the sequential performance of these methods over a large number of
runs, we mimic the costly physical experiments1 with COMSOL Multiphysics simulations
(Figure 2.7(a)), which provides a realistic representation of heat diffusion physics [81].
Measurement noise is then added, following an i.i.d. zero-mean normal distribution with
standard deviation σε = 1.0°C.
The set-up is as follows. We start with an nini = 30-run initial experiment, then perform
nseq = 45 sequential runs. Note that the total number of nini + nseq = 75 runs is slightly
more than the rule-of-thumb sample size of 10p recommended by [82] – this is to ensure
good predictive accuracy under censoring. Following the earlier simulations, the proposed
ICMSE method (this was “CenGP+ICMSE” in the previous section) is now compared with
only seq-MaxPro, since both IMSE baselines lead to poor predictive models under censoring,
and can be very time-consuming to perform (see Figure 2.5 and Table 2.2). The fitted GP
models are then tested on temperature data generated (without noise) on a 200-run Sobol’
1The surgical planning application in Section 2.4.2 performs actual physical experiments, but provides
fewer sequential runs due to the expensive nature of such experiments.
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Figure 2.7: (a) The temperature contour over the wafer chip, simulated using COMSOL Multiphysics.
(b) and (c) show the RMSE and MIS of the fitted GP models over the sequential design size,
respectively, for the two design methods.
sequence [26]. Of these 200 test samples, 25 samples have minimum temperatures that
exceed the censoring limit of c = 350°C, suggesting that roughly 12.5% of the design space
leads to censoring.
Predictive performance
Figure 2.7 compares the RMSE and MIS after nseq = 45 sequential runs. While both
sequential methods provide relatively steady improvements in RMSE and MIS, the proposed
ICMSE method gives a greater predictive improvement over seq-MaxPro. In particular, with
45 sequential runs, ICMSE achieves an RMSE reduction of roughly (5.8−4.8)/5.8 = 17.2%
over the initial 30 runs, which is over two times greater than the RMSE reduction of
(5.8− 5.35)/5.8 = 7.8% for seq-MaxPro. A similar conclusion also holds for MIS. Despite
this noticeable improvement over existing methods, there is only a moderate reduction in
RMSE magnitude for ICMSE. One reason might be that the response surface (for minimal
temperature over the wafer) is quite rugged and non-smooth, which makes it difficult to
learn with a limited number of experimental runs.
This improved performance can again be explained by the fact that ICMSE jointly avoids
censoring and minimizes predictive uncertainty. We observe that ICMSE yields no censored
measurements, whereas seq-MaxPro yields 5 censored measurements (a censoring rate of
5/45 = 11.1%). Moreover, ICMSE adaptively chooses points that minimize predictive
uncertainty of the GP model under censoring. This is shown in the RMSE and MIS plots in
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Figures 2.7 (b) and (c): the ICMSE yields progressively lower RMSE and MIS values as
sample size increases.
2.4.2 3D-printed aortic valves for surgical planning
Consider next the surgical planning application in Section 2.1.1, which uses state-of-the-art
3D printing technology to mimic biological tissues. Here, doctors are interested in predicting
the stiffness of the printed organs with different metamaterial geometries. We will consider
three design inputs x = (A, ω, d), which parametrize a standard sinusoidal form of the
substructure curve I(t) = A sin(ωt), with diameter d (see Figure 2.2 (b) for a visualization).
This parametric form has been shown to provide effective tissue-mimicking performance in
prior studies [46, 24]. The response of interest ξ(x) is the elastic modulus at a strain level of
8%, which quantifies the stiffness at a similar load situation inside the human body [46].
We use the bi-fidelity ICMSE design framework in Section 2.3, since a pre-conducted
database of computer simulations is available, and we are interested in the sequential
design of physical experiments. Computer simulations were performed with finite element
analysis [23] using COMSOL Multiphysics. Physical experiments were performed in two
steps: the aortic valves were first 3D-printed by the Connex 350 machine (Stratasys Ltd.),
and then its stiffness was measured by a load cell using uniaxial tensile tests (see Figure
2.2(c); [46]). Here, physical experiments are very costly, requiring expensive material and
printing costs, as well as several hours of an experimenter’s time per sample. Censoring
is also present in physical experiments; this happens when the force measurement of the
load cell exceeds the standard limit of 15N , corresponding to a modulus upper limit of
c = 0.23MPa = 15N (force)/8mm2(area)/8%(deformation).
The following design set-up is used. We start with an nini = 25-run initial computer
experiment design, and then perform nseq = 8 sequential runs using physical experiments.
The limited number of sequential runs is due to the urgent demand of the patients; in such
cases, only one to two days of surgical planning can be afforded [24]. Since physical
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Figure 2.8: RMSE (a) and MIS (b) for the two sequential design methods, over the number of
sequential runs.
experiments require tedious 3D printing and a tensile test (around 1.5 hours per run), this
means only a handful of runs can be performed in urgent cases. As before, we compare the
proposed ICMSE method with the seq-MaxPro method. The fitted GP models from both
methods are tested on the physical experiment data from a 20-run Sobol’ sequence. Among
these 20 runs, 5 of them are censored due to the load cell limit; in such cases, we re-perform
the experiment using a different testing machine with a wider measurement range. The
re-experimentation is typically not feasible in urgent surgical scenarios, since it requires
even more time-consuming tests and higher material costs.
Predictive performance
Figure 2.8 compares the predictive performance of the two design methods over nseq = 8
sequential runs. While seq-MaxPro shows some stagnation in RMSE and MIS improvement,
ICMSE yields more noticeable improvements as sample size increases. More specifically,
ICMSE achieves an RMSE reduction of roughly (0.0315− 0.0235)/0.0315 = 25.4% over
the initial GP model (fitted using 25 computer experiment runs), which is around three
times greater than the RMSE reduction of (0.0315 − 0.0288)/0.0315 = 8.57% for seq-
MaxPro. Similar improvements can be seen by inspecting MIS. This can again be attributed
to the key design trade-off. ICMSE adaptively identifies and avoids censored regions
on the design space using the fitted bi-fidelity model (2.16). Here, the proposed method
yields no censored measurements, whereas seq-MaxPro yields 3 censored measurements (a
55






censoring rate of 3/8 = 37.5%). Furthermore, in contrast to seq-MaxPro, which encourages
physical runs to be “space-filling” to the initial computer experiment runs, ICMSE instead
incorporates censoring information within an adaptive design scheme, which allows for
improved predictive performance.
We investigate next the predictive performance of both designs within the censored
region. This region (corresponding to stiff valves) is important for prediction, since such
valves can be used to mimic older patients [83]. We divide the test set (20 runs in total) into
two categories: observed runs (15 in total) and censored runs (5 in total). The responses
for the latter are obtained via new experiments on a stiffer load cell (which, as mentioned
in Section 2.1.1, is typically not feasible in practice). Table 2.3 compares the RMSE
of the two methods for the censored and uncensored test runs. For both methods, the
RMSE for observed test runs is much smaller than that for censored test runs, which is as
expected. For censored test runs, ICMSE also performs slightly better than seq-MaxPro,
with (0.0462− 0.0416)/0.0462 = 9.9% lower RMSE. One reason for this is that ICMSE
encourages new runs near (but not within) censored regions (see Figure 2.6), to maximize
information under censoring. Because of this adaptivity, ICMSE achieves better predictive
performance within the censored region, without putting any sequential runs in this region.
Discrepancy modeling
The ICMSE method can also yield valuable insights on the discrepancy between computer
simulation and reality. The learning of this discrepancy from data is important for several
reasons: it allows doctors to (i) pinpoint where simulations may be unreliable, (ii) identify
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Figure 2.9: Visualization of the estimated discrepancy δ̂(·) (a) over d and A, with fixed ω = 1, (b)
over d and ω, with fixed A = 1, and (c) over A and ω, with fixed d = 1.
potential root causes for this discrepancy, and (iii) improve the simulation model to better
mimic reality. In our modeling framework, this discrepancy can be estimated as:
δ̂(x) = ξ̂(x)− f̂(x), (2.26)
where ξ̂(x) is the predictor for the physical experiment mean, fitted using 25 initial computer
experiment runs and 8 physical experiment runs, and f̂(x) is the computer experiment model
fitted using only the 25 initial runs.
Figure 2.9 shows the fitted discrepancy δ̂(x) as a function of each pair of design inputs,
with the third input fixed. These plots reveal several interesting insights. First, when the
diameter d is moderate (i.e., d ∈ [0.2, 0.7]), Figure 2.9(a) and (b) show that the discrepancy is
quite small; however, when d is small (i.e., [0, 0.2]) or large (i.e., [0.7, 1]), the discrepancy can
be quite large. This is related to the limitations of finite element modeling. When diameter
d is small, the simulations can be inaccurate, since the mesh size would be relatively large
compared to d. When diameter d is large, simulations can again be inaccurate, due to the
violation of the perfect interface assumption between the two printed polymers. Second,
from Figure 2.9, model discrepancy also appears to be largest when all design inputs are large
(i.e., close to 1). This suggests that simulations can be unreliable, when the stiff material
is both thick (d ≈ 1) and fluctuating (ω ≈ 1, A ≈ 1). Finally, the model discrepancy is
mostly positive over the design domain, revealing smaller stiffness evaluation via simulation
compared to physical evaluation. This may be caused by the hardening of 3D-printed
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samples due to exposure to natural light, as an aging property for the polymer family (e.g.,
see [84]). Therefore, the printed aortic valves should be stored in dark storage cells for
surgical planning to minimize exposure to light.
2.5 Conclusion
In this paper, we proposed a novel integrated censored mean-squared error (ICMSE) method
for adaptively designing physical experiments under response censoring. The ICMSE
method iteratively performs two steps: it first estimates the posterior probability of a
new observation being censored, and then selects the next design point which yields the
greatest reduction in predictive uncertainty under censoring. We derived easy-to-evaluate
expressions for the ICMSE design criterion in both the single-fidelity and bi-fidelity settings,
and presented an adaptive design for efficient implementation. We then demonstrated
the effectiveness of the proposed ICMSE method over existing methods in real-world
applications on 3D-printed aortic valves for surgical planning and thermal processing in
wafer manufacturing. An R package is currently in development and will be released soon.
Looking ahead, there are several interesting directions to be explored. In this work,
the censoring limit c is assumed to be known. While this is true for the two motivating
applications, there are other problems where c is unknown and needs to be learned from
data; it would be useful to extend ICMSE for such problems. Another direction is to extend
the ICMSE for experiments with truncated data. Finally, for the bi-fidelity ICMSE, it would
be interesting to explore more elaborate design schemes that allow for additional computer
experiments to be added sequentially.
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CHAPTER 3
ACTIVE IMAGE SYNTHESIS FOR EFFICIENT LABELING
The great success achieved by deep neural networks attracts increasing attention from
the manufacturing and healthcare communities. However, the limited availability of data
and high costs of data collection are the major challenges for the applications in those
fields. We propose in this work AISEL, an active image synthesis method for efficient
labeling, to improve the performance of the small-data learning tasks. Specifically, a
complementary AISEL dataset is generated, with labels actively acquired via a physics-based
method to incorporate underlining physical knowledge at hand. An important component
of our AISEL method is the bidirectional generative invertible network (GIN), which can
extract interpretable features from the training images and generate physically meaningful
virtual images. Our AISEL method then efficiently samples virtual images not only further
exploits the uncertain regions but also explores the entire image space. We then discuss the
interpretability of GIN both theoretically and experimentally, demonstrating clear visual
improvements over the benchmarks. Finally, we demonstrate the effectiveness of our AISEL
framework on aortic stenosis application, in which our method lowers the labeling cost by
90% while achieving a 15% improvement in prediction accuracy.
3.1 Introduction
Deep neural networks (NNs) [85, 86, 87] have achieved superior performance in computer
vision tasks [88, 89], and attracts increasing attention from other communities, including
manufacturing [90] and healthcare [91]. When fed with a large amount of training data (at
least in the thousands [92]), NNs have shown great success in extracting high-level features
and modeling complex functions. However, the available data in actual life is often limited
and expensive to collect. For example, in computer-aided diagnosis of aortic stenosis, a
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common yet severe heart disease [93], doctors are interested in using pre-surgical CT scans
to efficiently identify the diseased patients. Here, a hospital may only have around a hundred
historical records over the years, leading to unsatisfactorily performance for NNs.
In the meantime, thanks to the advances in domain research, underlining physical
knowledge is often available for the learning problems in manufacturing and healthcare.
Take the same aortic stenosis application as an example, the pathophysiological reason
for the stenosis is mainly due to the deposited calcifications on the valve leaflets and the
valve wall, and therefore change the blood flow pattern. The blood flow can be numerically
simulated via computational fluid dynamics (CFD, see [94]), using the CT scans as the
input geometry and boundary conditions. Incorporating such knowledge (i.e., simulation)
would intuitively improve the learning model since it provides complementary information
against the collected historical records. We present in this paper an active sampling method
to incorporate underlining physical knowledge via a complementary dataset.
However, there are two major challenges involved in collecting such a complementary
dataset. First, the inputs of the dataset (i.e., unlabeled images) are difficult to acquire in
practice. This is particularly typical in the medical field, e.g., pre-surgical CT scans, due
to clinical, logistic, and economic restrictions. Therefore, an effective synthesis model for
image inputs is needed. Second, physical labeling methods are usually expensive. For
example, it may take several hours of computation for a CFD model with complex geometry
[94], and it would be even longer if considering the interaction of blood flow and soft
biological tissue [95]. Within a practical turnaround, one can only afford a relatively small
amount of labeled experiments. Therefore, an efficient sampling strategy is needed for data
synthesis.
We propose in this work AISEL (an Active Image Synthesis framework for Efficient
Labeling) to actively incorporate the underline physical knowledge in small-data learning.
Our AISEL framework contains two major components. We first propose the generative
invertible network (GIN) – a novel bidirectional image generative model – to encode the
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actual images (i.e., the training images) into the defined lower-dimensional feature space, in
which candidate virtual images can then be generated. GIN can be viewed as an extension of
the generative adversarial networks [96] by adding an inverse mapping for feature extraction
to the generative mapping. Moreover, we propose a new uncertainty sampling method
to actively select the candidate virtual images in the GIN feature space. In our sampling
method, virtual images are efficiently selected to represent the distribution of uncertainty in
the energy-distance sense, and therefore both exploit the highly uncertain regions and explore
the entire space without overlap. Labels for selected virtual images are then obtained via the
physical labeling approaches at hand. By merging the training data and our AISEL dataset,
improved downstream models are observed on both toy computer vision/manufacturing
applications and the medical application of aortic stenosis. This paper makes the following
contributions:
1. We incorporate physical knowledge into the learning process, via a complemen-
tary dataset. This ensures the incorporation of the additional information (by the
physics-based labeling approaches), and therefore improves the downstream predic-
tion performance.
2. We propose an efficient image sampling method for complementary dataset. Specifi-
cally, it minimizes the predictive uncertainty and mitigates the possible high labeling
cost.
3. We propose a new bidirectional generative model – GIN for feature mapping and
actively generating virtual images, conditional on the actual images. Noticeable visual
improvements compared to the benchmarks are observed.
The paper is structured as follows. Section 3.2 summarizes the related works. Section
3.3.1 presents the proposed GIN with an emphasis on the difference with GAN. Section
3.4 discusses the new sampling method and features the whole AISEL learning framework.
Section 3.5 demonstrates the effectiveness of our method in both toy examples and the
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motivating application of aortic stenosis. Section 3.6 concludes the work with directions for
future research.
3.2 Related work
Data augmentation is widely used for different learning tasks with image inputs [97, 98], via
image translation, rotation and flip, and changing of the tune and/or brightness to increase the
training data size. Usually, it assumes such augmentation does not change the label. However,
this may not hold in, e.g., medical images. Taking CT scans as an example, different
substances of human tissues correspond to different ranges of image intensity, alterations of
which may lead to a completely different interpretation of the pathophysiological condition
[2]. This significantly limits the augmentation methods suitable for manufacturing and
healthcare applications. As to be shown later, the predictive performance with simple
augmentation is not good enough.
Generative adversarial networks (GAN) [96] opens an era of adversarial training for
multiple learning challenges, e.g., image segmentation [99] and domain adaptation [100].
We adapt in this work a GAN-based method for the generative model, because (i) compared
to variational autoencoder [101, 102], GAN achieves visually better performance, and
(ii) compared to generative flow [103], GAN contains a generative mapping from the
low-dimensional features space, which can be used for our new sampling method.
To achieve efficient image sampling, study design in the feature space is desirable and
crucial. However, Most GAN-based methods feature only generation mapping. Exceptions
are adversarially learned inference (ALI) [104] and bidirectional GAN (BiGAN) [105],
which learns both generating mapping and its inverse by a coupled architecture of three
NNs. The model is proposed mainly for inference and representation learning. However,
complicated architectures and the coupled training of three NNs requires a large amount of
data, which is not suitable for our small-data learning problems. Our GIN will be compared
with BiGAN to show a noticeable improvement in visual quality.
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Conditional GAN (CGAN) [106] and auxiliary classifier GAN (ACGAN) [107] can
generate images with given labels. Such models can be used to generate both virtual images
and the corresponding labels for data augmentation [107, 108]. In our AISEL framework,
we only generate the input images, while the labels are acquired via physical experiments
to incorporate complementary knowledge. We will show that the proposed method has
noticeable better predictive accuracy compared to the ACGAN-based method.
Transfer learning is another popular approach for small-data learning tasks [109, 110].
Adapting the models trained on natural images (mostly, ImageNet [89]), researchers are
able to fine-tune the pre-trained model coefficients to address the limitation imposed by
the small sample size [91]. This approach explores the visual cues extracted from natural
images and assumes they are also useful in interpreting the training data at hand. However,
for learning tasks in manufacturing and healthcare, the rationality of such an assumption
is unclear. For example, comparing CT scans to natural images, (i) noticeable differences
in image appearances are observed, and (ii) pixel intensity value has intrinsically different
meanings. Nevertheless, transfer learning will be served as a baseline for the proposed
framework.
Active learning (or sequential experimental design [111] in statistics literature) methods
are also used for small-data learning with an oracle labeling method available [112, 113].
They aim to select the next “good” input data for labeling. Active learning methods are
popular in traditional machine learning, with recent improvements for deep learning models
[114, 115]. Most active learning methods in the literature assume that a sizeable unlabeled
dataset is available. However, in manufacturing and healthcare applications, the unlabeled
images are also difficult to acquire in nature.
One of the few exceptions is generative adversarial active learning (GAAL) [116] in
literature, which uses GAN to generate unlabeled data. However, GAAL is proposed
specifically for the support vector machine classifier. Since the support vector machine
performs poorly in complicated classification tasks (e.g., our aortic stenosis application), we
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Figure 3.1: Illustration of the proposed GIN: generator G(·) and discriminator D(·) are obtained
by optimizing the Wasserstein distanceW(·, ·); encoder E(·) is a sample-to-sample inverse of G(·),
explicitly trained by minimizing MSE. Compared to GAN, GIN contains the additional encoder E(·).
will compare our method with a modified version of GAAL using a convolutional NN as the
classifier.
Few-shot learning is another popular method for small-data learning tasks [117]. Though
it can successfully handle learning tasks with very small training data, it usually requires
many such tasks. Here, we only have one task, and therefore we will leave out few-shot
learning baselines.
3.3 Generative invertible network
In this section, we propose the novel bidirectional GIN as the feature encoding and image
generating model, for later efficient image sampling. We first present the GIN architecture
with a detailed comparison to GAN. We then show the implementation detail and algorithm
for the proposed GIN.
3.3.1 Image generating
Following the standard GAN [96, 118], we model the training set images as realizations
of the distribution of the images of interest X : B[X] 7→ [0, 1]. Here, X = Rn1×n2 denotes
the space of images with pixel size n1 × n2, and B[X] is its Borel set [119]. Furthermore,
in order to efficiently learn the generative mapping and later interpretation, we define a
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feature space F = [−1, 1]r. Here, r is the pre-defined dimension of the feature space, usually
assumed to be much lower than that of the image space. We set a non-informative, uniform
measure U on the feature space F, which represents the lack of understanding of the feature
space. The goal is to learn a generative mapping G(·) : F 7→ X which best pushforwards the
uniform measure X ′ = G#(U) and mimics the target measure X . We use in this work the
Wasserstein-1 metric [120] as the loss function:





where ‖ · ‖2 is the l2 norm, and the infimum is obtained with respect to all the possible joint
distribution γ : B[X×X] 7→ [0, 1] whose marginals areX andX ′. We adopt the Kantorovich-
Rubinstein dual form [120] of Wasserstein distance for efficient implementation:
W(X ,X ′) = sup
‖D(·)‖L≤1
Ex∼X [D(x)]− Ex′∼X ′ [D(x′)]. (3.2)
Here D(·) : X 7→ R is an evaluating function and ‖D(·)‖L ≤ 1 represents that D(·) is
Lipschitz-1 continuous [118].
We use a NN to approximate the generating mappingG(·), named generator, and another
NN for the evaluating function D(·), named discriminator. The aim is to find the optimum





Ex∼Xn [D(x)]− Eu∼U [D(G(u))], (3.3)
where Xn is the empirical measure for the training images with size n, and U is the uniform
measure to be pushforwarded. Iterative training strategy can be adapted. Further discussion




Assume for now the generating mapping G(·) is known. We are interested in finding an
encoding mapping E(·) : X 7→ F to embed the images back to the feature space, which, to
be shown in Theorem 5, is an inverse of G(·). Similar to the generating mapping, we use a
NN to parametrize E(·), named encoder. Since the task here is to extract the feature vectors





where f ∈ F is the corresponding feature vector associated with the image X. The reason
we use an MSE loss is due to the desired regression task here: we want a strong metric to
ensure the sample-to-sample inverse of G(·). Furthermore, we want E(·) dedicated only on
this inversion task, and therefore permits an efficient sampling method later in Section 3.4.1.
However, the difficulty is that the feature f for the actual image X is unknown. In other





where X′ = G(u) is the generated virtual images. Another advantage of using the virtual
data points is that the data size of the virtual images can be large, since one may generate
as many virtual images X′ as needed. We expect the encoder E(·) learned via (3.5) using
virtual data points (instead of the actual images in training set) is still the inverse of the
generator G(·). Formally, we have the following Theorem:
Theorem 5. Denote the target distribution measuring as X on image space {X,B[X]}.
Assume the generator G(·) is obtained by (3.3) with the training error < ε and encoder
E(·) is obtained by (3.5) with the training error < δ. If both G(·) and E(·) are Lipschitz-L
continues, then the reconstruction error Ex∼X [G(E(x))− x]2 can be bounded by (L2 +L+
1)ε+ Lδ.
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This means the obtained G(·) and E(·) are inverses of each other in the sense of minimizing
the reconstruction error. The proof of this theorem can be found in Appendix C.1.
The reason for introducing the encoding mapping E(·) as the inverse of generating
mapping G(·) is twofold. First, we can use E(·) to encode the actual images as vectors
in the feature space F. They can then be used as lighthouses in F, and provide intuitive
understanding of the feature space (we will discuss this later in Section 3.5.2). Second
and perhaps more important, in the following sampling method, we want to sample virtual
images for better predictive performance with a limited labeling budget. In our AISEL
method (see Section 3.4.1), the sampling is performed in F rather than the image space X,
for its lower dimension and the physical meaning. Moreover, while sampling virtual images,
we need guidance from the features of the actual images. For example, one may not want to
sample images that are too similar to any of the actual images to better explore the whole F.
This can be achieved by introducing a separating distance between virtual images and actual
images (we will come back to this in Section 3.4.1); this needs to encode the actual images
to the feature space by E(·).
3.3.3 Summary and algorithm for GIN
Putting everything together, the proposed GIN consists of three NNs: a generator G(·)
for generating virtual images, an encoder E(·) for feature embedding, and a discriminator
D(·) for computing the Wasserstein distance. Figure 3.1 illustrates the architecture of GIN.
Note that in GIN, G(·) and E(·) is decoupled due to the limited training data. We present
Algorithm 3 to train the proposed GIN. The first part of the algorithm is to train a generator
G(·) parameterized by θ, and the second part is to train an encoder E(·) parameterized by γ.
The generator and discriminator are coupled trained as GAN, while the additional encoder
is separately trained by the virtual images sampled by G(·). In the small-data situation,
the proposed GIN along with the associated algorithm can achieve visual improvement in
practice, compared to other methods like BiGAN; we will provide a detailed discussion in
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Algorithm 3 Generative invertible network
1: procedure GIN({Xi}ni=1)
2: Initialize Gθ(·), Dw(·), and Eγ(·)
3: while θ has not converged do
4: Sample {f ′i}mi=1 ∼ U





6: θ = θ − α∇LG . Train generator
7: G(·) = Gθ(·)
8: for t = 0, · · · , nd do
9: Sample {Xi}mi=1 a batch from the actual data.








12: w = w + α∇LD . Train discriminator
13: w = clip(w,−β, β)
14: while γ has not converged do
15: Sample {f ′i}mi=1 ∼ U






18: γ = γ − α∇LE . Train encoder
19: E(·) = Eγ(·)
20: return G(·), E(·)
Section 3.5.1.
One may be interested in finding out how “real” the virtual images can be generated using
the proposed Algorithm 3, since multiple heuristic strategies are involved (e.g., iterative
training of D(·) and G(·), and clip). Furthermore, note that the above computation is done
with samples of actual images, i.e., the empirical probability measure Xn, instead of the
original probability measure X . Therefore, we have the following theorem for asymptotic
convergence.
Theorem 6. Denote the target measure as X and its empirical measure represented by the
training set data as Xn. Assuming both neural networks G(·) and D(·) are obtained as the
optimum of target function (3.3). Let X ′ be the measure obtained by the proposed Algorithm
3. Specifically, it is a pushforwarded measure of U by G(·), i.e., X ′[S] = (G#(U))[S] =
U [G−1(S)] for any S ∈ B[X]. As the training data size approaches infinity, we have
X ′ → X in distribution.
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The proof, following [118], can be found in Appendix C.2.
Theorem 6 suggests that, if we have enough training data, the generated images are real
enough compared to the actual images. Specifically, it means the generated images and the
measure X ′ have the following two properties. First and most importantly, the supports of
the two measures are the same, i.e., supp(X ′) = supp(X ), with probability 1.0. This is a
natural corollary of Theorem 6. It means any generated virtual image X′ can be regarded
as a draw from the measure of actual images X , i.e., pX (X′) > 0, where pX (·) denotes
the probability density of X . In other words, the generated images are always physically
meaningful. Moreover, besides their support, the two probability measures themselves are
the same asymptotically. This means the probability of generating the same group of images
(e.g., CT scans of male patients, or CT scans of patients with no complications) is the same,
which is an implicit requirement when endowing the feature space with physical meaning
and for the following sampling method. Though in practice we are dealing with a small-data
situation, it is still appealing to have this asymptotic convergence property.
3.4 AISEL Framework
We present now the proposed AISEL framework for small-data problems. For the simplicity
of illustration, we assume the learning task is a classification problem with images inputs
(this is the case of the motivating application); the proposed framework can be easily
extended to regression tasks, which will not be elaborated on in this paper.
We adopt here the standard K-class classification setting, which uses input images
Xi ∈ X to predict the probability of assigning to each class yi ∈ [0, 1]K . The native
classifier C(·) : X 7→ [0, 1]K , parameterized by a NN, refers to the model learned with
only the small training data at hand. With the native model C(·) and GIN (i.e., generator
G(·) and encoder E(·)) at hand, we first propose the new sampling method to select m
virtual images. We then discuss the physical labeling methods and why they are crucial in
improving performance. Finally, an algorithmic framework is presented for implementation.
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3.4.1 Active image sampling
We start with using the entropy [121] to quantify the uncertainty of the native model C(·).





where, y0 = [y0[1], y0[2], · · · , y0[K]]T . The reason for using entropy to quantify uncertainty
can be explained as: (i) If we are sure about the class label of the input image, e.g., y0[1] = 1
and y0[k] = 0, k = 2, · · · , K; the corresponding entropy is zero, meaning no uncertainty
exists. (ii) Consider another extreme situation that y0[k] = 1/K, k = 1, · · · , K. One can
easily check this maximizes the entropy, reflecting the maximal uncertainty for the label of
that image.
The image space X = Rn1×n2 is too high dimensional to handle in reality. Since GIN
is already obtained, we can measure the uncertainty (i.e., entropy), for any f0 ∈ F in the
feature space:




Here, we select the features of the complementary dataset in the feature space F, rather than
in the high-dimensional image space X. Besides the dimensionality, our G(·) can capture the
intrinsic structure of the image space X – selecting features in F (and then generating images
via G(·)) can ensure the existence of physical meaning. This is because any generated
images G(f0) with any f0 ∈ F is physically meaningful thanks to the G(·), while randomly
sampled X0 ∈ X is most likely a matrix without any visual clue.
The entropy h(·) : F 7→ [0, logK] can also be viewed as a (unnormalized) probability
density on the measurable space {F,B[F]}. We denote this uncertainty measure as µh.
We then propose to select the best set of m virtual images, by matching its empirical
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distribution to the uncertainty measure:
f ′1:m = argmin
f ′1:m
dist(F ′m, µh). (3.8)
Here, dist(·, ·) is a distance metric, f ′1:m = {f ′i}mi=1 denote the selected features, and F ′m
denotes the empirical measure for f ′1:m. Intuitively, (3.8) means to assign more points to
higher uncertainty regions (of the native model), and therefore exploit those regions. Fur-
thermore, if taking the Bayesian perspective, it can be viewed as changing the initial uniform
distribution, i.e., the non-informative prior, to the posterior distribution of uncertainty given
the actual training dataset.
Motivated by the literature in the statistical community [122, 123], we select the energy












‖f ′i − f ′j‖2. (3.9)
Note again, the above sampling optimization is conducted in the feature space. We observe
from (3.9) that the selected features not only try to match the target uncertainty measure in
the expectation sense (the first term), but also separate from one another (the second term).
The separating property is of great importance; this is because any two selected features that
are too close to each other can be viewed as a waste of the expensive labeling process.
Furthermore, the selected features should also be separated from the features of the











‖f ′i − f ′j‖2
2(m+ n)
, (3.10)
where n is the size of the actual dataset and let f ′i = fi for actual images with indies
i = m + 1, · · · ,m + n. Comparing (3.10) to (3.9), we notice the difference lies in the
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second term, where the separating property is incorporated not only between the selected
features but also between the selected features and the features of actual images. We use
(3.10) for sampling features, and then generate an AISEL dataset via G(·). The following
theorem ensures the generated AISEL dataset follows the target uncertainty measure in
distribution.
Theorem 7. Let target uncertainty measure be µH in (3.6) and the selected features by
(3.10) be f ′1:m with size m. Assume the G(·) is continuous. Further denote the set of virtual
images {X′i}mi=1 = {G(f ′i)}mi=1, with its empirical measure X ′m. We then have X ′m → µH in
distribution.
Here, we show the convergence in the distribution of the images (rather than the features),
as the images are the quantity of interest. Therefore, a continuous assumption on G(·) is
needed according to continuous mapping theorem. The proof can be found in Appendix
C.3; it follows from [123].
The proposed sampling strategy (3.10) reveals an important trade-off. Consider the first
term, where the selected features are forced to be close to the target uncertainty measure.
Since the density of our target measure (3.6) is high when the uncertainty is high, the selected
features can be viewed as exploiting the highly uncertain regions. Now consider the second
term, where the separating distance is maximized. This suggests the selected features should
be away from (i) one another and (ii) the features for actual images. Therefore, selected
features are forced to be spread out and fill the whole feature space – they explore the entire
feature space. Putting both parts together, selected features for virtual images jointly exploit
the highly uncertain regions and explore the entire image space. This trade-off of our AISEL
dataset will be shown as the key to improve the classification performance.
We want to make a few remarks here. First, the proposed sampling method, specifically
the uncertainty measure (3.7), is specifically for the classification problem at hand. With
a different uncertainty measure, the proposed approach is also suitable for regression
problems. For example, one may obtain the measure via predictive variance using kernel
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Figure 3.2: The proposed three-step framework AISEL to efficiently sample AISEL dataset and
improve classification.
regression [124] or kriging [7] methods. Second, our method is motivated by active learning
literature [112], where the next input is selected from a pool of candidates with maximal
uncertainty. Different from those methods, our method (i) conducts sampling in a much
lower-dimensional GIN feature space due to the intrinsic structure of image space and
computational efficiency and (ii) sample a batch of images for labeling to both explore and
exploit the design space. Moreover, it is worth pointing out that the proposed method is
possible only when both the generating mapping G(·) : F 7→ X and the encoding mapping
E(·) : X 7→ F are available via GIN. In particular, G(·) is used to generating images based
on the selected features, while E(·) is used to embed the features of the actual images
to guide the sampling. That is the key reason why we propose a bidirectional GIN in
Section 3.3.1. Last but not least, the proposed method can also be used to balance the label
distribution with a modification of our uncertainty measure (3.7). See Appendix C.6 for
more discussion.
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3.4.2 Labeling by physical principles
A key component of the proposed AISEL framework, different from data augmentation, is
the incorporation of physical knowledge while learning. This is due to the circumstances of
real-world applications in manufacturing and healthcare: (i) the size of the historical records
is small, leading to a poor learning model; and (ii) thanks to the advances in domain research,
physical knowledge is oftentimes available yet expensive in implementation. Therefore,
we want to build a bridge to efficiently combine both the historical data (via the learning
model) and physical knowledge (via physical labeling). The resulting model can be viewed
as one that has learned from data and been taught by physical knowledge, and therefore
better performance can be achieved.
Here, we efficiently incorporate physical knowledge via a complementary AISEL dataset.
Specifically, we separately acquire the input image and the output label. For virtual images,
(3.10) is used to efficiently sample a set of features to minimize the predictive uncertainty,
and GIN is then used to map those features to images. Meanwhile, for the labels, we use the
physical labeling method at hand. We then combine the actual dataset and AISEL dataset to
learn the downstream classification model. With the proposed uncertainty sampling method,
our AISEL dataset (i) contains complementary information from physical knowledge, and
(ii) efficiently exploit and explore the image space, and therefore improves the downstream
learning performance.
Lots of different physics-based labeling approaches are available. For example, finite
element analysis [23] and computational fluid dynamics [94] can solve partial differential
equations (i.e., representation of physical knowledge) numerically. These methods can be
used to label the input images in, e.g., manufacturing applications. Physical experiments can
also be applied. With the advances in additive manufacturing, tissue-mimicking 3D printing
[24] with an in-vitro study [3] can be used for medicine-related learning tasks. If none of the
above exists, one can also consult the experts or use certain empirical physical relationships;
these methods can be used in computer vision problems. The specific approach should be
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Algorithm 4 Improving classification by AISEL framework
1: Native model
2: Train CNN, C(·) = CNN({Xi, yi}ni=1)
3: Step 1: Train GIN
4: Set the feature space F = [−1, 1]r
5: Set prior uniform measure on F
6: Train G(·),E(·) = GIN({Xi}ni=1) by Algorithm 3
7: Step 2: Sampling features
8: Obtain the uncertainty measure µh by (3.7)
9: Obtain features for actual images, fi = E(Xi)
10: Optimize (3.10) by CCP and obtain features f ′j
11: Step 3: Acquiring AISEL dataset
12: Generate actual images, X′j = G(f
′
j), j = 1, 2, ...,m
13: Obtain labels, y′j of X
′
j by physical approaches
14: Improved model
15: Train CNN, C∗(·) =CNN({[Xi,X′j], [yi, y′j]})
made on a case-by-case basis, with the available resources at hand.
It is important to note that labeling one input image via physical-based approaches
is usually expensive. For example, in medicine-related applications, it may take several
hours of computation for a CFD model with complex geometry [94], and it would be even
longer if considering the interaction of blood flow and soft biological tissue [95]. This is
one of the reasons for introducing an efficient and effective sampling method to design our
AISEL dataset. Viewed this way, our approach can also be used to address the problem
where an expensive simulator available, and we want to use that simulator actively for the
classification tasks.
3.4.3 Summary of the AISEL framework
In summary, we propose an AISEL framework to efficiently incorporate physical knowledge
at hand and improve the classification performance. The native model C(·) can be first
obtained using the small training data. As illustrated in Figure 3.2, our AISEL framework
contains three steps. First, the proposed GIN is trained using the actual images, providing
a feature space F, and bidirectional mappings between it and the image space (i.e., the
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generating mapping G(·) and the encoding mapping E(·)). Second, the uncertainty of C(·)
at different locations in F is quantified via entropy, and then the features for virtual images
are sampled via (3.10). Third, virtual images are generated by G(·), and then labeled by
the physics-based approach. Finally, the additional AISEL dataset is merged to the original
training set, and an improved classifier C∗(·) can be trained. With the proposed AISEL
framework to actively incorporate complementary knowledge via labeling, we will show
later in the experiments, C∗(·) can achieve better classification accuracy.
We propose Algorithm 4 for our AISEL framework. In our implementation, the native
model and improved model are parameterized by CNN, for its popularity in the image
classification tasks. Other, perhaps more advanced architecture (e.g., ResNet [125]) can
also be used. The optimization of (3.10) can efficiently implement by the convex-concave
procedure (CCP, see [123]). Note that for all the NNs, especially the native model and the
GIN, data augmentation methods (e.g., rotation and horizontal flip) are used. Note that
our method can also be used for sequential implementation – run Algorithm 4 interactively
to generate a series of AISEL datasets and therefore provide even better improvement, if
budget allows.
3.5 Experiments
We first conduct toy computer vision experiments, and provide more insights on our AISEL
framework. We then deploy the proposed method to the medical application of aortic
stenosis, with emphasis on the pathophysiological meaning of the proposed framework.
3.5.1 Toy computer vision applications
We conduct experiments on small versions (400 in total for training) of two single-channel
(i.e., grayscale) computer vision datasets – Fashion [126] and MNIST [127]. The two
datasets are of particular interest due to their visual similarity to the images in the manu-
facturing process and modeling. For example, the images captured by a thermal camera
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Figure 3.3: Qualitative results for our GIN on Fashion data, including the training data X of all
ten classes, our reconstructions G(E(X)) and reconstructions via BiGAN [105].
(or simulated via finite element analysis), representing a gray-level temperature contour,
can be used to predict the throughput in steel manufacture and conduct quality control in
semiconductor manufacturing [128]. In the following subsections, we illustrate the visual
performance of the proposed GIN, and the improvement in classification by our AISEL
method, only on the Fashion dataset; similar observation also applies for MNIST (see
Appendix C.5).
Fashion dataset
The Fashion dataset [126] is an MNIST-like dataset of Zalando’s article images. As shown
in Figure 3.3 (see the rows X), it contains ten classes of outfits. We observe that the
images associated with classes “T-shirt/top”, “coat” and “shirt” are visually similar in nature,
resulting in a more challenging classification task than MNIST. Lots of works have been
dedicated to classifying the Fashion dataset [129], and the leading accuracy is 96.7% by
WideResNets [130]. We use this model as our labeling approach (see Section 3.5.1 for a
detailed discussion).
The original Fashion dataset contains a large amount of training data (60,000 in total).
To mimic the real small-data situation in manufacturing, we randomly sample 400 as our
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Table 3.1: The classification accuracy applying our AISEL method and baselines, on the Fashion
dataset and MNIST.
Native Transfer ACGAN Rand Rand AISEL AL Oracle Oracle
(400) (+400) (+5000) (+400) (+400) (800) (all)
Fashion 72.8% 74.3% 72.3% 76.4% 80.7% 81.9% 78.2% 81.3% 96.7%
MNIST 88.2% 87.4% 85.9% 90.2% 91.6% 91.2% 90.4% 91.3% 99.2%
training set, with roughly 40 data per label. The original test set (10,000 in total) remains
untouched.
Visual results of GIN
We test first the proposed GIN. The dimension of the feature space is set to be r = 2, i.e.,
F = [−1, 1]2. This is only for visualization purposes; for actual employment (and in the
later application of aortic stenosis), we suggest using a higher r for better performance. The
detailed architecture of the three NNs can be found in Appendix C.4. Figure 3.3 shows
the generated images (see the rows G(E(X))). Visually, they look sharp and reasonable
without apparent mode dropping.
Reconstruction test. To visually show the encoder E(·) is the inverse of generator
G(·), we conduct the following reconstruction test: for any actual image Xi, its feature is
extracted fi = E(Xi), and then a reconstructed image is generated based on that feature
G(fi) = G(E(Xi)), which is compared with the actual Xi visually. The test results of
all ten classes are shown in Figure 3.3, with X denoting the actual images, and G(E(X))
denoting the reconstructing ones. The similarity between the two is noticeable, especially
in the sense of the same class. Note that we have already proven that G(·) and E(·) are
inverses of each other in an ideal situation (see Theorem 5), and here we show the inverse
can be achieved in practice.
Comparison with BiGAN. We compare our GIN with BiGAN in literature, which also
features a bidirectional mapping [105]. The architecture of BiGAN is set to be similar to
GIN, with the same feature dimension r = 2 and hidden layers. Figure 3.3 (see the rows
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Figure 3.4: A comparison of the selected features by our AISEL method, the random sampling
method and the active learning method, with uncertainty measure (3.7) as background.
“BiGAN”) shows the reconstruction test conducted by BiGAN using the same set of actual
images X as GIN. Further tuning (e.g., learning rate and hidden dimensions) of the BiGAN
is also conducted, with similar performance (also see Figure 4 in [105]). In contrast, our GIN
is easier to tune, and more importantly, achieves noticeable improved visual performance
– better reconstruction results with no mode dropping even in this small-data situation.
The reason for this difference contributes to the essentially different objectives of the two
methods. BiGAN uses one discriminator to supervise both the generator and the encoder
for representation learning purpose or even latent regression [104]. On the contrary, the
objective of our GIN is to find the best inverse mapping for efficient sampling. Therefore,
sequential order of training G(·) and E(·) is implemented in the proposed GIN to ensure the
sample-to-sample inverse is explicitly trained by MSE metric. Therefore, we leave out the
comparison of BiGAN for downstream classification.
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Figure 3.5: Qualitative results of generated images of all ten classes via ACGAN baseline.
AISEL framework
Now we test the rest of our AISEL framework. The native model C(·) is set to be a CNN
with detailed architecture specified in Appendix C.4. The classification accuracy of the
native model is only 72.8%, since only 400 data are used as the training set. We then generate
an AISEL dataset with size 400. Note that the labels are obtained by the oracle model (using
all 60,000 training data and WideResNet architecture, denoted as “Oracle (all)” in Table
3.1), mimicking the process of labeling by a domain expert. An improved classification
model C∗(·) can then be obtained by the actual data and AISEL data. Final classification
accuracy on the same test set is 81.9%, an almost 10% increase. This improvement shows
that the proposed AISEL framework can indeed improve the predictive accuracy in the
classification tasks. The reasons are that (i) the additional knowledge, i.e., labeling by the
oracle model, is incorporated in the learning process, and (ii) the proposed sampling method
ensures that our AISEL dataset explores the feature space. The latter will be discussed
in detail below, with comparison to different baseline methods. Table 3.1 shows the final
classification performance of the proposed method on both Fashion and MNIST, compared
to the baselines.
Features of AISEL dataset. We first visualize the actual features (i.e., the embedded
features of the actual images) in the feature space F = [−1, 1]2. Figure 3.4 (a) shows the
400 actual features (in black crosses) on F, with the background visualizing the uncertainty
measure (3.7). Specifically, yellow regions indicate high uncertainly of the native model
C(·). Figure 3.4 (b) shows the features for 400 AISEL dataset (in red circles) together with
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the actual features. We observed the key trade-off as mentioned: our AISEL features jointly
(i) exploits the highly uncertain regions and (ii) explores the whole feature space. On one
hand, objective (i) is achieved by sampling more points in the regions where uncertainty
is high, i.e., those with a yellow background. Visually, the AISEL features approximately
follow the uncertainty measure. On the other hand, objective (ii) is achieved by spreading
the AISEL features over the whole feature space with no features too close to one another.
Visually, there are no big “holes”, and no two points overlap. Therefore, our AISEL method
achieves a high (81.9%) classification accuracy.
Comparison with GIN-based random sampling. We compare the proposed sampling
method to random sampling. Specifically, we uniformly sample 400 features, generate
virtual images using those features, and then label them using the same oracle model (i.e.,
Oracle (all)). Figure 3.4 (c) shows the randomly generated features. We see that those
features are (i) not exploiting (i.e., placing more points in) the highly uncertain regions, and
(ii) overlapping with one another and to the actual features, leading to poor exploration.
Therefore, the classification accuracy of the 400 randomly sampled virtual images is only
76.4%, which is noticeably lower (81.9% − 72.8% = 9.1%) than the proposed AISEL
method. If increasing the number of random virtual images to 5000, the classification
accuracy can be increased to 80.7%. Our AISEL method achieves slightly higher accuracy
(81.9% − 80.7% = 1.2%), however much less virtual images, and therefore much lower
labeling cost.
Comparison with active learning. We compare the proposed sampling method to an
active learning (AL) method. Specifically, we adapt a similar setting in GAAL [116] in
literature, using the GIN to generate a potential unlabeled dataset. To sample a virtual
dataset, we set a grid (with size 101× 101) on the feature space, and then select the top 400
features among the grid, whose uncertainty is the highest. Virtual images are then generated
and labeled by the oracle model. Figure 3.4 (d) shows the features selected by our setting of
AL. We observe that, though the selected features locate in the highly uncertain regions, they
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are too close to one another. Furthermore, the selected features do not explore the whole
feature space. The final classification performance of this AL is 78.2%, which is slightly
better than the random sampling (78.2%− 76.4% = 1.8%). However, our AISEL method,
jointly explore and exploit the feature space, achieves a better classification performance
(81.9%− 78.2% = 3.7%).
Comparison with ACGAN. Another approach also for small-data tasks is the ACGAN-
based data augmentation method [108], which generates a set of images based on the chosen
labels. We train an ACGAN [107] using the actual dataset at hand. The complexity of the
ACGAN is set to be similar to our GIN. Figure 3.5 visualizes the generated images of all ten
classes. We see that due to the limited training size (400 in total), the images can sometimes
be wrongly labeled – in Figure 3.5, the generated “Trouser” is visually more close to “Dress”.
The final classification accuracy is 72.3%, i.e., it offers similar classification accuracy as the
native model. This is because adapting ACGAN, the labels of the augmented dataset are
obtained by the training set without complementary information. The data size is increased,
however, those labels may not be accurate; therefore, little improvement is observed in this
experiment. In our AISEL framework, we use an additional labeling method (i.e., by the
oracle model with an accuracy of 96.7%) for more precise labels. Therefore, our method
achieves better predictive performance.
Comparison with transfer learning. Transfer learning is also popular for small-data tasks.
In our setting of transfer learning, we adapt a pre-trained ResNet18 [125] (by ImageNet [89])
and only fine-tune the last fully connected layer using the training data (400 in total) at hand.
The classification accuracy of the transfer learning is 74.3%, only slightly better than the
native model with an accuracy of 72.8%. The reason for this is that images of the Fashion
dataset are virtual different from the natural images in the ImageNet. This observation is
typical in the applications of manufacturing and healthcare, where the input images are,
e.g., images from a thermal camera or flow velocity contour. In the transfer learning setting
[131], we implicitly assume the parameters learned by ImageNet data can use be used to
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interpret the current Fashion dataset at hand. From the result of classification accuracy, the
above assumption may not be valid. Our AISEL framework incorporates more accurate
knowledge from physical experiments or experts, and therefore better classification model
can be obtained.
Comparison with native model using 800 actual data. Another interesting baseline,
though not feasible in real applications, is directly using 800 actual data to train an oracle
model. In our setting, the first 400 data is the same as the 400 for the native model, and the
remaining 400 is again randomly selected from the actual training set of the Fashion dataset.
The same architecture as the improved model C∗(·) is used. We observe the classification
accuracy is 81.3% (denoted as “oracle (800)” in Table 3.1), which is similar to our AISEL
method with accuracy 81.9%. This is again due to our efficient sampling method, which both
explores and exploits the image space. Meanwhile, this also verifies the good generating
performance of our GIN.
3.5.2 Aortic stenosis application
We now go back to the motivating application of aortic stenosis (AS). An anonymous image
dataset containing 168 patients with aortic stenosis is collected (by Piedmont Healthcare,
Atlanta). For each patient, pre-surgical CT scans and the corresponding calcification amount
are acquired. The learning task is to classify the calcification level as high or low, which is
an important yet challenging clinical problem. Four-fold cross validation strategy is used
(see Appendix C.4), leading to only 126 data as the training set. We first provide more
background information on the medical problem and our dataset. We then visualize the
GIN performance, with a focus on the pathophysiological meaning. Finally, we discuss the
classification accuracy, compared with baselines.
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Figure 3.6: Qualitative GIN results for the aortic stenosis application, including actual data X,
generated samples G(f), and corresponding reconstructions G(E(X)).
Background on aortic stenosis
Aortic stenosis (AS) is one of the most common and most serious valvular heart diseases.
Transcatheter aortic valve replacement (TAVR) is a less-invasive treatment option for severe
AS patients who are at high risk for open-heart surgery. One of the major post-procedural
complications of TAVR is the paravalvular leakage (PVL), i.e., blood flow leakage around
the implanted artificial valve due to incomplete sealing between the implant and the native
aortic valve, which is often caused by the calcifications presented at the aortic annulus
region (a ring-shaped anatomic structure connecting the left ventricle and the aortic valve).
Therefore, in clinical practice, the amount and the distribution of annular calcifications are of
great importance to predicting the occurrence of post-TAVR PVL. However, in-vitro study
[3] is quite costly, requiring expensive operation costs of CT scanner, as well as several
days of an experimenter’s time per virtual patient. Because of this, we simplify the task
of PVL prediction to the task of calcification evaluation, which is deemed as an important
clinical indicator of PVL risk. Due to the variant contrast level in the aortic root and the fast
motion of the valve leaflets, it remains challenging to accurately evaluate calcification near
the aortic annulus in pre-TAVR CT images.
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Table 3.2: A comparison of classification accuracy (accu., %), sensitivity (sens., %), specificity (spec.,
%), and F1 score (%) of the native model and different improved models in a 4-fold cross-validation,
with data size included.
AISEL (+1134) Random (+10000)
Fold Accu. Sens. Spec. F1 Accu. Sens. Spec. F1
1 76.19 73.91 78.95 74.42 78.57 78.26 78.95 77.27
2 73.81 76.19 71.43 71.43 76.19 71.43 80.95 73.17
3 80.95 76.47 84.00 76.92 85.71 82.35 88.00 82.05
4 71.43 75.00 68.18 69.77 73.81 70.00 77.27 70.00
Ave 75.60 75.39 75.64 73.14 78.57 75.51 81.29 75.62
Native Model (126) Random (+1134)
Fold Accu. Sens. Spec. F1 Accu. Sens. Spec. F1
1 64.29 52.17 78.95 61.54 69.05 60.87 78.95 68.29
2 56.96 47.26 66.67 48.65 64.29 61.90 66.67 60.00
3 57.14 50.00 63.64 52.63 71.43 52.94 84.00 58.82
4 59.52 55.00 63.64 56.41 64.29 60.00 68.18 60.00
Ave 59.48 51.11 68.23 54.81 67.27 58.93 74.45 61.78
Pathophysiological interpretability of GIN
We first visualize the performance of GIN. Here, the dimension of the feature space is
r = 20, i.e., F = [−1, 1]20, considering the complexity of the CT scans. The detailed
architecture of the GIN can be found in Appendix C.4.
Pathophysiologically-interpretable feature space. To better visualize the 20-dimensional
feature space F = [−1, 1]20, Figure 3.7 shows a randomly selected 2D cross-section of F
with the generated virtual valve images located at their projected feature locations; the full
and enlarged version of the figure is shown in Figure C.3 in Appendix C.7. We notice that the
variation of the virtual images on the feature grids is continuous and smooth. Furthermore,
we observe that the two axes of the 2D cross-section shown in Figure 3.7 (also see Figure
C.3) have pathophysiological meaning. As shown in the red box (enlarged images on the left
side), the vertical axis can be interpreted as the change of the calcification (i.e., the regions
of high intensity in the CT images) amount. As shown in the blue box (enlarged images on
the right side), the horizontal axis can be interpreted as the change of valve shape and the
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Figure 3.7: Qualitative visualization of 2D cross-section of feature space with the generated virtual
images on the (partial) grid of feature space. The full and enlarged version of the figure is shown in
Figure C.3 in Appendix C.7.
calcification location. Similar observations can be found in the other vertical or horizontal
groups of images, which demonstrate the potential pathophysiological interpretability of F.
Reconstruction test. Similar to the toy experiments, Figure 3.6 shows the reconstruction
test comparing the actual CT scans X and the reconstructed images G(E(X)). Visually, the
reconstructed images are almost identical to the actual images with similar background color
and valve geometry. Furthermore, the most important pathophysiological indicators, i.e., the
location and size of the calcifications are well-recovered. This shows that: (i) using GIN can
capture the features of important pathophysiological meaning, and (ii) G(·) and E(·) are
inverses of each other. In Figure 3.6, we also compare the proposed GIN with BiGAN (see
Section 3.5.1), with better performance observed.
Improving classification by our AISEL method
Here, we use the CT scans at the annulus to predict the calcification level (see Section
3.5.2). The native model utilizes a simple CNN structure, with the detailed architecture
described in Appendix C.4. Table 3.2 summarizes the classification accuracy, sensitivity
and specificity of the four-fold cross validation using the native model. For each fold, we
generate an AISEL dataset with the size of 1134. In addition, two randomly sampled virtual
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dataset, with the size 1134 and 10000 are also generated as comparison. We will leave out
the other baselines, since a detailed comparison is already conducted in the toy experiments
(see Section 3.5.1). As for labeling the virtual patients, an empirical approach is performed:
a mixture model of two Gaussians is used to model the pixel intensity, based on whether
the pixels are classified as normal tissues or calcifications. The volume of the calcification
region is then calculated. After that, a manual check is performed by a radiologist and the
calcification levels are corrected if needed. Note that if budget allows, a more sophisticated
labeling approach can be used.
Classification performance. The three generated virtual datasets (proposed, random
with size 1134 and 10000) are fused with the actual dataset to obtain improved classifiers.
Table 3.2 summarizes the prediction accuracy together with the sensitivity, specificity, and
F1 score of the different classifiers. We see that the native model performs the poorest over
the test set, with less than 60% averaged accuracy. The prediction accuracy improves to
67.27% when using randomly generated samples with the size of 1134. Using our AISEL
method, the averaged accuracy improves to 75.60% with the same size (126 actual + 1134
virtual), a improvement of 15% against the native model and 8% compared to the random
sampling method. Furthermore, if increasing the size of the randomly generated virtual
dataset to 10000, which may lead to overly expensive labeling costs, the prediction accuracy
is higher, but not noticeably higher, than our AISEL dataset with a size of 1260. As a
summary, promising results in Table 3.2 suggest: (i) the proposed AISEL method efficiently
incorporate physical knowledge, and therefore yields better prediction performance; (ii) with
the same data size, the proposed sampling strategy, both exploring and exploring the design
space, leads to a better downstream classifier than random sampling; and (iii) small AISEL
dataset can achieve similar predictive performance compared to a much bigger randomly
generated dataset, which reduces the labeling cost of conducting physical experiments.
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3.6 Conclusion and future work
In this paper, we proposed the AISEL framework to efficiently sample a virtual dataset
to incorporate complementary physical knowledge for small-data learning problems, with
applications to manufacturing and healthcare. We first propose a novel generative invertible
network (GIN), which can find the bidirectional mapping of generating virtual images and
extracting the features of the actual images. We then propose a new sampling strategy,
which both explores and exploits the image space to minimize the predictive uncertainty.
Our AISEL method can achieve better performance in toy experiments, compared to the
state-of-the-art baselines. Furthermore, in the motivating applications of aortic stenosis, our
method lowers the labeling cost by 90% while achieving a 15% improvement in prediction
accuracy.
Looking ahead, we are pursuing several directions for future research. From a method-
ological point of view, we are interested in other approaches to incorporating physical
knowledge. Methods in [47, 132] appear to be attractive options. In the application point of
view, further study of predicting post-surgical blood pattern is of interest. While our method
can still be used, the difficulties lie in the physical labeling process. Tissue-mimicking 3D
printing technology [24] and in-vitro studies [3] appear to be suitable.
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CHAPTER 4
A CALIBRATION-FREE METHOD FOR BIOSENSING IN CELL
MANUFACTURING
Chimeric antigen receptor T cell therapy has demonstrated innovative therapeutic effective-
ness in fighting cancers; however, it is extremely expensive due to the intrinsic patient-to-
patient variability in cell manufacturing. We propose in this work a novel calibration-free
statistical framework to effectively recover critical quality attributes under the patient-to-
patient variability. Specifically, we model this variability via a patient-specific calibration
parameter, and use readings from multiple biosensors to construct a patient-invariance
statistic, thereby alleviating the effect of the calibration parameter. A carefully formulated
optimization problem and an algorithmic framework are presented to find the best patient-
invariance statistic and the model parameters. Using the patient-invariance statistic, we can
recover the critical quality attribute of interest, free from the calibration parameter. We
demonstrate improvements of the proposed calibration-free method in different simulation
experiments. In the cell manufacturing case study, our method not only effectively recovers
viable cell concentration for monitoring, but also reveals insights for the cell manufacturing
process.
4.1 Introduction
Cell therapy is one of the most promising new treatment approaches over the last decades,
demonstrating great potential in treating cancers, including leukemia and lymphoma [133,
134]. Among those therapies, chimeric antigen receptor (CAR) T cell therapy [135, 136],
involving the reprogramming of a patient’s T cells to effectively target and attack tumor cells,
has shown innovative therapeutic effects in clinical trials, leading to a recent approval (i.e.,
the treatment of CD19+ hematological malignancies, see [137]) by FDA as a new cancer
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treatment modality. As illustrated in Figure 4.1, a typical CAR T cell therapy involves
four steps – deriving cells from a patient, genetically modifying the cells, culturing the
cells, and re-administering back to the patient. With increasingly mature gene modification
technology, more and more researchers focus on the culturing step (i.e., the red box in Figure
4.1), where the goal is to substantially increase the cell amount from a small batch to one
dose for delivery to the patient. However, a key challenge is the intrinsic patient-to-patient
variability in the starting material, i.e., cells derived from different patients vary in their
viabilities, acceptance rates of genetic modification, and reactions to culture media [138].
These variabilities introduce difficulties in cell culturing scale-up (i.e., cell manufacturing),
and therefore, the current CAR T cell therapy is hindered by low scalability, labor-intensive
processes, and extremely high cost [139]. To achieve high quality and acceptable vein-
to-vein cost, we present in this work a statistical framework for online monitoring in cell
manufacturing, which can alleviate the negative effect of the intrinsic patient-to-patient
variability.
There are two reasons why a new statistical method is needed for monitoring critical
quality attributes (exampled by the cell concentration) in cell manufacturing. Firstly, a direct
measurement method for cell concentrations is not suitable in cell manufacturing [140].
Such a method typically requires experienced technicians to collect culture media, take
microscopic images, and perform computation via an image-based software (e.g., ImageJ,
see [141]). Therefore, it is labor-intensive, time-consuming, and may introduce contam-
ination to the culture media. Furthermore, the direct measurement method is oftentimes
destructive – the collected cells would be killed for taking microscopic images. Secondly,
while there are non-destructive sensors available, these sensors need to be calibrated due
to the unknown parameters in the sensing relationship [142]. For example, impedance
sensors (adopted in this work, see Figure 4.2), which measure the dielectric relaxation of
cell suspension, can be used to effectively estimate cell concentrations after the calibration
of unknown electrical attributes, e.g., permittivity [143] and resistivity [144]. However, due
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Figure 4.1: An illustration of the four steps in a typical CAR T cell therapy. This work focuses on
the cell culturing (or cell manufacturing) step, i.e., step 3.
to the patient-to-patient variability, those electrical attributes not only are unknown but also
vary among different patients, leading to difficulties in recovering cell concentrations from
sensor readings.
We introduce in this work a calibration-free statistical method for online monitoring
in cell manufacturing. Specifically, the intrinsic patient-to-patient variability is modeled
by a patient-specific calibration parameter. We propose to use multiple sensor readings to
construct a patient-invariance statistic, where a transformation is adopted to isolate and
alleviate the effect of the calibration parameter. The constructed invariance statistic is then
used to model the critical quality attribute of interest. In the training stage, we use the
historical data to estimate a transformation and model parameters via a carefully formulated
optimization problem, rather than estimate the calibration parameter as in the standard
calibration problem [56, 145]. In the monitoring stage, we use the online sensor readings to
recover the underlying critical quality attribute through the patient-invariance statistic, free
from the calibration parameter. We demonstrate improvements of the proposed calibration-
free method in both simulation experiments and a real-world case study of monitoring viable
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cell concentrations in cell manufacturing. The proposed approach provides an effective way
to monitor cell manufacturing, and therefore, reduces the cost for the promising CAR T cell
therapy in treating cancers.
The remaining part of the article is organized as follows. In Section 4.2, we formulate
the biosensing problem in cell manufacturing, with an emphasis on its challenging aspects.
In Section 4.3, we present the proposed calibration-free method. A detailed simulation
study and a real-world cell manufacturing case study are conducted in Sections 4.4 and 4.5,
respectively. We conclude this work with future directions in Section 4.6.
4.2 Biosensing in cell manufacturing
We first describe the biosensing problem of recovering the Viable Cell Concentration (VCC)
in cell manufacturing. We then discuss the key challenge – the patient-to-patient variability,
and related works.
4.2.1 Impedance-based biosensing
As discussed in Section 4.1, the goal is to monitor VCC in cell manufacturing, thereby
reducing the cost of the CAR T cell therapy. One state-of-the-art approach is to use
biosensors to measure impedance signals, as indicators for the VCC of interest [143, 142].
As illustrated in Figure 4.2, we adopt impedance-based biosensors with a facing-electrode
(FE) design [146]: Our FE biosensor consists of a pair of parallel-plate electrodes and
silicone at four corners to maintain a gap between them; it would be soaked in media to
monitor floating cells in between the electrodes.
With the adopted biosensors, we need a biosensing method to recover VCCs from
impedance readings. From physical knowledge, we know that the impedance reading
between the two electrodes reflects the cell amount due to the capacitive property of viable
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Figure 4.2: An illustration of the adopted impedance-based biosensors in the cell manufacturing
application: (a) shows a photo of the biosensor design and (b) shows the biosensing setup.
cell membranes [147]. The sensing relationship is denoted by
y = f(x, θ, η), (4.1)
where y is the impedance reading, x is the underlying VCC of interest, θ denotes the
sensor geometry, e.g., the gap width, and η models the underlying electrical attributes,
e.g., permittivity and resistivity. Here, the relationship f(·) is unknown due to the dynamic
interaction between cells and biosensors, and extremely challenging to simulate via computer
codes considering the micro size of cells. In the proposed calibration-free method, we first
learn the sensing relationship f(·) from the historical data of different patients (i.e., the
“training” stage), and then conduct online inference of the VCC using the impedance readings
for new patients (i.e., the “monitoring” stage).
4.2.2 Patient-to-patient variability
The key challenge in biosensing is that the electrical attributes η are unknown in both training
and monitoring and different for each patient (also see an illustrating gravity application in
Section 4.4.1). Note that it is impractical to compute η for a patient from first principle since
it represents the intrinsic properties from genetic material of the patient. One popular way is
to model η as a calibration parameter, and estimate it from the training dataset {yj, xj, θ}Jj=1.
Existing approaches include Bayesian implementation [56], maximal likelihood estimation
[148], and an interpretative l2 optimization [145]. However, such methods are proposed
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Table 4.1: A comparison of the application scenarios of the proposed calibration-free method and
other standard methods in the literature.
Methods f(·) Online η∗ Historical ηj
Inverse problem [152] Known Unknown N.A.
Supervised learning [153] Unknown Same Same
Calibration [56] Unknown Unknown Known
Calibration-free (proposed) Unknown Unknown Unknown
specifically for data fusion of computer experiments and physical experiments, where η
is available in the former and a constant in the latter. Whereas in biosensing, there is no
effective computer simulator, and electrical attributes η vary among physical experimental
runs for different patients. In the literature, this challenge is also related to the functional
calibration problem [149, 150, 151], where the calibration parameter η = η(x) is modeled
as a function of the input variables. In the biosensing application, however, the calibration
parameter η varies among different patients yet is a constant over different input VCCs for
each patient.
The biosensing problem is also related to the inverse problem in the literature [152],
where one would estimate both x and η via an optimization problem. However, such a
method typically assumes that the sensing relationship f(·) is known or can be easily learned
with a complete data {yj, xj, θ, ηj}nj=1, whereas, the calibration parameter η is unknown
even in the training stage in biosensing. Furthermore, one may regard η as an additional
model parameter in the unknown relationship f(·), and adopt a standard supervised learning
scheme [153] for finding both f(·) and η; this implicitly assumes that η is a constant for
different patients, which is not true in biosensing. Table 4.1 summarizes the related methods
discussed; with extensive efforts in literature search, we have not found a standard method,
which can be directly adopted for the biosensing problem in cell manufacturing.
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4.3 Calibration-free biosensing method
We present the proposed calibration-free method in four parts. First, we discuss the sensing
relationship for multiple sensors. We then introduce an invariance statistic to alleviate
patient-to-patient variability. In the online monitoring stage, we use the invariance statistic
to recover VCCs. In the training stage, we propose a carefully constructed optimization
problem and an algorithmic framework to estimate the underlying sensing model.
4.3.1 Sensing relationship with multiple sensors
The key idea of the calibration-free method is to use multiple sensors to address the unknown
and patient-specific calibration parameter. For the i-th sensor, we let θi be its geometry
parameter. Consider first the sensing relationship for a given patient (or experiment). Denote
yi[t] as the scalar impedance reading (more details in Section 4.5) from the i-th sensor
at experimental time t. Following (4.1), we model yi[t] = f(x[t], θi, η) via the sensing
relationship f(·) : R3 7→ R. Here, x[t] is the VCC at experimental time t, and η is
the calibration parameter. It is important to note that measurements from different sensors
{y1[t], y2[t], · · · } can be modeled by a same calibration parameter η, featuring the underlying
values for electrical attributes of the specific patient’s cells. This patient-specific property
is the key to “canceling out” the calibration parameter using multiple sensor readings (see
Section 4.3.2).
We then introduce an additional superscript j for different patients:
yji [t] = f(x
j[t], θi, η
j), i = 1, 2, · · · , I, t = 1, · · ·T, and, j = 1, · · · , J. (4.2)
Equation (4.2) further layouts our biosensing settings with multiple sensors: (i) We assume
the homogeneity of VCC, i.e., at given time t and a given patient j, the VCC xj[t] is the
same for different senors θi at different locations (see Figure 4.2 (b)). This is because,
in suspension cell manufacturing, the culture media is constantly stirred to ensure the
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homogeneity of nutrition, and thereby VCC [154]. (ii) We use the same set of sensors with
known parameters {θi}Ii=1 for all J patients and at different experimental time t. Those
parameters are known from the fabrication process or can be easily measured from the
sensors. Note that the proposed method is also effective for different sets of sensors, as long
as those sensor parameters are known – the same sensor assumption is only for fabrication
convenience and notation simplicity. (iii) Besides for different sensors θi, the calibration
parameter ηj is the same among different measurement time t. This is because ηj models
the intrinsic property of the j-th patient’s cells, which typically does not change during
cell manufacturing. After we clearly layout the above settings, we can then construct the
patient-invariance statistic and recover the underlying VCC.
4.3.2 Invariance statistic
For notation simplicity, we drop the experimental time [t] and write θi in the subscript in
this subsection. Furthermore, we rewrite (4.2) by decomposing f(·) into two parts:
yji = fθi(x
j, ηj) = µi(x
j) + δi(x
j, ηj). (4.3)
Here, for a given sensor θi, µi(·) : R 7→ R models the part of effect of VCC x on impedance
reading y, without hampered by the patient-specific calibration parameter η; and δi(·) : R2 7→
R is the remaining effect of both x and η on y. Intuitively speaking, µi(·) can be viewed as
the mean process of f(·) by plugging in some population average of {ηj}Jj=1, ignoring the
patient-to-patient variability; it can also be interpreted as the physical understanding of the
sensing relationship. In practice, the mean relationship µi(·) is oftentimes known, at least
to a certain degree, prior to experimentation according to the domain-specific knowledge
(e.g., the known set of basis functions, see Section 4.5). On the other hand, δi(·) is the
variability term, i.e., how patient-to-patient variability affects the impedance reading. Such
a term leads to different readings, even when the VCC x is the same. Note that in one of
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the considered baseline methods (see Sections 4.4 and 4.5), we ignore δi(·), i.e., assuming
the calibration parameter is a constant; this will lead to noticeable errors when estimating x.
This variability term δi(·) is typically unknown. Such a decomposition of a mean trend and
a variability term is widely assumed in different modeling methods (see, e.g., [11, 47]).
Assume for now δi(x, η) = δi(η), which suggests that the mean relationship µi(·)
extracts all the dependency of x on y (further discussion in Section 4.3.4). In other words,




Now, we construct a statistic F which is invariant to the calibration parameter η. To
gain intuition, consider the following illustrating example with known δi(η) = θiη for
i = 1, 2 (see the illustration application in Section 4.4.1). If we take a log-transformation
to the variability term log δi(ηj) = log θi + log ηj , the effect of the calibration parameter
ηj is further separated from θi. Therefore, by subtracting the (log-transformed) variability
at different sensors, one can obtain an invariance statistic F = log δ1(ηj) − log δ2(ηj) =
log θ1 + log η
j − (log θ2 + log ηj) = log(θ1)− log(θ2). Note that we incorporate the patient-
specific property of the calibration parameter when constructing the invariance statistic.
Following the above intuition yet with the unknown variability term δi(·), we construct







ciF [yji − µi(xj)], (4.5)
for patient j with ηj . Here, c1, · · · , cI are pre-defined combination coefficients, and
∑
i ci =
0. With a properly selected transformation F [·] : R 7→ R, (4.5) gives the target invariance
statistic F = F (ηj). Note that here we adapt a general transformation F [·], instead of the
specific log-transformation in the above example. The transformation F [·] would be selected
so that the dependency of the invariance statistic F to ηj is minimal; a detail estimation
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method for F [·] will be discussed in Section 4.3.4.
It is important to note that we reconstruct the sensing model from (4.2) to (4.5) via the
proposed invariance statistic. This is again due to the key challenge of patient-to-patient
variability. Consider first using (4.2) for VCC recovery (also see the discussion in Section
4.2.2). Due to the unknown and patient-specific calibration parameter ηj , it is challenging to
either learn a sensing model from training data or recover VCCs for a new patient. However,
the new model (4.5) contains only the invariance statistic, and is free from the calibration
parameter. Thanks to the properly selected transformation and the combination (see Section
4.3.4), the invariance statistic would be approximately a constant for different patients.
Therefore, our new model (4.5) allows an effective estimation of the sensing relationship
(only the mean part needed) similar to the standard calibration problem with a constant
calibration parameter [145], and then a calibration-free recovery of the VCC of interest.
4.3.3 Online calibration-free recovery
We present next the method for recovering the VCC of interest x∗, in the online monitoring
stage for a new patient denoted by ∗. At any time t, the sensor reading is denoted as
Dmonitor = {y∗i , θi}Ii=1 along with the unknown calibration parameter η∗. Assume for now
the mean sensing relationship µi(·) and the transformation F [·] are known (see Section 4.3.4




ciF [y∗i − µi(x∗)] , (4.6)
where x∗ is the target VCC. Note that the computed F (η∗) in online monitoring is also
invariant to the calibration parameter η∗. Therefore, the VCC of interest x∗ can be recovered
by minimizing the squared difference between the computed value and the underlying value
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ciF [y∗i − µi(x∗)]− F̄
)2
. (4.7)
In the cell manufacturing application, we are interested in recovering a VCC curve x̂∗[t]
over the whole manufacturing period t = 1, · · · , T . To this end, we perform optimization
(4.7) for T times corresponding to each experimental time t. Note that here we have not
incorporated the time-dependency (or smoothness) of the recovered function x̂∗[t] in online
recovering; one can use postprocessing methods or directly model x∗[t] via a parametric
form in the optimization (4.7). Readers are referred to functional data analysis literature
[155, 156] for more discussion.
4.3.4 Parameter estimation
We estimate the unknown transformation F [·], and the physical relationship µi(·) using the
training data Dtrain = {yji [t], xj[t], θi}Tt=1
J
j=1 at hand. In our implementation, the transfor-
mation F [·] is paramterized by the Box-Cox transformation [157, 158]
Fλ[z] =
log(z) if λ = 0(zλ−1)
λ
if λ 6= 0
. (4.8)
Note that the log-transformation in the above example is a special case in the Box-Cox
transformation. Here, the Box-Cox transformation contains an unknown parameter λ. A
two-parameter Box–Cox or Yeo–Johnson transformation [159] can also be used if the data
are not restricted to be nonnegative. Furthermore, in this article, we will focus on the
parametric transformation (4.8), but our proposed method are general and can be applied to
non-parametric cases.
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As for the physical relationship µi(·), we adopt the following basis decomposition:




Here, φk(·); k = 1, 2, · · · , K are the pre-defined basis functions and β = [β1, · · · , βK ]T
denotes the vector of corresponding coefficients. Such a set of basis {φk(·)}Kk=1 is selected
by the physical knowledge of the cell manufacturing system or the observation from data.
Meanwhile, to account for the separable assumption δi(x, η) ≈ δi(η) in Section 4.3.2, we
introduce slack variables ∆ = {∆ji}Ii=1
J
j=1 to account for the “goodness” of the assumption
(more discussion below). Furthermore, the underlying value for the best invariance statistic
F̄ is also unknown and need to be estimated from data (see Section 4.3.3).
We propose to estimate the unknown parameters {λ,β, F̄ ,∆} via the following opti-
mization problem with two penalization terms:
min
λ,β,F̄ ,∆



















Here, α1 and α2 are two penalization coefficients, and | · |1 denotes the vector l1 norm.
The main objective term (i.e., the first term) in (4.10) is for achieving the best patient-
invariance property of the constructed statistic F . Specifically, we minimize the mean-
squared error (MSE) of its underlying truth F̄ and the computed value from data. This is
equivalent to modeling the patient-invariance statistic F j for each patient as i.i.d. random
draws from a normal distribution N (F̄ , σ2) with mean F̄ and variance σ2. Moreover, the
first penalization term in (4.10) is for the separable assumption δi(x, η) ≈ δi(η). Here, we
minimize the corresponding MSE of the set {δi(xj[t], ηj)}Tt=1 to the underlying truth ∆
j
i ,
for each sensor i and patient j. Similarly, this can also be viewed as modeling δi(·, ηj) via
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Algorithm 5 The BCD algorithm for parameter estimation (4.10)
1: • Set initial values λ← 0 and β ← 1K
2: • Set I × J × T ×K tensor Φ with each element Φijtk ← φk(xj [t], θi)
3: repeat
4: Optimizing F and ∆:
5: • Set I × J × T tensor D with each element Dijt ← yji [t]−
∑
k Φijtkβk
6: • Update F̄ ←
∑
ijt ciFλ[Dijt]/J/T
7: • Update ∆ji ←
∑
t |ciFλ[Dijt|1/T for i = 1, · · · I and j = 1, · · · J
8: Optimizing λ:
9: • Set l0(λ,β, F̄ ,∆)← lα(λ,β, F̄ ,∆) with α1 = α2 = 0
10: • Update λ← argminλ lα(λ,β, F̄ ,∆)
11: Optimizing β:
12: • Update β ← argminβ lα(λ,β, F̄ ,∆) with the L-BFGS method
13: until λ, F̄ , ∆ and β converge
14: • return λ, F̄ , ∆ and β
i.i.d. normal random variables; the corresponding penalization α1 can then be interpreted
as the ratio between the variances of the two normal distributions. Finally, the second
penalization term α2|β|1 is for basis selection, similar to the widely used LASSO method in
the literature [160, 161]. This is because, in the cell manufacturing application, one would
only have an intuitive understanding of the sensing relationship; we will collect a set of
basis functions from experience and select the suitable ones via this penalization.
From the duality of the optimization problem, (4.10) can also be viewed as unpenalized
log-likelihood combining both normal random variables with a sparsity constraint ‖β‖1 ≤ γ
[162]. The parameter α1 sets the variance ratio between the two random variables, and α2
controls the desired sparsity level as parameter γ. Since the objective is to obtain a high
recovery accuracy of the VCC of interest, α1 and α2 would be tuned using cross-validation
techniques [36].
Consider now estimating the parameters {λ,β, F̄ ,∆} via optimization (4.10) for fixed
α1 > 0 and α2 > 0. We propose to use the following Blockwise Coordinate Descent (BCD)
optimization algorithm, described below. First, assign initial values for {λ,β, F̄ ,∆}. Next,
iterate the following three steps until the convergence is achieved: (i) for fixed λ and β,
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|yji [t]− µβ(xj[t], θi)|1; (4.11)
(ii) for fixed β and F̄ , update the transformation parameter λ ignoring the two penalization
terms; and (iii) for fixed λ, F̄ and ∆, optimize for β via numerical line search methods,
e.g., L-BFGS algorithm [37]. The full optimization procedure is provided in Algorithm
5. Since (4.10) is a non-convex optimization problem, the proposed BCD algorithm only
converges to a stationary solution [38]. Because of this, we suggest performing multiple runs
of Algorithm 5 with random initializations for each run, then taking the converged estimates
for the run with smallest objective function. These runs should be performed in parallel
if possible, to take advantage of the parallel computing capabilities in many computing
systems.
It is important to note the difference between the training stage in our calibration-free
method and the calibration stage in the standard calibration problem [56]. In calibration
methods, the calibration parameter η, assumed to be a constant, is directly estimated from
the training set. This can be viewed as estimating a population average of the historical
{ηj}Jj=1, which would not be helpful in our cell manufacturing application. Due to the
patient-to-patient variability, the calibration parameter η∗ corresponding to the new patient
can be completely different from the historical average value. In contrast, our calibration-free
method adopts a patient-invariance statistic F , constructed from multiple sensor readings, to
alleviate this patient-to-patient variability. In our training setup, we learn the unknown mean
relationship µi(·) and the transformation F [·], which provide the best patient-invariance
statistic F . We can then use the invariance statistic F to effectively recover VCCs via (4.7),
free from the patient-specific calibration parameter η∗.
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4.4 Simulation study
A detailed simulation study is conducted in this section. We first look into a toy application
of recovering gravitational acceleration coefficients, to show the applicability of the proposed
method. We then discuss more simulation experiments with different sensing relationships.
4.4.1 A gravity application
Consider the following toy application, where the goal is to recover the gravitational
acceleration coefficient x, for a different planet. As illustrated in Figure 4.3, we drop a ball
and measure the traveling distance y of the ball after a certain period of time θ. From the
physical knowledge, we have the relationship
y = f(x, θ, η) =
1
2
xθ2 + ηθ. (4.12)
Here, y is the traveling distance measured by, e.g., taking a photo, η is the initial velocity of
the ball, and θ is the time period between dropping the ball and taking the photo. Suppose
the ball is dropped by an engineer, meaning that the initial velocity η is non-zero and changes
among different drops. With the collected data {y, θ}, typically, one cannot recover the
gravitational acceleration x even with the known relationship (4.12). This is because the
initial velocity η is also unknown. The key idea of the proposed calibration-free method is
to take multiple photos at different time θi; i = 1, · · · , I . Therefore, more data {yi, θi}Ii=1 is
collected with the same initial velocity η. We can then use the proposed invariance statistic
and Algorithm 5 to “cancel out” η and conduct inference on the gravitational acceleration x
of interest.
The setup for recovering the gravity coefficient is as follows. We set the number of
photos I = 3, with parameters (i.e., the time of taking photos) {θi}3i=1 = {0.5, 1, 1.5}. A
historical dataset {yji , xj; ηj}Jj=1 of size J = 100 is generated with calibration parameters
(i.e., initial speed, unknown) ηj ∼ Unif(1, 3), gravity coefficients xj ∼ N (9.8, 12), and
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Figure 4.3: An illustration and notations of the toy application of recovering the gravitational
acceleration coefficient.
each sensor reading (i.e., traveling distance) yji simulated by (4.12) with an additional
i.i.d. measurement error following N (0, 0.42). To test the recovery accuracy, we let the
underlying truth x∗ = 9.8, η∗ ∼ Unif(1, 3) randomly generated, and y∗ obtained by (4.12)
with the same measurement error.
The proposed calibration-free method (via Algorithm 5) is applied to find the best
transformation Fλ̂[·] and then recover the gravitational acceleration x̂∗. The linear com-
bination coefficients are {ci}3i=1 = {1, 1,−2}, and the set of candidate basis functions is
Φ = {x, θ, θx, θx2, θ2x}. The proposed calibration-free method is repeated, with newly
generated test data {y∗, x∗ = 9.8; η∗}, for 20 times.
We consider the following two baseline methods (also see Table 4.1). First, we implement
the supervised learning setting [153], i.e., assuming the calibration parameter η = ηj = η∗
is the same in both training stage and monitoring stage. Such an assumption is not true in
the considered cell manufacturing application. Specifically, we use the historical dataset
{yji , xj}100j=1 to estimate an η̄ and a relationship g(x, θ) := f(x, θ; η̄), which would then be
used to recover x̂∗. Here, we use the same set of basis functions Φ for g(·), and a similar
optimization scheme with LASSO type penalization [160] for estimating the coefficients
β. This method is referred to as “SameCal”. The other baseline method is the standard
l2 calibration method suggested by [145]. In order to adopt this method, we need to
assume that the calibration parameters {ηj}100j=1 in the historical data are known, which is
not true in reality. Therefore, we refer this method as “Oracle”. To estimate the sensing
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Figure 4.4: Results of the gravity application: (a) shows the recovered gravitational acceleration
by the three considered methods. The red line marks the underlying truth x∗ = 9.8. (b) shows the
boxplots of absolute error ratios between the proposed method and baseline baseline methods. The
red line marks the ratio of 1.0.
relationship f(·), we adopt the set of basis functions Φo = {x, θ, θx, θx2, θ2x, ηx, ηθ, ηxθ}
and a similar optimization scheme with LASSO type penalization. Both baseline methods
are implemented to recover x∗ of interest via minimizing the squared difference similar to
(4.7), using the same 20 simulated test data.
Figure 4.4 (a) shows the boxplots of the estimated x̂∗ using the proposed calibration-free
method and the two baseline methods. The red line indicates the ground truth value x∗ = 9.8.
Among the three methods, the Oracle baseline preforms the best since it queries additional
information of the calibration parameter in the training stage, which is again not feasible
in reality. We notice that the proposed calibration-free method performs almost as good as
Oracle. It can accurately recover the true value, with the mean over the 20 estimates 9.7 and
a relatively small variance, whereas for the SameCal baseline, the mean for 20 estimates is
10.8 and a noticeable bigger variance is observed.
We also conduct a pairwise comparison over the 20 test repetitions. Figure 4.4 (b)
shows the boxplots of absolute error ratios of the proposed method over the two baseline
methods, with the red line indicating the ratio of 1.0. We notice that the proposed method
is only slightly worse than Oracle; this is impressive since our method do not query the
underlying calibration parameter in the training stage. Furthermore, the proposed calibration-
free method is noticeably better in recovering the true x∗ compared to SameCal. More
specifically, our method outperforms SameCal with smaller errors in 17 estimates over
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20 test runs in total. This is not surprising since the calibration-free method, utilizing the
patient-invariance statistic, can address the patient-specific calibration parameters η∗.
4.4.2 More experiments
Here, we conduct more experiments on the proposed calibration-free method. Specifically,
we consider the following four underlying sensing relationships fk(x, θ, η):
1. f1(x, θ, η) = xθ + ηθ2;
2. f2(x, θ, η) = 3x+ 2θx+ xθη;





4. f4(x, θ, η) = sin(x) + (x+ η)θ + xθ+η .
Note that function f1(·) is quite similar to the sensing relationship (4.12) in the gravity
application in Section 4.4.1. For functions f2(·) and f3(·), we notice the existence of
interaction terms between x and η, which means the separable assumption δi(x, η) = δi(η) in
Section 4.3.2 does not hold. However, f2(·) and f3(·) can still be approximately represented
by the adopted set of basis functions Φ. For function f4(·), it is quite complex, and cannot
be represented by Φ. We test all four functions, using the proposed calibration-free method
and the same two baseline methods – SameCal and Oracle – introduced in Section 4.4.1.
The detailed test procedure is the same as that in Section 4.4.1.
Figure 4.5 shows the boxplots of the absolute error ratios of the proposed method over the
baseline SameCal method (a) and the baseline Oracle method (b), under all four underlying
sensing functions fk(x, θ, η); k = 1, · · · , 4. We notice the error ratios in Figure 4.5 (a)
are mostly smaller than 1.0, indicting that the proposed method can achieve smaller errors
compared to SameCal. This is because the assumption of constant calibration parameter in
SameCal does not hold in cell manufacturing application (and thereby in this simulation
study), whereas, our calibration-free method can address the patient-specific calibration
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Figure 4.5: Boxplots of error ratios between the proposed method and the considered baselines,
under different sensing relationships. The red line marks the ratio of 1.0, indicating the baseline
method achieves the same accuracy as the proposed method.
parameter via a proper combination of multiple sensor readings. Moreover, compared to
Oracle, the proposed method is only slightly worse. This shows the good performance of
our calibration-free method: Though we do not know the values of the calibration parameter,
we can recover the underlying parameter of interest similar to the Oracle baseline, where
whose values are assumed accessible. Finally, we notice that for the sensing relationship
f4(·), while the proposed method adopts an inappropriate basis decomposition Φ, it still
outperforms SameCal. This is again because the proposed calibration-free method introduces
the invariance statistic to alleviate the effect of patient-to-patient variability, and therefore,
shows improved performances in recovering the quantity of interest.
4.5 Cell manufacturing case study
In this section, we apply the proposed calibration-free method to the motivating case study
of cell manufacturing. As discussed in Sections 4.1 and 4.2, we are interested in recovering
and monitoring the Viable Cell Concentration (VCC) x[t] at different experimental time
t. This is because the goal of cell manufacturing is to culture a small batch of cells to a
significant amount, for an effective re-administering in the CAR T cell therapy (see Figure
4.1).
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Figure 4.6: The cell manufacturing application: (a) an illustration and (b) the actual experimental
setup with an emphasis on the impedance measurement part.
4.5.1 Experimental setup
In our experiment, human leukemic T cells (Jurkat E6-1; American Type Culture Collec-
tion, ATCC®) are cultured in ATCC-formulated culture medium (RPMI-1640; GE Health-
care) with 10% fetal bovine serum, 2 mM L-glutamine, 10 mM 4-(2-hydroxyethyl)-1-
piperazineethanesulfonic acid (HEPES), 1 mM sodium pyruvate, 4500 mg/L glucose, and
1500 mg/L sodium bicarbonate in a 75 cm2 petri dish (Nunc™ EasYFlask™; ThermoFisher
Scientific™). The cells are cultured in a humidified incubator controlled at 37°C and 5%
CO2, and the culture media is pre-heated to avoid the temperature effect on the impedance
measurement [163].
The impedance measurements are obtained by our electric cell-substrate impedance
sensing. Figure 4.6 illustrates the experimental setting for the impedance measurement.
Here, we use I = 4 sandwich shape 3D impedance sensors, consisting a pair of parallel-plate
electrodes and PDMS (Sylgard 184, Tow Corning) to maintain a gap between two electrodes
(see Figure 4.2 (b)). In our experimental setup, the geometry parameter θ of the sensors
is the edge length of the electrode pads, and {θi}4i=1 = {8mm, 10mm, 12mm, 14mm}.
Impedance measurements are conducted by an LCR meter (E4980AL; Keysight Technolo-
gies) with a sinusoidal signal of 22 mVrms under multiple frequencies ranging from 500 Hz
to 100 kHz. We let impedance measurement y be the relaxation strength computed from the
raw impedance readings over frequencies, i.e., the difference between permittivity values of
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Table 4.2: Cross-validation errors of the recovered VCCs for the cell manufacturing case study,
using the proposed calibration-free method and the baseline SameCal method.
Exp 1 Exp 2 Exp 3 Exp 4 Exp 5 Mean
Proposed 0.092 0.270 0.080 0.379 0.590 0.282
SameCal 0.500 0.174 0.328 0.742 0.760 0.501
high-frequency end and low-frequency end of the dielectric relaxation process, for its high
dependency to the VCC of interest [147]. The measurement is taken every 15 minutes for
around 30-35 hours. This is because typically after 35 hours, we have to change the culture
media and expand the cells to a bigger cell culture flask, which would inevitably interrupt the
online monitoring. This results in an online monitoring dataset Dmonitor = {yji [t], θ}Tt=1
J
j=1
with the underlying VCCs to be recovered.
The ground truth VCCs are obtained by an automated cell counter (TC20™; Bio-Rad
Laboratories, Inc.), and the concentration is maintained between 1 × 105 and 1 × 106 cells/mL.
Multiple repetitions are performed, with the averaged value reported as the underlying VCC
x. Note that the measurement procedure is not only labor-intensive but may also introduce
contamination to the culture media (see Section 4.1). We will only measure VCC around six
times per cell culture experiment, which leads to a much smaller (τ  T ) yet full training
dataset Dtrain = {yji [t], xj[t], θ}τt=1
J
j=1.
We conduct the cell culturing for J = 5 experiments, each with different starting
materials, i.e., different calibration parameters ηj . We use the same I = 4 sensors {θi}4i=1 =
{8mm, 10mm, 12mm, 14mm} for the J = 5 experiments. In experiment j, we measure
and compute the relaxation strength of impedance yji [t] for each sensor i, at different time t
(every 15 minutes, T ≈ 130 in total). Meanwhile, we measure the ground truth VCC xj[t]
with a much lower resolution (τ ≈ 6 in total).
4.5.2 Cross validation of viable cell concentration
For the collected training dataset Dtrain, we first preform a cross-validation test [36] on the
recovered VCCs. More specifically, we apply the proposed calibration-free method (via
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Algorithm 5) to learn the sensing relationship using four out of five experiments, and then
recover VCC x̂j[t] for the remaining experiment via (4.7). We let the linear combination
coefficients {ci}4i=1 = {1,−1, 1,−1} and select the same set of basis functions Φ as in
Section 4.4.1. Furthermore, a log-transformation on VCCs is performed prior to the analysis.
We consider SameCal (see Section 4.4) as the baseline method. Such a method introduces
an additional assumption that the calibration parameter is a constant. Note that the Oracle
baseline cannot be adopted here since the actual values of the calibration parameter are
always unknown, which is the key motivation of the proposed calibration-free method (also
see Section 4.2.2 and Table 4.1).
Table 4.2 shows the absolute errors of the recovered log VCCs when the ground truth
VCCs are measured in each experiment. We observe that the proposed method outperforms
the baseline SameCal method four experiments out of five. Furthermore, the mean error of
the five experiments by the proposed method is 0.282, which is almost two times smaller
than that of 0.501 by SameCal. This is due to the fact that the calibration parameter, which
models the patient-to-patient variability, is not a constant in cell manufacturing [138]; the
proposed calibration-free method properly addresses this variability via the construction of
the patient-invariance statistic.
4.5.3 Online recovery of viable cell concentration
We then perform VCC recovery on the online monitoring set Dmonitor. Here, the sensing
relationship is estimated using all five experiments in the training set Dtrain. Figure 4.7
shows the two recovered log VCC curves over the whole culture time log x̂j[t], via the
proposed calibration-free method (in red line) and the baseline SameCal method (in green
dash line). The ground truth (log) VCC measurements in Dtrain are also plotted in black
dots. We see that the proposed method recovers a meaningful estimation of VCC. The
recovered log x̂j[t] increases approximately linear over the culture time t, indicating x̂j[t]
growths exponentially in time; this matches the preliminary understanding in the cell
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Figure 4.7: The recovered VCC over time of two cell manufacturing experiments under the two
considered methods. The ground truth VCC measurements are shown in dots.
culture literature [154]. Furthermore, the recovered x̂j[t] approximately passes through the
ground truth measurements. However, due to the huge patient-to-patient variability, the
baseline SameCal method struggles in either passing through the ground truth experiments
or providing reasonable estimates of VCC curves. Our calibration-free method, adopting
the patient-invariance statistic, appears to alleviate such variability well.
The proposed calibration-free method can also provide important biological insights for
cell growth in cell manufacturing. From Figure 4.7 (b), we notice a decrease in the VCC
curve at around hour 32. This may be due to the lack of nutrition in the media since the
culture media typically needs to be changed after 30 hours. Furthermore, we observe from
Figure 4.7 that the VCC curves decrease slightly in the first two hours in cell manufacturing.
This may be because of the lack of viability of the cells at the beginning of the culture
process – though we have already thaw cells and stood them still for several minutes, it
seems that a certain portion of cells still do not gain full viability and die soon. As a result,
we suggest standing the cell still longer for future experiments. Last but not least, we
notice a small VCC decrease when conducting the ground truth VCC measurements. One
reason for this is that the measurement itself is not in-line and needs to contact the culture
media; it may introduce contamination, and therefore, kill a small portion of cells [154]. In
contrast, the proposed calibration-free biosensing method, together with impedance-based




In this work, we propose a new calibration-free method for monitoring viable cell con-
centration in cell manufacturing, which is a critical component in the promising CAR T
cell therapy. The key challenge here is the patient-to-patient variability in the initial cul-
turing material, leading to poor performances in recovering viable cell concentrations via
existing methods. We propose to use multiple impedance-based biosensors with different
geometries and an associated calibration-free statistical framework for online recovery of
viable cell concentrations. Specifically, we model the patient-to-patient variability via a
patient-specific calibration parameter. We then construct a patient-invariance statistic, which
uses a transformation and a linear combination of sensor readings to alleviate the effect of the
calibration parameter. In the training stage, we learn the best transformation and the sensing
relationship via a carefully formulated optimization problem. In the online monitoring
stage, viable cell concentrations can be recovered via the invariance statistic, free from the
patient-specific calibration parameter. We then apply the proposed calibration-free method
in different simulation experiments and a real-world case study of cell manufacturing, where
the proposed method demonstrates substantial improvements against the existing methods.
Therefore, we believe the proposed calibration-free method can play an essential role in cell
manufacturing and reduce the cost of the promising CAR T cell therapy.
Looking ahead, there are several interesting directions for future exploration. To begin
with, a more thorough analysis of impedance-based sensors can be conducted, with a
detailed comparison of sensitivity using different experimental settings such as sensor
geometries and electrode materials. Moreover, we adopt in this work a parametric sensing
relationship and a heuristic approach for parameter estimation. This is mainly due to the
already improved performance compared to the baseline methods. A more flexible, and
non-parametric Gaussian process regression method [6, 164] with a rigorous likelihood-
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based parameter estimation scheme may lead to further improvements in recovering viable
cell concentrations, as well as other critical quality attributes. Finally, micro cameras can
also be used in cell manufacturing. Therefore, we are also interested in monitoring cell
manufacturing based on cell morphology. In this case, physics-informed deep learning
frameworks in the literature [165, 166, 42] appear to be suitable for recovering critical





APPENDIX FOR CHAPTER 1
A.1 Proof of Theorem 1
















(∣∣∣Îi(ξ)∣∣∣− ∣∣∣Îj(ξ)∣∣∣)2 dξ) . (A.2)
Note that the Fourier transform F : I 7→ I , where I is the space of integrable functions
I(·) : R 7→ C, has a unique inverse F−1 : I 7→ I. Denote the standard Gaussian kernel as
K(·, ·) : |I| × |I| 7→ R,







where |I| is the space of integrable functions F (·) : R 7→ R. Since K(·, ·) is a positive
definite kernel, for the selected n and c1, · · · , cn in Equation (A.1), and any function





cicjK(Fi(·), Fj(·)) ≥ 0. (A.4)
Now let Fk(·) =
∣∣∣Îk(·)∣∣∣, where k = 1, 2, · · · , n. This is possible because Îk(·) ∈ I and
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therefore



























cicjK(Fi(·), Fj(·)) ≥ 0, (A.6)
i.e., the proposed SpeD correlation function is positive semi-definite.
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APPENDIX B
APPENDIX FOR CHAPTER 2
B.1 Single-fidelity ICMSE design criterion
B.1.1 A useful intermediate derivation
We present first a simplified expression for the design criterion (2.7), which will aid in later
derivations.
Let Y ′n+1 be the latent response at xn+1 prior to censoring, and Yn+1 = Y
′
n+1(1 −
I(xn+1)) + c I(xn+1) be the corresponding response after censoring, with c the right-
censoring limit. Here, we define the censoring indicator function:




1 if Y ′n+1 < c
.
We can now define the probability of censoring at potential input point xn+1 as λ =
λ(xn+1) = P[I(xn+1) = 1|Yn] = P[Y ′n+1 ≥ c|Yn].
Let CMSE(xn+1,xnew) be the integrand of the proposed criterion (2.7). One can decom-
pose this integrand via the total variance formula:
CMSE(xn+1,xnew) = Var[ξ(xnew)|Yn]− VarYn+1|Yn [E (ξ(xnew)|Yn+1,Yn)] .
Denote the first term Var[ξ(xnew)|Yn] = σ2new. As for the second term, we compute variance
of the random variable Z = E (ξ(xnew)|Yn+1,Yn) by conditioning on the censoring indicator
function I = I(xn+1):
Var[Z] = EI [Var(Z|I)] + VarI [E(Z|I)].
117
Consider first the expected variance term EI [Var(Z|I)]. Since Z is a constant when censor-
ing occurs (i.e., I = 1), the first term becomes:
EI [Var(Z|I)] = (1− λ)VarYn+1|I=0[E(ξ(xnew)|Yn+1)] + λ× 0
= (1− λ)
(




where the condition on data Yn is omitted for brevity. Consider next the variance of
expectation term VarI [E(Z|I)]. Note that the random variable E[Z|I] follows a two point
distribution. Hence, the second term becomes:
VarI [E(Z|I)] = λ(1− λ)
(














where the condition on data Yn is again omitted for brevity. Putting these together, we have
the following expression for CMSE = CMSE(xn+1,xnew) :
















which again is the integrand of the proposed criterion ICMSE(xn+1).
B.1.2 Proof of Theorem 2
Suppose no censoring in training data, i.e., Yn = {yo}. Using the conditional mean and
variance expressions (5) and (6) for standard GP regression, we have:
 Y ′n+1
ξ(xnew)












Here, the predictive means are:
µn+1 = E[Y ′n+1|Yn] = µξ + γTn,n+1Γ−1n (yo − µξ · 1n), and
µnew = E[ξ(xnew)|Yn] = µξ + γTn,newΓ−1n (yo − µξ · 1n),
the predictive variances are:
σ2n+1 = Var[Y
′
n+1|Yn] = σ2ξ − γTn,n+1Γ−1n γn,n+1,
σ2new = Var[ξ(xnew|Yn] = σ2ξ − γTn,newΓ−1n γn,new, and
ρ = ρnew(xn+1) = Corr[Y ′n+1, ξ(xnew)|Yn] = σ2ξRθξ(xn+1,xnew)− γTn,n+1Γ−1n γn,new.
Here, γn,n+1 = σ2ξ
[
Rθξ(x1,xn+1), · · · , Rθξ(xn,xn+1)
]T .
We then calculate the first two moments of truncated (bivariant) normal distribution:
E
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where zc = (c−µn+1)/σn+1 is the normalized upper censoring limit, ψX(·) is the probability
density function (PDF) of random variableX , φ(·) is the PDF of standard normal distribution,




ξ(xnew)|Y ′n+1 < c
]



















Furthermore, since the conditional variance of the joint normal distribution does not
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depend on the value of Yn+1, we have:
EYn+1|Y ′n+1<c[Var(ξ(xnew)|Yn+1)] = Var(ξ(xnew)|Yn+1) = (1− ρ
2)σ2new. (B.7)
Finally, plugging (B.4), (B.5), (B.6), and (B.7) back to (B.3), and using the fact that the
probability of censoring λ = P[Y ′n+1 ≥ c|Yn] = 1− Φ(zc), we have:


















B.1.3 Proof of Theorem 3
Consider a more general case with censoring in training data, i.e., Yn = {yo,y′c ≥ c}. It is
important to note that, due to the existence of censoring data {y′c ≥ c}, the random variable
ξ(xnew)|Yn is no longer normally distributed. This, in turn, requires more cumbersome
derivations than the earlier case without censoring in training data.




ξ(xnew)|Y ′n+1 ≥ c
]














ξ(xnew)|Y ′n+1 < c
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T − µξ · 1n+1
)
,
Var[ξ(xnew)|Y ′n+1 ≥ c] = σ2ξ − γTn+1,newΓ−1n+1 (Γn+1 −Σ1) Γ−1n+1γn+1,new,












Rθξ(x1,xnew), · · · , Rθξ(xn+1,xnew)
]T and Γn+1 = σ2ξ [Rθξ(xi,xj)]n+1i=1 n+1j=1 + σ2ε In+1.
Furthermore, ŷ(>)n+1 = E(Y ′n+1|yo, Y ′n+1 ≥ c) and ŷ
(<)
n+1 = E(Y ′n+1|yo, Y ′n+1 < c) are the ex-
pected response for the potential observation, Σ1 = Σ1(xn+1) = diag(0no ,Var([y′c, Yn+1]|
yo,y
′
c ≥ c, Yn+1 = c)), and Σ̂ = Σ̂(xn+1) = diag
(
0no ,EYn+1|yo [Var(y′c|Yn+1,yo,y′c ≥ c)], 0
)
.
Plugging in equation (B.9) back into (B.3), we have
















Here, σ2new = σ
2
ξ − γTn,newΓ−1n γn,new + γTn,newΓ−1n Σ̂Γ−1n γn,new and the probability of cen-
soring λ = P(yc ≥ c, Y ′n+1 ≥ c|yo)/P(yc ≥ c|yo). (The computation of these orthant
probabilities and moments of the truncated multivariate normal distribution will be discussed





σ2new − γTn+1,newΓ−1n+1Hc(xn+1)Γ−1n+1γn+1,new dxnew (B.10)














B.2 Multi-fidelity ICMSE design criterion
B.2.1 Proof of Theorem 4
For the multi-fidelity setting, the training data is {f ,Yn}. Using the conditional mean and
variance expressions (2.16) and (2.17) for the multi-fidelity GP model, we have
E
[
ξ(xnew)|Y ′n+1 ≥ c
]






[f ,yo, ŷc, ŷ
(>)
n+1]





ξ(xnew)|Y ′n+1 < c
]






[f ,yo, ŷc, ŷ
(<)
n+1]
T − µf · 1n+1
)
,
Var[ξ(xnew)|Y ′n+1 ≥ c] = σ2f + σ2δ − γTn+1,newΓ−1n+1 (Γn+1 −Σ1) Γ−1n+1γn+1,new,










Though equations (B.11) appears to be quite similar to the equations (B.9), the notations
in (B.11) are overloaded with the multi-fidelity expressions (2.16) and (2.17) for simplicity
(see Section 2.3.1). Here, µf and σ2f are the mean and variance of the GP f(·) modeling

























thermore, ŷ(>)n+1 = E(Y ′n+1|f ,yo, Y ′n+1 ≥ c) and ŷ
(<)
n+1 = E(Y ′n+1|f ,yo, Y ′n+1 < c) are
the expected responses for the potential observation, Σ1 = Σ1(xn+1) = diag(0n−nc ,
Var(y′c ≥ c, Yn+1 = c|f ,yo)), and Σ̂ = Σ̂(xn+1) = diag(0n−nc ,EYn+1|f ,yo [Var(y ≥
c|Yn+1, f ,yo,y′c ≥ c)], 0).




σ2new − γTn+1,newΓ−1n+1Hc(xn+1)Γ−1n+1γn+1,new dxnew, (B.12)




δ − γTn,newΓ−1n γn,new + γTn,newΓ−1n Σ̂Γ−1n γn,new, and














Here, the probability of censoring λ = P(yc ≥ c, Y ′n+1 ≥ c|f ,yo)/P(yc ≥ c|f ,yo).
B.2.2 Proof of Corollary 1
Note that in ICMSE criterion (2.18), γn+1,new is a function of both xn+1 and xnew, Γn+1 and
Hc(xn+1) are only function of xn+1, and σ2new is only a function of xnew; it can therefore be
further simplified as









σ2new dxnew is a constant with respect to xn+1, tr(A) =
∑
iAi,i is the trace of
matrix A, and Λ =
∫





















and denote ζ(l)(z, x) = R(l)θf (z, x)+1{i≥(n−m)}R
(l)
θδ
(z, x). We can simplify the p-dimensional

















where i, j = 1, 2, · · · , n+ 1.













δ, l , (B.16)
the 1-dimensional integrals of entries in Λ (B.15) can be reduced to integrals of exponen-
tial polynomial expressions, which have a closed form. Consider the following general
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expression for an exponential polynomial:












































G([θ̃f,l, xi,l], [θ̃f,l, xj,l]) + 1{i≥(n−m)}1{j≥(n−m)}
p∏
l=1




G([θ̃f,l, xi,l], [θ̃δ,l, xj,l]) + 1{j≥(n−m)}
p∏
l=1
G([θ̃δ,l, xi,l], [θ̃f,l, xj,l]),
where θ̃f = −4 log θf and θ̃δ = −4 log θδ.
Note that the above simplification under product Gaussian correlations can also be used in
the single-fidelity ICMSE criterion (2.11) as well, in which case Λij =
∏p
l=1G([θ̃ξ,l, xi,l], [θ̃ξ,l, xj,l]),
with θ̃ξ = −4 log θξ.
B.3 Computational approximations
In practice, the computation of the matrix Σ̂ in the single-fidelity expression (B.9) or the
multi-fidelity expression (B.11) can be quite time-consuming, since a closed-form expression
is difficult to obtain for the expected variance term (the conditional distributions [Yn+1|yo]
and [Yn+1|f ,yo] are non-Gaussian). For the single-fidelity setting, we found the following
approximation to be useful for efficient computation:
EYn+1<c|Yn [Var(y′c|yo,y′c ≥ c, Yn+1)] ≈ Var(y′c|yo,y′c ≥ c, Yn+1 = Ŷn+1),
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where Ŷn+1 = E(Yn+1|Yn, Yn+1 < c). Similar simplification also applies for the multi-
fidelity setting. This can be viewed as a plug-in estimate (with Yn+1 = Ŷn+1) which
approximates the conditional mean expression on the left-hand side. The right-hand approx-
imation can be efficiently computed via the truncated moments of a multivariate normal
distribution, as implemented in the R package tmvtnorm.
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APPENDIX C
APPENDIX FOR CHAPTER 3
C.1 Proof of Theorem 5
Since the generator G(·) is obtained by (3.3) with the training error < ε, i.e.,




‖x−G(u)‖2dγ(x,G(u)) = d < ε. (C.1)
This means we have obtained the transportation map γ : X× X 7→ [0, 1], s.t.,
Eγ[‖X −G(U)‖2] =
∫
‖x−G(u)‖2dγ(x,G(u)) = d, (C.2)





We denote this as ui = h(xi). If we denote the conditional measure of γ as γxi = γ|X = xi.
Given X = xi and ui = h(xi), clearly, we have,
‖xi −G(ui)‖2 ≤ EU∼γxi‖xi −G(U)‖2, (C.4)
Furthermore, recall the dual formula of the Wasserstein distance:
W(X , G#[U ]) = sup
‖D(·)‖L≤1
Ex∼X [D(x)]− Eu∼U [D(G(u))] < ε, (C.5)
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Specifically, if let the function D(x) = h(x)− E(x), we have :
‖Ex∼X [h(x)− E(G(h(x)))]− Eu∼U [u− E(G(u))]‖ < ε, (C.6)
With xi, ui and the Lipschitz-L continues assumption on G(·), we have:
‖G(E(xi))−xi‖2 ≤ ‖G(E(xi))−G(ui)‖2+‖G(ui)−xi‖2 ≤ L‖E(xi)−ui‖2+‖G(ui)−xi‖2
(C.7)
Now, replace the realization xi with the random variable X and take the expectation over
X ∼ X ,
EX∼X‖G(E(X))−X‖2 ≤ LEX∼X‖E(X)− h(X)‖2 + EX∼X‖G(h(X))−X‖2. (C.8)
Considering the way we choose ui = h(Xi) and the inequality (C.4), for the second term
above, we have
EX∼X‖X −G(h(X))‖2 ≤ EX∼XEU∼γX‖X −G(U)‖2 = Eγ‖X −G(U)‖2 ≤ ε (C.9)
As for the first term, we have:
EX∼X‖E(X)− h(X)‖2 ≤ EX∼X‖E(X)− E(G(U))‖2 + EX∼X‖h(X)− E(G(U))‖2
(C.10)
With the Lipschitz-L continues assumption on E(·):
EX∼X‖E(X)− h(X)‖2 ≤ LEX∼X‖X −G(U)‖2 + EX∼X‖h(X)− E(G(U))‖2
≤ Lε+ EX∼X‖h(X)− E(G(U))‖2 (C.11)
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Note that E(·) is obtained by (3.5) with training error EU∼U [‖E(G(U))− U‖2] < δ. Recall
Equation (C.6),
EX∼X‖U − E(G(U))‖2 ≤ EU∼U‖U − E(G(U))‖2 + ε ≤ δ + ε (C.12)
Finally, we have
EX∼X‖G(E(X))−X‖2 ≤ L(Lε+ δ + ε) + ε = (L2 + L+ 1)ε+ Lδ. (C.13)
C.2 Proof of Theorem 6
we denote the target measure as X with its empirical representation as Xn, while X ′ as
measure obtained by proposed approach with its empirical representation as X ′m.







∣∣∣∣ <√KL(X ′n||Xn). (C.14)
where KL(·||·) is the K-L divergence of two distribution. From [118], we know the







∣∣∣∣ < ε3 . (C.15)
For more discussion and justification, please refer to [118].
(ii) As the data size approach infinity, Xn → X . Since the training dataset D = {xi}ni=1
is sampled from the target measure X , its empirical cumulative distribution function (CDF)
converges to target CDF FX , i.e., for any y,
∣∣∣∣ ∑
xi∈D
I(xi > y)− FX (y)
∣∣∣∣ < ε3 . (C.16)
128















I(x′i > y) +
∑
x′i∈D′
I(x′i > y)− F§′(y)
∣∣∣∣.
(C.17)
Combining (i), (ii) and (iii), we know as the training data size large enough, with any y,













I(x′i > y)− F§′(y)
∣∣∣∣ < ε. (C.18)
i.e., as the training data size approach infinity, X ′ → X in distribution.
C.3 Proof of Theorem 7
Note that the objective function in (3.10) is not a energy distance. However, we have
argmin
{f ′1,··· ,f ′m}
n∑
i=1







‖f ′i − f ′j‖2
= argmin
{f ′1,··· ,f ′m}
m+n∑
i=1
Eγ∼µh‖f ′i − γ‖2 +
m+n∑
i=m+1







‖f ′i − f ′j‖2
= argmin
{f ′1,··· ,f ′m}
dist(F ′n+m, µh) (C.19)
Here, m is the number of virtual points and n is the number of actual points. Here, we set
f ′i = fi for actual points with indies i = m+ 1, · · · ,m+ n and let F ′n+m be the empirical
measure for features {f ′i}n+mi=1 . Note that the minimizing is only on the virtual dataset, i.e.,
with subscripts 1, · · · ,m.
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Note that for energy distance
dist(F ′n+m, µh) ≤ dist(F ′n+m,F ′m) + dist(F ′m, µh) (C.20)
As m → ∞, the second term in (C.20) approaches to zero, and equivalently we are
minimizing dist(F ′m, µh). Following [123], we have F ′m → µh in distribution.
Furthermore, with the continuity condition on the G(·), we have
X ′m → µH (C.21)
directly following the continuous mapping theorem.
C.4 Details of the implementation
We explain the implementation details here.
Four-fold cross validation. A four-fold cross validation strategy is used in the aortic
stenosis application. We have 168 data in total. Three quarters of the data (168×75%×10 =
1260) after rotation augmentation is used as the training set, while the remaining quarter
(168 × 25% = 42) will be the testing set. Since the architecture of the classifier is pre-
defined, and there are no hyperparameters that need to be tuned, the validation set is not
needed.
Training GIN. For the synthetic dataset, the generator G(·) adapts 5-layer vanilla NN
with 512, 512, 1024, 1024, 1024 hidden nodes in each hidden layer, respectively, and ReLu
activation. The discriminator D(·) also adapts 5-layer vanilla NN with 1024, 1024, 1024,
512, 512 hidden nodes, and ReLu activation. As for the encoderE(·), it has 10 convolutional
layers with 128, 256, 256, 512, 512, 1024, 1024, 1024, 512, 256 hidden nodes in each hidden
layer, respectively, leaky ReLu activation and batch normalization. In our implementation,
we train the GIN for 2000 epochs, with a constant learning rate of 1e − 5. For the aortic
stenosis applications, the architecture and the training strategy are similar, except that the
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Figure C.1: Qualitative results for GIN training using MNIST, including the training set data X of
different classes, generated samples via ACGAN, our reconstructions G(E(X)) and reconstructions
via BiGAN.
Figure C.2: A comparison of the selected features by our AISEL method, the random sampling
method, and the active learning method on the MNIST dataset, with the uncertainty measure (3.7) as
background.
numbers of the hidden nodes and training epochs are doubled.
Training native and improved models. For the toy computer vision datasets, both the
native model C(·) and the improved model C∗(·) have three convolutional layers with 32, 64
and 64 hidden nodes, respectively. Leaky ReLu activation and batch normalization are also
included in each layer. After the convolutional layers, two fully connected layers with 512
and 64 hidden nodes are used, respectively, with ReLu activation and batch normalization.
Cross-entropy loss is used. In our implementation, we train the CNN for 80 epochs. The
initial learning rate is 1e − 4, with decay to a half every 20 epochs. We select the above
for the best empirical performance in preliminary experiments. For the aortic stenosis
application, both C(·) and C∗(·) have the similar three convolutional layers with leaky ReLu
activation and batch normalization. The three convolutional layers have 32, 64 and 128
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hidden nodes, respectively. After the convolutional layers, three fully connected layers
with 512, 128 and 32 hidden nodes are used, respectively, with ReLu activation and batch
normalization. Cross-entropy loss and the same decay of learning rate is used. Note that the
complexity for both C(·) and C∗(·) is low, especially compared to the encoder E(·). This is
mainly because of the difference in the classification task for C(·) and regression task for
E(·).
C.5 Toy MNIST experiments
We conduct the same experiments on the MNIST dataset as the Fashion dataset in Section
5.1; the setup and the implementation details are the same as that in the Fashion experiments.
Figure C.1 shows the visual comparison of the proposed GIN and baselines. We see that
in Figure C.1 (b), our GIN can generate shape images, with visual superior reconstruction
performance than the BiGAN. As for ACGAN (see Figure C.1 (a)), we observe that the
performance is not as good as the proposed GIN.
The final classification performance is already shown in Table C.1. Our AISEL method
achieves predictive accuracy of 91.2%, a 91.2%− 88.2% = 3% improvement compared to
the native model. Meanwhile, our method outperforms the baselines, e.g., transfer learning,
ACGAN-based method, and active learning. As for the GIN-based random augmentation,
our method achieves (i) better performance when the same amount of virtual data (400) is
used and (ii) similar performance when 5000 data is used in the baseline. This superior
performance is again contributing to the exploration and exploitation of the feature space
(see Figure C.2).
C.6 Balancing the label distribution
The proposed sampling method can also be used to balance the label distribution. Note that
the uncertainty measure defined in (3.7) is not normalized. In order to balance the data, we
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Table C.1: A comparison of F1 score, area under the receiver operating characteristic curve (AUC),
and classification accuracy of the native model and different improved models, under the imbalanced
training dataset.
Native (300) Undersampling Oversampling
F1 score 0.9448 0.9589 0.9624
AUC 0.9782 0.9839 0.9846
Accuracy 94.60% 95.90% 96.25%
Random (+600) AISEL (+300) AISEL (+600)
F1 score 0.9728 0.9734 0.9801
AUC 0.9905 0.9937 0.9964
Accuracy 96.95% 97.05% 98.00%
modify the uncertainty measure as
hb(f0) =
h(f0)∫
h(f)I [c(f) = c(f0)] df0
, (C.22)
where notation c(f) = argmaxC(G(f)) denotes the label (rather than the predictive
probability) of the native model, I[·] is the indicator function. The denominator normalizes
the density with respect to different classes, and therefore balances the label distribution.
We then apply this to learn a classification model from the truncated and imbalanced
Fashion dataset. For the sake of simplicity, we consider two-class classification (i.e., using
the two classes “Top” and “Coat”). The training dataset is designed to be both small
(n = 300) and imbalanced (size of classes, 11 : 1). We then applied the proposed AISEL
framework as discussed in Section 5.1.1 using the same setup as discussed in Appendix
C.4. Table C.1 lists the performance of the proposed AISEL method (with balancing via
(C.22)), random sampling (without balancing), and the standard baselines of under-sampling
and over-sampling. Compared with the native model, the two sampling strategies improve
predictive performance marginally. In contrast, the improvement in predictive accuracy
using the proposed AISEL method is around 2.5% and 3.5% with 300 and 600 virtual data
points, respectively. Meanwhile, the proposed AISEL method mitigates the imbalance of
the training dataset with improvements of at least 0.028 and 0.015 in the F1 score and AUC,
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Figure C.3: Qualitative visualization of 2D cross-section of feature space with the generated virtual
images on the grid of feature space. The pathophysiological meaning of both axes is visualized in the
left and right sides, respectively.
respectively. Furthermore, compared to the randomly generated virtual dataset of size 600,
the proposed AISEL method (with balancing) achieves noticeable improvements, even with
a smaller data size of 300.
C.7 More on aortic stenosis application
Due to the limited space, Figure 3.7 in Section 5.2.2 only shows the partial 2D cross-section
of the feature space. Figure C.3 visualizes the whole and enlarged 2D cross-section feature
space. The two axes of the 2D cross-section shown in Figure C.3 have pathophysiological
meaning. As shown in the red box (enlarged images on the left side), the vertical axis can
be interpreted as the change of the calcification (i.e., the regions of high intensity in the
CT images) amount. As shown in the blue box (enlarged images on the right side), the
horizontal axis can be interpreted as the change of valve shape and the calcification location.
In order to better visualize the sampled AISEL dataset and demonstrate how it helps
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Figure C.4: (a) A compression of the classification model of the native model (bottom left) and the
improved model (top right) via proposed method on the 6D feature space F. Four testing images are
show and the native model can only correctly classify two of them, while the improved model can
correctly classify all of them. (b) A compression of the actual patients (bottom left) and the selected
features of our AISEL dataset (top right) in the feature space. Four examples of the generated virtual
patients are also shown.
in improving the classification accuracy, we conduct the experiments in the Section 3.5.2
with the dimension of the feature space r = 6, i.e., F = [−1, 1]6. Furthermore in the
two-class classification problem, we use C(G(·)) : F 7→ [0, 1], with low value ∼ 0 denoting
the low calcification situation and high value ∼ 1 for high calcification situation. The
prediction contour C(G(·)) of the model learned by the first three folds of the training
data (the remaining fold is for testing) is shown in the lower-left half of Figure C.4 (a).
Every small figure visualizes a 2D subspace of F with the remaining features set to be zero.
Note that all combinations of the two features (totally 15 for six features) are shown in the
lower-left half of Figure C.4 (a). Yellow means high calcification (i.e., C(G(f)) = 1), while
blue means low calcification (i.e., C(G(f)) = 0). Meanwhile, four testing valves are shown
in the left side of Figure C.4 (a). The obtained native model C(·) only accurately classifies
two of them, which indicates the poor performance of the native model.
Designed AISEL data are shown in upper left region of Figure C.4 (b). Note that for
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every figure, only 10% of the feature of AISEL dataset closest to the 2D cross-section plane
are included for better visualization purpose. Most of AISEL features, as expected, are
located on the boundary of the prediction contour of the native model, while the rest features
are uniformly spread over the whole space. This again shows the exploration and exportation
properties of the proposed AISEL method. Four examples of the selected virtual images
in the AISEL dataset are also visualized on the top, with an arrow pointing their features
in the feature space. Visually, they are indeed confusing for predicting the calcification
amount. After physical labeling by a radiologist, they will help improve the classifier. As a
comparison, the actual images (totally, 126) projected in every 2D cross-section are shown in
the lower right region of Figure C.4 (b). Note that the actual images are randomly distributed
in the whole 6D space with no apparent pattern.
The prediction contour C∗(G(·)) of the improved classifier C∗(·) using our AISEL
method is shown in the top left half of Figure C.4 (a). We can see the finer structure is
learned indicating a more sophisticated model is obtained. Meanwhile, the four characteristic
images tested by the native model is also tested by the C∗(·). The classification of all four is
accurate, showing a noticeable improvement in the prediction accuracy.
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