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ABSTRACT OF DISSERTATION 
THE ROLE OF HISTORICAL LAND-COVER CHANGES AS A MECHANISM FOR 
GLOBAL AND REGIONAL CLIMATE CHANGE 
This paper describes the results from several modeling studies and an observational anal-
ysis as to the effect of historical land-cover change on regional and global climates. We 
discuss methods for determining historical vegetation change and present results from 
model simulations at the global and regional scale which compare climates generated us-
ing currently observed vegetation versus natural vegetation as a boundary condition. We 
also compare these modeling studies with recent observational data and with simulations 
of climate change resulting from increased greenhouse gases. 
We conclude from this research that vegetation change, as it has already occurred, 
globally and regionally, can have significant effects on both global and regional climates. 
These effects are not limited to the regions of direct land-cover change forcing. For exam-
ple, as a result of tropical deforestation, the position and intensity of the ITCZ is affected 
by the change in land surface characteristics resulting in global-scale effects which are sim-
ilar in nature to the climatic effects associated with EI Nino Southern Oscillation (ENSO). 
These include changes in high-latitude circulations, the generation of low frequency waves 
which appear to propagate to the extratropics in well-defined teleconnection patterns, and 
reduced low-level easterlies over most of the tropical Pacific basin under current vegetation. 
This implies an interaction mechanism between tropical deforestation and ENSO. 
The model simulations of climate change due to land cover change compare favorably 
in spatial pattern and amplitude with recently observed temperature trends. Additionally, 
a comparison between simulations of climate changes due to landcover disturbance and 
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changes due to rising atmospheric CO2 concentration show that global land-cover changes, 
as they have already occurred, are responsible for shifts in climate which are of similar 
amplitude and occur in the same regions as simulated climate changes resulting from 
increased C02. 
A comparison of three independent observational datasets shows strong disagreement 
not only in the sign of recent globally-averaged temperature trends but also disagree as 
to regions where significant climate shifts are occurring. Unlike model simulations of 
greenhouse gas warming, warm anomalies do not occur preferentially over land during 
this period and do not increase with height in the tropics. 
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1.1 A General Overview of Vegetation Effects on Soils and Climate 
That the biological systems of Earth are affected by the physical systems surrounding 
them is not a controversial statement. Climate, the soil substrate, and other physical 
factors in some sense define the vegetation which can be supported. In some cases, climate 
observations alone are used as a proxy for vegetation cover because they are often so highly 
correlated (Holdridge 1947). The extent to which the biological systems of Earth affect 
their surroundings is, however, a matter of considerable debate. Clear evidence exists that 
vegetation can alter the chemistry and texture of soils, the chemical composition of the 
atmosphere and regulate the Earth's surface energy balance though the exact mechanisms 
and interactions between these influences are complex and generally unknown. 
In the case of soils, for example, Berendse (1994) showed both observational and 
numerical model evidence that the direction of natural selection can be altered as a result 
of the effects of a dominant vegetation species on the underlying soil. In a more general 
study, van Breenan (1993) reviewed several observational studies and found that most 
vegetated soils have more nutrients, more moisture, and more air than unvegetated soils 
thereby favoring increased Net Primary Production (NPP) in a positive feedback cycle. 
He concluded that in most cases vegetation is not only beneficial but necessary in order 
to produce sufficient nutrient concentration to maintain a stable biota. 
It has also been hypothesized that the chemical composition of the Earth's atmo-
sphere and therefore the Earth's climate are strongly regulated by the Earth's vegetation. 
The relative constancy of global temperature over the history of life on Earth despite a 
large (approximately 40%) increase in solar luminosity is the major observation behind 
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this contention. While even the extent of this climatic stability is contested (e.g., Resnick 
1992), it seems fair to say that terrestrial surface temperatures have remained in a range 
allowing the existence of liquid water. Fossil evidence, however, indicates quite a bit 
less temperature variability than this (Kasting 1989). Paleo-climate model simulations 
reviewed in Crowley (1983) indicated that a 5-10% reduction in solar luminosity would 
result in an ice covered planet, if no biological feedback mechanisms were invoked. Love-
lock (1979) provided one explanation for the persistence of global temperature by invoking 
an evolutionary biogeochemical phenomenon whereby the biotic and abiotic worked to-
gether to maintain life by regulating atmospheric chemistry and the relative strength of 
the greenhouse effect. An alternative, non-biological, climate control in the form of a 
negative feedback in the carbonate - silicate geochemical cycle, was proposed by Kasting 
(1989). Warmer temperatures allowed more weathering of silicates and greater deposition 
of carbonates thereby removing carbon from the atmosphere which in turn would regu-
late global temperatures. That this mechanism exists seems unquestionable. However, 
rates of weathering without the aid of biological activity might be insufficient for observed 
temperature regulation. Schwartzman and Yolk (1989) examined the biotic influence on 
weathering and cooling and estimated that Earth's biota accelerates silicate weathering 
by one to three orders of magnitude above the abiotic rate. They calculate that without 
the 10, 100, or 1000-fold increase of weathering due to biotic influence there would be a 
15, 30, or 45 degree planetary temperature decrease, respectively, undermining the idea 
of a purely abiotic weathering control. 
Beyond composition and chemistry, it is also clear that vegetation has an effect on the 
atmosphere as an active modulator of energy flow through soils and from the planetary 
surface and, more passively, through variable physical properties such as reflectivity and 
frictional effects. This has been demonstrated particularly in modeling studies which 
usually examine the effects on a modeled climate of changes in some or all vegetation 
properties. Observatjonal evidence of the effects of changing vegetation is also mounting. 
These aspects of vegetational influence on climate are the main focus of the present paper 
and are discussed in detail below as are limitations to the approach. 
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Several reviews of numerical experiments (e.g., Mintz 1984; Garratt 1992; Rowntree 
1988; Betts et al. 1996) show that the surface designation in a numerical model can 
have quite large and significant impacts on modeled climate. Many of these experiments, 
particularly the earliest examples, have estimated the impacts of vegetation change simply 
as a change in surface albedo (e.g., Charney et al. 1977; Sagan et aL 1979; Potter et 
aL 1981; Henderson-Sellers and Gornitz 1984; Meehl 1994; Dirmeyer and Shukla 1994) 
assuming that the largest impact found in vegetation would be its effect on reflectivity. 
All the above experiments found that the designation of surface albedo had a significant 
effect on the simulated climate, though to differing degrees, and were highly dependent 
on the magnitude of estimated albedo changes. The increased surface albedo generally 
associated with removal of vegetation generally decreased surface temperatures when no 
moisture feedback was accounted for because more solar energy was reflected back into 
space. However, decreased precipitation associated with decreased net surface radiation 
resulted in a dryer surface and less evaporation/transpiration which often overcame the 
albedo effect and warmed the surface. 
Similar experiments have been performed in an effort to ascertain the role of mo-
mentum absorption due to vegetation. This is usually described as a change change in 
roughness length. Changes in surface roughness consistent with removal of vegetation is 
often found to have an impact on low-level water vapor convergence and therefore pre-
cipitation distribution in model simulations (e.g., Sud and Smith 1984; Sud et aL 1988; 
Henderson-Sellers 1993; Collins and Avissar 1994). 
Changes in canopy resistance to moisture loss or in Leaf Area Index (LAI), a veg-
etation property which regulates canopy resistance as well as reflectivity also have been 
shown to have an effect on climate simulations. Li and A vissar (1993), found that LAI was 
the most important variable contributing to errors due to neglecting subgrid-scale land-
surface variability. Zhang (1994) found that a dense vegetation cover effectively made 
surface heat fluxes independent of ground surface conditions, particularly soil moisture. 
Chase et al. (1996) found that historical changes in LAI, particularly in the tropics, had 
large effects on global circulations. 
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Combining several physical vegetation properties into the simulations, the regional 
and global effects of tropical deforestation have been actively studied. Garratt (1992), 
in a review of some of these experiments, shows that the common elements among those 
experiments with a land-surface scheme includes a reduced hydrological cycle and an 
increased near-surface air temperature in the region of the change. Globally, there were 
few averaged effects and it has been noted that realistic vegetation changes may not be able 
to force climate on a global scale but might be capable of altering regional-scale climate 
(Henderson-Sellers 1984). Some recent studies have examined the effects of extratropical 
landcover change on regional climate (e.g., Bonan et al. 1992, Copeland 1995) and have 
found both local and remote climatic effects. Most recent efforts have been understandably 
concentrated more on regional effects of tropical deforestation and regional desertification, 
however, because of the vulnerability of these ecosystems and their importance to human 
populations (e.g., Xue and Shukla 1993; Xue 1997; Claussen 1998). 
1.2 Observations of the Climatic Effects of Landuse Change 
While model simulations are the simplest way to explore vegetative influences on cli-
mate, the observational evidence for the effects of land use change on climate is growing. 
Meher-Homji (1991), found that surface temperature fluctuates more and precipitation 
decreases in non-forested regions as opposed to forested areas. Hulme (1996) showed ob-
servational evidence that all the world's dry lands have significant warming trends and that 
in 8 of 14 cases these trends were steeper than seen in the globally-averaged surface obser-
vational record. Hulme (1996) suggests that this increased warming may be due to human 
pressures on marginal areas which increases surface albedo and then serves as a positive 
feedback through increased desertification leading to yet higher albedos (a mechanism first 
proposed by Charney 1975). Balling (1997) also found that increased desertification was 
having an impact on the global temperature record. O'Brien (1997) documented regional 
climate changes in Mexico as a result of tropical deforestation. Stohlgren et al. (1997) 
found evidence that a regional cooling in the Colorado Front Range might be related to 
changes in land cover. 
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1.3 Vegetation Feedbacks to Climate Change 
In all the above numerical experiments many processes are not being allowed to de-
velop independently or are being left out of simulations entirely and this remains a major 
limitation. Models of the climate system are just beginning to include representations of 
all the complex physical, chemical and biological interactions which are evident in nature. 
Field et al. (1995) discussed the vastly complex and interwoven feedback systems associ-
ated with interacting biological and abiological systems. The full system of feedbacks is 
poorly understood and is never accounted for in numerical model studies. Additionally, 
the problem of scale enters when assessing the sign of impacts. For example, plant stom-
atal resistance increases in most cases when elevated atmospheric C02 exists. But carbon 
fertilization allows total leaf area to increase which leads to decreased canopy resistance. 
While this compensatory mechanism does not generally fully overcome the effects of in-
creased stomatal resistance it greatly diminishes the effect and at times can be of larger 
magnitude. Jacobs and Debruin (1992) found that because of the non-linearity of the 
climate-vegetation problem, feedbacks from atmosphere can have a larger effect on the 
final model solution than the initial perturbation. In this case it was shown that for a 
'deforestation' experiment, estimates of transpiration could be off by a factor of two or 
three if feedbacks from the planetary boundary layer are ignored. 
Henderson-Sellers et al. (1995) performed global model calculations of the reaction of 
climate both to the radiative effect of doubled CO2 and to doubled stomatal resistance (a 
presumed first order feedback effect of vegetation to increased atmospheric C02). They 
found a small positive feedback due to increased stomatal resistance. Lashof (1989) also 
performed global modeling studies and attempted to estimate the gain from each of several 
postulated feedback processes associated with global warming. These feedbacks included 
changes in ice albedo, water vapor and clouds (geophysical feedbacks) as well as added CO2 
due to increased microbial activity, decreased atmospheric CO2 due to carbon fertilization, 
and a DMS feedback (biophysical feedbacks). He found some weak negative feedbacks 
and only in the case of carbon fertilization removing carbon from the atmosphere was the 
feedback a significant portion of the original signal. 
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While ostensibly not directly related to vegetation influences, Mitchell et aL (1997) 
found that feasible changes in the shape and/or size of cirrus cloud ice crystals could 
increase Earth's shortwave reflectance by 9.3 W /m2 which is larger in magnitude but 
opposite in sign to the first-order effects of doubled CO2 on climate simulations. Changes 
in vegetation type or density can chemically and mechanically affect the kinds of aerosols 
which serve as ice nuclei and therefore may have some role in the regulation of ice crystal 
habit. 
The above examples are fairly static model representations of feedback mechanisms 
and as such are problematic. More realistic, dynamic feedback models have also been 
put into production. King and Nielson (1992) suggest that dynamic vegetation change 
resulting from a warming climate will generally result in increased carbon storage above 
ground (by 4-17% in their calculations) providing a negative feedback. They do note that 
a climate change which occurs too quickly might result in a dieback of vegetation and 
an initial positive feedback in CO2 . This would probably reverse sign, however, as new 
vegetation grew up. Therefore, the sign of the feedback may depend on the rate of climate 
change and whether the biota has the opportunity to react. 
Henderson-Sellers and McGuffie (1995) also performed doubled CO2 model experi-
ments and included a simple interactive biosphere in the calculations. Relative to the cases 
with constant vegetation they found that cases with interactive vegetation responded to 
doubled CO2 by decreased planetary albedos and cloud amounts. Though final increases 
in temperature were almost non-existent in these models due to dynamic vegetation, the 
albedo effects represent positive vegetative feedbacks to the initial perturbation. It must 
be pointed out that many processes such as carbon fertilization effects on vegetation were 
not included in these experiments. The importance of these omissions are unclear. Davis 
(1989) looked at fossil pollens for vegetative response to past climate changes and found 
that the understory can react fast (tens of years) to climate change while the canopy may 
take centuries. The vegetation may therefore not be able to track climate change and this 
may lead to dieback, extinction and a temporarily increased carbon flux. Clearly more 
sophisticated accounts of the interaction between all components of the climate system 
are necessary if we are to have confidence in model results. 
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Given the complications, uncertainties and limitations outlined in the preceding sec-
tions, the goal of the research presented here is to realistically estimate the extent of 
human impact on land cover both globally and in a regional-scale case study in the Front 
Range of Colorado in order to evaluate the hypothesis that these changes are already of 
sufficient magnitude to have affected regional and global climates. We then use recent 
observational data and an independent simulation of climate change due to increased C02 
concentration to evaluate the relative magnitude of present-day climate changes due to 
both vegetative and CO2 forcing and assess the applicability of those changes to observed 
climate trends. 
Chapter 2 
GLOBAL CLIMATE SIMULATIONS OF HISTORICAL LAND COVER 
CHANGE 
2.1 Introduction 
While some of the earliest studies of the effects of land use change were of global scope 
(e.g., Sagan et al. 1979 and others reviewed in Mintz 1984), and some recent studies have 
examined the effects of extratropical land cover change on regional climate (e.g., Bonan 
et al. 1992, Copeland 1995, Stohlgren et al. 1998), most recent efforts have been un-
derstandably concentrated more on regional effects of tropical deforestation and regional 
desertification because of the vulnerability of these ecosystems and their importance to 
human populations (e.g., Xue and Shukla 1993; Xue 1997; Claussen 1998). Little ac-
ceptance has been given to the idea, however, that anthropogenic landcover changes of 
the type already observed can significantly influence global climate. Of the few studies 
which have commented on this subject, McGuffie et al. (1995) noted weak, remote, high 
latitude effects in a complete tropical deforestation simulation (i.e., all tropical rainforests 
converted to grasslands), while Chase et al. (1996) hypothesized that large, winter hemi-
sphere climate anomalies in a simulation of the effects of realistic global green leaf area 
change were due to tropical deforestation affecting low latitude convection and therefore 
global-scale circulations in the winter hemisphere. Zhang et al. (1997) further explored 
simulated mid-latitude teleconnections due to complete tropical deforestation with a linear 
wave model and found that appropriate conditions existed for the propagation of tropical 
waves into the extratropics in that case. Others have since noted isolated extratropi-
cal effects due to simulated tropical vegetation physical or physiological changes (Sud et 
al. 1996, a complete deforestation scenario; Sellers et al. 1996, a study of the effect of 
increased atmospheric CO2 on radiation and plant physiology). 
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It should be expected that changes in tropicallandcover affects higher latitudes, par-
ticularly in the winter hemisphere. The three major tropical convective heating centers 
are associated with tropical land surfaces of Africa, Amazonia, and the maritime con-
tinent of Indonesia, Malaysia, New Guinea and surrounding regions (e.g., Kreuger and 
Winston 1973; Chen et al. 1988; Berbery and Nogues-Paegle 1993). While the existence 
of the rainforest and other moist vegetation types has often been considered to be solely 
a function of local precipitation fed by advected moisture from adjacent oceans, signifi-
cant precipitation recycling does occur due to the presence of transpiring vegetation (e.g., 
Lettau et al. 1979; Burde and ZangviI1996). Removal of that vegetation has major im-
pacts on the momentum and radiant energy absorbed at the surface and its partitioning 
into latent and sensible forms which affect boundary layer energetics and structure and 
generally culminate in a reduction of precipitation though this seems to be a function 
of season and region (e.g., Dickinson and Kennedy 1992, Pielke et al. 1997; Zhang et 
al. 1997; Nobre et al. 1991; Eltahir 1996; Polcher and Laval 1994; Zheng and Eltahir 1997; 
Eltahir 1998). As a result of removal of tropical vegetation, regional convection might 
be expected to be reduced in magnitude on average, and shifted in space as a result of 
compensating circulations and other localized forcings. Small changes in the magnitude 
and spatial pattern of tropical convection may then alter the magnitude and pattern of 
high-level tropical outflow which feeds the higher latitude zonal jet (e.g., Bjerknes 1969; 
Krishnamurti 1961; Chen et al. 1988; Oort and Yienger 1996). Additionally, these changes 
may also force anomalous Rossby waves which can propagate to high latitudes in a west-
erly background flow when not trapped by a critical line (e.g., Wallace and Gutzler 1981; 
Tiedtke 1984; James 1994; Tribbia 1991; Berbery and Nogues-Paegle 1993) and which 
tend to organize into a few recognizable teleconnection patterns regardless of the spatial 
nature of convective anomalies (e.g., Geisler et al. 1985, Hoerling and Ting 1994). These 
forcings may affect weather and climate regimes at high latitudes and are analogous to 
the remote effects due to anomalous tropical sea surface temperatures during the opposing 
phases of the EI NinO-Southern Oscillation (ENSO). 
Our purpose here, then, is to realistically estimate the extent of human impact on 
global land cover in order to evaluate the hypothesis that these changes, particularly in 
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the tropics, are already of sufficient magnitude to have affected the global climate state 
through the mechanisms discussed above. Building on the work of Chase et al. (1996), we 
used an updated estimate of global landcover change in a global numerical model along 
with comparisons with reported observational data. 
2.2 Model Description 
We used the standard version of the NCAR CCM3 (Kiehl et al. 1996) coupled with 
the land-surface model (LSM) (Bonan 1996). This version of the CCM3 had prescribed 
SSTs. The CCM3 is a spectral model with triangular truncation at wavenumber 42 and 
18 vertical levels reaching 3mb. The model grew out of an earlier version (CCM2) and 
modifications were made to correct several deficiencies in the climate simulation including 
a large warm bias in northern hemisphere summer land surfaces, an excessive hydrological 
cycle, as well as substantial phase and amplitude errors in stationary wave climatology 
(Kiehl et. al. 1998). While the dynamical portions of the model remained constant, 
radiation, cloud, convective, boundary layer and land-surface parameterizations were all 
modified from the earlier model version. 
The model accounts now for the radiative effects of trace gases (CFC's, CH4, N20) 
as well as a background aerosol content. Optical properties of clouds now include ice 
clouds and differing effective radius prescriptions for marine and terrestrial clouds. These 
modifications appear to have corrected, for the most part, biases in annually-averaged 
absorbed solar and outgoing longwave radiation at the top of the atmosphere. Adjustments 
to boundary layer physics appears to have improved the simulation of PBL depth. Because 
of their importance to the present simulations, a more thorough discussion of the land-
surface and convective parameterizations is warranted. 
The LSM is a GCM-scale parameterization of atmospheric land-surface exchanges and 
accounts for vegetation properties as functions of one of 24 basic vegetation types. The 
L8M includes a single-level canopy, a lake model, and calculates averaged surface fluxes 
due to subgrid-scale vegetation types and hydrology. Two phonological properties, leaf 
and stem area index (LAl and SAl), are interpolated between prescribed monthly values. 
11 
Albedos are calculated as a function of LAI and SAl among other factors. All other 
vegetation properties are seasonally· constant. Implementation of the model had little 
impact on upper-level wind or temperature climatology relative to the standard CCM 
land-surface parameterization though some effects on surface temperatures and humidity 
are ascribed to implementation of the LSM (Bonan 1998). 
The land-surface climatology for summer and winter seasons for the coupled 
CCM3/LSM (from Bonan 1998) differenced from observed surface climatology (Legates 
and Willmott 1990) are shown in Fig. 2.1. There are biases of both sign in both seasons 
which exceed 2.5 C over most of the global land surfaces. A cold bias is evident over most 
land surfaces in summer which has been attributed to a still overactive hydrological cycle 
which allows for excessive soil moisture. In northern winter, warm biases of between 2.5 
and 10.0 C are evident over much of the high latitude northern hemisphere, while cold 
biases dominate in the tropics and southern hemisphere in the winter season. 
ttI""_"_' __ .""_ .. ~ .. ~ 
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Figure 2.1: CCM3/LSM near-surface land temperature climatology differenced from ob-
servations for (a) the winter season (December-January-February), and (b) the summer 
season (june-july-August) (from Bonan 1998). 
Because of the importance tropical convection is expected to have in these simulations 
and because of the sensitivity of the global climate to its details, the convective model used 
here is examined in some detail. Convective precipitation is represented using the schemes 
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of Zhang and McFarlane (1995) for deep convection and that of Hack (1994) for shallow 
convection. The combined use of these schemes was, in part, responsible for a reduction 
of the overactive hydrological cycle seen in an earlier version of the model (CCM2) and a 
more reasonable depiction of the northern hemisphere standing wave climatology (Hack 
et al. 1998). 
If the atmosphere is moist adiabatically unstable then the temperature and moisture 
fields are adjusted using the Zhang and McFarlane (1995; referred to as ZH95 subse-
quently) convective parameterization while the shallow and mid-level effects of convective 
adjustment are represented using the scheme of Hack (1994). The deep convective com-
ponent of ZH95 is based on an ensemble of convective updrafts and downdrafts which 
may exist at any point which is conditionally unstable. The scheme is similar to that 
of Arakawa and Schubert (1974) though with several simplifications. Only those plumes 
which are buoyant enough to penetrate the stable layer are included in the ensemble. All 
ensemble updrafts have an identical mass flux at cloud base and convection only occurs 
where convective available potential energy (CAPE) exists. As a closure condition it is 
assumed that CAPE is destroyed at an exponential rate by parcel ascent in the updraft 
according to a specified time scale. 
The ZH95 scheme defines budget equations for cloud and sub-cloud layers which are 
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(2.2) 
The effect on the sub cloud layer is written: 
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(2.4) 
In the above equations Me is the net vertical mass flux which is composed of both 
upward (Mu) and downward (Md) components. Mb is the cloud base mass flux and is 
the same for all plumes. C is the large-scale condensation while E is the large-scale 
evaporation rate. S, Su, Sd, q, qu, qd are the corresponding components of the dry static 
energy and the specific humidity. 6.zm is the height of the sub cloud layer. 
Adjustment due to both updrafts and downdrafts are included in this scheme. The 
updrafts are an ensemble of entraining plumes each with a fractional entrainment rate. 
Mass detrainment occurs in a thin layer at the top of the plume and has the same thermal 
properties as the environmental air. All plumes are constrained to be deep enough to 
detrain in the conditionally stable portion of the upper atmosphere. 
Zhang and McFarlane (1995) describe the effects of the implementation of this con-
vective scheme on the Canadian Climate Center (CCC) GCM relative to a simple moist 
convective adjustment scheme used previously. They found that the new scheme warmed 
the troposphere, generated more high clouds and increased planetary albedo in the zonal 
average at every latitude. They also concluded that not only were the specifics of the 
convective adjustment scheme important to the climate simulation of the GCM but also 
that other parameterizations which interact with the convective scheme (the radiation 
scheme in particular) are crucial to the ultimate effect of the convective adjustment on 
the climate simulation. The effect of the implementation of ZH95 on the CCM3 have not 
been reported in isolation. Because of the limited generality of the effects of ZH95 on 
the climates of differing GCMs, extrapolation of the results from the CCC GCM are not 
particularly useful. 
The CCM3/LSM coupled model was integrated for 12 annual cycles using a represen-
tation of current, observed vegetation cover versus a simulation which had a representation 
of natural, potential vegetation in equilibrium with current climate (an estimate of vege-
tat ion undisturbed by human activity) as the bottom boundary condition. The derivation 
of these datasets is discussed in Section 2.3. Results from this experiment are given in 
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terms of 10 averaged Januaries, the month when the maximum communication between 
the tropics and the northern hemisphere is expected. These followed more than two years 
of model spin-up. 
2.3 Vegetation Datasets 
Maps of the current vegetation distribution in regions of anthropogenic disturbance 
and the natural vegetation distribution are shown in Fig. 2.2. These datasets were de-
rived with guidance from global maps of maximum LAI which was retrieved for current 
vegetation from maximum normalized difference vegetation index (NDVI) satellite prod-
ucts (Nemani et al. 1996) at 1 degree pixel size. Assuming that vegetation is nearly in 
equilibrium with climate and soils, using long-term precipitation and temperature data, 
soils data and employing the close empirical relationships between transpiration and LAI 
(e.g., Nemani and Running 1989), a distribution of maximum LAI for natural, potential 
vegetation necessary to close the average water budget at each 1 x 1 degree grid point on 
the globe was produced (Nemani et al. 1996). 
NATURAL VEGETATION TYPE 
CURRENT VEGETATION 
____ _.a_. ____ a _ 
_ U.CIE .... __ ~_IIIiC _ _____ .. 
• • II • II • • _M_~ - - -.---- -- --- - - - - -• ~, • • • NATUM. F8Ir ~D DRY - - --- --- - - -LAND CROP - .... - - -(a) 0 • • • • • • • ~ (b) 
Figure 2.2: Vegetation classifications. (a) Current vegetation types for regions where 
current and natural vegetation differ (Le., anthropogenically disturbed regions), and (b) 
natural vegetation types. 
For use in the CCM3, an updated current vegetation dataset was produced simply by 
declaring regions where the difference between the current and natural maps of maximum 
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LAI was greater than 1 and which were not already agricultural land in the standard 
CCM dataset (Matthews 1983, Olson et al. 1983) to be anthropogenically disturbed. 
These anthropogenic ally disturbed points were assigned one of 3 kinds of agricultural 
land in keeping with the standard L8M vegetation categories (irrigated in regions where 
LAI increased under current vegetation, dry land crop, and mixed crop-forest where LAI 
decreased) depending on the magnitude of maximum LAI difference, latitude and vege-
tation type in the standard CCM dataset (Matthews 1983 and Olson et al. 1983). That 
observed vegetation types, such as mixed crop grasslands or mixed crop and tropical for-
est are not among the L8M vegetation categories is a source of inaccuracy in the present 
simulations, but it was determined important to stay within the confines of the standard 
parameterization for these initial simulations. 
Despite considering only relatively highly affected regions (~ LAI > 1) this current 
vegetation dataset includes larger estimated areas of agricultural land than the standard 
CCM land cover data particularly in the southeast Asian peninsula, Indonesia, Malaysia, 
and surrounding regions. Even though larger areas of landcover change were included 
than in the standard CCM data, our representation of the extent of human landcover 
disturbance (approximately 15%) remains conservative. A recent estimate (Vitousek et 
al. 1997) claims over 40% of the Earth's land surface is currently affected by anthropogenic 
landcover change. 
The natural vegetation cover was created by taking the standard CCM dataset and 
filling in agricultural areas with an appropriate vegetation type. We did this using our esti-
mated potential maximum LAI with values for specific vegetation types roughly following 
Neilson and Marks (1994), the latitude, and adjacent vegetation for guidance. Differences 
in vegetation categories between the two simulations resulted in changes in the fraction 
of the grid cell covered by vegetation, changes in soil moisture in irrigated regions, and 
differences in vegetation physical and physiological properties in the vegetated fraction. 
2.4 First Day Response 
Climate processes are so intricately interwoven that separating direct chains of cause 
and effect is often impossible. In this section, we briefly examine simulated weather 
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differences due to changes in landcover after the first 24 hours of model integration. These 
first day differences are expected to be primary in the sense that the the full climate system 
has not fully adjusted to them. The subsequent development and equilibrium response of 
the model climate can be associated with these initial perturbations. 
Sensible and latent heat flux differences (Fig. 2.3a,b) after 24 hours of simulation 
(date of model initialization is September first) show small differences between the two 
simulations which are confined almost exclusively to areas where changes in vegetation 
occur. These differences are particularly evident in regions of moist tropical vegetation 
with the largest differences already occurring in southeast Asia and land areas of the 
Maritime continent, Amazonia and the southeastern coasts of South America and Africa. 
At higher latitudes, Western Europe and the central United States are also affected after 
a single day of simulation. Differences in near surface air temperature (Fig. 2.3c) are 
evident over a large portion of western Europe and other, smaller differences appear only 
in regions where direct landcover change forcing is present. 
These initial, small changes in surface fluxes and temperature occurred only in regions 
directly affected by landcover change. After lengthy integration, these anomalies move 
upscale and develop into differences in the 10-year average general circulation which are 
of larger magnitude and larger spatial extent than the initial perturbations. These are 
discussed in subsequent sections. The largest anomalies no longer occur in regions of 
direct landuse change forcing in the 10-year average indicating a complex atmospheric 
adjustment process to landcover changes. Because we expect the largest communication 
between changes in tropics and the mid-latitudes in northern winter we now concentrate 
on 10-year January averages in the presentation of subsequent results. 
2.5 Global Averages 
Table 2.1 shows selected January global averages for several climate variables. 
Changes in global averages were quite small in most instances, though larger differences 
were generally found over land than over oceans or sea ice. There was a small global 
warming which approached 0.2 C over land. Little change in globally-averaged precipi-
tation occurred. Low-level winds (850 mb), however, were substantially affected in the 
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Figure 2.3: Difference fields (current-natural) after 24 hrs of simulation for (a) sensible 
heat flux, (b) latent heat flux, and (c) near surface temperature. 
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global average increasing over land and decreasing over oceans in the current vegetation 
case. High-level winds (200 mb) decreased over all surfaces. 
Table 2.1: January globally-averaged values and differences for selected fields. 
II I CURRENT I NATURAL I CURR-NAT II 
REF TEMP (K) 
GLOBAL: 284.73 284.68 .05 
LAND: 275.95 275.79 .16 
SEA: 288.19 288.19 .00 
CONY PRECIP 
(mm/day) 
GLOBAL AVG: 2.57 2.57 .00 
LAND AVG: 1.97 1.94 .03 
SEA AVG: 2.81 2.81 .00 
LARGE-SCALE 
PRECIP (mm/day) 
GLOBAL AVG: .49 .49 .00 
LAND AVG: .41 .40 .01 
SEA AVG: .52 .52 .00 
850 mb U (m S-1) 
GLOBAL AVG: .91 .96 -.05 
LAND AVG: .71 .55 .16 
SEA AVG: .97 1.09 -.11 
200 mb U (m S-1) 
GLOBAL AVG: 18.13 18.51 -.38 
LAND AVG: 18.34 18.55 -.21 
SEA AVG: 18.05 18.50 -.45 
2.6 Effects on Tropical Climate 
With the exception of area averages, we present results in this section as differences 
in 10 averaged Januaries between the current vegetation case and the natural vegetation 
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case (current-natural) overlayed on a map of Student's t test statistic shaded at the 90 
and 95%, 1 tailed, significance levels following Chervin and Schneider (1976). 
Because we are focusing here on the global effects of historic landuse change, we do 
not perform a detailed analysis of the mechanism for changes in tropical convection except 
to note that statistically significant changes in the distribution of surface heat fluxes (sen-
sible and latent; Fig. 2.4a,b) resulting from changes in surface properties in the tropics 
are associated with shifts in tropical convection. Some surface heat flux anomalies are 
associated with direct surface forcing from altered landcover though the largest heating 
anomalies result from large-scale circulation changes and occur in regions remote from 
direct forcings. For example, latent heat flux anomalies of nearly +40 W m -2 cover large 
portions of the tropical central and eastern Pacific. These are of similar magnitude to 
latent heat flux differences between observed warm and cold ENSO events (e.g., Wu and 
Newell 1998). Decreased latent heat fluxes averaged over tropical land surfaces (30N - 30S) 
were positively correlated in space (r=0.45; p<O.OOl, Spearman's rank correlation coeffi-
cients) with decreased convective precipitation over tropical land surfaces (approximately 
25% of convective precipitation in the latitude range 30N - 30S occurred directly over 
land) and negatively correlated with increases in sensible heat fluxes (r=-0.48; p<O.OOl) 
compatible with the assertion that tropical boundary-layer equivalent potential tempera-
ture and therefore convection are strongly determined by boundary-layer humidity (e.g., 
Brown and Bretherton 1998). Correlations with net radiation changes were insignificant 
(p > 0.1). 
For reference, Figure 2.5 shows the global distribution of highest simulated January 
convective precipitation in the current vegetation case. This tropical precipitation band 
represents the intertropical convergence zone (ITCZ). Of importance to the present discus-
sion are three regional maxima in convective precipitation which are associated with the 
tropical land masses of Amazonia, Southern Africa and the maritime continent. The max-
imum over the land masses of the maritime continent also blends with a maximum over 
the western Pacific warm pool maximum. That the maxima in convective precipitation 
are all associated with land surfaces is an indication that the changes in surface energy 
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Figure 2.4: Surface heat flux differences (current-natural) using a 9-point spatial filter for 
easier visibility. (a) Sensible heat flux (contour by 2, 4, 8, 16, 32 W m-2), and (b) latent 
heat flux (contour by 6 W m-2). Light shading represents the 90% significance level for a 
I-sided t-test. Dark shading represents the 95% significance level. 
relations associated with landcover change might be an important mechanism for disrupt-
ing the spatial patterns and intensity of tropical convective precipitation and therefore, 
upper-level heating patterns which drive the major global-scale circulations. 
Figure 2.6a shows the distribution of the differences in convective precipitation and the 
associated t statistic map which indicate significant changes in precipitation of both sign 
over all 3 tropical convective centers. Figure 2.6b is a zonally-averaged plot of convective 
precipitation from 45S-45N which shows that the effect of these changes was to diminish 
and move the intertropical convergence zone northward in the current vegetation case. The 
secondary maximum near 38N was also diminished. The difference in 20N-20S averaged 
convective precipitation (Fig. 2.6c) shows regional shifts in convection and, of particular 
interest, a reduction in convective activity in the western Pacific and over the maritime 
continent while an increase in convective precipitation occurs in the central and eastern 
Pacific under current vegetation. 
Tropical zonal circulations were also affected as seen in the differences in low-level 
(850 mb) east-west winds (Fig. 2.7) which shows diminished easterlies over most of the 
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Figure 2.5: January convective precipitation in the current vegetation case. Contour by 6 
mm/d. 
flow) . Though these changes are not statistically significant over the entire region, this 
reduction in easterlies is consistent with reduced convection over the western Pacific and 
Indonesia which acted to diminish the tropical zonal circulation. Because warm Southern 
Oscillation episodes are also characterized by decreased easter lies in these regions which 
are of similar magnitude to those simulated here (e.g., Philander 1990), our results indicate 
that circulation changes resulting from tropical land use change may act, to first order, to 
enhance the magnitude, frequency and duration of warm Southern Oscillation episodes 
and to diminish cold episodes. 
2.7 Effects on Higher Latitudes 
The tropical-extratropical response to the landcover changes simulated in this experi-
ment may be better understood if we break up the circulation into rotational and divergent 
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Figure 2.6: (a) Convective precipitation differences (current-natural, contour by 0.5 
mm/day) using a 9-point spatial filter for easier visibility. Shaded regions as in Fig-
ure 2.4. (b) Comparison of the 45N-45S zonally-averaged convective precipitation for the 
2 cases. (c) Difference in 20N-20S meridional average (current-natural) for the 2 cases. 
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Figure 2.7: Tropical Pacific east-west wind component difference at 850 mb (contour by 
0.3, 0.6, 1.0, 1.5, 2.0 m S-l. Shading as in Fig. 2.4. Note: easterly winds are of negative 
sign so that decreased tropical easterlies are represented by positive wind anomalies. 
where X is the velocity potential representing the divergent component of the flow and 
'l/J is the streamfunction representing the purely rotational portion of the flow. The total 
wind is then the sum of the two components. 
V=V1jJ+Vx (2.6) 
Figure 2.8a shows the divergent wind and isotachs at 200mb in the current vegetation 
case. Three upper-level divergent regions associated with the tropical convective precip-
itation maxima shown in Fig. 2.5 are evident in this figure. These represent Hadley cell 
outflow regions and are areas where maximum communication between the deep tropics 
and sub-tropics occurs. Figure 2.8b shows the rotational wind and isotachs at 200 mb in 
the current vegetation case. The three regional maxima of the mid-latitude jet, composed 
almost entirely of rotational flow, are evident in this figure as is the fact that the three re-
gional jets are associated with the three divergent outflow regions shown in Fig. 2.8a which 
are in turn associated with tropical precipitation maxima. Krishnamurti et al. (1973) first 
suggested an association between these observed phenomena and more recent work (Chen 
et al. 1988, Vincent et al. 1997) has established a connection between tropical heating 
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Figure 2.8: 200 mb wind vectors in the current vegetation case. (a) Rotational component 
in vectors with velocity contoured by 5 m s-l for values above 30 m S-l. (b) Divergent 
component with velocity contoured by 0.5 m S-l for values above 2.5 m s-l. 
maxima, divergent outflow and regional jet maxima which suggests that tropicallanduse 
change, should it alter tropical convection, would be effective at altering the properties of 
the higher latitude jet. 
We now turn attention to the details of how historical changes in tropical vegetation 
cover may have affected higher latitude weather and climate. The total kinetic energy 
(K E) of the atmospheric flow may be decomposed in a manner similar to the decomposi-
tion of the winds in Eq. 2.6. We define a rotational and divergent K E which are composed 
solely of the rotational or divergent part of the wind respectively. 
(2.7) 
(2.8) 
and the total kinetic energy is the sum of the two components. 
KE=KE'IjJ+KEx (2.9) 
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Figure 2.9: (a) Divergent wind kinetic energy (KE) differences at 200 mb. (Contour = 
0.5 J). Shaded regions as in Fig. 2.4. (b) Comparison of zonally-averaged 200 mb K E for 
the 2 cases. 
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Figure 2.10: Rossby source term differences (current-natural) x1010 (Contours by 1.5 
s-2). Shaded regions as in Fig. 2.4. 
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The kinetic energy per unit mass associated with the divergent components (Ux. and 
Vx.) of the wind, where K Ex = (U~ + V;)/2 can be used as a measure of tropical high-level 
outflow and its influence on the extratropical circulation. The difference in this quantity at 
200 mb (Fig. 2.9a) shows a significant decrease in divergent high-level tropical outflow in all 
three major tropical heating centers in the current vegetation case. By far the largest effect 
is in southeast Asia/Indonesia and the western Pacific. In the zonal average (Fig. 2.9b), 
200 mb divergent kinetic energy is reduced everywhere but particularly in the tropical 
maximum which is a reflection of both a diminished global meridional circulation and 
diminished tropical zonal circulations in the current vegetation case. Because divergent 
K E is quickly converted to the rotational K E associated with the mid-latitude jet (Wiin-
Nielsen and Chen 1993), there is considerably less energy available to directly feed the jet 
in the current vegetation case. 
Starting with the definitions in Eqs. 2.7, and 2.8. the full K E budget equations may 
be derived for each wind component (e.g., Wiin-Nielson and Chang 1993). However, here 
the approximate form of these equations after Chen et al. (1978) are used. These take 
the form 
(2.10) 
for the divergent K E budget and 
(2.11 ) 
for the rotational K E budget. The first forcing terms on the right hand side of Eqs. 2.4 
and 2.5 represent local generation of K E by K E flux convergence. The second term is 
the same in each equation but of opposite sign and represents the conversion between 
rotational and divergent components of the total KE. The full KE budget equations 
have several conversion terms between divergent and rotational K E including conversions 
reSUlting from vertical interactions (e.g., Vincent et al. 1997, Chen et al. 1988), These 
terms are small relative to the conversion term included here and so are ignored in the 
present discussion. The third forcing term in each equation represents generation of K E 
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through the conversion of the potential energy of the horizontal height gradient to the 
kinetic energy of flow down that gradient. 
Several studies (Vincent et al. 1997, Wiin-Nielson and Chen 1993) have shown that 
the conversion from available potential energy (APE) to K E is done first by converting 
APE to divergent K E which is then quickly and nearly completely converted to rotational 
K E through the conversion term in Eqs. 2.10 and 2.11. We have shown substantial 
changes in the amplitude and spatial distribution of divergent K E as a result of changing 
landcover. These changes would then be expected to have some impact on the rotational 
flow of the mid-latitude jet because of this quick and complete conversion. Figure 2.11 
shows this conversion between divergent and rotational K E for the two cases and the 
difference between them. These figures show positive values (conversion from divergent to 
rotational flow in the present sign convention) equatorward of the jet in most regions and 
negative values poleward of the jet in a pattern similar to that found in Wiin-Nielson and 
Chen (1993). In the northern hemisphere, two regions of maximum conversion occur. A 
positive maximum centered on Japan and a negative maximum centered off the eastern 
United States. Both these regions become reduced in area and amplitude in the current 
vegetation case relative to natural vegetation. Additionally, most other secondary regions 
of conversion are also reduced in the current vegetation case. This can be seen most easily 
in a comparison of the zonally-averaged conversion term (Fig. 2.11d) where the generation 
of rotational K E from divergent K E in the tropical regions is reduced under current 
vegetation while the opposite transformation (rotational energy converted to divergent) 
is reduced under current vegetation at mid-latitudes until about 62N. Poleward of 62N, 
conversion from divergent to rotational K E is again reduced under the current vegetation 
scenario. 
Changes in tropical convection not only reduced the intensity of the upper-level di-
vergent tropical outflow under current vegetation and altered the patterns of conversion 
of divergent to rotational KE, anomalous vorticity forcings were also generated which ap-
pear to affect high northern hemisphere latitudes. Starting with the barotropic vorticity 
(() equation 





60E 120E 180 120W 60W 
(a) 
C(DIV,ROT) KE DIFFERENCE 











60E 120E 180 120W 60W 

















Figure 2.11: 200 mb conversion between divergent KE and rotational KE in m2/s3 for 
(a) current vegetation, (b) natural vegetation, (c) difference (current-natural), and (d) 
zonal average. 
29 
and again defining a divergent (V x) and rotational (V'IjJ) component of the wind, a vorticity 
equation can be written in the form (Sardeshmukh and Hoskins 1988, James 1994): 
8( 
8t + V'IjJ' \7( = -((\7. V) - V x ' \7( = -\7. (Vx()· (2.13) 
The forcing term on the far right hand side of 2.13 is a function solely of the divergent 
component of the wind (refer to the divergent KE in Figs. 2.9a,b) and differences in 
this forcing term (known as the Rossby source term) between the current and natural 
vegetation scenarios at 200 mb are presented in Fig. 2.10. Significant anomalies of both 
sign are generated in all three tropical heating centers though the strongest and most 
widespread effect occurs in southeast Asia and to its south and east. The strongest 
Rossby source anomalies in the region of southeast Asia and the central Pacific occur in 
locations of westerlies which allows for the possibility of propagation to higher latitudes, 
thereby potentially affecting mid-latitude weather and climate regimes as discussed in the 
introduction. 
The possible connection between anomalous Rossby wave forcing in the western and 
central Pacific and the higher northern latitudes can be clarified with a correlation analysis 
of height data. A correlation in the January average 500 mb height difference fields between 
the natural and current vegetation simulations with the differences at the base point 21N-
158W (Fig. 2.12) (a center of action for tropical Pacific convection differences and a region 
of westerlies at all tropical latitudes) reveals a teleconnection pattern which affects the 
entire northern hemisphere and is similar in spatial structure to the tropical northern 
hemisphere (TNH) pattern described in studies examining extratropical connections to EI 
Nino (e.g., Livezey and Mo 1987). These correlations are significant at the 5% level at 
most of the amplitude extrema throughout the hemisphere. 
Significant changes in large-scale, high-latitude northern hemisphere flow were gen-
erated as a result of the historic changes in landcover and are attributable to changes 
in tropical convection discussed above. The differences in east-west winds at 200 mb 
(Fig. 2.13a) shows a prominent northward shift in the mid-latitude jet stream over most 
of the globe under the current vegetation scenario. This shift is most apparent in the 
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Figure 2.12: Correlation of differences in 500 mb height field with difference at 21N and 
158W. Contour is 0.4, 0.6, 0.8. Blackened region in central Pacific represent the region of 
near perfect correlation. Shading as in Fig. 2.4 but for significance of correlation. 
northern Pacific. Zonal averages of the 200 mb east-west wind (not shown) display this 
northerly shift and a decrease in the maximum magnitude of the jet core in the current 
case by approximately 5 m S-1; a decrease of more than 10%. The northern shift and de-
creased magnitude of the mid-latitude jet (a feature noted in the globallandcover change 
experiment of Chase et al. 1996 and the desertification experiment of Dirmeyer and Shukla 
1996) are consistent with the decreased upper-level tropical outflow in the current vegeta-
tion case which can provide less direct energy to the jet (Fig. 2.9), and with a decreased 
and more northerly temperature gradient maximum in the current case. This change in 
gradient can be seen in the zonally-averaged north-south gradient in 200 mb heights in the 
northern hemisphere (a measure of the vertically-averaged horizontal temperature gradi-
ent, Fig. 2.13b) which shows a northerly shift and weakening in the zone of maximum 
baroclinicity in the current vegetation case. It should be noted that changes in the mean 
flow such as those described above will also affect the propagation characteristics of, and 
interact with, waves superimposed on that flow (e.g., Rasmussen and Wallace 1983; Kang 
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1990, Ting et al. 1996) which introduces yet another source of variability between cur-
rent and natural vegetation scenarios. Finally, under current vegetation, zonally-averaged 
temporal variability, measured here as the monthly-averaged standard deviation of daily 
500 mb heights (Fig. 2.14) in jet stream regions, was reduced as would be expected from 
diminished baroclinicity. 
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Figure 2.13: (a) Difference in 200 mb east-west wind (current-natural). Contour by 
2 m s-l. Shaded regions as in Fig. 2.4. (b) Comparison of north-south derivative of 
zonally-averaged 200 mb heights (d(Z200)jdy) in the northern hemisphere. 
Figure 2.15 shows near-surface air temperature difference between current and nat-
ural vegetation. Significant changes in temperature are associated with all tropical land 
masses and many higher latitude regions. In the northern hemisphere, a wave number 
3 pattern of warming and cooling centers is apparent. Warming occurs on most land 
surfaces under current vegetation and is centered in temperate and eastern Boreal North 
America, southern Asia, and central Europe. Cooling centers include the western Arctic 
(including the North Pacific and Alaska), Greenland, and the North Atlantic and central 
Asia. Average temperature changes from 30N - 90N are +0.3 C over land and -0.1 over 
ocean and sea ice which are of the same magnitude as observed in the surface record in re-
cent decades (e.g., Pielke et al. 1998a,b). Globally, temperatures warmed by 0.05 degrees 
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Figure 2.14: Comparison of northern hemisphere zonally- and monthly-averaged daily 
standard deviation in 500 mb heights. 
sea ice are limited by the imposed surface temperatures in those regions. This warming 
of northern hemisphere land surfaces is associated with weakened equatorward, low-level, 
winter monsoon flow which allowed the ITCZ to occupy its more northerly position in the 
current vegetation case (Fig. 2.6b). These temperature differences, which are a result of 
large-scale circulation changes and which are statistically significant at 5 of the 6 cool-
ing/warming centers, are interesting given observed northel~n hemisphere winter climate 
trends which are discussed below. 
2.8 Horizontal Fluxes 
Further information on the complexity of the global atmospheric adjustment resulting 
from the imposed change in landcover can be gained from an examination of the differences 
in the northward fluxes and flux divergence of eddy momentum in the northern hemisphere. 
Figure 2.16 compares the upper-level (300-100 mb average) northward momentum 
fluxes and flux divergences resulting from high frequency transients (1 day) and from 
stationary waves. 
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Figure 2.15: Difference in near surface air temperature (current-natural) using a 9-point 
spatial filter for easier visibility. Contour by 0.5, 1.0, 1.5, and 3.0°C. Shaded regions as in 
Fig. 2.4. 
The transient momentum flux, Fig. 2.16a, shows a decreased overall magnitude of 
high-frequency transient eddy activity and a slight shift northward on its peak at approxi-
mately 32N in the current vegetation case. The total flux of momentum is larger, however, 
in the current vegetation case for stationary waves Fig. 2.16b. This is an indication that 
the atmospheric adjustment to the changes in vegetation cover is complex, with differing 
responses in transient and stationary eddy activity. 
The corresponding transient eddy flux divergences is shown in Fig. 2.16c and indicates 
that the peak convergence of transient eddy momentum flux between 40 and SON is reduced 
and shifted northward in the current vegetation case consistent with the simulated position 
and magnitude of the zonally averaged jet in that case. While much smaller in overall 
magnitude than the transient eddy flux divergence, the stationary eddy flux divergence 
Fig. 2.16d also shows a slight northward shift of the convergent maximum at SON in the 
current vegetation case. The larger amplitude of the stationary wave convergent maximum 
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Figure 2.16: 300-100 mb zonally-averaged northern momentum flux and flux divergence 
for (a) transient wave flux, (b) stationary wave flux, (c) transient wave flux divergence, 
and (d) stationary wave flux divergence. 
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noted above under current vegetation. However, the transient flux convergence is quite a 
bit larger and overpowers the stationary wave effect. 
2.9 Comparison with Recently Observed Global Circulation Changes 
Because a fully dynamic coupling between all atmospheric, oceanic, and land-surface 
processes is not achieved in these simulations, it is necessary to interpret our results as 
sensitivities within a simplified system. Only if land-surface changes were dominant or 
the couplings with other components of the climate system were weak or on longer time 
scales, would we expect to see an immediately obvious correspondence between observa-
tional evidence of the effects of land use change and model results. In this section, we 
look for possible signals corresponding to the model simulations in reported observations 
recognizing the above limitations. 
The January warming in the current vegetation case simulated over much of the 
land area in the northern hemisphere including most of North America, Europe, and 
parts of Siberia as well as the cooling over ocean areas is, in some ways, consistent with 
observational evidence which notes recently increased surface air temperatures over land 
in northern hemisphere winter, while oceans appear to be cooling (e.g., Wallace et al. 1996; 
Hurrell 1996; Palecki and Leathers 1993). These authors relate these temperature trends to 
anomalous circulations associated primarily with the Pacific North America pattern (PNA) 
and the north Atlantic oscillation (NAO) though other recognized modes of variability 
such as the tropical northern hemisphere (TNH) pattern (discussed in Section 2.5) are 
also implicated. 
Anomalous circulations in the northern Pacific have been associated with changes in 
sea surface temperature forcing of tropical convection and seem to be related to recent 
increases in the duration and magnitude of EI Nino events (Trenberth and Hurrell 1994), 
an effect we have no representation of in the present simulations due to prescribed, an-
nually cycling SSTs. The observed effects of this increase in EI Nino events include a 
heightened tropical hydrological cycle, an amplification and southerly movement of the 
mid-latitude northern hemisphere storm tracks and an eastward movement and deepening 
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of the Aleutian low. An index of these observed changes (the NP index= area-averaged 
surface pressure from 30-65N and from 160E-140W; Trenberth and Hurrell 1994) shows a 
recent increase in the magnitude of this index of 2.2 mb from the long-term average. 
Our simulated circulation changes in the extratropical northern Pacific as measured 
by the NP index is a decrease of nearly 1.5 mb and shows decreased tropical outflow and 
a northerly movement of the jet. These effects are opposite in sign to those observed and 
are consistent with a less active tropical hydrologic cycle in the current vegetation case. 
This is not surprising because our simulations include no representation of the observed, 
more frequent, warm eastern and central tropical Pacific ocean temperatures associated 
with increased EI Nino events which appear to have a strong relationship with observed 
atmospheric circulation changes in the Northern Pacific (Ponte and Rosen 1994, Kumar 
et al. 1994; Yulaeva and Wallace 1994). However, our simulations indicate decreased 
easterlies over much of the tropical Pacific Basin under current vegetation which, to first 
order, might act to amplify the magnitude and frequency of EI Nino events (e.g., Trenberth 
and Hoar 1996). 
As a result of the current phase of the NAO the North Atlantic has also experienced 
large-scale circulation changes during northern winter which have resulted in strong surface 
warming over land in western Europe and Siberia. These very strong regional warming 
trends make up a significant portion of the observed area averaged northern hemisphere 
and global warming trends. An index of the phase of N AO which compares surface pressure 
between Lisbon, Portugal and Stykkisholmur, Iceland shows the NAO in a positive phase 
since 1980 with values of the index between +1 to +3 mb (Hurrell 1996). A calculation of 
the same index in our simulation between the two vegetation cases gives a +3 mb value 
when going from natural to current vegetation. No strong connection between tropical SST 
and large-scale circulation changes in the Atlantic (e.g., Kumar et al. 1994) exists. Our 
results suggest the possibility of an interaction between circulations driven by landcover 
change and Atlantic climate anomalies. 
37 
2.10 Discussion and Conclusions 
Landuse changes, particularly in the tropics, should be expected to have global ef-
fects. Unlike the fluctuations associated with opposing phases of ENSO, the direct surface 
heating anomalies and subsequent changes in circulation associated with land use change 
are essentially permanent. To investigate the hypothesis that observed landuse change 
can have effects at global scales, we examined 10 years of modeled equilibrium January 
climate differences between simulations which were forced at the surface by: a) a spatially 
realistic depiction of the current land surface, and b) an estimate of natural potential 
vegetation in equilibrium with current climate. 
Wu and Newell (1998) concluded that SST variations in the tropical eastern Pacific 
have three unique properties that allow the tropical ocean to influence the atmosphere 
effectively: large magnitude, long persistence, and spatial coherence. Both direct land use 
changes and resulting circulation changes in the tropics have similar properties which, in 
our simulations, resulted in climate anomalies at higher latitudes. The largest climatic 
changes were not limited to the region of direct landuse change indicating that feedbacks 
within the tropics and teleconnections from the tropics to higher latitudes were more 
important than the direct forcing in this case. 
Differences between the current and natural vegetation scenarios included a zonally-
averaged northward shift and decreased magnitude of tropical convection as well as east-
west shifts in tropical convective precipitation particularly in the Pacific basin and the 
maritime continent. The changes in tropical convection resulted in reduced high-level 
outflow from the tropics, less direct conversion of divergent kinetic energy to the rota-
tional kinetic energy of the mid-latitude jet which contributed to a northerly shift and a 
reduction in peak magnitude of the zonally-averaged jet. This is consistent with a reduc-
tion in the associated meridional temperature gradient. The shift in pattern and strength 
of tropical convection also generated anomalous vorticity sources under the current veg-
etation scenario which appear to have affected climate at high latitudes throughout the 
northern hemisphere. Shifts in tropical convection also produced reduced easterlies over 
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much of the tropical Pacific basin and a central Pacific positive convective anomaly sug-
gesting further high latitude effects could arise through a positive interaction with the 
warm phase of ENSO. These effects are of greatest magnitude in the regions of southeast 
Asia and the maritime continent which suggests that landuse change in these areas is of 
considerable importance to the study of global climate. That our vegetation distribution 
reflects more deforestation in this region than most others may explain, in part, why our 
extra-tropical results are more clearly evident relative to other GCM land cover change 
experiments. 
A previous simulation (Chase et al. 1996) using a GCM with the same dynamical 
framework though with differing physical parameterizations from the present work pro-
duced similar effects (including a northern shift of the ITCZ and a northward movement 
and weakening of the zonally-averaged mid-latitude jet) by simply realistically altering 
the amount of green leaf area in regions affected by human activity. This indicates that 
vegetative effects on tropical convection may be as controlled by physiological processes 
as much as by biophysical factors such as albedo and roughness length. This view is given 
support by Kleidon and Heimann (1998) who found that rooting depth, a biological control 
on transpiration and soil moisture availability, was a significant factor in the production of 
latent heat and temperature in tropical regions and therefore affected tropical convection. 
These results also suggest that teleconnection patterns due to anthropogenic land-
cover changes which have already occurred are capable of affecting the temperature and 
precipitation distributions worldwide and may have already done so. Such effects are tra-
ditionally unaccounted for in global climate trend analyses (e.g., North and Stevens 1998) 
but growing evidence indicates that these effects may have to be accounted for in climate 
change monitoring efforts (e.g., Pielke et al. 1998a,b and references therein) necessitating 
further examination of their scope and significance. 
Finally, while we do not consider this, or any, climate simulation model to be com-
prehensive enough t.o provide reliable climate predictions (e.g., because of the lack of a 
dynamical ocean component in the present case [Campbell et al. 1995] but also because of 
imprecise depictions of vegetation properties and the nonlinear feedbacks between these 
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processes), some observed trends in tropical and northern hemisphere winter circulations 
are, in part, suggestive of a global response due to landuse change. While the spatial 
pattern of northern hemisphere warming is not identical in our simulations to that ob-
served, the large-scale circulation changes responsible for it are sufficiently similar to those 
thought responsible for the observed warming to suggest an interaction. Additionally, the 
observed pattern of more intense and longer warm ENSO events at the expense of cold 
ENSO events which is implicated in much of the observed higher latitude winter warming 
is implicitly simulated by decreased easterlies in the tropical Pacific and a positive con-
vective anomaly in the central Pacific which appears to affect high latitudes as a result 
of changed landcover. This result highlights a further avenue for investigation. These 
patterns of recently warming surface temperatures over northern hemisphere land areas 
resulting solely from dynamical atmospheric shifts have been difficult to associate con-
vincingly with global CO2 warming (e.g., Plantico et al. 1990; Jones 1988; Hurrell 1996) 
and our results suggest that global landcover change may already have had an important 
and measurable effect on the observed global climate state. 
Chapter 3 
COMPARISON WITH OBSERVED AND C02-FORCED CLIMATE 
CHANGES 
3.1 Comparisons of Zonally-Averaged Changes in Thermal and Dynamical 
Structure 
While the results from our global simulations discussed in Chapter 2 bear some resem-
blance to recently reported changes in long-term climate variability, direct comparisons of 
model experimental results with more recent observational data (National Center for En-
vironmental Prediction (NCEP) reanalysis; Kalnay et al. 1996) are also very interesting. 
Figure 3.1a compares changes in the observed, zonally-averaged 200 mb height gradient 
in the northern hemisphere between the first 10 years (1958-1967) of the current NCEP 
reanalysis and the last 10 years (1988-1997). This field is interesting for climate change 
studies because it quickly summarizes the depth-averaged thermal state of the atmosphere 
and also, by the thermal wind relation, can be used to infer the dynamical state of the 
atmosphere including the position and intensity of the mid-latitude jet. Figure 3.1a shows 
a decreased minimum in height gradient at approximately 33N which represents a decrease 
in maximum baroclinicity in the last decade relative to the first decade of the observations. 
There has also been a slight shift northward of the southern edge of the minimum and a 
northerly broadening of the minimum on its northern side in the last decade. Near 70N, 
differences between the two curves change sign. 
Figure 3.1c shows the northern hemisphere 200 mb height gradient field as simulated 
in the current and natural vegetation cases. A comparison with Fig. 3.1a show substantial 
agreement between the observed changes in gross structure of the atmosphere between the 
beginning and end of the N CEP reanalysis time series and the differences simulated due to 
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Figure 3.1: Observed NCEP January 200 mb gradient in geopotential height zonally 
averaged in the northern hemisphere for (a) comparison of the 1958-1967 average with 
1988-1997 average, (b) comparison of the 1958-1968 average with the 1986-1997 average 
with the years 1958, 1989, and 1992 removed in order to isolate years without strong 
ENSO fluctuations (discussed in text), and (c) Current and Natural vegetation simulation 
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Figure 3.2: 200 mb height gradient as simulated in a transient increasing CO2 simulation 
for (a) Ix CO2 vs. 1 X CO2 + 75 ppm, and (b) 1 x C02 vs. 2 X CO2. 
decade and under current vegetation include a reduced minimum, a northerly broadening, 
a shift north, and a change in sign of the differences in height gradient between the two 
curves at about 70N. 
The differences in atmospheric structure between the beginning and end of the re-
analysis time series are also likely to be affected by changes in ENSO during the period. 
In order to examine the effects of ENSO on these fields Fig. 3.1b compares the gradient in 
200 mb heights but has years with the strongest ENSO fluctuations (defined here as years 
when nino3 > 1.5 which included 1958, 1989, 1992) removed from the averages. These 
were replaced with 1968, 1986 and 1985 respectively to maintain a ten-year average. In 
this case the amplitude of the minimum is hardly changed between the beginning and end 
of the time series unlike the landcover change response seen in Fig. 3.1c. The broadening 
to the north of the minimum is more apparent when strong ENSO years are removed 
which is more like the simulated response to altered landcover. 
For comparison, we used data from a transient CO2 experiment performed by a 
collaboration between the Japanese Electric Power Institute and the National Center 
for Atmospheric Research (NCAR; files available through the NCAR CSM homepage as 
experiment B06). These simulations were performed using the CCM3/LSM coupled model 
but also included a full dynamical ocean and sea-ice model. This is not strictly a one-to-one 
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comparison because of differences in model configuration, but does highlight important 
features in simulations of potential climate changes. The same gradient in 200 mb heights 
for an experiment where C02 was increased at 1% per year is shown in Fig. 3.2. 1 x C02 
+ 75 ppm represents the current level of C02 loading above pre-industrial and in this case, 
changes in the structure of this field are of similar magnitude both to observed changes 
and to changes as a result of observed changes in vegetation. In this case, the minimum 
appears to have decreased slightly and the gradient has moved somewhat northerly and 
also broadened to the north in a similar manner as under vegetation change. By the time 
CO2 has doubled, however (Fig. 3.2b), the maximum baroclinicity has clearly increased 
beyond that of the control and the northerly shift and broadening is no longer apparent. 
This is an opposite response to that seen in observations in the last 19 years as well as to 
that seen in the vegetation change scenario. 
3.2 Comparisons of Changes in 1000-850 mb Depth-Averaged Temperatures 
As a way to examine the spatial structure of observed climate changes, Fig. 3.3 
compares depth-averaged temperature trends from 1000-850 mb as observed in the NCEP 
reanalysis satellite data from 1979-1997 with differences in this field between current and 
natural vegetation cases and with a representation of the effect of current C02 loading. 
Data before 1979 is suspect in the NCEP reanalysis due to a large jump presumably 
resulting from the inclusion of satellite data in the late 1970's (e.g., Santer et al. 1998, 
Pielke et al. 1998) which to some degree limits our ability to make longer term comparisons. 
It should be noted here that there is some question as to the validity of this observational 
dataset. (e.g., Santer et al. 1998). There is however, a close spatial correspondence 
between the NCEP data and the Microwave Sounding Unit (MSU) data, particularly at 
high northern latitudes and over land (Chase et al. 1999 and discussed further in chapter 
4). A comparison of the reliability of regional trends in observational data including the 
N CEP reanalysis, the microwave sounding unit (MSU) and the surface data network is 
given in Chapter 4. 
Simulated January temperature differences resulting from vegetation change 
(Fig. 3.3c) have similar magnitude regional changes occurring in the same places as in 
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the reanalysis. Additionally, remarkably similar spatial patterns in the northern hemi-
sphere occur as a result of vegetation change as in the observed trends in Fig. 3.3a. Both 
show a warming over the continental United States and Southern Canada, a cooling over 
Northern Canada, Greenland, Alaska and the eastern tip of Siberia; a warming over most 
of eastern Asia, a cooling in central Asia and eastern Europe, and a warming in western 
Europe. Strong observed cooling trends in Antarctica are not reproduced by the model 
though cooling at the southern tips of South America and Africa and Australia are gen-
erated in the model in agreement with observations. 
The July temperature differences resulting from vegetation change again show differ-
ences in the same regions and of the same amplitude as those observed though with little 
of the similarity in spatial pattern seen in the January averages, The largest differences 
are in the winter hemisphere in both cases as would be expected if changes in the position 
and amplitude of the winter hemisphere jet were most affected. 
As a final comparison, Fig. 3.3e shows the difference in January temperatures due 
to an increase in C02 of 75 ppm (approximately the present level of CO2 loading above 
ambient). Temperature differences are of slightly higher amplitude in this case when 
compared with differences due to vegetation and are therefore more similar in amplitude 
with observed changes in the past 2 decades. The spatial pattern, however, is less similar 
than that due to changes in vegetation. Again, the largest changes occur in the same 
regions in all plots. In July, the observed trends are larger than those due to either 
simulated forcing (C02 or vegetation). The CO2 forced simulation shows mostly warming 
trends except in Antarctica which is not borne out by observations. In the CO2-forced 
case in July (Fig. 3.3f), the largest differences are still in the northern hemisphere in 
opposition to both observations and to the vegetation-forced case. This is an indication 
that the hypothesis of tropical land use dominated climate change as suggested in Chase 
et al. (1996, 1999) may be more supportable than that of greenhouse gas induced global 
warming r at least ove.r the past two decades. 
Comparisons between observed changes in the last 19 years with simulations with 
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Figure 3.3: (a) Observed January 1000-850 mb depth-averaged temperature change from 
1979-1997 (C/19 years). (b) Observed July 1000-850 mb depth-averaged temperature 
change from 1979-1997 (C). (c) 1000-850 mb January temperature difference due to vege-
tation change (current-natural) (C). (d) 1000-850 mb July temperature difference due to 
vegetation change (current-natural) (C). e) 1000-850 mb January temperature difference 
due to present C02 loading (1 x CO2 + 75 ppm - 1 x C02) (C). (f) 1000-850 mb July 
temperature difference due to present C02 loading (1 x CO2 + 75 ppm - 1 x C02). 
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of the magnitude already observed, appear to be a climate forcing of substantially equal 
magnitude that due to present levels of atmospheric CO2 loading. Despite this, claims 
have been made that the detection of a climate signal resulting from increased CO2 have 
been made on numerous occasions (IPCC 1996). The present research suggests that the 
detection of such a signal may be convoluted with other factors such as landuse change 
which have not been sufficiently accounted for. There is also some evidence that the 
climatic signal resulting from land cover change may be responsible for a signal which is 
more similar to observed changes in climate than that of rising C02. An full ensemble mean 
of several CO2 and landcover climate change experiments would be necessary, however, to 
fully explore the representativeness of these patterns. 
Chapter 4 
A REGIONAL COMPARISON OF TRENDS IN OBSERVATIONAL 
DATASETS 
4.1 Introduction 
Significant controversy exists over the accuracy of all long-term global temperature 
datasets. The surface network as a whole is hampered by inadequate spatial sampling, 
missing data, as well as by discontinuities which affect each station differently including 
changes in sensor type, sensor interpretation, positioning, microclimate, local land use 
change and the possibility that a particular station is unrepresentative of the broad region 
around it (e.g., Karl and Jones 1989, Balling 1991). These effects have not been fully 
quantified (Jones 1995; Karl et al. 1995). The rawinsonde network shares many of the 
uncertainties of the surface network with documented problems due to inadequate spatial 
sampling as well as spurious trends due to systematic equipment changes (e.g., WMO 
1986, Jenne and McKee 1985, Gaffen et al. 1991, Parker et al. 1997, Gaffen 1994). df The 
two primary datasets used in this study, the Microwave Sounding Unit (MSU) 2r Version 
C satellite data (Spencer and Christy 1990) and the National Center for Environmental 
Prediction (NCEP) reanalysis (Kalnay et al. 1996) are attractive to those concerned with 
regional climate changes both because of their uniform global coverage and the relative 
uniformity of methodology and sensors and therefore a corresponding ease in documenting 
biases. However, spurious trends have been identified in both the MSU data and NCEP 
reanalysis (Hurrell and Trenberth 1998, Stendel et al. 1998, Santer et al. 1998, Pielke 
et al. 1998c) to the extent that some (e.g., Hurrell and Trenberth 1998; Summary from 
Proceedings of the First WCRP Conference on Reanalyses 1998) have argued that both 
datasets are unsuitable for trend analysis. 
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In this paper, we examine the regional trends in depth-averaged tropospheric tem-
peratures as represented in the N CEP reanalysis data and in the MSU data for the period 
1979-1997. This period is interesting not only because of the availability of independent 
data sources but also because it has been suggested by some observational and modeling 
studies that the greenhouse warming fingerprint should become most evident at about 
this time (e.g., Bengtsson 1997, Yu-Hong and Shao-Wu 1992). Despite the fact that the 
surface network observations must be used cautiously at regional scales (Jones 1995), we 
also compare the MSU and N CEP data to the surface data in order to assess regional 
consistency. We attempt to circumvent the issue of spurious trends by focusing solely on 
regional temperature trends that are of statistical significance and have larger magnitudes 
than any documented bias. These are regions that are most likely to be experiencing 
real climatic shifts, particularly when they are mirrored in several datasets. Regional 
trends are also a more basic quantity than zonal or global averages and are therefore more 
important to monitor for trend and bias detection, for comparisons with climate model 
simulations and for use by the impact assessment community (Beniston 1998). 
4.2 Documented Biases 
The MSU satellite data has received significant scrutiny for discontinuities and bi-
ases because globally-averaged linear trends in these data contradict those of the surface 
observing network (e.g., Stendel et al. 1998, Santer et al. 1998, Jones et al. 1997, Hurrell 
and Thenberth 1997). Discontinuities in 1981 and 1991 resulting from changes in satellite 
(Hurrell and Thenberth 1997) have apparently been adjusted for in the MSU data used 
here (Version C; Stendel et al. 1998, Christy 1998). Additional biases due to orbital decay 
(Wenzt and Schabel 1998) and instrument heating have not, as yet, been compensated for, 
but preliminary estimates of their combined impact on the MSU data is slightly less than 
0.1 °C/19 years in the global average (Christy 1998, Stendel et al. 1998). These errors in 
trend estimates have been discussed in terms of global averages and any possible regional 
biases due to these adjustments are undocumented. Potential errors in MSU retrievals 
due to systematic regional changes in atmospheric hydrometeor content have also been 
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identified (Prabhakara et al. 1996) though strong trends in these quantities have not, as 
yet, been shown over this time period nor is there consensus on the magnitude of the error 
(Spencer et al. 1996). All regional trends significant at the 90% level in a 2-tailed t-test 
in the MSU data also exceeded 0.1 °C/19 years in this analysis and so can be considered 
reliable in the sense that they exceed an average documented bias and are statistically 
different from zero. 
Though more difficult to quantify than in the MSU data because of the use of various 
data sources in different regions, several biases in the NCEP reanalysis data have also been 
documented. The first is a large upward jump in temperatures in the late 1970's possibly as 
a result of the inclusion of satellite data at this time (Pielke et al. 1998c, Santer et al. 1998). 
Since we use only data after 1979 in the present study, this shift will not affect our results. 
Other, smaller discontinuities in the N CEP data have also been recorded though their 
magnitude is insufficiently quantified (Basist and Chelliah 1997, Hurrell and 'frenberth 
1997). Additionally, biases carried over from inclusion of rawinsonde and satellite data may 
introduce regional errors in this dataset. The largest documented systematic difference in 
rawinsonde and satellite data which are assimilated into the reanalysis appear to also be 
on the order of 0.1 °C/19 years, though individual stations may have larger biases (Gaffen 
1994). Shifts due to changing algorithms in the reanalysis also appear to be of this order. 
We therefore again use this threshold to determine a reliable, base level, regional trend in 
the N CEP reanalysis. However, because regional biases are not well quantified for either 
dataset, we compare the sensitivity of our results when the minimum trend considered 
is increased by up to a factor of five. We also examine spatial consistency between the 
two datasets and with the surface observational network as a step toward both identifying 
local biases and confirming real trends. 
4.3 MSU 2r Regional Trends 
Figure 4.1 shows the 1979-1997 trends from the MSU channel2r. We ignore all regions 
which are not significant at the 90% level in a 2-tailed t test and which also are not larger 
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Figure 4.1: MSU 2r temperature trends in C/19 years for (a) annual averages, (b) winter 




In the annual average (Fig. 4.1a) several regions show strong trends of both warming 
and cooling in the MSU data. Regions of significant warming include central east Asia, 
the western coast of the United States, the central North Atlantic, the northern North 
Atlantic, western Europe and one region in the southern hemisphere ocean. Regions of 
significant cooling include tropical Africa, southern Asia, eastern Canada, the northwest 
coast of Australia and adjacent ocean as well as several other regions in the southern 
hemisphere oceans. An area weighted average over the significant regions only (Table 4.1) 
gives a trend of -0.1555 °C/19 years. When weighted over the entire globe, the average 
significant trend is -0.0185 °C/19 years. Because MSU trends in regions of high terrain 
such as Antarctica are suspect (Christy 1998, Stendel et al. 1998), we also provide averages 
which exclude regions south of 60S (Table 4.2). In the annual average the average trend for 
the globe north of 60S is -0.1403 °C/19 years weighted over regions with significant trends 
and -0.0176 °C/19 years when the significant trends are weighted over the area north of 
60S. Tables 4.1 and 4.2 also provide the global average of all trends for comparison. 
In the winter averages (December, January, February; for the purposes of this paper, 
seasons are defined with respect to the northern hemisphere) strong, significant trends of 
both signs are also evident (Fig. 4.1b). Note that for 1979, only January and February 
are included in the winter average. Warming occurs in western Europe, east central 
Asia, the North Pacific, the central North Atlantic, the eastern United States and off the 
southern coast of Africa. Cooling occurs in eastern Canada, tropical and southern Africa, 
southeast Asia and the maritime continent, the equatorial Pacific, Australia, the southern 
tip of south America and off the eastern coast of South America. The global average of 
these trends for the winter season weighted over regions of significance is -0.3912 °C/19 
years (Table 4.1) and -0.2345 °C/19 years (Table 4.2) excluding regions south of 60S. 
In the summer averages (June, July, August; Fig. 4.1c), trends of both sign are again 
apparent. Small regions of warming occur in western Alaska, the central North Pacific, 
off the west coast of t.he continental United States, the central North Atlantic, the central 
South Pacific and two regions off the coast of Antarctica centered at approximately 90E 
and 150W. Regions of cooling include northwestern Asia, southern and southeastern Asia, 
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Table 4.1: 1979-1997 globally-averaged trends in oOC/19 years. Significant trends weighted 
over areas of significance. Significant trends weighted over area of globe where zero trends 
were assumed if the regional trends were statistically insignificant; global average trends 
w here no level of minimum bias or significance is assumed. 
MSU Sig. 'Trends Global Average Global Average 
2r Sig. 'Trends 'Trends 
ANNUAL -0.1555 -0.0185 -0.0846 
DJF -0.3912 -0.0708 -0.1671 
JJA 0.1610 0.0115 0.0014 
NCEP 
1000-500 mb 
ANNUAL -0.3199 -0.0514 -0.1053 
DJF -0.4989 -0.0743 -0.1927 
JJA 0.0779 0.0085 0.0029 
Table 4.2: As in Table 1 but averaged from 60S-90N. 
MSU Sig. 'Trends Global Average Global Average 
2r Sig. 'Trends 'Trends 
ANNUAL -0.1403 -0.0176 -0.0807 
DJF -0.2345 -0.0405 -0.1113 
JJA -0.5511 -0.0320 -0.0706 
NCEP 
1000-500 mb 
ANNUAL -0.2379 -0.0380 -0.1017 
DJF -0.1572 -0.0213 -0.1269 
JJA -0.3944 -0.0382 -0.0786 
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tropical Africa, and 4 centers in the southern hemisphere oceans. The average of these 
regions for the summer season weighted over areas of significance is 0.1610°C/19 years 
(Table 4.1) and -0.5511 °C/19 years (Table 4.2) excluding regions south of 60S. 
4.4 NCEP Regional Trends 
Figure 4.2 shows the corresponding NCEP 1000-500 mb depth-averaged temperature 
trends. This layer includes most of the atmosphere sampled by the MSU 2r sensor which 
has a weighting function peaking near 740 mb (Christy 1995). For the annual trends, 
(Fig. 4.2a) a warming occurs in central east Asia, the western coast of the United States, 
the central North Atlantic, western Europe and a center in south central Africa. Cooling 
regions include northern and southern Africa, west central Asia, the central North Pa-
cific, the maritime continent, northern South America, and four centers in the southern 
hemisphere oceans. The global averages of these trends for the regions of significance are 
-0.3199 °C/19 years (Table 4.1) and -0.2379 °C/19 years (Table 4.2) for regions north of 
60S. Significant trends weighted over the area of the globe are -0.0514 °C/19years and 
-0.0380 °C/19 years for the area north of 60S. 
For the winter season (Fig. 4.2b), warming occurs in central and western Europe, 
east central Asia, the Arabian sea, the southeastern United States and off the southern 
tip of Africa. Cooling occurs in west central Asia, northern and southern Africa, eastern 
Canada, and southern South America. The area averages of these trends weighted over 
regions of significance are -0.4989°C/19 years (Table 4.1) and -0.1572°C/19 years (Table 
4.2) excluding regions south of 60S. 
The summer season (Fig. 4.2c) also shows trends of both sign in the NCEP data with 
warming centers in southwestern Asia, southern Africa, Alaska, and the central North 
Atlantic. Large areas of warming also occur off the coast of Antarctica in three different 
areas. Cooling is centered on northwestern Asia, south central Asia, the Arabian Sea, 
the maritime continent, Amazonia and three centers in the southern hemisphere oceans. 
The global trend for the regions of significance are 0.0779 °C/19 years (Table 4.1) and 
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Figure 4.2: NCEP 1000-500 mb depth-averaged temperature trends in C/19 years for (a) 
annual averages, (b) winter (DJF) averages, and (c) summer (JJA) averages. 
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What is clear from these regional trends is that warming is not dominant in either 
area or magnitude among the most reliable trends in both datasets. Both in winter and 
in the annual average, summing over regions of significant trends in the last 19 years, 
the areally weighted trend is cooling. In the summer season there is a warming of lesser 
magnitude than the winter cooling though this appears to occur mostly in Antarctica since 
cooling dominates regions to the north of 60S in the winter, summer and annual averages. 
We next examine the coherence of the two datasets with respect to the regional trends. 
4.5 Regional Comparison between MSU and NCEP trends 
While these datasets are not exactly comparable in terms of vertical weighting, our 
purpose here is not a strict intercomparison but rather to highlight the similarities and 
differences between the regional trends found in MSU data and those found using the 
depth-averaging technique based on height data discussed by Pielke et al. (1998a, b) for 
the NCEP data. It is well known that the MSU data and NCEP reanalysis data are 
highly correlated temporally (e.g., Hurrell and Trenberth 1998, Santer et al. 1998); we 
now examine the spatial consistency of trends in these data since 1979. 
We first compare all trends in both datasets. Spatial correlations between the MSU 
and NCEP 1000-500mb annual, winter and summer trends are given in Table 4.3 and an 
overlay of the two datasets is presented in Fig. 4.3. Figure 4.3 shows high correspondence 
between the two datasets at high latitudes (particularly over land) in both the northern 
and southern hemispheres which is reflected, for the most part, in the strong correlation 
coefficients for these latitude belts in Table 4.3. This adds confidence to these high latitude 
regional trends. The spatial correspondence between the two datasets decreases markedly 
for tropical regions, particularly for 0-30S in the annual average. Correlations between 
the two datasets are generally highest in the northern hemisphere and in the winter aver-
ages. Correlations in the annual average can be quite a bit smaller than both the winter 
and summer correlations indicating stronger anti-correlation in the spring and fall for 
those latitude belts. While both datasets show overall tropical cooling, the disagreement 
makes all annual, summer and winter regional trends in these regions suspect until other, 
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Table 4.3: As in Table 4.1 but a comparison of MSU and NCEP 1000-500 mb annual 
trends at increasing minimum trend level. 
MSU Sig. Trends Global Average Global Average 
2r Sig. Trends Trends 
0.I°C/19yr -0.1555 -0.0185 -0.0846 
0.3°C/19yr -0.1381 -0.0137 -0.0846 
0.5°C/19yr -0.0033 -0.0002 -0.0846 
NCEP 
1000-500 mb 
0.1°C/19yr -0.3199 -0.0514 -0.1053 
0.3°C/19yr -0.3297 -0.0451 -0.1053 
0.5°C/19yr -0.3456 -0.0306 -0.1053 
We next focus only on regions of significant trends in the annual, winter and summer 
averages. These regions are often offset slightly in space and can cover different total 
areas in the two data sets. However, there exists substantial qualitative agreement on the 
position and strength of significant annual trends (Figs. 4.1a and 4.2a) in mid-latitudes 
of both hemispheres. Agreement again decreases significantly in the tropics though both 
datasets show a general annual cooling among significant trends in this region. Significant 
warming trends over east central Asia, the western coast of the United States, western 
Europe and the central North Atlantic appear in both datasets. Cooling centers in eastern 
Canada (statistically insignificant in the NCEP data) and in the southern hemisphere 
oceans also show substantial positional agreenlent. Regions of large disagreement between 
the two datasets include significant cooling centers in central Asia, the central North 
Pacific, tropical Africa, and Amazonia which appear in the NCEP data but not in the 
MSU data. 
In the winter season (Figs. 4.1b and 4.2b), warming trends in east central Asia, the 
eastern United States and western Europe appear in both datasets. The cooling center 
in west central Asia appears in both datasets in this season but is insignificant in the 
MSU data. A cooling- center in eastern Canada is significant in the winter season in both 
datasets. In the southern hemisphere, warming off the southern coast of Africa and cooling 
off the southern coast of South America also appears in both datasets. Australian cooling 
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is significant in the MSU data, but not in the NCEP data. Most tropical regions show 
cooling in both data sets though the MSU data has a larger region of the tropics cooling 
significantly. 
For the summer season (Figs. 4.1c and 4.2c), a large, strong cooling center in north 
central Asia appears in both datasets as does cooling in south central and southeastern 
Asia. Four cooling centers in the southern hemisphere oceans also appear in both datasets. 
A warming in the central North Atlantic and in western Alaska also shows up in both 
datasets. Regions of significant disagreement in the summer season include a strong warm 
trend in southern Africa in the NCEP data which is not indicated in the MSU data and 
a cooling in Amazonia in the MSU data is not shared by the NCEP data. 
4.6 Higher Amplitude Trends 
Because our selection of a bias cutoff for strong, reliable trends is somewhat arbitrary 
(particularly in the case of the NCEP reanalysis), and uses spatially-averaged values for 
the most part, we compare significant regional trends at higher amplitude cutoff values 
than the 0.1°C/19 years discussed in Sections 3 and 4 and shown in Tables 4.1 and 4.2. 
For comparison, Table 4.4 shows annual average results when only trends greater than 
0.3°C/19 years and 0.5°C/19 years are included in the analysis. For comparison, the 
difference in global trends between the MSU data and the surface record during this time 
period is nearly 0.4°C/19 years (Table 4.1 and Table 4.6). 
Table 4.4: Correlation between MSU and NCEP 1000-500 layer-averaged trends by lati-
tude belt. 
Globe 60S-90N 90S-60S 60S-30S 30S-0 0-30N 30-60N 60-90N 
ANN 0.4964 0.7393 0.1732 0.6131 0.0974 0.4889 0.8031 0.7818 
DJF 0.7934 0.8665 0.5861 0.7286 0.4763 0.6652 0.8878 0.9248 
JJA 0.7053 0.7922 0.3149 0.8398 0.3103 0.3124 0.7443 0.8842 
For the annual MSU trends, all trends of higher amplitude still show average cool-
ing although the magnitude of the trends become less negative as the cutoff value in-
creases. For the 1000-500 mb NCEP trends, a similar pattern of consistently negative 
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trends emerges. These, however, become more negative as the amplitude of the cutoff 
increases. 
4.7 Comparisons with Shallower N CEP Layers 
Because depth averaging may remove real differences in atmospheric vertical struc-
ture, we examine shallow layer annual averages in the N CEP data and compare them to 
the 1000-500 mb layer shown in Fig. 4.1a. Figure 4.4 shows the NCEP reanalysis annual 
averages for the 1000-850 mb layer (Fig. 4.4a) and for the 1000-925 mb layer (Fig. 4.4b). 
Both figures show a similar distribution of significant regional trends as the 1000-500 mb 
layer. 
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Figure 4.4: NCEP depth averaged annual temperature trends for (a) 1000-850 mb, and 
(b) 1000-925 mb. 
The strength, statistical significance and area affected by significant trends generally 
increases, however, as the depth of the layer decreases. For instance, the warm anomaly in 
east central Asia in Fig. 4.2a covers a smaller area than the corresponding anomaly in the 
1000-850 mb (Fig. 4.4a) and 100-925 mb (Fig. 4.4b) layers. It has a maximum magnitude 
of approximately 0.99C/19 years in the deepest layer, while in the 1000-850 layer it reaches 
a magnitude of more than 1.5°C/19 years and in the 1000-925 layer it exceeds 2.0°C/19 
years. Warming in northern Canada increases with decreasing layer depth as does the 
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cooling in the 4 cooling centers in the southern Hemisphere oceans and the cooling center 
over, and to the west of the maritime continent. All anomalies over Antarctica increase 
with decreasing layer depth. 
However, warming centers in western Europe and off the east coast of the United 
States and a cooling center in the central North Atlantic diminish with decreasing layer 
depth. The warming center off the west coast of the United States increases in area and 
magnitude from the 1000-500 layer to the 1000-850 layer but decreases in area in the 
shallowest layer. 
Table 4.5 compares average annual value for each layer discussed in this section and 
shows cooling dominates in all layers to varying degrees with the 1000-850 mb being 
intermediate in amplitude to the 1000-500 mb layer and the 1000-925 mb layer, with the 
shallowest layer showing the strongest cooling. 
Table 4.5: As in Table 4.1 but a comparison of NCEP regional, annual trends in various 
layers. 
Sig. Thends Global Average Global Average 
Sig. Thends Thends 
1000-500 mb -0.3199 -0.0514 -0.1053 
1000-850 mb -0.2930 -0.0580 -0.0682 
1000-925 mb -0.3263 -0.0699 -0.0772 
4.8 Comparison with the Surface Temperature Record 
For comparison purposes we include a similar analysis performed on the surface tem-
perature record described in Parker et al. (1994) over the same time period. While caution 
needs to be exercised when applying this data to point and regional scales (Jones 1995) due 
to missing values and uncorrected discontinuities, we attempt to identify where regionally 
significant trends show agreement between these and the tropospheric atmosphere data 
presented in previous· sections. 
Figure 4.5 shows the annual, winter and summer season trends in the surface data 
network. In the annual trends (Fig. 4.5a), the surface network shows the broad area of 
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warming in eastern Asia evident in both the MSU and NCEP data. Thends in this region 
are stronger than in the other two datasets and significant over a much larger area which 
extends across the North Atlantic and far into southeast Asia. Both the MSU and NCEP 
datasets show cooling in southeast Asia and over much of the maritime continent. A 
warming trend in the western United States is also shared between all three datasets, 
though again in the case of the surface data the area covered is larger and the amplitude 
of the trends are usually larger. The region of significant warming spreads out far into the 
tropical Pacific and far south into Mexico which is not shown in the other two datasets. 
A warming in western Europe also shows up in all three datasets as does a warming in 
the North Atlantic off the eastern coast of the United States. In the case of the surface 
data, these two significant regions of warming are connected. However, in western Europe, 
warming tends to be of lesser magnitude than in the other two datasets. 
The region of cooling in central Asia shown in both the MSU 2r and NCEP datasets, 
while perhaps hinted at in the surface data, is insignificant. Common to all datasets are 
small areas of significant cooling at the southern tip of Africa and South America. Small 
areas of significant cooling are also shared by all datasets in the southern oceans at about 
lOW and about 60E though these trends tend to be weaker in the surface data than in the 
other two datasets. The surface data shows large areas of the southern oceans covered by 
significant warming. A region south of Australia shows as warming in all datasets though 
is statistically significant only in the surface data and the NCEP data. All other warming 
trends in the surface record are not confirmed in the tropospheric datasets. 
In the annual average, the surface network shows a general tropical warming among 
significant regional trends which is directly at odds with the tropospheric datasets both of 
which show a general tropical cooling. This is interesting because based on atmospheric 
general circulation model (AGCM) simulations of increased greenhouse gas forcing, trop-
ical warming trends are expected to increase with height as a result of the lapse-rate 
feedback effect (Manabe et al. 1991; Boer et al. 1992). This does not occur for any of the 
regionally significant surface trends in either of the two tropospheric datasets. 
In the winter season (Fig. 4.5b), regionally significant trends are still evident in the 
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Figure 4.5: Surface network temperature trends in C/19 years for (a) annual averages, (b) 




up in all three datasets and tends to be stronger in eastern Asia in both upper-air datasets 
while the warming across the northern Atlantic is stronger in the MSU data than both the 
surface and NCEP data. The surface data shows warming all the way down to southeast 
Asia which is not corroborated by the other two datasets. A central and eastern United 
States warming trend shows up in all datasets as does a cooling in eastern Canada (there 
is little data in the surface record in this region and so the northern extent of the cooling 
in these data cannot be confirmed). A warming off the eastern coast of the United States 
appears in all datasets though in the case of the surface data it extends much farther 
north than in the other two datasets. Warming is also evident in western Europe in the 
surface data and this again shows up in both the other datasets. 
In the southern hemisphere, cooling is shared in all three datasets in the southern tip 
of Africa, the southern tip of South America and southeast Australia (though this trend 
is insignificant in the NCEP data). A warming region off the southern coast of Africa also 
appears in all datasets though its magnitude is difficult to ascertain in the surface record 
because of missing data to the south. 
Summer season trends (Fig. 4.5c) show the largest discrepancies between the surface 
record and the tropospheric datasets. A warming across the North Atlantic is not shown 
in either of the tropospheric datasets. A warming in the tropical North Pacific west of 
Baja California which extends all the way into the southern hemisphere extratropics does 
not appear in the MSU data though there is a hint of the northern hemisphere warming 
in the NCEP data in two small, weakly significant centers. A strong western Europe 
warming in the surface record does not show up in either upper-air dataset in this season 
nor does a large region of warming over the maritime continent. 
Table 4.6 gives the area-averaged trends of greater magnitude than O.1°C/19 years 
for the surface network. All area-averaged trends are positive in the surface observations, 
though globally-averaged trends which include all the data are approximately halved in 
winter, summer and annual averages when only regionally significant trends are considered. 
Comparison between the N CEP and MSU data and the surface observational network 
show significant disagreement as to regions where significant trends occur and their am-
plitude. This has been shown previously in the Jones et al. (1997) comparison of the MSU 
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Table 4.6: As in Table 4.1 but surface observational network trends. 
Sig. Trends Global Average Global Average 
Sig. Trends Trends 
ANNUAL 0.6549 0.1665 0.2965 
DJF 0.8311 0.1198 0.2788 
JJA 0.7837 0.1288 0.3307 
2r data with the surface record for the period 1979-1996. Significant regional trends cover 
very small portions of the globe and in almost no instance in that study do significant 
trends in the two datasets occur in the same place (refer to Fig. 1a,b in Jones et al. 1997). 
Therefore, global, hemispheric and zonal averages calculated in that study are not only 
composed overwhelmingly of areas of the planet where trends are indistinguishable from 
zero but, where a trend is identifiable, it is not agreed upon in the two datasets. The 
agreement between the surface and MSU is somewhat better with the addition of another 
year of data in the present study. However, many of the significant trends in the surface 
data appear over oceans in very poorly sampled regions and are not mirrored in either the 
MSU 2r and N CEP datasets. 
4.9 Discussion and Conclusions 
All observational datasets are likely to have biases, some documented, some unknown. 
We do not argue that one dataset is intrinsically better because we have no objective 
standard with which to make that judgment. We assume all datasets have difficulties, 
especially when attempting to identify small trends in noisy data. In an effort to cir-
cumvent the issue of spurious trends we have examined here only those trends which are 
significantly larger than documented linear biases in the respective datasets. Because 
global trends are a construct of regional changes, regional trends are a more appropriate 
diagnostic for climate change assessment and comparison with model simulations. This is 
particularly important given the contradictory results among major observational datasets 
as to recent tropospheric temperature trends (e.g., Santer et al. 1998). Because regional 
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trends can also be quite large in amplitude, we can gain confidence in their reality despite 
known biases in the observational platform. 
We have shown regional trends in both the MSU and the 1000-500 mb NCEP reanal-
ysis which are much larger in magnitude than the documented, average systematic biases 
of the datasets. These trends are of both sign and are clearly not favoring an increase in 
temperature as would be expected should C02-induced warming be a dominant forcing 
on this timescale. On average, there is a cooling in both the winter season and in the 
annual average among the most reliable trends in both datasets. A weaker summer season 
warming is also present in both datasets which becomes an average cooling if regions south 
of 60S are excluded from the average. Assuming an average bias of up to 0.5°C/19 years 
still results in an average cooling in these data. 
In the case of the surface data, regionally significant trends show warming though 
to a lesser magnitude than when all regions are considered. However, many of these 
regions of significant trends occur in regions of limited observations over oceans and are 
not confirmed by other datasets. Tropical regions where significant warming occurs in the 
annual surface data are in no instance mirrored by larger magnitude warming in either of 
the two tropospheric datasets. AGCM simulations of the effects of elevated CO2 suggest 
an enhanced warming with altitude in the tropics which is the opposite response to that 
seen here. 
We have also shown that the regional trends of both sign in the NCEP data tend to 
become stronger as the layer becomes shallower though this is not universally the case. 
This observation and the fact that the 1000-925 mb layer also has the largest average 
negative trend indicates that warming does not generally increase with height in the tro-
posphere. That individual trends of both sign have a varied response in shallower layers 
also indicates that the disagreement between the MSU INCEP datasets and the surface 
record is not necessarily a global-scale difference in atmospheric response at different at-
mospheric levels (Le.! a large-scale change in static stability) but instead indicates a highly 
regional response. This view is further strengthened when regional trend discrepancies be-
tween the surface data and the tropospheric data which show no systematic differences 
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(e.g., consistently stronger or weaker in one dataset in regions where they agree). It ap-
pears unlikely that a small number of systematic biases in the satellite record could be 
responsible for the differences between the surface and tropospheric datasets. 
Additionally, cooling trends in the MSU and NCEP data decrease in all the annual, 
winter, and summer seasons when only regional data is considered while in the case of 
the surface data, strong warming trends in annual, summer, and winter averages decrease 
substantially. Therefore, the discrepancy between the globally-averaged surface trends and 
those of the MSU and NCEP reanalysis are diminished when only regionally significant 
trends are considered, relative to globally-averaged trends. 
While the majority of the globe is unsampled in this analysis because of insignificant 
trends, it is possible that real and coherent but statistically insignificant trend could 
overwhelm those regions of significance. This does not appear to be the case as the globe 
as a whole is also cooling in both tropospheric datasets. Additionally, regionally specific 
biases, particularly in the N CEP data, are a likelihood. A systematic bias could then be 
dominating the signal. This is less likely where the MSU and NCEP data agree and are 
most independent. Regional disagreement in the tropics as to strength (but not sign) of 
trends is also problematic. This is the region responsible for much of the global cooling 
signal in the tropospheric data and it is possible that errors here could change the sign of 
the globally-averaged trends in these datasets. The existence of these regional trends in 
the tropics will have to be confirmed by comparisons with other data including a careful 
assessment of local observational bias. 
Finally, this study highlights the point that regional trends result from regional-scale 
forcing both real and spurious. Global trends, on the other hand, are the sum of these 
regional trends. In order to understand changes in global climate and the reliability of 
observational data we first must understand processes responsible for changes in regional 
climate. 
Chapter 5 
REGIONAL CASE STUDY FOR ROCKY MOUNTAIN NATIONAL PARK 
5.1 Introduction 
While large-scale deforestation, especially in the tropics, has been identified as a 
potential source of local and global climate impacts both in the present study and in 
other work (e.g., Zhang et al. 1996; Bonan et al. 1992; Chase et al. 1996) the effects 
on regional weather and climate due to localized changes in landuse in the mid-latitudes 
is relatively undocumented (e.g., see Cotton and Pielke 1995 for a survey as of 1992). 
Significant disruptions in the natural state of the land surface at mid-latitudes can be 
seen to perhaps no greater extent than on the Great Plains in northeastern Colorado. 
In the last century, large portions of the short grass steppe which once almost exclusively 
covered the region have been replaced with areas of irrigated and non-irrigated crop and 
managed grazing lands (Gutman et al. 1997). While many of these changes were made 
before mid-century, the process is ongoing. A 50% increase in the number of irrigated 
acres in this region occurred between 1974-1980 (Colorado Department of Agriculture 
data derived from the Federal Census of Agriculture, U.S. Commerce Department. Data 
available at http://www.ag.state.co.us/Resource/stat.list.htm.) while recent population 
growth is generating more urban and semi-urban landcover. 
The direct effects of land cover change in the plains are dramatic increases in soil 
moisture in warm seasons due to irrigation, as well as changes in albedo, aerodynamic 
roughness, and other surface properties. These direct influences on surface characteristics 
may initiate indirect effects on local weather and climate in two differing ways. First, 
the large-scale change of averaged properties of a region can affect climate at all scales 
by altering surface radiation balances and surface flux partitioning over the entire region 
(e.g., Garratt 1993; Sud et al. 1988). 
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Secondly, discontinuities in surface properties within a region can generate mesoscale 
circulations, both in models and in observations (Segal et al. 1989, Vidale 1998), which 
would not exist otherwise. These circulations can be similar in magnitude to the typical sea 
breeze and may interfere constructively or destructively with other ambient atmospheric 
circulations (e.g., Ookouchi et al. 1984; Segal et al. 1988, 1989; Lee 1992; Seth and Giorgi 
1996; Mahfouf et al. 1987; Avissar 1995). These circulations may also provide a region 
favored for low-level convergence and convective activity (Pielke et al. 1993). 
There is some confirmation of effects on weather due to the presence of agricultural 
vegetation in the observational record. In northern Texas, Barnston and Schickedanz 
(1984) discovered an increase in precipitation in regions with heavy irrigation. A general 
cooling of surface temperatures of I-2°C was also reported in irrigated regions though the 
net effect was a slight increase in convective instability (a decrease in lifted index) due 
to increased moisture. Beebe (1974) found irrigation to enhance severe storms in Texas 
by increasing available energy. Rabin and Martin (1996) found in a 2-year observational 
study of shallow cumulus cloud development in the midwestern United States that the 
average characteristics of soil and vegetation cover may exert as strong a forcing on the 
development of cumulus clouds as does the sloping terrain which characterizes the region. 
On the other hand, Fowler and Helvey (1974) found little effect from widespread irrigation 
in Washington State. 
We are trying to answer three questions. What has been the effect on weather, and 
potentially, climate, of changing landuse on the Great Plains? What interactions be-
tween the plains and mountains allow those effects to be transmitted to higher elevations? 
Finally, if they are transmitted, how do they affect weather and climate in the higher 
altitudes of the Rocky Mountains? In an attempt to answer these questions we present 
a regional temperature trend analysis in Section 4.2. We then present results from high 
resolution, numerical model simulations of the atmosphere coupled with a land-surface 
biophysics model. "We applied this model in a case study covering the three days from 
July 30-August 2, 1992. These days were chosen to represent climatological conditions in 
the region and were characterized by weak synoptic forcing. Cloudiness and precipitation 
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were therefore diurnally forced by the regional circulation rather than by broader-scale 
synoptic conditions. 
5.2 Comparative Temperature Trends 
The possibility that the climate of northeastern Colorado has been affected by changes 
in landcover due to human activity is suggested by regional temperature trends. Decreas-
ing northeastern Colorado summer temperatures have been reported in the past (Green-
land et al. 1995; Stohlgren et al. 1998). Also reported was decreased solar radiation at 
some high elevation sites (Williams et al. 1996). Recent studies of plant successional trends 
and watershed discharge in the northeastern Colorado mountains also indicated a mid-
to high elevation cooling over the last 50-100 years (Stohlgren et al. 1998). Low-level, 
depth-averaged (1000-850mb) temperature data taken from the NCEP reanalysis shows a 
regional cooling over the period 1979-1997 in the summer (June, July, August) averages to 
the east of the Rocky Mountains (Chase et al. 1999a). The summer trend averaged over 
the region of northeastern Colorado (40-41N,102-105W) was -0.51C during this period. 
As a comparison, we present the July average temperature regression slopes for area 
averages over the globe, the northern hemisphere, the continental United States, and 
the southwestern United States region in Table 5.1 along with unweighted area-averaged 
trends for 10 northeastern Colorado stations, 5 southeastern Colorado stations and 14 
western Colorado stations for a 62-year time series as well as two shorter periods. The 
global and hemispheric data are from Vinnikov et al. (1994) with more recent data filled in 
with Goddard Institute for Space Studies (GISS) surface temperature data (Hansen and 
Lebedeff 1987; Reynolds and Smith 1994). The non-Colorado United States data were 
taken from the National Climatic Data Center (NCDC) website (Karl et al. 1986). Regions 
within the United States are defined by the NCDC and areally weighted and averaged. 
Regions within Colorado were defined for the purposes of this paper and represent straight 
averages. Western Colorado consists of all portions of the state west of the eastern plains. 
(Refer to topography-in Fig. 5.1.) Northeastern Colorado and southeastern Colorado were 
divided at roughly half the states north-south extent. Specific stations in each region are 
listed in Appendix A. 
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1934-1995 1966-1995 1981-1995 
slope p slope p slope p 
GLOBAL 0.0039 <0.01 0.0136 <0.01 -0.0125 -
NORTH HEM. 0.0028 0.04 0.0146 <0.01 0.0074 -
U.S. -0.0093 0.02 -0.0025 - -0.0331 -
S.W. U.S. -0.0034 - -0.0121 - -0.0266 -
COLORADO -0.0137 0.02 -0.0215 - -0.1033 <0.01 
N.E.COLO * -0.0092 - -0.0324 0.10 -0.1274 <0.01 
S.E.COLO * -0.0179 0.03 -0.0360 0.09 -0.1234 <0.01 
W. COLO * -0.0089 0.08 -0.0267 0.07 -0.0828 0.08 
Table 5.1: Trend in average July temperature in °C/year (i.e., slope of the linear regression 
line) and significance p value for 62, 30, and 15-year time series. Regions with an asterisk 
are unweighted averages from individual station values. A dash indicates non-significant 
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Figure 5.1: Topography on the fine (6.5 km) grid. Contours are by 200 m. The solid boxed 
region is a sub-domaip. used in Fig. 5.7 c, d, e, and f. The dotted boxed region represents 
the subdomain used for meridional averages (discussed in text). The dotted line through 
Ft. Collins represents the approximate division between mountains and plains regions. 
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The 62-year time series has global and northern hemisphere temperatures rising signif-
icantly while the United States and Colorado temperatures declined significantly. South-
western U.S. temperatures showed no trends. Colorado as a whole had a statistically 
significant cooling over this period driven by cooling in western and southeastern Col-
orado. 
In the 30-year time series, global and northern hemispheric warming remained sig-
nificant. Regional time series showed no significant trends though the three Colorado 
sub-regions all had weakly significant (p = 0.1 0.05) cooling. The magnitude of the Col-
orado cooling trend increased from the 62-year trend and was much larger in the eastern 
half of the state. 
Over the 15-year time series, all scales larger than the state of Colorado are trend-
less. However, Colorado as a whole exhibits a strong, significant cooling which is several 
times larger than the trend in the 30-year time series. This is also the case with the 
three Colorado sub-regions. While southeastern Colorado had the largest trend in the 62-
and 30-year time series, northeastern Colorado now has the largest trend. The western 
Colorado trend is quite a bit weaker than in the two eastern regions which seem to have 
had similar responses over time. 
The regression results give little evidence that northeastern Colorado July cooling 
trends are coupled with the broadest scale trends despite an indication of a broad regional, 
depth-averaged cooling trend to the east of the Rockies in the NCEP reanalysis data during 
summer. There is some indication however, that trends in northeastern Colorado and 
southeastern Colorado are coupled to some degree. In order to examine this further, 62-
year, 30-year and 15-year time series for 10 northeastern Colorado station were correlated 
using Spearman's rank correlation coefficients with all larger-scale regional averages and 
with each of the other Colorado stations used in this study. The results of these correlations 
and significance estimates are presented in Table 5.2. 
There is no significant correlation between northeastern Colorado stations and global 
and hemispheric trends on any timescale. For the two longest time scales (30 and 62 years), 
all other regions are significantly, if weakly, correlated with northeastern Colorado. Only 
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1934-1995 1966-1995 1981-1995 
r p r p r p 
GLOBAL 0.04 - 0.01 - -0.06 -
NORTH HEM. 0.12 - 0.05 - 0.03 -
U.S. 0.65 <.01 0.63 <.01 0.45 -
S.W. U.S. 0.49 <.01 0.43 <.01 0.37 -
COLORADO 0.77 <.01 0.80 <.01 0.72 <.01 
WEST COLORADO 0.61 <.01 0.51 <.01 0.49 -
S.E. COLORADO 0.77 <.01 0.78 <.01 0.56 0.03 
N.E. COLORADO 0.85 <.01 0.87 <.01 0.82 <.01 
Table 5.2: Average Spearman rank correlation coefficient (r) between 10 northeastern 
Colorado stations and the averaged time series for the region listed and average significance 
(p) value for 3 time periods. A dash represents an average p value of greater than 0.1. 
Region compositions are described in Appendix A. 
Colorado as a whole and southeastern Colorado region have a substantial (defined here 
as more than 50% of the variance explained or r=0.7) impact on northeastern Colorado 
temperatures. Moreover, these correlations dramatically decrease during the last 15 years 
of the time series so that southeast Colorado temperatures explain 31% of the variance in 
northeastern Colorado temperatures during this period while the average Colorado time 
series explains 52%. The correlation between the northeastern Colorado average and the 
average time series of each of the northeastern Colorado stations is consistently strong 
and remains at or above 0.82 in all 3 time periods. 
Thus, it appears that the highly significant decrease in temperatures over the last 
15 years in northeastern Colorado are, to some degree, a localized phenomenon and have 
occurred subsequent to large increases in the area of irrigated agricultural land in north-
eastern Colorado. We next discuss the dominant summertime circulation pattern in this 
region which links the weather and climate of mountain and plains and how observed 
landcover change might affect it. 
5.3 The Mountain-Plains Circulation 
During intervals of weak synoptic-scale winds, such as generally occurs under summer 
high pressure systems, a regularly observed feature in northeastern Colorado (and other 
73 
mountain-plains/mountain-valley systems) is a regional circulation which flows from the 
plains upslope toward the highest topography during the day and reverses direction at 
night (Toth and Johnson 1984; Wolyn and McKee 1994). This mostly east-west circulation 
is driven by daytime heating on a topographical gradient which warms higher elevations 
to a greater degree than air at the same altitude over the plains. The opposite chain of 
events occurs at night. A horizontal pressure gradient is created which drives a circula-
tion which regularly reaches 5 - 10 m S-l in magnitude. This circulation dominates the 
summer climatology of northeastern Colorado and is related to summer rainfall because 
low-level convergence is initiated near the highest topography as the local, low-level east-
erlies converge with ambient westerlies (Toth and Johnson 1984). This provides forcing for 
the initiation of convective rainstorms given favorable environmental conditions. These 
storms often travel eastward onto the plains under the influence of large-scale westerlies 
as the day continues. 
The generation of circulation (C) in time by the solenoidal term in the circulation 
theorem describes the spin up of the mountain-plains circulation. By Stoke's theorem, 
circulation can be expressed as a surface integral of vorticity, where the surface integral is 
taken over a x - z plane circuit: 
~~ = / J. ~~dS = / J. gV x k (:~) ~ / J. gV x k (a:~J, (5.1) 
where TJ represents the vertical component of the total vorticity vector, 9 is the gravi-
tational acceleration, 0:0 is the area-averaged specific volume, 0:' is the specific volume 
perturbation, 80 is the area-averaged potential temperature, 8' is perturbation potential 
temperature, and k is a vertical coordinate unit vector. 
The approximate integral on the right hand side of (I) is suitable for shallow systems 
(Pielke and Segal 1986) and indicates that the strength of this circulation is a direct result 
of the magnitude of the horizontal temperature gradient and the depth to which this gra-
dient exists. Atkinson (1981) points out that temperature differences of only fractions of a 
degree are effective in spinning up circulations such as this and cites Wenger's (1923) rough 
calculation that near-slope horizontal velocity (U) is approximately 9~T m s-l where T 
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is the temperature in Celsius. Therefore, a quite small change in temperature, 0.10 for 
example, will change the magnitude of the circulation by nearly 1 m s-1. This is approxi-
mately 10-20% of the average magnitude of observed northern Colorado circulations (Toth 
and Johnson 1984; Wolyn and McKee 1994). 
The simplest order of magnitude calculation of the sensitivity of the initiation of 
convective activity to changes in surface conditions can be performed using conservation 
of mass arguments. We assume a 2-dimensional slice through the domain from east to 
west and assume a vertical barrier 10 km high occurs on the western boundary. This 
barrier represents the Continental Divide. Assuming an incompressible atmosphere, the 
2-dimensional continuity equation is written 
(5.2) 
where U and Ware the horizontal and vertical velocity components, respectively, and 
X and Z are the horizontal and vertical coordinates. We assume negligible large-scale 
winds in the lower atmosphere and integrate over the east-west extent of the mountain-
plains circulation from the Continental Divide out to where the circulation is no longer 
felt (i.e., where U = 0; on the order of 100 km). Vertical velocities are defined to be 0 over 
the domain except within a 20-km region just east of the barrier (representing the leeside 
region of low-level convergence). By integrating vertically over the depth of the circulation 
(assumed to be the depth of the boundary layer) and assuming no vertical motion at the 
bottom boundary we arrive at an expression for the change in vertical velocity in the 
convergent zone due to changes in horizontal winds across the domain. Applying this 
equation to two cases, a control and a perturbed case (designated by subscripts 1 and 2), 
we find that the change in vertical velocity in the leeside convergent zone between the two 
cases can be expressed as 
(5.3) 
Therefore, a change in vertical velocity at the top of the boundary layer is driven by a 
difference in the gradient of easterlies across the domain. Applying the realistic numbers 
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LlU! - LlU2 = 0.2 m s-l; LlX = 20,000 m; and LlZ = 1,000 m, we obtain a change in 
vertical velocity at the top of the boundary layer in the convergent zone of 1 cm S-l. 
We can relate the above calculation to the minimum vertical velocity at the top of the 
boundary layer necessary to initiate convection (W MIN) by the formulation (e.g., Bluestein 
1992): 
(5.4) 
where GIN is the convective inhibition (in J kg-I) which is defined as the vertically 
integrated negative buoyancy a parcel must overcome by heating or mechanical means in 
order to freely convect. Equation 4 indicates that the strength of GIN that the rising air 
must overcome increases as a function of the vertical velocity (W) squared. Therefore, 
small changes in vertical motion can have significant effects on the ability to initiate 
convection. For example, a 5% increase in W from 10.0 cm s-1 to 10.5 cm S-l increases 
the amount of negative buoyancy that a parcel can overcome by 10% and thereby enhances 
the potential for convective activity. These highly simplified calculations suggest the 
generation of convective activity near the Continental Divide is quite sensitive to the 
magnitude of the mountain-plains circulation which, in turn, is very sensitive to changes 
in east-west temperature gradient created by changes in surface conditions. 
The potential effects of changes in low-level atmospheric moisture and temperature on 
the strength of convection or on the atmosphere's ability to maintain convection once it is 
initiated must also be considered. These effects are measured by the convective available 
potential energy (CAPE) of the atmosphere which is defined as the vertically integrated 
positive buoyancy. CAPE is highly sensitive to changes both in low-level moisture and 
heat (e.g., Bluestein 1992) and changes its distribution are expected to strongly affect 
convective activity. 
Based on the above analysis, we demonstrate that the mountain-plains circulation 
is a mechanism whereby the weather and climate of mountains and plains interact. We 
hypothesize that observed changes in landuse on the plains are extensive enough to have 
altered the mean summertime mountain-plains circulation thereby affecting climate at 
higher elevations some distance from the plains. These effects potentially exist in the 
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magnitude and westward penetration of the low-level easterlies generated during the day 
and in the strength of low-level convergence, cloud cover, and precipitation near the Con-
tinental Divide. It may also affect the amount of moisture and heat transported to higher 
elevations during the day by the low-level regional circulation and so affect CAPE values. 
This is one mechanism by which changes in plains surface properties might be communi-
cated to remote regions and is a mechanism which can be investigated using a numerical 
model. 
5.4 The Experiment and Model Description 
We used the Colorado State University Regional Atmospheric Modeling System 
(RAMS) Version 3b (Pielke et al. 1992) to perform the integrations detailed below. RAMS 
is a comprehensive regional-scale numerical model of the atmosphere which includes land-
surface and subsurface physical processes. The radiation parameterization includes the 
effects of the important atmospheric gases, but has no interaction with condensed wa-
ter species (Mahrer and Pielke 1977). A turbulence closure parameterization following 
Smagorinsky's (1963) deformation K coefficients is used. Land-surface/atmosphere inter-
action is based on a bulk aerodynamic formulation of vertical fluxes of heat, momentum, 
and moisture from the surface (Louis 1979). An eight-level soil model stretched to a total 
depth of 1m has been used to explicitly calculate the moisture and heat content of each 
subsurface layer (Themback and Kessler 1985). Vegetation covers a specified fraction of 
each grid cell and is described by a single level. Vegetation properties (e.g., albedo, vege-
tated fraction, and roughness length) are all functions of surface vegetation category, and 
values are those used in the Biosphere Atmosphere Thansfer Scheme (BATS; Dickinson et 
al. 1993) (e.g., Table 5.1). A constant leaf area of 1.0 was used for all vegetation types. 
Surface types in this region are short grassland, evergreen forest, mixed woodland, alpine 
tundra, dry agriculture, and irrigated agriculture. 
The atmospheric portion of the model has 24 vertical layers reaching approximately 
20 km into the atmosphere. The first vertical level is at 48 m, with subsequent levels 
beginning at 110 m intervals and stretching to a maximum of 1500 m near the top of 
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the model volume. This configuration allows adequate resolution of near surface features 
while avoiding prohibitive computational expense simulating the upper atmosphere. In 
the horizontal, we used two interacting, nested grids with grid cell spacings of 24 km and 
6.5 km, respectively (Fig. 5.2). The coarse grid covers much of the western United States 
and simulates large-scale conditions. The finer grid covers an area of both mountain and 
plains in northern Colorado. The fine grid spacing used in the smaller model grid results in 
a realistic representation of the region's topography which is of vital importance in forcing 
weather features of interest (Fig. 5.1). These topographic features include the Colorado 
Front Range including parts of the Continental Divide (the ridge of highest topography), 
inter-mountain valleys, and east-west topographic features such as the Cheyenne Ridge 
(north of Ft. Collins in Fig. 5.1) and the Palmer Divide (south of Denver in Fig. 5.1) 
which are also favored regions for convective activity (Toth and Johnson 1984). These to-
pographic features are not resolved in General Circulation Models (GCMs) or in regional 
climate models applied to broad domains (Giorgi and Bates 1989; Copeland et al. 1996) 
because of their relatively coarse grid spacing (approximately 300 km and 60 km, re-
spectively). Because of this, mountain-plains and other topographically-forced regional 
circulations which play a large role in summer precipitation patterns in this region (as 
well as winter snowpack) are not accounted for explicitly nor will the mass and moisture 
convergence generated by these circulations be recognized by convective parameterizations 
in those model simulations. 
Because of the fine grid spacing used in these simulations we did not use a parameter-
ization of convective rainfall but instead relied on resolving such disturbances through use 
of an explicit microphysics scheme which predicts mass mixing ratios of seven hydrome-
teor species including hail and graupel (Walko et al. 1995). This represents a compromise 
between resolved scales and length of integration; 6.5 km is too large a grid spacing to 
precisely resolve most convective storms or to accurately represent their intensity. Our 
objective, however, is to establish sensitivity and to capture a reasonable spatial pattern 
of convective activity as a first approximation. Simple parameterizations of convective 
rainfall are not in general applicable to such small scales, while more complex parameter-
izations detract significantly from computational efficiency. 
78 
Figure 5.2: Domain covered by the Regional Atmospheric Modeling System (RAMS) two 
nested, interacting grids. The coarse grid interval is 24 km; the fine grid interval is 6.5 
km. The fine grid is centered on Rocky Mountain National Park, Colorado. 
This case study was performed using three different distributions of vegetation cover 
in the fine grid of the model domain which represent: (1) the potential natural vegetation 
distribution (NATURAL), (2) the state oflandcover observed today (CURRENT), and (3) 
an hypothetical distribution which increases the area of irrigated vegetation in a realistic 
way to represent one potential future scenario (SUPER-IRRIGATED). The two cases 
CURRENT and SUPER-IRRIGATED are collectively referred to as ALTERED (Fig. 5.3). 
The NATURAL state is derived from a map of potential natural vegetation by Kuchler 
(1964). The observed state is based partially on satellite data of current landcover by 
the EROS Data Center (Loveland et al. 1991). In order to insure that regions not 
explicitly covered by an altered vegetation type (e.g., irrigated and non-irrigated farmland) 
were the same in all simulations, we set all cells with non-agricultural cover types in 
the EROS data set to the NATURAL state as estimated by Kuchler. The EROS data 
were in many instances unrealistic in mountain and intermountain areas and so were 
ignored in favor of the Kuchler estimate. The SUPER-IRRIGATED state (Fig. 5.3c) was 
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Figure 5.3: Landcover types on the finl ; grid for (a) NATURAL, (b) CURRENT, and 
(c) SUPER-IRRlGATED cases. 
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front with irrigated farmland so as to increase the soil moisture forcing in a potentially 
realistic way. This might represent an increase in irrigated cropland and urban watered 
landscapes associated with an increasing population and more importantly, provides a 
maximally forced comparison case for assessment of signal robustness. Irrigated regions 
in the SUPER-IRRIGATED case completely occupy a region of approximately 1000 km 
by 650 km. This is on the scale of the local Rossby radius thereby providing a maximum 
forcing for mesoscale circulations caused solely by discontinuities in soil moisture (Dalu 
et al. 1996). This type of mesoscale circulation would be expected to interact with the 
ambient mountain-plains circulation. 
Both ALTERED scenarios have irrigated and non-irrigated farmland in large portions 
of the plains adjacent to the Rocky Mountains at the expense of short grass steppe. The 
change from short grass to agricultural land is described in the land-surface model by 
vegetation parameters including albedo, roughness length, fractional cover of vegetation, 
and initial soil moisture (Table 5.3). The change from grassland to irrigated cropland 
is reflected as a change in soil moisture which was initialized at 75% of saturation for 
irrigated regions, while all other regions were initialized at a 38% saturation meant to 
represent a dry soil. Soil moisture was allowed to evolve with time during the simulation 
with the potential effect of removing the higher soil moisture in irrigated regions. Despite 
this, irrigated regions retained high relative levels of soil moisture throughout the period 
of integration so that moisture forcing remained relatively constant. Irrigated croplands 
have lower vegetation albedo and increased roughness length relative to short grassland 
in the vegetated fraction of the grid. Increased soil moisture also decreases the albedo of 
the soil fraction in irrigated regions. Finally, in areas where croplands replace short grass, 
roughness length is tripled. This could allow a greater transfer of heat and moisture from 
surface to atmosphere over the croplands due to an increase in mechanically generated 
turbulence. A sandy-loam soil type with soil properties obtained from Clapp and Horn-
berger (1978) was assumed constant throughout the domain. Differences in soil properties 
in the simulation result only from differences in soil moisture. 
The RAMS model was initialized with, and lateral and upper boundary conditions 
were provided by, National Meteorological Center (NMC) upper air analyses supplemented 
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ALBEDO ROUGHNESS INITIAL SOIL 
(FRACTION) LENGTH MOISTURE 
(m) (% CAPACITY) 
SHORT GRASS 0.1/0.3 0.02 38 
DRYLAND CROP 0.1/0.3 0.06 38 
IRRIGATED CROP 0.08/0.23 0.06 75 
Table 5.3: Comparison of selected surface parameter values for landuse types which change 
in these experiments. Albedos are visible/near infra-red. From Biosphere Atmosphere 
Transfer Scheme (BATS) values (Dickinson et al. 1993) 
by observational data from surface stations and rawinsonde. The simulations covered a 
three-day period (72 hours) from July 31 - August 2, 1992. This period was characterized 
by a 500 mb ridge centered over the central United States with weak upper-level flow over 
Colorado and weak inflow of low- and mid-level moisture from the Gulf of Mexico into the 
region as a result of the southwest monsoon. This is a common late-summer pattern and 
is representative of climatological average conditions (Toth and Johnson 1984). These 
conditions are ideal for the development of local upslope winds in the afternoon and 
convergence near the Continental Divide because of the weakness of large-scale forcing. 
This case was characterized by weak, scattered convective activity chosen so that the soil 
moisture distributions imposed in the ALTERED cases were not disturbed to a marked 
degree (i.e. no large, organized systems over the region for long periods of time). Station 
data show occasional, light, scattered convective activity during this period. Between 7 
and 19% of stations throughout the domain recorded light precipitation on each of the 
three days. Modeled values of daily averaged precipitation are of similar magnitude to 
those observed. The large-scale modeled winds, water vapor distribution, and thermal 
structure compare well with observed conditions for each of the three days. 
Observed afternoon averaged surface air temperatures (Colorado mesonet data ob-
tained through the Cooperative Institute for Research in the Atmosphere) are compared 
with the model solu~ion in Fig. 5.4 and show substantial agreement. Table 5.4 compares 
the observed diurnal cycle in temperatures with those simulated in the CURRENT case 
at three sites in the domain. Denver lies on the plains, Fort Collins abuts the foothills 
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in a transitional area, and Estes Park lies in a mountain valley on the eastern side of the 
Continental Divide near Rocky Mountain National Park. Differences between observed 
and modeled temperatures on the plains are generally within 3 degrees. Simulated tem-
peratures in Estes Park are consistently cooler than observed. Model points are chosen 
by geographical proximity rather than terrain similarity, and model values represent an 
average over a 6.5 x 6.5 km (42 km2 ) region. Discrepancies in observed versus simulated 
temperatures partially reflect the fact that in complex terrain, temperature values will 
differ greatly over short horizontal distances so modeled temperatures do not represent a 
single site in that grid. 
(a) 
Figure 5.4: Comparison of modeled average temperatures (contour by 1.5 °C) with ob-
served (Colorado mesonet) averages for (a) afternoon (12-18 hrs LST) observed tempera-
ture, and (b) afternoon (12-18 hrs LST) modeled temperature. Mesonet data provided by 
the Forecast Systems Laboratory (FSL) through the Cooperative Institute for Research in 
the Atmosphere (CIRA). Zero contour lines are omitted here, and in subsequent figures, 
for clarity. 
Average dewpoints (not pictured) show reasonable spatial structure though they tend 
to be 1-2 degrees drier over the plains with a steeper than observed decrease in dew-
point as topography increases. For example, daily 12 UTC dewpoint temperatures at 
the Denver station for the time period tend to be slightly dry in the simulations and 
are (observed/modeled, in °C): 10/11, 11/10, 8/5. On all three afternoons an east-
erly /southeasterly (upslope) flow developed in the simulations during the daylight hours 
at low levels to a maximum depth of somewhat less than 800 m and reversed itself at night 
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DENVER FORT ESTES 
COLLINS PARK 
obs sim obs sim obs sim 
Day 1 28 27 23 23 20 16 
MAXIMUM TEMP (OC) Day 2 34 34 29 31 24 22 
Day 3 31 32 31 31 26 20 
Day 1 14 13 10 13 10 5 
MINIMUM TEMP eC) Day 2 18 15 19 9 18 9 
Day 3 13 18 13 20 na 12 
Day 1 21 20 17 18 15 10 
AVERAGE TEMP (OC) Day 2 25 24 24 21 21 15 
Day 3 22 25 22 25 na 16 
Table 5.4: Comparison of observed (obs) versus simulated (sim) temperatures in °C at se-
lected sites. Average temperatures are averaged maxima and minima. na = not available. 
in accordance with observed flow. Three-day average modeled easterlies ranged from 4-10 
m s-l and were slightly stronger than observed with maximum differences of 1-2 m s-l, 
Simulated mountain precipitation occurred mainly in association with the highest 
topography. In addition, on the third day of the simulation a large convective disturbance 
developed in southeastern Colorado which also occurred in the observations. Because 
most convective precipitation in this case is still a subgrid-scale phenomenon even at this 
relatively high model resolution, point comparisons with station data were not attempted. 
Because of the high resolution necessary to accurately resolve the regional circulation, 
we were unable to integrate for a period long enough to evaluate a climatological response 
or perform statistical significance tests, However, daily consistency in a diurnally-forced 
system allows for greater confidence in the generality of the results while the dominance 
of regional forcing allows us to evaluate the potential effect of landcover change on the 
region's summer circulation patterns. 
Previous studies of topographically-induced thermal circulations (Wolyn and McKee 
1994; Ookouchi et aL 1984; Pielke et al. 1991; Poulos 1996) have generally used idealized 
topography, a horizontally homogeneous basic state, and a single day or less of simulation 
and so have not investigated with several realizations impacts both on the plains and at 
higher elevations under realistic initial and boundary conditions; this is the goal here. 
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5.5 Results 
5.5.1 Spatial and Temporal Averages 
In order to minimize daily variations in the signal which may not be representative of 
general behavior we present results as averages over the three-day period. All anomalies are 
presented relative to the NATURAL case. We compared the ALTERED and NATURAL 
simulations in terms of their averages over afternoon hours (12-18 hours LST) on all three 
days. These times represent the period when the mountain-plains circulation was most 
developed and mountain convection most active. 
Soil moisture in the top, 2-cm deep, soil layer (Fig. 5.5a,b) was greater in the two 
ALTERED simulations consistent with initial conditions for the irrigated lands. Latent 
heat fluxes (Fig. 5.5e,f) also increased over large areas in the plains to maximum values 
of 160 - 180 W m-2 in the two ALTERED cases, while sensible heat fluxes (Figs. 5.5c,d) 
decreased over moist soils (maximum decreases were approximately 150 W m-2 in both 
ALTERED cases). The additional moisture supplied to the plains boundary layer at 
the expense of sensible heating represented the main driver for subsequent dynamical 
changes. Increased sensible heat fluxes just to the west of the irrigated regions as well as 
near the eastern grid boundary occur with similar magnitudes in both ALTERED cases. 
These increased sensible heat fluxes are a result of more efficient transport of heat to the 
atmosphere due to the large roughness length of the dryland cropping occupying those 
areas relative to the natural grasslands and emphasize the complicated and sometimes 
competing atmospheric forcings inherent in changing landcover. 
The ALTERED cases had a maximum cooling of the lower atmosphere (0-640 m, 
though because this layer is well mixed these are indicative of surface air temperatures 
as well) over the regions of enhanced soil moisture of nearly 0.70 C in the CURRENT 
case and almost 1.00 C in the SUPER-IRRIGATED case relative to the NATURAL case 
(Fig. 5.6a,b). Due to the advection of colder air from the plains, this cooling is seen far 
up the eastern slope of the mountain front in both ALTERED cases especially in the 
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Figure 5.5: Difference fields of afternoon (12-18 hrs LST) averages across all three days. 
(a) Soil moisture (contour by 0.08 mm) CURRENT-NATURAL. (b) Soil moisture (con-
tour by 0.08 mm) SUPER-IRRIGATED - NATURAL. (c) Sensible heat flux (contour 
by 40 W m-2) CURRENT-NATURAL. (d) Sensible heat flux (contour by 40 W m-2) 
SUPER-IRRIGATED - NATURAL. (e) Latent heat flux (contour by 50 W m-2) CUR-
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Figure 5.6: Fields averaged vertically from 0-640 m (first 5 model layers) and 
over afternoon hours (12-18 hrs LST). (a) Temperature difference (contour by 0.2 
DC) CURRENT-NATURAL. (b) Temperature difference (contour by 0.2 DC) SU-
PER-IRRIGATED-~ATURAL. (c) Dewpoint temperature difference (contour by 0.2 DC) 
CURRENT-NATURAL. (d) Dewpoint temperature difference (contour by 0.2 DC) SU-
PER-IRRIGATED-NATURAL. (e) East-west wind difference (contour by 0.3 m s-l) 
CURRENT-NATURAL. (f) East-west wind difference (contour by 0.3 m s-l) SU-
PER-IRRIGATED -NATURAL. and g) Undifferenced east-west winds in the NATURAL 
case provided for orientation of easterlies and westerlies (contour by 2.0 m s-l). In (e) and 
(f), positive anomaly values represent decreases in easterly flows or increased westerlies 
relative to the NATURAL case. 
87 
(g) 
Figure 5.6: Continued. 
The cooling of plains and mountains in the ALTERED cases caused decreased easterly 
upslope winds in the same regions due to the decreased sensible heating of the atmosphere 
and reduced pressure gradient (Fig. 5.6e,f). The plains are on a slope themselves and 
so the large cooling at the base of the Rockies substantially reduced upslope flow from 
points farther east. The maximum wind decrease, represented by positive anomalies in 
Fig. 5.6e and f, due to easterly (negative) ambient wind direction (average U winds in 
the NATURAL case are provided in Fig. 5.6g for locations of easterly and westerly flow), 
was more than 1.5 m S-l in the CURRENT case and nearly 2 m S-l in the SUPER-
IRRIGATED case relative to the NATURAL case. The decreased easterlies extended to 
high elevations in both ALTERED cases. 
The presence of irrigated land was also reflected in low-level atmospheric moisture 
differences where dewpoint temperatures increased in the northern part of the irrigated 
regions in the two ALTERED cases (Fig. 5.6c,d). This northward shift is a reflection 
of a southerly wind component which advected moisture slightly to the north. In the 
CURRENT case, dewpoint temperature decreased slightly to the west of the center of the 
irrigated region and at higher elevations as a result of flow patterns which moved dry air 
in from the south. This had impacts on mountain cloud cover and convection. 
The increased low-level moisture in the ALTERED simulations relative to the NATU-
RAL case caused increased Convective Available Potential Energy (CAPE) in the region 
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just north of Ft Collins by approximately 100-150 J kg- 1 in both cases despite cooler 
temperatures (Fig. 5.7a,b). Decreased CAPE in the CURRENT case south of Ft. Collins 
resulted from decreases in both temperature and moisture in the area. In the SUPER-
IRRIGATED case, a smaller decrease in CAPE occurs south of Ft Collins while a sizeable 
increase in CAPE occurs at higher elevations between Ft Collins and Estes Park due to 
enhanced upslope advection of moisture from the irrigated regions in spite of decreased 
easterly flow (Fig. 5.6f). 
Figures 5.7c,d display the precipitation differences for a subset of the region focusing 
on higher elevations and the mountain-plains transition (solid boxed region in Fig. 5.1). 
Total accumulated rainfall was affected west of areas with altered landcover, including the 
transitional region between mountain and plains and at highest elevations. A precipitation 
increase occurred in the area of Ft. Collins in both ALTERED cases while two minima 
occurred at high elevations, one to the north and one to the south of Estes Park. These 
features are similar in both ALTERED cases though anomalies are of higher magnitude 
in the SUPER-IRRIGATED case. 
The total condensate field differences, also presented for the solid boxed region in 
Fig. 5.1, reflecting changes in cloud cover, had a series of positive and negative anomalies 
in a north-south line along the Continental Divide reflecting an orderly arrangement of 
preferred areas of cloudiness (Fig. 5.7e,f). Anomalies were spatially similar in each AL-
TERED case but were of stronger magnitude in the SUPER-IRRIGATED case than in 
the CURRENT case. 
As an indication of the daily extent of regions affected by landuse changes in the 
plains, standard deviations of afternoon averaged temperature and dewpoint temperature 
differences (CURRENT-NATURAL) are provided in Figs. 5.8a and b. These figures show 
that the effect of these land use changes can penetrate into the mountains on individual 
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Figure 5.7: Difference fields averaged vertically from 0-640 m (first 5 model layers) 
and over afternoon hours (12-18 hrs LST). (a) CAPE (contour by 40 J kg-I) CUR-
RENT-NATURAL. (b) CAPE (contour by 40 J kg-I) SUPER-IRRIGATED - NATU-
RAL. (c) Mountain precipitation (contour by 0.5, 1.0,2.0,4.0, 8.0 mm d- I) CURRENT 
NATURAL. (d) Mountain precipitation (contour by 0.5,1.0,2.0,4.0,8.0 mm d- 1) SU-
PER-IRRIGATED - NATURAL. (e) Mountain vertically-integrated condensate (contour 
by 2 kg) CURRENT-NATURAL. (f) Mountain vertically-integrated condensate (contour 
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Figure 5.8: Standard deviation of differences in time. Differences were averaged vertically 
from 0-640 m (first 5 model layers) and over afternoon hours (12-18 hrs LST). a) Temper-
atures (contour by 0.2 °C) CURRENT-NATURAL, b) Dewpoint temperatures (contour 
by 0.2 °C). CURRENT-NATURAL. 
5.5.2 Meridional Averages 
To provide a picture of east-west structure, we took north-south averages over a 
subdomain where surface forcing mechanisms were strongest and were expected to have 
the greatest impact (see dotted box in Fig. 5.1). This region includes the largest irrigated 
regions on the plains and continues west past the highest topography. 
The afternoon divergent maximum in the first 640 m of the atmosphere (Fig. 5.9a, 
at approximately gridpoints 27-29) and the weak divergence at most points farther east 
increased in each of the ALTERED cases while in the mountains, convergence decreased 
along the lower slope of the mountains (gridpoints 24 to 25) in the ALTERED cases 
as well as at the convergent maximum at gridpoint 21. Vertical velocity (not pictured) 
correspondingly decreased slightly in these regions in both ALTERED cases. 
Meridionally-averaged daily precipitation (Fig. 5.9b) showed a spatially complicated 
response. Decreased precipitation on the eastern boundary of the domain was due to 
southern shifts of a. precipitation center in both ALTERED cases which moved it out-
side the averaging area. A plains maximum occurred in the SUPER-IRRIGATED case 
















Figure 5.9: Comparison of north-south averages over dotted box in Fig. 5.1 for the three 
cases. (a) 12-18 LST divergence (S-1) 0-640 m, (b) total daily precipitation (mm d-1), 
and c) daily vertically-integrated condensate (kg) (solid and liquid). The mountain region 
approximately occupies gridpoints 18-28 while the plains region occupies gridpoints 29-46. 
(b) 
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a result of a weak circulation generated at the discontinuity. The rainfall maximum in 
the mountains, somewhat east of the convergent maximum (Fig. 5.9a) due to advection 
of storms by ambient westerlies, decreased in both ALTERED cases consistent with the 
decreased convergence. The rainfall maximum in the CURRENT case had a broader areal 
distribution relative to the NATURAL case. The SUPER-IRRIGATED case had a nar-
rower precipitation distribution and decreased precipitation both in the mountains and in 
lower elevations near the mountains relative to the NATURAL case. 
Total condensate integrated throughout the atmosphere and averaged daily is a proxy 
for average cloud cover in the region (Fig. 5.9c). Meridionally-averaged condensate in-
creased over most of the plains in the ALTERED cases with a secondary maximum in 
the SUPER-IRRIGATED case paralleling the precipitation field. The condensate maxi-
mum at high elevations increased in the CURRENT case but decreased in the SUPER-
IRRIGATED case. Variables such as precipitation and condensate had highly variable 
spatial responses compared to the relatively consistent dynamic and thermodynamic forc-
ings and their distribution were very sensitive to the chosen averaging domain. 
5.6 Sensitivity to Added Model Complexity 
The basic numerical model described above is unrealistic in several respects. Two 
obvious areas are in the use of a simple radiative parameterization and a constant leaf area 
index (LAI) between vegetation types. In an effort toward building a more comprehensive 
model of the effects of land use change in this region, we explored the total response by 
adding each of these effects individually on top of landuse changes described earlier. We 
performed two sensitivity studies which covered the first 12 hours of the original three-day 
period. The first used a more accurate radiation parameterization which also allows for 
radiative interaction with clouds (Harrington 1997). In a second study we doubled green 
leaf area from 1.0 m2/m2 to 2.0 m2 /m2 in agricultural areas to represent the increase in 
this parameter in observed systems. These results are shown in Fig. 5.10. We compare 
these figures simply to indicate sensitivity and to highlight the complexity of the issues 
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Figure 5.10: Comparison of 12-18 LST temperature differences (CURRENT-NATURAL) 
after the first simulated day averaged vertically from 0-640 m on the first day for, (a) the 
initial model configuration, (b) 2-stream radiation scheme included in both cases, and (c) 
increased green leaf area in agricultural areas in both cases. 
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Figure 5.10a shows the temperature difference between the CURRENT and NAT-
URAL cases for the hours 12-18 LST on the first day of simulation. As a comparison, 
Fig. 5.10b shows the same field except with the alternate radiation scheme implemented. 
The temperature response with the alternate radiation covers a larger area than in the 
original simulation and has a maximum cooling which more than doubled. Similarly, a 
comparison in a case where agricultural LA! is doubled (Fig. 5.10c) also increases the 
initial response by more than 50% and broadens the area affected. 
These changes in plains temperature affected the magnitude of the mountain-plains 
breeze where the afternoon easterly winds (not shown) decreased by up to 2.8 m s-l 
in the CURRENT case with the alternate radiation scheme and up to 2.4 m s-l in the 
CURRENT case with doubled LA!. The largest difference in the original model was 1.2 
m s-l on this day. Changes in the mountains-plains breeze of this magnitude would be 
expected to have further impacts on cloud cover and precipitation as in the results of 
Section 5.5. 
5.7 Discussion and Conclusion 
Experiments with a regional atmospheric model with explicit representation of natu-
ral, present day, and a hypothetical, future landcover distribution were performed in the 
region of Rocky Mountain National Park in northern Colorado. These experiments showed 
important effects on atmospheric dynamics, thermal structure, and hydrology in both the 
plains and adjacent mountains. Effects on the mountain-plains circulation induced by 
changes in land use were of sufficient magnitude to affect cloud cover, precipitation, sur-
face hydrology and temperature at higher elevations. The responses in the temperature 
and wind fields were proportionately stronger in the SUPER-IRRIGATED case than the 
CURRENT case indicating a monotonic response to surface forcing which was relatively 
linear. Behavior of the components of the hydrological cycle, especially when considering 
remote effects, was highly nonlinear however, so that perturbations varied widely between 
scenarios. 
Some responses had, however, daily consistency over the course of the three-day 
simulation and between the two cases where altered vegetation was present (CURRENT 
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and SUPER-IRRIGATED cases). Compared to the NATURAL case, the effects of altered 
landcover in the plains included: 
• Sensible heat fluxes decreased over moist regions. 
• Latent heat fluxes increased over moist regions. 
• Boundary layer was cooler during the day. 
• Low-level moisture increased. 
These changes altered the mesoscale flow dynamics leading to the following responses: 
• Easterly low-level afternoon flow decreased over a wide area. 
• Low-level afternoon convergence decreased in the mountains in the subdomain pre-
sented in Section 4.5.2. 
• Eastern slope mountain regions cooled. 
• Precipitation and cloud cover were non-linearly affected in magnitude and spatial 
pattern in both plains and mountain regions. 
Though true significance testing cannot be run on such short simulations, confidence 
in the trends in the results was enhanced by daily consistency over the three days. These 
simulations also confirmed the predictions of a simple analytic model (Section 4.3) that 
temperature changes due to plains irrigation and other landcover changes can have large 
effects on the local dynamic response which in turn affects the hydrologic response which 
was communicated to higher elevations remote from actual land use changes. These moun-
tain regions have sharply defined vegetative zones in which species and ecological processes 
are strongly affected by temperature, soil moisture and insolation. Therefore, responses 
may be larger when feedbacks due to vegetation changes (which may already be occurring; 
Stohlgren et al. 1998) are included. 
The sensitivity studies reported in Section 4.6 suggest that radiation characterization 
as well as the details of other processes such as vegetation physiology are likely to be 
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important to simulating climate change in Northeastern Colorado and that reasonable de-
pictions of each must be included simultaneously in order to more thoroughly investigate 
the sensitivity of weather and climate to landscape structure. Because these effects are re-
lated in non-linear ways it would be a mistake to conclude that the temperature effects are 
additive. However, both sensitivity studies significantly enhanced the original signal both 
in magnitude and area which suggests our original model results may be underestimating 
the impact of observed land use change during this simulated period in both magnitude 
and spatial extent. 
Observed and inferred temperature trends in this region are also suggestive of the 
responses seen in these simulations. Analysis of observations shows a recent, regional, 
low-level averaged summer cooling trend and a surface station cooling trend in July which 
seems to be distinct from temperature changes at larger geographic scales. The simula-
tions reported here show a cooling in afternoon temperatures and changes in cloudiness 
and precipitation in remote areas which could signal broader scale and longer-term re-
sponses. While we have chosen a time-period which is representative of climatological 
conditions, it is unclear how these hydrological effects might express themselves in a long-
term climatology. This regional cooling and the fact that observed temperature responses 
at high elevation stations are highly variable in space suggest that there are local climate 
controls at work. We have demonstrated that one such control may be land use change 
which may need to be accounted for in the climate record, (e.g., Pielke et al. 1998). How-
ever, it is unlikely that this is the only control. More complete models combined with 
climatological-length simulation periods and closer evaluation of climate records and sur-
rogate measurements will be necessary to understand the effects of changing climate at all 
scales in the Colorado Rocky mountains, and other similar geographic areas. The regional 
effects of land cover change are in no way represented in large-scale model simulations such 
as the ones described in Chapter 2 and are another source of error which will need to be 
addressed in future }nvestigations of the global effects of historicallandcover changes. 
Chapter 6 
CONCLUSIONS 
While the exact role of historical landcover changes on climate at the regional and 
global scale is still ambiguous, this research examined the role of land cover as a potentially 
important factor in anthropogenic climate change. Methods for determining the global ex-
tent of historical vegetation change from satellite data and balance models were discussed 
as were results from numerical modelling studies at the global scale and in a regional case 
study. An observational analysis of recent climatic trends in northeastern Colorado and in 
several global datasets was made. A comparison of the regional trends in the three global 
datasets was performed as was an assessment of the reliability and coherence of those 
data. Finally, the simulated climatic effects due to observed, global, landcover change 
were compared with the simulated effects of current levels of anthropogenic C02 loading 
and against the observational record. 
Our results indicate that vegetation change, as it is observed to have already occurred, 
can have significant effects on both global and regional climate. These effects are generally 
not limited to the regions of direct landcover change forcing and, in fact, can be strongest 
where no direct forcing occurs. This shows that atmospheric feedback processes and 
adjustments, in some cases, are a more important climate signal than the original, direct 
forcing. Therefore, regional climate models which are forced by non-interactive, large-scale 
boundary conditions derived from GCMs from may miss a large, and perhaps, the largest 
portion of the climate change response. This result has implications for the northeastern 
Colorado case study presented here and suggests the possibility of a more widespread 
response to regional changes in land-use should the boundary conditions be responsive to 
the simulation details. 
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In the fine-scale case study in the Colorado Front Range, we showed that observed 
vegetation changes can have substantial effects on local temperatures and circulations 
which can act to transport climate change effects remotely. The simulated cooling has 
some substantiation in the observational data. These sorts of regional effects are not 
accounted for in any GCM and may have substantial impact both directly and due to 
complex atmospheric adjustment processes when summed over all regions of the globe. 
In the global scale simulations we showed that, as a result of tropical land cover change, 
tropical atmospheric effects occurred which spread to global scales in a manner similar 
to the global effects due to EI Nino Southern Oscillation. These include changes in the 
globally-averaged circulation as well as the generation of low frequency waves which appear 
to propagate to the extratropics in a well-defined teleconnection pattern. That tropical 
landcover change also reduced easterlies in the tropical Pacific in this experiment Sl.J.ggests 
the existence of a positive feedback loop between deforestation and warm ENSO events 
which may have played a role in the observed increase in the occurrence and strength of 
warm ENSO events at the expense of cold events in recent years. 
The GCM simulations of global climate change due to observed landcover change 
compare favorably in spatial pattern and amplitude with recently observed regional tem-
perature trends. Additionally, a comparison between simulations of climate changes due to 
land cover disturbance and those due to rising atmospheric C02 concentration show that 
in some instances, global land cover changes, as they have already occurred, are responsible 
for shifts in climate which are of the same magnitude as changes simulated as a result of 
current levels of C02 loading. Additionally, these climate effects occur in the same regions 
as those simulated by increased CO2. This represent a confounding factor in the effort to 
detect anthropogenic climate change resulting from rising greenhouse gas concentration. 
A comparison of recent observational temperature in three independent, global datasets 
indicates that recent climate trends are not conforming to suggested greenhouse warming 
patterns and are more likely to be of a highly individualized, regional character. 
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