











Manuscript version: Author’s Accepted Manuscript 
The version presented in WRAP is the author’s accepted manuscript and may differ from the 
published version or Version of Record. 
 
Persistent WRAP URL: 
http://wrap.warwick.ac.uk/160539                             
 
How to cite: 
Please refer to published version for the most recent bibliographic citation information.  
If a published version is known of, the repository item page linked to above, will contain 
details on accessing it. 
 
Copyright and reuse: 
The Warwick Research Archive Portal (WRAP) makes this work by researchers of the 
University of Warwick available open access under the following conditions.  
 
Copyright © and all moral rights to the version of the paper presented here belong to the 
individual author(s) and/or other copyright owners. To the extent reasonable and 
practicable the material made available in WRAP has been checked for eligibility before 
being made available. 
 
Copies of full items can be used for personal research or study, educational, or not-for-profit 
purposes without prior permission or charge. Provided that the authors, title and full 
bibliographic details are credited, a hyperlink and/or URL is given for the original metadata 
page and the content is not changed in any way. 
 
Publisher’s statement: 
Please refer to the repository item page, publisher’s statement section, for further 
information. 
 













































Motivated by recent successes in model-based pre-election polling, we propose a kinetic model for
opinion formation which includes voter demographics and socio-economic factors like age, sex,
ethnicity, education level, income and other measurable factors like behaviour in previous elections
or referenda as a key driver in the opinion formation dynamics. The model is based on Toscani’s
kinetic opinion formation model [1] and the leader-follower model of Düring et al. [2], and leads
to a system of coupled Boltzmann-type equations and associated, approximate Fokker-Planck-type
systems. Numerical examples using data from general elections in the United Kingdom show the
effect different demographics have on the opinion formation process and the outcome of elections.
Keywords opinion formation, demographics, pre-election polling, Boltzmann equation, Fokker–Planck equation.
1 Introduction
Different kinetic models to describe opinion formation in a society consisting of a large number of interacting individ-
uals have been proposed and analysed in the literature, see e.g. [1–25]. Building on mathematical approaches from
statistical mechanics they frequently lead to generalizations of the classical Boltzmann equation for gas dynamics.
Instead of binary collisions, one considers the process of compromise between two individuals. Similar models are
used in the modelling of wealth and income distributions which show Pareto tails, cf. [26] and the references therein.
A key application of such kinetic opinion formation models is political opinion formation in elections or referenda.
When aiming to push the boundaries of where such methods can be applied to analyse or forecast election results (see
also [27]) it is useful to look at recent developments in pre-election polling.
Pre-election polling which aims to forecast election outcomes based on surveys of political opinion used to rely on
relatively small samples. But a small number of observations at national level make it difficult to forecast outcomes
at sub-national (constituency) level, leading to frequent (real or perceived) failures of pre-election polls [28], e.g. in
2015 and 2017 UK general elections. Even if a pre-election poll correctly forecasts the share of a party at national
level, who wins the election in a first-past-the-post electoral system depends on the outcome on the local (constituency)
level, i.e. who wins each of the many seats in parliament. In recent years, so-called multilevel regression and post-
stratification (MRP) methods have shown to be able to form high-quality sub-national estimates of political opinions
by uncovering dependencies of voter behaviour on demographic, socio-economic and other measurable factors [29].
MRP methods are much better at capturing the complex nuances of opinions depending on local variations in historic
voter behaviour and voter demographics. To this end they use a larger poll size so that sufficient samples from
each constituency are gathered, and at the same time record demographic and socio-economic characteristics like
age, sex, ethnicity, education level, income and information on previous votes in elections or referenda from the
participants. Then a regression is performed to determine how likely it is that an individual with a certain combination
of demographic and socio-economic characteristics votes for a particular party. In a post-stratification step, census and
other publicly available data is used to determine the composition of the voter population in each constituency with
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regard to these demographic and socio-economic characteristics and then forecast the outcome of the vote in each of
the constituencies.
In this paper, motivated by the development and successes of MRP methods for pre-election polling, we propose
and analyse a kinetic model for opinion formation which takes into account demographic and socio-economic factors
like age, sex, ethnicity, education level, income and other measurable factors like behaviour in previous elections
or referenda. The basic underlying kinetic model opinion formation is the leader-follower model from [2] which in
turn is based on the opinion formation model by Toscani [1]. Mathematically, it is related to works in the kinetic
theory of granular gases [30]. In the kinetic opinion formation models the evolution of the distribution of opinion is
described by means of microscopic interactions among individuals in a society. These microscopic interactions are
reminiscent of collisions in gas dynamics. Opinion is represented as a continuous variable w ∈ I with I = [−1, 1]
representing the left–right political spectrum, and ±1 represent extreme opinions. In each interaction two main drivers
affect an individual’s opinion. The first one is a compromise process [31–33], in which individuals tend to reach a
compromise after exchange of opinions. The second one is self-thinking, where individuals change their opinion in
a diffusive way, possibly influenced by exogenous information sources such as the media. In this setting, the time
evolution of the distribution of opinion among individuals is governed by (systems of) Boltzmann-type equations. In
a suitable quasi-invariant limit, partial differential equations of Fokker–Planck type can be derived for the distribution
of opinion.
The paper is organized as follows. In the next section we propose a generalised kinetic opinion formation model
which takes into account demographic and socio-economic factors in the compromise process of the kinetic opinion
formation model, and present the resulting system of Boltzmann-type equations and its associated quasi-invariant limit
Fokker-Planck system. In Section 2 we propose an approach to use real-world pre-election polling and census data
to inform the choice of compromise functions in our model. We put this to test in two real-world examples from the
2019 United Kingdom general elections, for the East of England region and Nottinghamshire which forms part of the
so-called “red wall” of constituencies in northern England which was widely perceived to have played a key role in
the outcome of the 2019 elections. We present results from direct Monte Carlo simulations of the microscopic model
and compare it with finite element based simulations of the Fokker-Planck system. Section 4 concludes.
2 Derivation of the Model
2.1 Interactions
We propose a model based on Toscani’s opinion formation model [1] and the leader-follower model of Düring et
al. [2], where we look at the distribution of the individuals’ opinion, w, in an interval I = [−1, 1]. We split our
population into N follower species and a leader species, which we label as species 1, 2, ..., N and species L and
associate with a density function, fi(w, t) and fL(w, t), respectively, depending on the opinions, w ∈ I, and time,
t ≥ 0. Each follower species will be associated with a single demographic. Each demographic can include numerous
demographic and socio-economic factors like age, sex, ethnicity, education level, income and other measurable factors
like behaviour in previous elections or referenda. To limit the number of species to a practical value, we do not include
all possible demographic factors, but consider only the factors that are assumed to be most important in driving opinion
formation [34].
The dynamics of our system are defined by looking at binary interactions (or collisions) between two individuals
from our total population. We define the interactions in this model, in three possible cases: (a) the interactions where
a member of the leader species interacts with another member of the leader species (an L and L interaction); (b) a
member of the leader species interacts with a member of the follower species i for some i = 1, ..., N (an L and i
interaction); and (c) a member of a follower species interacts with another member of a follower species (an i and j
interaction for some i, j = 1, ..., N ). We assume that the leader species is formed by strong opinion leaders, as in [2],
that is assertive individuals able to influence followers but withstand being influenced themselves. To that end, we have
that a leader species will have their opinion unchanged by an interaction with an individual from a follower species,
but interact normally with a another leader. Thus we look at the following cases for the interactions with w∗L, v
∗
L and
wL, vL as the post- and pre-interaction leader opinions, respectively w
∗, v∗ and w, v as the post- and pre-interaction
opinions of the follower species, respectively:
(a) The L and L case:
w∗L = wL + γLPLL(wL, vL)(vL − wL) +DL(wL)ηL,
v∗L = vL + γLPLL(vL, w)(wL − vL) +DL(vL)ηL;
(1)
2
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(b) The i and L case, i = 1, 2, ..., N :
w∗ = w + γiPiL(w, vL)(vL − w) +D(w)ηi,
v∗L = vL;
(2)
(c) The i and j case, i, j = 1, 2, ..., N :
w∗ = w + γiPij(w, v)(v − w) +D(w)ηi,
v∗ = v + γjPji(v, w)(w − v) +D(v)ηj .
(3)
In the interactions above, γν ∈ R, for ν = 1, 2, ...N, L, denotes compromise parameters which govern the “speed”
of attraction of two different opinions, the functions Pij(·, ·) and D(·) model the local relevance of compromise and
self-thinking for a given opinion, respectively, and ην are the “self-thinking" random variables, which model how the
opinion of an individual changes independently from other individuals. Here, we have made the implicit assumption
that the total number of followers and leaders in a species – and by extension the mass of the density functions –
remain constant over time. We only mention here that when using this to model a phenomenon with a timescale of
years, demographic changes (migration to other species, birth/death) could also be incorporated by adding gain and
loss terms similarly to [2].
To ensure that w∗ and v∗ remain in I, we choose Pij and D functions accordingly. Our Pij functions are chosen
in such a way that they remain in [0, 1]. In the prevalent literature, this has been taken to be a localisation function,
such as a characteristic function or a hyberbolic tangent, [1, 2, 6], here we propose a more realistic function based on
real-world polling data in Section 2.2.3 below. Then, Pij(w, v)(v − w) ∈ [−2, 2], hence we choose γν ∈ (0, 1/2), so
that −1 < γνPij(w, v)(v − w) < 1. The function D is chosen in such a way as to ensure that the diffusion term is
sufficiently small near the boundaries which guarantees that the post-interaction opinions remain in I. Thus we require
the function D to remain in [0, 1] and D(−1) = D′(−1) = D(1) = D′(1) = 0. We also want D to be symmetric in
this case, although this is not required. A usual choice for this function is:
D(x) = (1− x2)α,
for some α > 0. We choose DL similarly and for both α = 2, unless otherwise stated.
Finally, we now discuss the random variables ην . Let us define a set of probability measures in the following way,
for some δ > 0:
M2+δ =
{
P : P is a probability measure and, 〈|η|α〉 =
∫
I
|η|α dP(η) < ∞, ∀ α ≤ 2 + δ
}
.
We choose a probability density Θ ∈ M2+δ and we assume that this density is obtained from a random variable
Y with the properties, 〈Y 〉 =
∫
I







Y 2 dΘ(Y ) = 1, then we choose ην with the property that
〈|ην |
p〉 = 〈|Y σν |
p〉 for all ν = 1, 2, ..., N, L and p ∈ [0, 2 + δ], with 0 < σν < 1. We assume that the opinion of an
individual is more likely to be swayed by an interaction with another individual rather than their exposure to outside
factors, thus σν ≪ 1.
2.2 Boltzmann-type and Fokker-Planck equations
From the microscopic interactions in the previous subsection N + 1 Boltzmann-type equations can be derived using













Q(fi, fj)(w, t), for i = 1, 2..., N, (4)






Q(fL, fL)(w, t), (5)









φ(w∗)+φ(v∗)− φ(w) − φ(v)
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where φ are test functions from Cc(I;R), that are continuous and compactly supported functions on I. In (4) and
(5), we use τij , τiL and τL to denote the relaxation times of the Boltzmann-type equations which allow to control the
interaction frequencies.
We use similar methods to those described in [2] to derive a set of Fokker-Planck equations for this model by
taking a quasi-invariant limit of (4), (5). It is well-known that these quasi-invariant limits are a good approximation
for the stationary profiles of the Boltzmann-type equation [1]. To study these large time stationary distributions,
therefore, we use the transformation s = γt, for some γ ≪ 1, writing the large time transformed density functions
gµ(w, s) = fµ(w, t) for every µ, using the scaling γν = ανγ and σν = βνσ for all ν = 1, ..., N, L, and restricting
our test functions to twice differentiable functions, all of whose derivatives are δ-Hölder continuous for some δ > 0
with compact support, that is φ ∈ C2,δc (I,R). In the limit γ, σ → 0 while keeping λ = σ
2/γ fixed, this yields the




























































, for i = 1, 2, ..., N,
(6)
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We now show that the density masses remain constant for all s > 0 in the Fokker-Planck model, that is Mζ(s) =











































































I gζ(w, s) dw = 0 and thus to Mζ(s) = Mζ(0) for all s > 0. Analogously, we obtain
ML(s) = ML(0) for all s > 0.
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From this point, it will be prudent to rename the function gν(w, s) back to fν(w, t) for all ν = 1, 2, ..., N, L for
ease of presentation.
2.3 Choice of compromise function from demographic voter intention data
In [1, 2, 6], the compromise function P has been chosen as a mere localisation function, usually a hyperbolic tangent
function or a characteristic function for some radius r. Although this approach has been used to great effect when
considering two party systems [6], we propose here a more data-driven approach to include demographic and other
factors into the compromise functions, which is more suited to a multi-party political system. To achieve this, we
look to voter intention polls made before the election, thus, as briefly explained in Section 2.2.1, we propose a new
form of P which is based on that polling data. Each follower species will be associated with one combination of n
“characteristics", ci1, ci2, ..., cin, each of which is chosen from a potential set of mutually exclusive groups, that is all
individuals in a species belong to one, and only one, group, and we assign to all our species one of these groups. Using
the UK General Elections as an example, we could choose the characteristics of age and home-ownership. These have
mutually exclusive groups that could be associated with them, that is under 24 years-old, and over 24 years old for age,
and either a home-owner or not for home-ownership. We then use four species to which we assign the groups, under
24 home-owners, over 24 home-owners, under 24 non-home-owners and over 24 non-home-owners. To this end, we
make the assumption that Pij(w, v) can be decomposed into a localisation function Ploc, which depends only on the
opinions, and characteristic comparison functions Pchar, which depend on the opinions and, in addition the data from
pre-election polls [36] for each of the characteristics of the species i and j.
Let w, v be the opinions of two individuals in species i and j, respectively, with associated characteristic groups
cik, cjk for all k = 1, ..., n, then we use the following compromise drift function decomposition:




Pchar(w, v; cik, cjk). (10)
We use a characteristic function as our localisation function in this paper,
Ploc(w, v) = 1{|w−v|<r},
for some r > 0. We use only Ploc for the leader species that is PiL(w, v) = PLL(w, v) = Ploc(w, v).
We now discuss the nature of our leader species, in terms of political parties. Let there be P parties, Π1, ...,ΠP ,
in our political system, and a = p0 < p1 < ... < pP−1 < pP = b be a partition of I = [a, b]. Then we distribute the
leader species population in the intervals Iζ = [pζ−1, pζ ], which we call “influence intervals". We run an “election” at
time t, on the microscopic level, by assuming that all individuals vote for the party who controls the influence interval





for every ζ = 1, ...,P , a graphical representation of which is presented in Figure 1.
The voter intention polling data we use is organised into tables by characteristics, with party on the vertical axis
and the groups (e.g. leave and remain for 2016 Brexit Vote, 18-24 year-old etc. for age) on the horizontal axis. A
table for an example characteristic k is displayed in Table 1 and the actual table for the 2016 Brexit vote is displayed
in Table 2.
Table 1: Example of how the characteristic data is presented.
Characteristic k Group 1 Group 2 · · · Group m
Π1 x1,1,k x1,2,k · · · x1,m,k






ΠP xP,1,k xP,2,k · · · xP,m,k
For each binary interaction (1)-(3) we can find the influence intervals Iζ to which w, v belong to, assume that
w ∈ Iµ and v ∈ Iν , for some µ, ν = 1, ...,P . We look up the relevant values in the tables to get the values of xµ,i,k
and xν,j,k . We want our characteristic comparison function Pchar to represent the idea of net movement towards more
5









Figure 1: Schematic representation of influence masses for a given density function, fi(w, t), at some time t.
Table 2: The voter intention data for 2016 Brexit vote from [36].







popular opinions, popular in the sense of voter intentions from the pre-election polls. That is individuals with popular
opinions move slower towards the unpopular opinions than the individuals with unpopular opinions move towards the
more popular opinion. To this end, we let our characteristic comparison function depend on xµ,i,k − xν,j,k, which
gives a large, positive value when the party, in whose influence the individual resides, is more popular (i.e. xµ,i,k
dominates) and a large negative value when the party, in whose influse the other individual resides, is more popular
(i.e. xν,j,k dominates). When both parties are equally popular, this value will be zero and therefore will not have a
bias towards one party or the other. We are therefore using xµ,i,k − xν,j,k since it is representative of the popularity of
the individual’s opinion.
The value of xµ,i,k − xν,j,k is in [−2, 2], but as previously stated our P -function’s value must be in [0, 1], hence





Since we are using xµ,i,k − xν,j,k as a measure of the popularity of the individual’s opinion w, we want Pchar to be
decreasing with respect to its argument xµ,i,k − xν,j,k , to model the decrease in movement from, and the increase in






for some a, b > 0. Note that G has the properties: (a) G(0) = 1 and G(1) = 0; and (b) this function is decreasing
in [0, 1], for any value of a, b > 0. These properties, in combination, lead to the value of G being close to zero when
xµ,i,k is dominant (or the individual holds a more popular opinion), and represents a small movement towards the
other more unpopular opinion and vice versa. Finally, we compose these functions and thus we use the function,
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with a, b > 0. Thus our Pchar function is,
Pchar(w, v; ci,k, cj,k) = F (xµ,i,k − xν,j,k),
when viewed on the microscopic level. In general, we can write this function as the sum of characteristic functions
which sort v, w into their respective influence intervals as follows;




1w∈[pµ−1,pµ]1v∈[pν−1,pν ]F (xµ,i,k − xν,j,k) (11)
where 1x∈A denotes the characteristic function for the set A.
3 Numerical experiments
We separate the analysis of the methods into two types, the Monte Carlo simulation of the Boltzmann-type system
(4)–(5), and the Finite Element Method for the Fokker-Plank system (6)–(7).
Throughout this section, we have chosen ηi all independent and identically distributed, in such a way that they can
only attain two values, ±0.01, with equal probability, to ensure that the interactions remain in I. Unless otherwise
stated, we use the values of a = 2 and b = 8 in the Pchar function in Section 2.2.3 since these have offered the best
results, αi = βi = 1 for all i = 1, 2, ..., N, L. We construct our initial densities from available polling data and from
population values for the specific region we wish to run simulations in. We do this by first finding the influence mass
of the Party Πζ for a given species i, multiplying the relevant columns of our data tables, which, for a species whose
members have characteristic k and are in Group ξ, is the ξ-th column from Table 1 and the relevant column from every





where we recall that Mζ,i are the influence masses from Section 2.2.3. Given some distribution of mass between the






with vζ being the percentage of votes allocated to Πζ in some test election, either through the recorded results of some
previous election or some pre-election polling data. We define the initial densities of the species as a weighted sum of





for all ζ = 1, 2, ..., N .





pkδ(w − Lk), (12)
with pk representing the percentage of the vote that each party attained in this, or another, test election, and Lk
representing the party locations. In all the simulations presented here, we set the mass of the leader species to have
5% the total mass of the follower species, in a similar way to Düring et al [2]. For purposes of the discretisation in the











, for x ∈ [−1, 1],
0, otherwise,
with scale factor ε ≪ 1.
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3.1 Monte-Carlo simulations of the Boltzmann-type system
We perform a series of kinetic Monte Carlo simulations for the Boltzmann-type system (4)–(5). In these simulations,
called Direct Simulation Monte Carlo (DSMC) or Bird’s scheme, we choose individuals from the population non-
exclusively, and perform the interaction rules (3), (2) and (1), depending on the species those individuals fell into. We
run all simulations with M = 10500 total individuals, with 500 individuals in the Leader species and the remaining
10000 individuals distributed into follower species. We distribute these individuals using data from previous elections
and population data.
Each time step in our simulation corresponds to M interactions and we run the simulation for 1000 time steps
averaging over the last 50 time steps. We average the results of eight realisations to give a good approximation of the
long-term density. We discretise the spatial domain I = [−1, 1] in 50 sub-intervals.
3.2 Finite Element discretisation of the Fokker-Planck system
Throughout this section, we use (f, g) to indicate the L2 inner product of the function f and g, that is, (f, g) =
∫
I f(w) · g(w) dw.
We discretise our time axis with A = 300 nodal points, and space axis with B = 100 nodal points. We write the
nodal values of our functions fi(wk, t
n) = fni,k and the vector of every spatial nodal value, at time t
n > 0, as fni . We
then use a semi-implicit Euler method to discretise our coupled system of non-linear, non-local PDEs in time and a
finite element method (FEM) for discretisation in space, with quadratic, Lagrangian basis functions bk ∈ Cc(I;R) for
































































with KnL,iL(w) and K
n
m,ij(w) as the midpoint rule approximation of the convolution operators,Km,ij(w, t
n) evaluated


































3.3 Application to the 2019 General Election in the UK
We now consider an application of the above model on the United Kingdom General Election in 2019. The electoral
areas of the United Kingdom are various local areas called constituencies, each of which elect a single member of
parliament (MP) to the House of Commons by a first-past-the-post system, that is the candidate with the most votes in
the constituency is declared the winner and becomes the MP. The political party with the largest number of seats in the
House of Commons is, by convention, called the winning party and the Leader of the winning party is usually chosen
to be the Prime Minister. We want to run simulations of this model on an individual constituency level, however the
freely available voter intention data from YouGov we use [36] is presented on a national level for England, Scotland
and Wales. We therefore approximate local data using the methods presented in this section. We choose to run
simulations in various regions, 1) the Office of National Statistics’ (ONS) regions of England, which are: the East
of England, East Midlands, London, North East, North West, South East, South West, West Midlands, and Yorkshire
and the Humber; and 2) the county of Nottinghamshire containing the constituencies Ashfield, Bassetlaw, Broxtowe,
Gedling, Mansfield, Newark, Nottingham East, North and South, Rushcliffe, and Sherwood. We use the ONS’ regions
since they allow for results representative of the overall result in these large areas and the county of Nottinghamshire
because Ashfield, Bassetlaw and Mansfield are part of the so-called “Red Wall", a group of constituencies in the
North and Midlands of the UK who traditionally elected Labour MPs, yet elected many Conservative MPs in the 2019
General Election, in what was considered to be a decisive factor in the overall outcome of the election [37, 38]. We
use the 2011 Census of the UK [39] to get the total population and the demographic population for the above areas.
8
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We have made the assumption that supporters of the UK independence party (UKIP) from 2015 and 2017 General
Elections [40, 41] are aligned closer to the political views of the Brexit Party in the 2019 General Election. This is
because the manifesto of the Brexit Party is very similar to that of UKIP in those years. In the voter intention data
from YouGov, the parties of Plaid Cymru and the Scottish National Party (SNP) are included but since they do not
run a candidate in any constituency in the East of England, nor in Nottinghamshire, we have omitted them from the
simulations.
For these simulations, we focus on two characteristics, age, split into 18–24 year-old, 25–49 year-old, 50–64 year-
old and 65+ year-old, and self-reported 2016 Brexit Vote, split into Leave and Remain. Thus our eight follower species
will be 18-24 year-olds, who voted leave, 25-49 year-olds who voted leave etc. We again reiterate that since we are
modelling this process over a number of years, there will be some demographic shift as individuals at the upper end
of an age range will shift to a different species, however it may still be reasonable not to take this into account here,
if these individuals do not exhibit a large change in political view over this period. If required, demographic changes
(migration to other species, birth/death) could be incorporated by adding gain and loss terms similarly as in [2].
We choose our party locations, that is the values of Lk in (12), to be: Labour at −0.7, Green at −0.4, Liberal
Democrats (LibDems) at −0.1, Other at 0.1, Conservative at 0.4, and the Brexit Party at 0.7. This leads us to an
intuitive way to choose the influence intervals, Iζ , by choosing the midpoint between the party locations as the par-
titions, as well as −1 and 1 for the most extreme opinions: Labour has influence in the region [−1,−0.55), Green
in [−0.55,−0.25), LibDems in [−0.25, 0), Other in [0, 0.25), Conservatives in [0.25, 0.55), and the Brexit Party in
[0.55, 1]. In the FEM of the Fokker-Planck system, we will use the scale factors for our mollifier functions as ε = 0.08,
so that the peaks that are associated with the parties remains entirely within that parties influence interval.
3.3.1 Case study: East of England
In this subsection, we look specifically at the East of England region. However, every step we use in this section, can
be applied similarly to all areas described above.
To process the data, we take the results for the 2017 General Election [41] and compute the total vote tallies for
the East of England. This gives us the popular vote percentages in the region, the result of which is displayed in Table
3.








We then use the demographic voter intention data from YouGov [36], and multiply this by the previous election
result of the region and normalise it as seen in Table 4. We compute the masses of the species densities Mi to reflect
Table 4: YouGov data (left) and regionalised data (right) for the Brexit vote for the East of England.
YouGov national East regionalised
Leave Remain Leave Remain
Labour 0.1313 0.4081 0.1001 0.5119
Green 0.0202 0.0612 0.0009 0.0044
LibDems 0.0404 0.2551 0.0074 0.0771
Other 0.0303 0.0306 0.0002 0.0004
Conservative 0.6969 0.1938 0.8877 0.4061
Brexit 0.0606 0 0.0035 0
the population size in the 2011 Census which is already split by region and age, then divide them based on the result
of 2016 European Union Referendum in the East of England region, the data for which is freely available from the
9
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Figure 2: Initial follower densities for the eight follower species, from 2015 General Election Results. Each graph
shows the initial density for the leave (solid blue) and the remain (dashed red) characteristic of an age group.
House of Commons Library [42]. For example, to compute the approximate number of 18-24 year-olds who voted to
leave, we find the percentage of the electorate of the East of England that is 18-24 years-old,
# of 18-24 year-olds





then we compute the percentage of the electorate that voted to leave in the 2016 Brexit vote in the East of England,
# of voters that voted leave





We approximate the mass of the population that is 18-24 years-old and voted leave by taking the product of the above
values, that is 0.1061 × 0.5648 = 0.0599. We repeat this for all species, and we obtain the values in Table 5. We
use the method from Section 3, using the voter intention data from YouGov and the 2015 General Election Results to
generate our initial conditions for the follower species, as described in Section 3. A graphical representation of these
initial functions fi(w, 0) is given in Figure 2 where we have displayed the eight initial follower densities by age in
subgraphs and by self-reported Brexit vote by colour.
For the leader species initial condition, we use directly the results from the 2015 General Election and the graph of
the resultant initial function, fi(w, 0) in the East of England Region used in the Fokker-Plank simulation is presented
in Figure 3.
3.4 Discussion of results
We present here the results from our numerical experiments of the model presented thus far. First we look at the how
the DSMC and FEM methods compare when applied to the East of England, as described in Section 3.3.3, and lastly
in this section, we investigate the effect of the Pchar function on the model by comparing the choice from Section 2.2.3
to a model analogous with that of Düring et al.. We use the FEniCS Project [43, 44], to simulate the Fokker-Plank
system, with graphs drawn using MatPlotLib [45] and the DSMC experiments are run using Python 3. The parameters
10
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Figure 3: The mollified, initial Leader species density for the East of England Region.






used for both models are similar to those used in [2, 46]. In the Fokker-Planck system larger (smaller) values of λi
do smooth out profiles more (less), but do not affect the positions of local maxima. The choices of γi and η affect the
results of the DSMC simulation in a similar way (since λi = σ
2
i /γi in the limit process in Section 2.2.2. The choice of
r determines the range of interactions, and hence smaller values of r lead to a larger number of local maxima, compare
the results in [24].
3.4.1 Numerical Results: comparing Boltzmann-type to Fokker-Planck
First, we run the DSMC experiments for the Boltzmann-type system and for the Fokker-Planck system with the same
– or equivalent – parameters. We do this to illustrate that the numerical results from the Boltzmann-type system
and the Fokker-Planck system are good approximations of each other. We choose our parameters in the simulations
as: r = 0.5, γi = γ = 0.3, η = ±0.01 each with probability 1/2, γL = 0 and DL(w) ≡ 0 in the DSMC for the
Boltzmann-type system; and r = 0.5, τiL = 0.05, τi,j = 2.5, λi = 0.033, ∆s = 0.1 in the FEM for the Fokker-Planck
system.
The results of this comparative simulation are presented in Figure 4. As we can observe, the results of the DSMC
(the blue bars) and the FEM (the red dashed lines) coincide well. This suggests that using the FEM of the Fokker-
Planck system is reasonable. We therefore present only the numerical experiments of the Fokker-Planck system in the
remainder of this section.
3.4.2 Numerical Results: investigating the effect of data-driven Pchar
In our second numerical experiment, we illustrate the effect of our choice of Pchar which is chosen from demographic
voter intention data (see Section 2.2.3) when compared to a model with Pchar ≡ 1, similar to that presented by Düring
et al. [2]. To this end, we run various Fokker-Plank simulations with uniform initial density, with species’ masses
(see Table 5 in Section 3), looking at the long-time densities for τiL = 0.05, τij = 2.5, λ = 0.033, ∆s = 0.1 and
r = 0.85. We run the model for 300 time steps to ensure the resulting distribution is the limiting distribution. We
expect the formation of at least two peaks from our model, one within the influence of Labour ([−1,−0.55)) and
one within the Conservative Influence ([0.25, 0.55)). We also expect that, in our model, the species have distinct, yet
similar, densities whereas in the model with Pchar ≡ 1, we expect the densities to be identical. This is confirmed in
our numerical simulations in Figure 5.
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(a) 18–24 year-old, leave



















(b) 18–24 year-old, remain





















(c) 65+ year-old, leave















(d) 65+ year-old, remain
Figure 4: Numerical simulation of 2019 UK General Election in East of England: histogram representing the distribu-
tion of the individuals in the DSMC, with the results from a similar Fokker-Planck FEM solution superimposed as red
dashed lines.
In this simulation, we observe that a small peak appears in the influence of Labour in the case where our choice
of Pchar is used, and the difference between the species’ densities is very similar but there is a small, but distinct
difference between Leave and Remain distributions, displayed as red and blue.















(a) Opinion Distribution with Pchar given by (11)















(b) Opinion Distribution with Pchar ≡ 1
Figure 5: A comparison between the 18-24 year-old species in the East of England. (5a) are the results of the simulation
with our choice of Pchar, and (5b) are the results from the simulation with Pchar ≡ 1.
From these simulations it is clear that the advection terms, through the K operators, are dominant in this type of
model and so we see a net movement towards the large parties, from the compromise function Pchar and towards the
centre of the domain, from the localisation function Ploc. We believe that advection towards the centre of the two
popular peaks at Labour (−0.7) and the Conservatives (0.4), that arises from the localisation function, leads to the
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success of the central parties. This then leads to the eclipse of the smaller parties, yielding only three peaks. This
effect may be removed with the use of a smaller interaction radius r and rearranging of the parties.
3.5 Numerical results for 2019 UK general election’s “Red Wall”
Finally, we apply this model to a real-world situation, to show a proof of concept that models of this type can be
used with sufficient data. As discussed in Section 3.3.3, we run Fokker-Planck simulations for the county of Not-
tinghamshire using the parameter values from the simulations in the East of England simulations above namely:
τiL = 0.05, τij = 2.5, λ = 0.033, ∆s = 0.1 and r = 0.85, where we use the same method presented in Sec-
tion 3.3.3(3.3.1), to generate our initial masses, namely by taking the product of the relevant columns in our data
tables (an example of which is Table 1) element-by-element for both age and self-reported 2016 Brexit vote, then di-
viding this mass evenly between the populations obtained from the 2011 Census, and to regionalise the voter intention
data, by taking the columns of the national voter intention data and the results from the 2017 General Election and
multiplying element-by-element. We also generate the initial densities in the same way as that section, that is we use
sums of characteristic functions. The Nottinghamshire constituencies in Figures 6 and 7 are labeled by numbers: (1)
Ashfield, (2) Bassetlaw, (3) Broxtowe, (4) Gedling, (5) Mansfield, (6) Newark, (7), (8) and (9) Nottingham East, North
and South respectively, (10) Ruscliffe and (11) Sherwood. Colour-shading indicates the outcome of the 2015 and 2019






















(b) Result of the 2019 General Election in Nottinghamshire
Figure 6: Results of the General Elections in 2015 (6a) and 2019 (6b). The colours represent the party to which the
elected MP belongs with blue for Conservative and red for Labour. The light colours are where the total popular vote
for the elected MP was below 50% and the dark colours for greater than 50%.
We see the shift of the northernmost three constituencies, Ashfield, Bassetlaw and Mansfield, from Labour, as a
part of the “Red Wall", to Conservative in Figure 6 in the 2019 General Elections. The so-called “fall of the Red Wall"
was seen as a decisive factor in the 2019 victory for the Conservatives [37, 38] since many Labour MPs were elected
in these constituencies, forming the backbone of the Labour party throughout most of the 20th century.
This is a good example for testing our new model since, from the recorded results of the 2015 and 2019 General
elections [41, 47], there are a few constituencies which elected a Labour MP in 2015 and a Conservative MP in 2019
(Ashfield, Bassetlaw, Mansfield and Gedling), a few constituencies that elected a Conservative MP in both elections
(Broxtowe, Newark, Rushcliffe and Sherwood), and some that elected a Labour MP in both elections (Nottingham
East, North and South).
As can be seen in the numerical simulation results in Figure 7a, our model correctly assigns a “winner", the party
with the highest influence mass (aggregated over all eight demographic species), in each constituency. The results
from the kinetic model predict a larger winning majority than the actual results in some constituencies, however, these
quantitative differences are less relevant in these first-past-the-post elections, demonstrating the utility of this model.
We believe that further refinement of this model along with more current data may alleviate this issue, which we leave
to future research.
We now look more in depth at the constituency of Bassetlaw, for which the initial eight follower densities (gener-
ated from the 2015 General Election Results) are presented in Figure 8, and the predicted results from our model are
13























(b) Recorded result of the 2019 General Election in Not-
tinghamshire
Figure 7: Numerical simulation results predicted by our proposed kinetic model, compared to the 2019 General
Election result in Nottinghamshire. The colours represent the party to which the elected MP belongs with blue for
Conservative and red for Labour. The light colours are where the total popular vote for the elected MP was below 50%
and the dark colours for greater than 50%.
presented in Figure 9. As we can see, the distinction between the different demographics is quite clear, the younger de-
mographics – those with ages 18-24 years-old and 25-49 years-old – show the largest difference in initial to predicted
opinion, whereas the two older demographics show little change from the initial density. Since the demographics
with the largest total masses are the 25-49 year-olds (both leave and remain), this shift mass from the Labour influ-
ence interval to the Conservative influence interval may have been the cause for the entire constituency to vote for a
Conservative MP in the 2019 General Election.
We additionally note that the older demographics masses are either split somewhat evenly over the Labour and
Conservative influence intervals (in the case of Remain voters) or the majority of the mass in the Conservative influence
interval (in the case of Leave voters) as compared to the higher mass in the Labour influence interval in general for
the younger demographics. Figure 9 shows a clear correlation between age and Conservative voting and self-reported
Brexit vote and Conservative voting predicted in our model – a correlation that has been observed since the election
[48].
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Figure 8: Initial densities for the eight follower species in the constituency of Bassetlaw from the 2015 General Elec-
tion Results. Each graph shows the initial density for the leave (solid blue) and the remain (dashed red) characteristic
of an age group.
4 Conclusion
We have proposed a kinetic model for opinion formation which takes into account the effect of voter demographics and
other socio-economic factors on the opinion formation dynamics. Using methods of kinetic theory, from microscopic
opinion consensus dynamics, we have derived a mesoscopic Boltzmann-type system and, in a quasi-invariant limit,
a macroscopic Fokker-Planck system. In this model, the followers’ compromise process is biased towards their pre-
ferred opinions, influenced by their demographic factors like age and their behaviour in previous election or referenda,
as suggested by the results of real-world voter polls and post-election analyses. The use of voter intention data in the
compromise function yields interpretable model parameter functions, unlike in alternative approaches, as for example
a process of calibrating mathematical model parameters to obtain (or be close to) a desired target distribution. Applica-
tion of this model to the 2019 UK general election, using voter intention data and previous election data illustrates the
potential of such models and also highlights the importance of quality data. For Nottinghamshire, part of the so-called
“Red Wall”, where there was a strong shift in traditional Labour strongholds to the Conservative party, the model has
been able to correctly assign all parliament seat winners. This election outcome is explained among other factors by
the strong support for “Leave” in the 2016 Brexit referendum vote in these constituencies and the positioning of the
two large parties in the EU membership question – an effect which our model is able to capture and include in the
opinion formation dynamics.
Data Access
YouGov voter intention data is available at [36]. 2011 Census data is available at [39]. Results of the 2015, 2017, 2019
UK general elections are available at [40, 41, 47]. Results of the 2016 EU referendum are available at [42]. The code
used to run the simulations in Section 3 can be found at: https://github.com/the-ollie-wright/kofm-pep.
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Figure 9: Predicted Results from the model for the constituency of Bassetlaw. Each graph shows the predicted density
for the leave (solid blue) and the remain (dashed red) characteristic of an age group.
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