Abstract. We give a deterministic algorithm that very quickly proves the primality or compositeness of the integers N in a certain sequence, using an elliptic curve E/Q with complex multiplication by the ring of integers of Q( √ −7). The algorithm uses O(log N ) arithmetic operations in the ring Z/N Z, implying a bit complexity that is quasi-quadratic in log N . Notably, neither of the classical "N − 1" or "N + 1" primality tests apply to the integers in our sequence. We discuss how this algorithm may be applied, in combination with sieving techniques, to efficiently search for very large primes. This has allowed us to prove the primality of several integers with more than 100,000 decimal digits. We believe that these are the largest proven primes for which no nontrivial partial factorization of N − 1 or N + 1 is known.
Introduction
With the celebrated result of Agarwal, Kayal, and Saxena [1], one can now unequivocally determine the primality or compositeness of any integer in deterministic polynomial time. With the improvements of Lenstra and Pomerance [19] , the AKS algorithm runs inÕ(n 6 ) time, where n is the size of the integer to be tested (in bits). However, it has long been known that for certain special sequences of integers, one can do much better. The two most famous examples are the Fermat numbers F k = 2 2 k + 1, to which one may apply Pepin's criterion [24] , and the Mersenne numbers M p = 2 p − 1, which are subject to the Lucas-Lehmer test [16] . In both cases, the corresponding algorithms are deterministic and run inÕ(n 2 ) time. In fact, every prime admits a proof of its primality that can be verified by a deterministic algorithm inÕ(n 2 ) time. Pomerance shows in [25] that for every prime p > 31 there exists an elliptic curve E/F p with an F p -rational point P of order 2 r > (p 1/4 + 1) 2 , which allows one to establish the primality of p using just r elliptic curve group operations. Elliptic curves play a key role in Pomerance's proof; the best analogous result using classical primality certificates yields anÕ(n 3 ) time bound [27] , cf. [6, Thm. 4.1.9] .
The difficulty in applying Pomerance's result lies in finding the pair (E, P ), a task for which no efficient method is currently known. Rather than searching for suitable pairs (E, P ), we instead fix a finite set of curves E a /Q, each equipped with a known rational point P a of infinite order. To each positive integer k we associate one of the curves E a and define an integer J k for which we give a necessary and sufficient condition for primality: J k is prime if and only if the reduction of P a in E a (F p ) has order 2 k+1 for every prime p dividing J k . Of course p = J k when J k is prime, but this condition can easily be checked without knowing the prime factorization of J k . This yields a deterministic algorithm that runs inÕ(n 2 ) time (see Algorithm 5.1).
Our results extend the methods of Gross [13] , Denomme and Savin [7] , and Tsumura [33] , all of which fit within a general framework laid out by Chudnovsky and Chudnovsky in [5] for determining the primality of integers in special sequences using elliptic curves with complex multiplication (CM). The elliptic curves that we use lie in the family of quadratic twists defined by the equations
for square-free integers a such that E a (Q) has positive rank. Each curve has good reduction outside of 2, 7, and the prime divisors of a, and has CM by Z[α], where
For each curve E a , we fix a point P a ∈ E a (Q) of infinite order with P a ∈ 2E a (Q). For each positive integer k, let
The integer sequence J k satisfies the linear recurrence relation
with initial values J 1 = J 2 = 11, J 3 = 23, and J 4 = 67. This relation implies (by Lemma 4.4) that J k is composite for k ≡ 0 (mod 8) and for k ≡ 6 (mod 24).
To each other value of k we assign a squarefree integer a, based on the congruence class of k (mod 72), as listed in Table 1 . Our choice of a is based on two criteria. First, it ensures that when J k is prime, the Frobenius endomorphism of E mod J k corresponds to complex multiplication by j k and
Second, it implies that when J k is prime, the reduction of the point P a has order 2 k+1 in E(Z/J k Z). The second condition is actually stronger than necessary (in general, one only needs P a to have order greater than 2 k/2+1 ), but it simplifies matters.
We prove in Theorem 4.1 that the integer J k is prime if and only if the point P a has order 2 k+1 on "E a mod J k ". More precisely, we prove that if one applies the standard formulas for the elliptic curve group law to compute scalar multiples Q i = 2 i P a using projective coordinates Q i = [x i , y i , z i ] in the ring Z/J k Z, then J k is prime if and only if gcd(J k , z k ) = 1 and z k+1 = 0. This allows us to determine whether J k is prime or composite using O(k) operations in the ring Z/J k Z, yielding a bit complexity of O(k 2 log k log log k) =Õ(k 2 ) (see Proposition 5.2 for a more precise bound).
We note that, unlike the Fermat numbers, the Mersenne numbers, and many similar numbers of a special form, the integers J k are not amenable to any of the classical "N − 1" or "N + 1" type primality tests (or combined tests) that are typically used to find very large primes (indeed, the 1000 largest primes currently listed in [4] all have the shape ab n ± 1 for some small integers a and b). In combination with a sieving approach described in §5, we have used our algorithm to determine the primality of J k for all k up to 700, 000. The prime values
Computations for k up to 10 6 will appear in the final version.
of J k are listed in Table 4 . For k > 100, 000, we believe that these primes are all larger than any previous examples of proven primes for which no nontrivial partial factorization of either N − 1 or N + 1 is known.
As explained in §3.3, the technique we use does not easily generalize to elliptic curves with CM by fields other than Q(i), Q( √ −2), Q( √ −3), and Q( √ −7). Generalizations have been suggested to the settings of higher dimensional abelian varieties with complex multiplication, algebraic tori, and group schemes by Chudnovsky and Chudnovsky [5] , Gross [13] , and Gurevich and Kunyavskiȋ [14] , respectively. In the PhD theses of the first and fourth authors, and in a forthcoming paper, we are extending the results in this paper to a more general framework.
Relation to Prior Work
In [5] , Chudnovsky and Chudnovsky consider certain sequences of integers
, defined by algebraic integers α 0 and α 1 in an imaginary quadratic field K = Q( √ D). They give sufficient conditions for the primality of s k , using an elliptic curve E with CM by K. In our setting, D = −7, α 0 = 2, α 1 = (1 + √ −7)/2, and J k = s k . The key difference here is that we give necessary and sufficient criteria for primality that can be efficiently checked by a deterministic algorithm. This is achieved by carefully selecting the curves E a /Q that we use, so that in each case we are able to prove that the point P a ∈ E a (Q) reduces to a point of maximal order 2 k+1 on E a mod J k , whenever J k is prime. Without such a construction, we know of no way to obtain any non-trivial point on E mod s k in deterministic polynomial time.
Our work is a direct extension of the techniques developed by Gross [13, 34] , Denomme and Savin [7] , and Tsumura [33] , who use elliptic curves with CM by the ring of integers of Q(i) or Q( √ −3) to test the primality of Mersenne, Fermat, and related numbers. However, as noted by Pomerance [26, §4] , the integers considered in [7] can be proved prime using classical methods that are more efficient and do not involve elliptic curves, and the same applies to [13, 33, 34] . But this is not the case for the sequence we consider here.
3. Background and Notation 3.1. Elliptic curve primality proving. Primality proving algorithms based on elliptic curves have been proposed since the mid-1980s. Bosma [3] and Chudnovsky and Chudnovsky [5] considered a setting similar to the one employed here, using elliptic curves to prove the primality of numbers of a special form; Bosma proposed the use of elliptic curves with complex multiplication by Q(i) or Q( √ −3), while Chudnovsky and Chudnovsky considered a wider range of elliptic curves and other algebraic varieties. Goldwasser and Kilian [11] gave the first general purpose elliptic curve primality proving algorithm, using randomly generated elliptic curves. Atkin and Morain [2, 23] developed an improved version of the Goldwasser-Kilian algorithm that uses the CM method to construct the elliptic curves used, rather than generating them at random. Gordon [12] proposed a general purpose compositeness test using supersingular reductions of CM elliptic curves over Q.
Throughout this paper, if E ⊂ P
2 is an elliptic curve over Q, we shall write points [x, y, z] ∈ E(Q) so that x, y, z ∈ Z and gcd(x, y, z) = 1, and we may use (x, y) to denote the projective point [x, y, 1].
We say that a point P = [x, y, z] ∈ E(Q) is zero mod N when N divides z; otherwise P is nonzero mod N . Note that if P is zero mod N then P is zero mod p for all primes p dividing N . Definition 3.1. Given an elliptic curve E over Q, a point P = [x, y, z] ∈ E(Q), and N ∈ Z, we say that P is strongly nonzero mod N if gcd(z, N ) = 1.
If P is strongly nonzero mod N , then P is nonzero mod p for every prime p|N , and if N is prime, then P is strongly nonzero mod N if and only if P is nonzero mod N .
We rely on the following fundamental result, which can be found in [11, 18] . For the sake of completeness, we give a short proof here. Proposition 3.2. Let E/Q be an elliptic curve, let N be a positive integer prime to disc(E), let P ∈ E(Q), and let m > (N 1/4 + 1) 2 . Suppose mP is zero mod N and (m/q)P is strongly nonzero mod N for all primes q|m. Then N is prime.
Proof. If mP is zero mod N then it is zero mod p for every prime p|N , so the order of the reduction of P in E(Z/pZ) divides m. If the order m ′ of P in E(Z/pZ) is less than m for some prime p|N , then m ′ divides m/q for some prime q|m. But then (m/q)P is zero mod p, hence not strongly nonzero mod N , contrary to our hypothesis. So P has order m in E(Z/pZ) for every prime p|N . If N is not prime then it has a prime divisor p ≤ √ N . We then have
But the Hasse bound implies |E(F p )| ≤ p + 1 + 2 √ p, so N must be prime.
To make practical use of Proposition 3.2, one needs to know the prime factorization of m. For general elliptic curve primality proving this presents a challenge; the algorithms of Goldwasser-Kilian and Atkin-Morain use different approaches to ensure that m has an easy factorization, but both must then recursively construct primality proofs for the primes q dividing m. In our restricted setting we effectively fix the prime factorization of m = 2 k+1 ahead of time.
Complex multiplication and Frobenius endomorphism.
For any number field F , let O F denote its ring of integers. If E is an elliptic curve over a field K, and Ω K is the space of holomorphic differentials on E over K, then Ω K is a one-dimensional K-vector space, and there is a canonical ring homomorphism
Suppose now that E is an elliptic curve over an imaginary quadratic field K, and that E has complex multiplication (CM) by O K , meaning that End
Suppose that p is a prime ideal of K at which E has good reduction and letẼ denote the reduction of E mod p. Then the composition
where the first map is ψ and the second is induced by reduction mod p, gives a canonical embedding
The Frobenius endomorphism ofẼ is (x, y) → (x q , y q ) where q = Norm K/Q (p); under the embedding in (3), the Frobenius endomorphism is the image of a particular generator π of the (principal) ideal p. By abuse of notation, we say that the Frobenius endomorphism is π.
3.3.
A general setting and some remarks. Suppose (for simplicity) that K is an imaginary quadratic field of class number one, λ 1 , . . . , λ s are prime elements of its ring of integers O K , and γ ∈ O K − {0}. Suppose k = (k 1 , . . . , k s ) ∈ N s and let:
Let E be an elliptic curve over Q with complex multiplication by O K and positive rank over K, and fix a point P ∈ E(K) of infinite order. Our goal is to obtain a description of the natural numbers k 1 , . . . , k s such that:
For such k 1 , . . . , k s (sufficiently large), F k is prime if and only if Λ k P = 0 mod π k and (Λ k /λ i )P is strongly nonzero mod π k for all i. However, finding a nice description of the k that satisfy condition (ii) is constrained by the following result.
Proposition 3.3. With notation as above, let
When L i /K is an abelian extension, class field theory tells us that the splitting behavior in L i /K of a prime ideal of O K is determined by congruence conditions. But if L i /K is not abelian, then this is not true. In general, we do not know a good way to characterize the prime ideals of K that split completely in F i but not in L i ; thus we lack a concise description of the "good" k. For any given k, one could check whether P / ∈ λ i E(O K /(π k )), but the method used in [7, 13] and in this paper determines a "good" k in advance.
Requiring L i /K to be an abelian extension is a very strong constraint. In particular, if P ∈ λ i E(K), then it implies that E[λ i ] ⊂ E(K). However, elliptic curves with CM by K have only very limited torsion over K. If E is defined over Q, this only happens when Norm K/Q (λ i ) = 2, or when j = 0 and Norm K/Q (λ i ) = 3 or 4. So if one wants a simple description of congruence classes for the "good" k, one is restricted to
In this paper we focus on the case K = Q( √ −7), γ = 2, s = 1, λ 1 = α (in the notation of (4) above). We have applied the techniques of this paper to other sequences, in particular to several of the form Norm Q( √ −7)/Q (1 + γα k1ᾱk2 ). For example, taking γ = 1, k 1 = 3k + 2, and k 2 = 3k + 1 gives the sequence 2 6k+3 + 2 3k+1 + 1; however, for k ≡ 1 (mod 4), these numbers succumb to classical N − 1 tests.
3.4.
Generalized Legendre and Jacobi symbols. We next give definitions of generalized Legendre and Jacobi symbols for number fields, as in [17] , for example. 
Main Theorem
In this section we state and prove our main result, Theorem 4.1, which gives a necessary and sufficient condition for the primality of the numbers J k .
Fix a particular square root of −7 and let K = Q( √ −7). Let
and for each positive integer k, let
Note that J k is prime in Z if and only if j k is prime in O K . Note also that Norm K/Q (α) = αᾱ = 2.
Recall the family of elliptic curves E a defined by (1). Lemma 4.4 below shows that J k is composite if k ≡ 0 (mod 8) or k ≡ 6 (mod 24), so we omit these cases from our primality criterion. For each remaining value of k, Table 1 lists the twisting parameter a and the point P a ∈ E a (Q) we associate to k. For each of these a, the elliptic curve E a has rank one over Q, and the point P a is a generator for E a (Q) modulo torsion. Theorem 4.1. Fix k > 1 such that k ≡ 0 (mod 8) and k ≡ 6 (mod 24). Let P a ∈ E a (Q) be as in Table 1 (depending on k). The following are equivalent:
We shall prove Theorem 4.1 via a series of lemmas, but let us first outline the proof. One direction is easy: since 2 k+1 > (J 1/4 k + 1) 2 for all k > 1, if (i) holds then so does (ii), by Proposition 3.2.
Now fix a and P a as in Table 1 , and letP a denote the reduction of P a modulo j k . We first compute the set S a of k's for which
We then compute a set T a of k's such that when j k is prime,P a does not lie in αE a (O K /(j k )) if and only if k ∈ T a (note that α ∈ O K ֒→ End(E a )). For k ∈ S a ∩ T a , the pointP a has order 2 k+1 whenever J k is prime, and we can use Proposition 3.2 to prove that J k is prime.
We now fill in the details. Many of the explicit calculations below were performed with the assistance of the Sage computer algebra system [32] .
4.1. The linear recurrence sequence J k . As noted in the introduction, the sequence J k satisfies the linear recurrence relation
We now prove this, and also note some periodic properties of this sequence. See [8] or [20, Ch. 6] for basic properties of linear recurrence sequences. Proof. The characteristic polynomial of the linear recurrence in (5) is
whose roots are 1, 2, α, andᾱ. It follows that the sequences 1 k , 2 k , α k , andᾱ k , and any linear combination of these sequences, satisfy (5). Thus J k satisfies (5).
One easily checks that the lemma is true for p = 7, so assume p = 7. Let A be the 4 × 4 matrix with A i,j = J i+j−1 . Then det A = −2 12 · 7 is nonzero mod p, hence its rows are linearly independent over F p . It follows from Theorems 6.19 and 6.27 of [20] that the sequence J k mod p is periodic, with period equal to the lcm of the orders of the roots of f inF * p (which we note are distinct). These roots all lie in O K /p ≃ F p d , where d ∈ {1, 2} is the residue degree of p. Sinceᾱ = 2/α, the order ofᾱ in (O K /p) * divides the lcm of the orders of 2 and α. The lemma follows.
When p is an odd prime, let m p denote the period of the sequence J k mod p. Lemma 4.3 implies that m p always divides p 2 − 1, and it divides p − 1 whenever p splits in K. Proof. Lemma 4.3 allows us to compute the periods m 3 = 8 and m 5 = 24. It then suffices to check, for p = 3, 5, when
4.2.
The set S a . For each squarefree integer a we define the set of integers
If j k is prime in O K , then the Frobenius endomorphism of E a over the finite field O K /(j k ) corresponds to either j k or −j k . For elliptic curves over Q with complex multiplication, one can easily determine which is the case.
Lemma 4.5. Suppose a is a squarefree integer, k ∈ S a , and j k is prime in O K .
(i) The Frobenius endomorphism of E a over the finite field
Proof. The elliptic curve E a is the curve in Theorem 1 of [31, p. 1117] , with D = −7 and π = j k . By [31, p. 1135] , the Frobenius endomorphism of
Part (i) then follows from the definition of S a . For (ii), we note that (i) implies
which completes the proof.
Lemma 4.6. If k > 1, then
We now explicitly compute the sets S a for the values of a used in Theorem 4.1. Lemma 4.7. For a ∈ {−1, −5, −6, −17, −111} the sets S a are as in Table 2 .
Proof. Since j k = 1 + 2α k , and α ≡ 4 (mod √ −7), and 2 3 ≡ 1 (mod 7), we have
We now need to compute ( ) is 2, which already divides m 3 = 8. Since 3 is the period of the sequence (
), we find the period m of (
) listed in Table 2 by taking the least common multiple of 3 and the m p for p|a. To compute S a , it then suffices to compute ( a J k ) and check when (
), for 1 < k ≤ m + 1.
4.3.
The set T a . We now define the sets T a .
Definition 4.8. Let a be a squarefree integer, and suppose that P ∈ E a (K). Then the field K(α −1 (P )) has degree 1 or 2 over K, so it can be written in the form K( √ δ P ) with δ P ∈ K. Let
For the values of a listed in Table 1 , let T a = T Pa and let δ a = δ Pa .
Lemma 4.9. Suppose j k is prime in O K and let a be a squarefree integer. Suppose that P ∈ E a (K), and letP denote the reduction of
be the reduction of Q mod p, and letγ be the reduction of γ mod p. Then F(Q) = F(γ).
NowP ∈ αE a (F) if and only ifQ ∈ E a (F). By the above, this happens if and only ifγ ∈ F, that is, if and only if δ P is a square modulo j k . Lemma 4.10. We can take
Proof. The action of the endomorphism α on the elliptic curve E a and its reductions is as follows (see Proposition II.2.3.1 of [30, p. 111] ). For (x, y) ∈ E a , we have
.
Solving for R in αR = P a yields δ a in each case.
. By the reciprocity law of global class field theory we have
, and Hensel's lemma implies that f (x) has a root in O Kα . Thus j k is a square in K α and (j k , M α /K α ) = 1. Identify Kᾱ with Q 2 . Applying Theorem 1 of [29, p. 20] with a = j k and b = α, and usingᾱ 5 = 5 + α, gives (j k , α) = −1, where (j k , α) is the Hilbert symbol. Thus j k ∈ Norm Mᾱ/Kᾱ (M * α ), and therefore (j k , Mᾱ/Kᾱ) = −1. If p is a prime ideal of O K that does not divide 2, then M p /K p is unramified. By local class field theory we then have
Since j k is prime to 2, we have ord α (j k ) = ordᾱ(j k ) = 0, hence
Lemma 4.12. For a ∈ {−1, −5, −6, −7, −111} the sets T a are as follows: Lemma 4.13. Let a be a squarefree integer and let k ∈ S a ∩ T a . Suppose that j k is prime, and letP a be the reduction of P a mod j k . Then the annihilator ofP a in
, by Lemma 4.5(ii). It then suffices to showP a ∈ αE a (O K /(j k )), which follows from Lemma 4.9.
The congruence conditions for k in Table 1 come from taking S a ∩ T a , excluding the cases handled by Lemma 4.4, and adjusting to give disjoint sets. Now suppose that k > 1, k ≡ 0 (mod 8), k ≡ 6 (mod 24), and J k is prime. Let a and P a be as listed in Table 1 . Then k ∈ S a ∩ T a . LetP denote the reduction of Lemma 4.5(ii) , and therefore the annihilator ofP in O K divides 2α k . By Lemma 4.13, the annihilator ofP in O K is divisible by α k+1 . Since 2α k divides 2 k+1 but α k+1 does not divide 2 k , we must have 2 k+1P = 0 and 2 kP = 0. Therefore 2 k+1 P a is zero mod J k and 2 k P a is strongly nonzero mod J k .
For the converse, we apply Proposition 3.2 with m = 2 k+1 , noting that
for all k > 2, and for k = 2 we have 2 k+1 = 8 > (11
Algorithm
A naïve implementation of Theorem 4.1 is entirely straightforward, but here we describe a particularly efficient implementation and analyze its complexity. We then discuss how the algorithm may be used in combination with sieving to search for prime values of J k , and give some computational results.
5.1. Implementation. There are two features of the primality criterion given by Theorem 4.1 worth noting. First, it is only necessary to perform the operation of adding a point on the elliptic curve to itself (doubling), no general additions are required. Second, testing whether a projective point P = [x, y, z] is zero or strongly nonzero modulo an integer J k only involves the z-coordinate: P is zero mod J k if and only if J k |z, and P is strongly nonzero mod J k if and only if gcd(z, J k ) = 1.
To reduce the cost of doubling, we transform the curve
to the Montgomery form [22] E A,B :
Such a transformation is not possible over Q, but it can be done over Q( √ −7). In general, one transforms a short Weierstrass equation y 2 = f (x) = x 3 + a 4 x + a 6 into Montgomery form by choosing a root γ of f (x) and setting B = (3γ 2 − a 4 ) −1/2 and A = 3γB; see, e.g., [15] . For the curve E a , we choose γ = With this transformation, the point P a = (x 0 , y 0 ) on E a corresponds to the point (B(x 0 − γ), By 0 ) on the Montgomery curve E A,B , and is defined over Q( √ −7). In order to apply this transformation modulo J k , we need a square root of −7 in Z/J k Z. Fortunately, when J k is prime it is easy to compute square roots modulo J k , because J k ≡ 3 (mod 4). Since J k ≡ 2, 4 (mod 7) is always a quadratic residue modulo 7, if J k is prime then −7 is a quadratic residue modulo J k , and 7 is not (by quadratic reciprocity). Thus if we compute
With the transformation to Montgomery form, the formulas for doubling a point on E a become particularly simple. If P = [x 1 , y 1 , z 1 ] is a projective point on E A,B and 2P = [x 2 , y 2 , z 2 ], we may determine [
where
Note that C does not depend on P (or even a), and may be precomputed. Thus doubling requires just 2 squarings, 3 multiplications, and 4 additions in Z/J k Z.
We now present the algorithm, which exploits the transformation of E a into Montgomery form. We assume that elements of Z/J k Z are uniquely represented as integers in [0, J k − 1].
Algorithm 5.1 Input: positive integers k and J k . Output: true if J k is prime and false if J k is composite. Table 3 gives timings for Algorithm 5.1 when implemented using the gmp library for all integer arithmetic, including the gcd computations. We list the times for step 2 and step 7 separately (the time spent on the other steps is negligible). In the typical case, where J k is composite, the algorithm is very likely 1 to terminate in step 2, which effectively determines whether J k is a strong probable prime base −7, as in [6, Alg. 3.5.3] . To obtain representative timings at the values of k listed, we temporarily modified the algorithm to skip step 2.
We note that the timings for step 7 are suboptimal due to the fact that we used the gmp function mpz mod to perform modular reductions. A lower level implementation (using Montgomery reduction [21] , for example) might improve these timings by perhaps 20 or 30 percent.
We remark that Algorithm 5.1 can easily be augmented, at essentially no additional cost, to retain an intermediate point Q = [x s , y s , z s ], where s = k + 1 − r is chosen so that the order 2 r of Q is the least power of 2 greater than (J 1/4 k + 1) 2 . The value of y s may be obtained as a square root of y (J k +1)/4) . When J k is prime, the algorithm can then output a Pomerance-style certificate (E A,B , Q, r, J k ) for the primality of J k . This certificate has the virtue that it can be verified using just 2.5k+O(1) multiplications in Z/J k Z, versus the 6k + o(k) multiplications used by Algorithm 5.1, by checking that the point Q has order 2 r on the elliptic curve E A,B mod J k . While one can directly apply Algorithm 5.1 to any particular J k , when searching a large range 1 ≤ k ≤ n for prime values of J k it is more efficient to first sieve the interval [1, n] to eliminate values of k for which J k cannot be prime. For example, as noted in Lemma 4.4, if k ≡ 0 (mod 8) then J k is divisible by 3. More generally, for any small prime ℓ, one can very quickly compute J k mod ℓ for all k ≤ n by applying the linear recurrence (5) for J k , working modulo ℓ. If ℓ < √ n, then the sequence J k mod ℓ will necessarily cycle, but in any case it takes very little time to identify all the values of k ≤ n for which J k is divisible by ℓ; the total time required is justÕ(n log ℓ), versusÕ(n 2 ) if one were to instead apply a trial division by ℓ to each J k .
We used this approach to sieve the interval [1, n] for those k for which J k is not divisible by any prime ℓ ≤ L. Of course one still needs to consider J k ≤ L, but this is a small set consisting of roughly log 2 L values, each of which can be tested very quickly. With n = 10 6 and L = 2 35 , sieving reduces the number of potentially prime J k by a factor of more than 10, leaving 93,707 integers J k as candidate primes to be tested with Algorithm 5.1. The prime values of J k found by the algorithm are listed in Table 4 , along with the corresponding value of a. Table 4 . Prime values of J k ≈ 2 k+2 for k up to 700,000.
