Spike-Timing-Dependent Plasticity in the Intact Brain: Counteracting Spurious Spike Coincidences by Shulz, Daniel E. & Jacob, Vincent
Frontiers in Synaptic Neuroscience  www.frontiersin.org  August 2010  | Volume 2  | Article 137  |  1
SYNAPTIC NEUROSCIENCE
Review ARticle
published: 24 August 2010
doi: 10.3389/fnsyn.2010.00137
rules of normalization which require, in addition to Hebb’s rule, 
  depression of the gain of other competing synapses (Stent, 1973; 
von der Malsburg, 1973; Sejnowski, 1977a,b). For instance, a model 
of self-organization was proposed by von der Malsburg (1973) to 
account for the development of orientation selectivity in the visual 
cortex. Based on the Hebbian principle, the model introduces a nor-
malization rule where the sum of the synaptic weights of afferent 
contacts on one neuron remains constant with time. This implies 
that local increase in synaptic weight is obtained in detriment of all 
other contacts that were inactive at the same time. This rule bears 
similarities with the rule proposed by Stent (1973) who assumed a 
selective decrease in the efficacy of synaptic transmission of afferent 
fibers which were inactive at the time when the postsynaptic neuron 
was discharging under the influence of other inputs.
The algorithms of synaptic plasticity introduced by Sejnowski 
(1977a,b)  to  model  plasticity  in  the  cerebellum,  and  later  by 
Bienenstock et al. (1982) for the primary visual cortex, overcome 
the problem of the synaptic saturation without introducing an ad 
hoc normalization rule. They are based on an input/output covari-
ance algorithm where the change in synaptic efficacy is propor-
tional to the covariation of pre- and postsynaptic activities. This 
covariation corresponds to the product of the differences of the 
instantaneous pre- and postsynaptic activities from their respective 
mean values (averaged over a certain period of preceding time). 
Covariance-based algorithms predict that the same synapse can 
both increase and decrease its synaptic efficacy, thereby allowing 
the connectivity state of the network to evolve into non-trivial 
states, i.e., non-diverging stable points that attract the dynamics of 
IntroductIon
Modification of the efficacy of synaptic transmission, or synaptic 
plasticity, is widely considered as the basis of activity-dependent 
neuronal development and learning (Feldman and Brecht, 2005). 
A well-characterized form of synaptic plasticity is the potentia-
tion and depression of synaptic transmission occurring at many 
neuronal structures including primary sensory cortices (see, e.g., 
Frégnac and Shulz, 1999; Foeller and Feldman, 2004). Experimental 
approaches to unveil changes in the strength of connections between 
two neurons have extensively developed since the 1970ies, based 
on the theoretical ground proposed by Hebb (1949). In Chapter 
4 (The first stages of perception: growth of the assembly) of his 
book “The organization of behavior,” Hebb proposes that “repeated 
stimulation of specific receptors will lead slowly to the formation 
of an ‘assembly’ of association area cells which can act briefly as 
a closed system after stimulation has ceased.” The formation of a 
neuronal assembly was proposed to be implemented by a decrease 
of “synaptic resistances” induced by the persistence of reverberating 
activity that is sustained ongoing activity after transient inputs. 
Locally, at the level of a synapse, a period of maintained temporal 
correlation between pre- and postsynaptic activity would lead to an 
increase in the efficacy of excitatory synaptic transmission.
Although  Hebb’s  rule  became  a  widely  used  algorithm  in 
computational models of brain functioning, its straightforward 
application leads to instability of the system induced by the con-
tinuous growth of synaptic efficacies which in turn leads to a satu-
ration of all the plastic elements of the network. This divergence 
of synaptic weights was solved by theoreticians by using various 
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the system. Correlation-based algorithms of synaptic modification 
have been extensively studied experimentally in vivo in the devel-
oping visual cortex (Frégnac et al., 1988, 1992; Reiter and Stryker, 
1988; Frégnac and Shulz, 1989; Bear et al., 1990; Debanne et al., 
1998; McLean and Palmer, 1998), the adult visual cortex (Shulz and 
Frégnac, 1992) and the adult auditory cortex (Ahissar et al., 1992, 
1998; Cruikshank and Weinberger, 1996).
Thus, most algorithms used to model synaptic plasticity in 
the developing or adult cortex include synaptic potentiation and 
depression rules. They can be mathematically described by a gen-
eral equation where the modification of synaptic weight as a func-
tion of time is proportional to the product of a presynaptic and a 
postsynaptic term (review in Frégnac and Shulz, 1994, 1999). In 
these plasticity algorithms a precise temporal order between pre- 
and postsynaptic activation onsets is not required. Nonetheless, 
a temporal contiguity between the two events, that is a proxim-
ity in time of not more than several tens of milliseconds was 
required for synaptic potentiation in cortex both in vivo (Baranyi 
and Feher, 1981; Wigström and Gustafsson, 1985) and in vitro 
(Frégnac et al., 1994).
temporal contIguIty and order matter:  
the Stdp rule
More recently, a new form of Hebbian plasticity has been described 
in which tight temporal contiguity and order between presynaptic 
and postsynaptic activities determine the amplitude and the sign 
of the synaptic change respectively. On theoretical grounds, this 
plasticity rule called spike-timing-dependent plasticity (STDP) has 
been proposed to be a major, computationally powerful, mecha-
nism for induction of synaptic plasticity in vivo (Gerstner et al., 
1996; Abbott and Nelson, 2000; Song et al., 2000; van Rossum et al., 
2000) and a biologically plausible information storage mechanism 
in the brain. As we will see later, experimental evidence in vivo for 
this is still scarce.
STDP has been readily observed in vitro. The induction of syn-
aptic potentiation and depression depends, at least in the quiescent 
in vitro network, on the relative millisecond-scale timing of presy-
naptic and postsynaptic action potentials (Debanne et al., 1994, 
1997; Bell et al., 1997; Markram et al., 1997; Bi and Poo, 1998; 
Nishiyama et al., 2000; Kobayashi and Poo, 2004; Wang et al., 2005; 
Fino et al., 2009). In pyramidal cells of layers 2–3 and 5 of sensory 
cortices, when an excitatory postsynaptic potential (EPSP) gener-
ated by the presynaptic action potential precedes by up to a few 
tens of milliseconds the postsynaptic action potential, potentiation 
of the synapse is induced. Conversely, depression of the synapse is 
observed when the EPSP follows the postsynaptic action potential 
by short (0–20 ms) or long (0–100 ms) intervals, depending on 
the synapse being studied (Feldman, 2000; Sjöström et al., 2001; 
Froemke and Dan, 2002; Sjöström and Nelson, 2002). This in vitro 
demonstrated STDP has been specifically proposed to be important 
for experience-dependent plasticity at layer 4 to layer 2/3 synapses 
in vivo (Feldman and Brecht, 2005). An anti-Hebbian form of STDP 
with similar temporal requirements but inverse order has been 
described in cerebellum-like structures with comparable cell types 
(Bell et al., 1997; Tzounopoulos et al., 2004) and in some corticos-
triatal connections (Fino et al., 2005). In the electrosensory lobe 
of the electric fish, this anti-Hebbian STDP has been proposed to 
suppress the afferent sensory consequences of an associated motor 
act, facilitating the detection of unexpected stimuli (review in Bell, 
1989; Bell et al., 1999).
Stdp In the Intact braIn
Despite intensive studies in brain slices and cultured neurons show-
ing that STDP is a robust phenomenon at many cortical synapses, 
much scarcer evidence is available about how STDP is induced 
by neuronal activity in the mammalian cortices in vivo (review in 
Dan and Poo, 2006; Caporale and Dan, 2008). Since the statistical 
properties of neuronal activity patterns differ between in vitro and 
in vivo recording conditions, it is crucial to determine if STDP 
exhibits similar induction requirements. An increasing number 
of studies are addressing this question, although only a few have 
directly observed STDP at the level of synaptic responses (see, e.g., 
Bell et al., 1997; Meliza and Dan, 2006; Cassenaer and Laurent, 2007; 
Jacob et al., 2007). One of the main difficulties in assessing STDP 
in vivo is that the induction protocols are not as uniform as in vitro, 
rendering the comparison between them hazardous.
The pioneering work of Levy and Steward (1983) defined for 
the first time the coactivity requirements for synaptic potentiation 
in the hippocampus of anesthetized rats. The associative induc-
tion of long-term potentiation did not require perfect synchro-
nicity of convergent presynaptic elements but unexpectedly, Levy 
and Steward observed that the order of the potentiation trains of 
stimulation was crucial in defining the polarity, potentiation or 
depression, of the synaptic change. Based on this observation, Levy 
and Steward speculated that “a retrograde interaction between a 
process initiated within the main dendritic shaft and individual 
spines” was necessary and proposed a “retrograde electrical inva-
sion of the spine structure” as an appealing possibility (see Stuart 
et al., 1997 for a review on action potential backpropagation into 
the dendrites).
STDP has been further shown in vivo at the single-cell level in 
the developing tectum of Xenopus tadpoles (Zhang et al., 1998). 
Evoked synaptic currents were recorded through whole-cell perfo-
rated patch electrodes while the contralateral retina was stimulated 
electrically at minimal stimulation intensity. By varying the time 
between the postsynaptic tectal action potential and the retinal 
input, Zhang and collaborators showed synaptic potentiation for 
inputs that repetitively arrived within 20 ms before the tectal spike 
and depression for inputs repetitively arriving within 20 ms after 
the tectal action potential. In the same preparation, visual inputs, 
instead of electrical stimulation, with particular time relation-
ships with the postsynaptic action potential can induce long-term 
potentiation and depression compatible with STDP (Mu and Poo, 
2006; see also Engert et al., 2002). The functional consequences 
of such changes in retinotectal connections have been studied by 
reverse correlation mapping at the level of the visual receptive 
field (Vislay-Meltzer et al., 2006). Positive or negative STDP pro-
tocols combining visual activation in ectopic areas of the visual 
field (i.e., outside the classical receptive field) and the postsynap-
tic current activation through the recording patch pipette were 
applied. These protocols were shown to sculpt receptive fields 
by enhancing or removing responses arising from the stimula-
tion of conditioned sub-regions of the receptive field. (René et al. 
2003) have shown similar changes in the receptive field structure Frontiers in Synaptic Neuroscience  www.frontiersin.org  August 2010  | Volume 2  | Article 137  |  3
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STDP has been directly observed in vivo at the level of synaptic 
responses in the visual cortex (Meliza and Dan, 2006). Whole-
cell recordings in the rat primary visual cortex were used to pair 
visually induced depolarization with spiking of the recorded neu-
ron induced by current injection. Depending on the order of the 
visual input and the postsynaptic action potential, potentiation or 
depression was observed. Here, but also as a general observation 
of synaptic modification in vivo (see, e.g., Jacob et al., 2007), the 
amplitude of the modifications is smaller and more variable than 
those observed in cortical slices (Froemke and Dan, 2002).
In the intact brain neurons are submitted to a strong bombard-
ment of input activity that affects the temporal control of presyn-
aptic activity during pairing and in turn, affects STDP induction. 
Thus, the question of STDP incidence in intact sensory cortices in 
mammals has still to be substantiated. In the in vivo somatosen-
sory cortex of the rat, whisker deprivation results in cortical map 
modifications, which are concomitant with changes in the relative 
timing of thalamic and cortical action potentials within the STDP 
range (Allen et al., 2003; Celikel et al., 2004). This indicates that 
STDP could be involved in response modifications at the cellular 
level during experience-driven network reorganizations. However, 
evidence for STDP in the in vivo somatosensory cortex remains 
scarce. Indirect evidence for this comes from a combined electri-
cal stimulation of somatosensory afferents and transcranial mag-
netic stimulation (TMS) of the somatosensory cortex in humans 
(Wolters et al., 2005, see also Wolters et al., 2003 for a similar study 
on the motor cortex). Evoked potentials induced by the TMS were 
either enhanced or depressed as a function of the order of the paired 
associative stimulation.
In the primary somatosensory cortex of anesthetized adult rats, 
backward pairings of spontaneous postsynaptic action potentials 
with subthreshold afferent excitation elicited by whisker deflections 
lead to depression of responses to the paired whisker with no sig-
nificant changes to the unpaired whisker (Jacob et al., 2007). The 
experimental protocol was based on mechanical deflections of the 
whiskers only, and no electrical stimulation of the afferent pathway 
was used during the pairing (see Figure 1A1). Since the action 
potentials of the recorded neuron were not artificially triggered 
but spontaneously fired by the recorded neuron, it was impossi-
ble to program a whisker stimulation that systematically preceded 
the action potential. Consequently, only the depression side of the 
STDP curve was studied. Although still in agreement with the STDP 
rule, the effect was observed only for time intervals shorter than 
−17 ms(see an example in Figure 1A2),  indicating that the range 
of synaptic delays that drive synaptic depression is narrower in vivo 
(see also Yao and Dan, 2001; Fu et al., 2002; Cassenaer and Laurent, 
2007; Dahmen et al., 2008 for a similar observation) than in vitro 
(Feldman, 2000). The shortening of the STDP window seems to 
depend on the developmental stage of the animal, since short win-
dows (<20 ms) were observed in the adult (Yao and Dan, 2001; Fu 
et al., 2002; Dahmen et al., 2008 and the extracellular backward 
pairings in Jacob et al., 2007, see Figure 1A3) whereas longer STDP 
windows (35–50 ms) were observed in younger (intracellular pair-
ings in Jacob et al., 2007, see Figure 1B3) or developing (Meliza and 
Dan, 2006) animals. In the backward pairing (Jacob et al., 2007), the 
trains of whisker deflections were temporally irregular because the 
pairing was based on the spontaneously emitted action potentials 
of primary visual cortex in cat, induced by a combined visual and 
intracellular stimulation   protocol. Interestingly, the changes in 
receptive field structure could be dynamically reversed, although 
not completely, by 10 min of spiking activity induced by white 
noise visual stimulation (Vislay-Meltzer et al., 2006). This is remi-
niscent of the finding by Zhou et al. (2003) showing the revers-
ibility of activity-dependent synaptic changes by a short period of 
spontaneous activity (mainly bursting activity) and points to the 
strong lability of plastic changes in vivo compared to the in vitro 
conditions (see below). The quiescent state of the network in vitro 
allows the maintenance of an induced synaptic change since no 
spurious pairings occur. However, if randomized pairings at time 
intervals encompassing both LTP and LTD windows are imposed 
in vitro, robust LTD is observed (Feldman, 2000). This results since 
the temporal window (i.e., the integral of the learning curve) of 
LTD is longer than that of LTP (Feldman, 2000; Froemke and Dan, 
2002). Consequently, the lability of the changes observed in vivo 
could result from higher levels of ongoing activity associated to 
an asymmetric STDP rule. The asymmetry of the learning rule in 
vivo depends however on the studied system (compare Meliza and 
Dan, 2006 and Cassenaer and Laurent, 2007). In the somatosen-
sory cortex in vivo, the learning rule seems more symmetric than 
in vitro. However, one cannot exclude that a smaller asymmetry 
of the plasticity rule combined to a high level of ongoing activity 
could have the same overall reversal effect. Since the STDP window 
looks narrower in vivo compared to in vitro (compare Feldman, 
2000 with Jacob et al., 2007), an alternative scenario would be 
that the temporal windows for LTD and LTP were dynamically 
adjusted by the ongoing activity. Because the level of activity is 
higher in vivo than in vitro, the system would compensate for the 
spurious pre-post pairings by decreasing and rendering more sym-
metric the temporal windows for LTD and LTP. This alternative 
needs however experimental validation.
In the in vivo visual cortex, the occurrence of STDP has been 
indirectly studied by pairing sensory and/or electrical stimulations 
at time intervals compatible with the STDP rule (Schuett et al., 
2001; Yao and Dan, 2001; Fu et al., 2002; Yao et al., 2004). The sen-
sory stimulations increase the firing probability of neurons within 
a defined window of time, and thus the pairing of two stimuli 
favors the imposed spike-timing interactions. In most studies using 
sensory–sensory associations (see also Dahmen et al., 2008 for a 
similar study in A1), the modifications of the neuronal response 
properties are rather small, particularly at the single-cell level, but 
the temporal specificity and the sign of the resulting response 
modifications are in agreement with the direction of response 
modifications expected from an STDP scenario and support the 
idea that STDP could mediate experience-dependent modulation 
of receptive fields in the visual cortex in vivo. The protocol used by 
Schuett et al. (2001) included more than 25,000 pairings between 
a visual stimulus presented at 7 Hz during 3 h and an associated 
intracortical electrical stimulation. Although the changes in the 
intensity of the voltage sensitive dye signal and the expansion of the 
cortical area representing the paired visual orientation last for up 
to 18 h after pairing, that is, much more than shown in any other 
study, the number of pairings is a hundred times larger than the 
average number of pairings of other studies and thus precludes a 
reasonable comparison.Frontiers in Synaptic Neuroscience  www.frontiersin.org  August 2010  | Volume 2  | Article 137  |  4
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be effectively induced in vivo and is therefore a plausible plasticity 
mechanism in the somatosensory cortex although a refinement of 
specific plasticity models is still necessary to fully account for the 
observed response and synaptic changes.
dIverSIty of Stdp protocolS applIed In  
the Intact braIn
As already mentioned, the different experimental protocols applied 
in vivo to induce STDP are rather heterogeneous in terms of the 
temporal frequency of the pairing and of the number of   associations. 
of the recorded neuron. To assess the impact of such   irregularities 
during pairing, several established models of integration of STDP 
(Song and Abbott, 2001; Froemke and Dan, 2002) were used to 
fit the experimental data. However, no satisfactory fitting was 
obtained (Jacob et al., 2007). To explore the potentiation side of the 
STDP curve in vivo, whole-cell patch recordings were needed (see 
Figure 1B1). Using this technique, a timing-dependent depression 
of responses specific for the paired whisker was observed but spike-
timing-dependent potentiation was more sporadically induced 
(Figures 1B2,B3). Thus, spike-timing-dependent depression can 
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Figure 1 | STDP in the somatosensory cortex of the rat. (A1) Experimental 
protocol for backward pairing. During control and test (not shown) whisker 
deflection of the principal and one adjacent whiskers were presented in a 
pseudorandom sequence at 0.5 Hz. The input waveform for each deflection 
was a 10 ms rostrocaudal movement followed by a 10 ms plateau and a ramp 
back to the rest position. During pairing, a spontaneously emitted action 
potential triggered a subthreshold deflection of one whisker with a fixed delay 
(0, 10, 20, or 30 ms). One pairing period contained 400 associations between 
an action potential and a whisker deflection. (A2) Significant depression 
(p < 0.05) of response of a single neuron in the barrel cortex after a backward 
pairing (red histogram, After pairing) compared to control (green histogram, 
Before pairing). (A3) Specific depression for short delays of pairing. The mean 
response modification for the paired whisker (∆R = after − before/after + before) 
is plotted against the delay of the pairing. The delay has been corrected to take 
into account the latency of the cortical response. The depression is significant 
(t-test, *p < 0.05) only for pairings at a short-delay window (<17 ms). 
(B1) Experimental protocol for whole-cell induction of STDP in vivo. During 
control and test (not shown) whisker deflection of the principal and one 
adjacent whiskers were presented in alternation at 0.5 Hz. During pairing, 
whisker deflection was paired with current injection to elicit postsynaptic 
spikes at different delays (from −30 to +30 ms). (B2) Induction of spike-timing-
dependent synaptic depression (left) or potentiation (right) in two 
representative neurons. Whisker deflection induced PSP (wPSP) were 
averaged over 50 trials during baseline (green line) and after pairing (red line). 
(B3) Learning rule for spike-timing-dependent synaptic depression in L2/3 in 
vivo. Mean pairing-induced changes in amplitude of the wPSP 
(∆PSP = after − before/before) as a function of delay between postsynaptic 
spikes and wPSP onset. Adapted from Jacob et al. (2007).Frontiers in Synaptic Neuroscience  www.frontiersin.org  August 2010  | Volume 2  | Article 137  |  5
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In the somatosensory cortex experiments (Jacob et al., 2007), the 
depression induced by short-delay pairings depended on the fir-
ing frequency during pairing. It should be noted that the pairing 
frequency in this protocol was dictated by the spontaneous activ-
ity of the recorded neuron and was not arbitrarily chosen by the 
experimenter. The vulnerable nature of the activity-dependent 
synaptic modifications in vivo could result from the effect of the 
ongoing activity irrespective of the sensory driven activity. Under 
this scenario, there should be a dependence of the level of synaptic 
plasticity on the ongoing activity. Indeed, the induced depression 
of response was maximal for intermediate spontaneous firing rates, 
with an optimal firing rate at 2.5 Hz (see Figure 2). Below one 
action potential per second, less depression was observed than for 
the intermediate firing frequencies. This decrease of the level of 
depression for very low frequency pairings has not been observed 
in vitro, and may result from the fact that at very low frequency of 
discharge the overall time of the pairing period (400 pairings in 
Jacob et al., 2007) is too long compared to the duration of the effect 
produced by each individual pair of action potentials. This result 
suggests that there is an optimal level of ongoing activity for the 
induction of STDP. Then, it can be proposed that in vivo, cortical 
structures with intermediate (a few action potentials per second) 
or sparser activities are more prone to show STDP.
Impact of in vivo actIvIty patternS on  
Stdp InductIon
STDP may be particularly useful in brain regions in which spike 
rates are low and information is conveyed in spike-timing infor-
mation. The range of ongoing and evoked firing rate in awake 
animals differs in the different cortical areas. Extracellular record-
ings revealed firing rates between 10 and 25 Hz in the visual cortex 
(Kasamatsu and Adey, 1974; Livingstone and Hubel, 1981), less 
than 5 Hz in the auditory cortex (Edeline et al., 2001) and less than 
1 Hz in the barrel subfield of the somatosensory cortex (Crochet 
and Petersen, 2006). Ongoing activity in the network affects post-
synaptic membrane properties and can modulate the induction of 
plasticity and compromise the stability of the synaptic modifica-
tions. There are striking differences as well between sensory cortices 
in the ratio between phasic or tonic patterns of evoked firing.
Does STDP efficiency correlate with the sparseness of natural 
activity? In the retinotectal synapses of developing Xenopus, where 
STDP has been extensively demonstrated, the activity is sparser than 
in the cortex of mammals (the spontaneous firing rate is below 
1 Hz, the evoked firing rate is between 1 and 2 Hz). In the Locust 
olfactory system, STDP has been induced in the synapses formed 
between the Kenyon cells of the mushroom body and cells located 
in the β-lobe (Cassenaer and Laurent, 2007). Here too, the activity 
of the Kenyon cells is extremely sparse: the average spontaneous 
firing rate is below 0.01 spikes per second and the activity evoked 
by odor presentation is still below 2 spikes per second (Perez-Orive 
et al., 2002; Jortner et al., 2007). Remarkably, long-term potentia-
tion and depression can be induced in this system after only a few 
pairs of action potentials.
Different neuronal structures studied in awake animals show a 
range of activity patterns. Are the pairings used for inducing STDP 
likely to occur naturally? In other terms, is STDP plausible in a 
natural in vivo condition? In the hippocampus, a prominent activity 
In  addition,  while  some  studies  combined    peripheral  sensory 
  stimulation with juxtacellular or intracellular current injection to 
control the postsynaptic spiking discharge, others used combined 
sensory-sensory stimulation at inter-stimulus intervals compatible 
with the STDP rule. A comparative analysis is presented in Table 1 
that shows a list of in vivo experiments with the corresponding 
characteristics of the pairings as well as the amplitude and dura-
tion of the induced effect. A peculiar correlation appears from such 
comparative study, which is the inverse link between the number of 
pairings (the Table is sorted from the highest to the lowest number 
of pairings) and the amplitude of the resulting modification in 
sensory responses [see column “Change (LTP or LTD),” expressed 
as percentage of baseline, in Table 1]. The inverse relation holds for 
response potentiations and depressions separately as well as for the 
cumulated effect (not shown in Table 1). The interpretation of this 
relationship is hazardous since there are noticeable experimental 
differences between the studies, including the age, the cortical area, 
the recording methods, the temporal frequency of pairings and 
more importantly, the induction protocols themselves (sensory 
versus electrical afferent activation). Many of the studies show-
ing larger effects induced by a relatively small number of pairings 
include an intracellular control of the postsynaptic spiking activity 
whereas on the other hand many of the studies with a high number 
of pairings and relatively small plastic changes include sensory-
sensory stimulation as a way of controlling the temporal correlation 
of pre and postsynaptic activities. Nonetheless, one plausible inter-
pretation is that in vivo spontaneous activity generates spurious 
coincidences of both signs that dilute the effect of the pairing, and 
this effect accumulates with the number of pairings. Alternatively, 
homeostatic mechanisms with longer time scales than the STDP 
rule and saturation of synaptic modifications with several tens of 
associations (see Froemke et al., 2006) can regulate the expression 
of synaptic plasticity.
rate dependence of Stdp
Developmental synaptic plasticity based on covariance rules in sen-
sory cortices depends on the firing rate of presynaptic neurons. At 
high firing rates, the synapse is potentiated whereas at low firing 
rates, the synapse is depressed (see review in Bear, 2003; Malenka 
and Bear, 2004). Conversely, within the framework of the STDP 
rule, potentiation or depression can be obtained by changing the 
relative timing between pre- and postsynaptic action potentials 
with no need for changes in the firing rates. The pairing protocol 
applied in the somatosensory cortex (Jacob et al., 2007) controls the 
temporal correlation between pre and postsynaptic spikes without 
inducing significant modifications of the firing rate of the neuron. 
Consequently, the induction of the observed functional plastic-
ity is rate-independent although the level of plasticity itself can 
be modulated by the temporal frequency of the ongoing activity 
during pairing (see below). This is similar to the study by Ahissar 
et al. (1992, 1998) where an increase of the functional connectiv-
ity between two neurons was induced by increasing the temporal 
correlation of their activity using a backward pairing similar to the 
one applied in our study.
The temporal frequency of the pairing was shown to influ-
ence STDP (Sjöström et al., 2001): at low frequencies, depression 
dominates, whereas potentiation is induced at high frequencies. Frontiers in Synaptic Neuroscience  www.frontiersin.org  August 2010  | Volume 2  | Article 137  |  6
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a particular phase. However, the phase of action potentials in the 
cycle changes as a function of the position and the direction of 
the animal (O’Keefe and Recce, 1993). This observation suggests 
that the timing of the spikes conveys information and constitutes 
a potential basis for physiological STDP to occur. Similarly to the 
observation in the somatosensory cortex, STDP-like pairings in 
the CA1 field of the in vivo hippocampus by stimulation of the 
Schaffer pathway and of the contralateral commissural pathway, 
induced potentiation at 5 Hz but not at 1 or 10 Hz (Dong et al., 
2008). It is likely that the occurrence and amplitude of plasticity is 
tuned by the frequency of the theta rhythm and the phase of the 
spikes in the theta cycle leads to a selection of the synapses being 
potentiated or depressed.
Different rhythms are present at the microscopic and macro-
scopic level also in the cortex (Steriade, 2001; Crochet and Petersen, 
2006; Poulet and Petersen, 2008) and they might affect the induc-
tion of plasticity. Non-alert states have been associated with large 
oscillations at low frequency (1–5 Hz), which reveal a synchronized 
activity and are reminiscent of the up and down states observed in 
anesthetized animals. Sensory cortical neurons are highly sensitive 
to EEG state. Changes in the amplitude of the sensory responses, 
size of receptive fields, and rate of spontaneous firing are observed 
in the alert animal compared to the non-alert animal in the visual 
(Wörgötter et al., 1998; Eyding et al., 2003; Stoelzel et al., 2009), 
the auditory (Edeline et al., 2001) and the somatosensory (Chapin 
and Lin, 1984; de Kock and Sakmann, 2009) cortices. Interestingly, 
the spontaneous firing rate of thalamocortical neurons is lower 
and at the same time the rate of burst discharges is higher during 
synchronized non-alert states compared to alert desynchronized 
states (Stoelzel et al., 2009). These patterns of activity characteristic 
of the non-alert brain should have an impact in STDP induction 
since for example, cortical STDP induced in vitro at low frequency 
(Sjöström et al., 2001; Sjöström and Nelson, 2002; Froemke et al., 
2006) and/or by bursts of action potentials (Birtoli and Ulrich, 
2004; Froemke et al., 2006) favors synaptic depression, even if one 
has to keep in mind that these observations were made in layers 
2–3 and 5, that is, in non-thalamo-recipient cortical layers.
Attention related modulatory signals can change the sparseness 
of activity in the cortex (Vinje and Gallant, 2002), increasing the 
temporal precision of the network activity regime (Frégnac et al., 
2006), and rendering the system more prone to STDP induction. 
Cortical release of noradrenaline for example, produces a reduc-
tion of spontaneous and evoked activity in the visual cortex (Ego-
Stengel et al., 2002). Through this powerful inhibitory action, the 
noradrenergic system might provide a reset signal (Dayan and 
Yu, 2006), broadcasted to the whole cortical mantle, leading to 
an optimized level of activity for the induction of STDP. Other 
neuromodulators can dynamically regulate timing-based plas-
ticity rules by modifying the biophysical properties of dendrites 
and the efficacy of spike back propagation (Tsubokawa and Ross, 
1997; Sandler and Ross, 1999). Action potentials back propagat-
ing into the dendritic tree critically determine the induction 
of STDP (Engelmann et al., 2008; Sjöström et al., 2008), and 
its amplitude can be modulated by the network state (Waters 
and Helmchen, 2004) and dendritic depolarization (Sjöström 
and Häusser, 2006), both known to be modulated in turn by 
ascending neuromodulatory signals. A recent comparative study 
pattern is that of theta oscillations between 4 and 12 Hz (Buzsáki 
and Draguhn, 2004). The phase and frequency of the theta rhythm 
is under the fine control of at least two independent generators act-
ing together (Kocsis et al., 1999). Recent intracellular recordings in 
hippocampus of freely moving rats confirmed that theta rhythms 
are present at the synaptic level (Lee et al., 2006, 2009). Single-cell 
activity includes a few action potentials per cycle constrained to 
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