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We show that the existence and uniqueness of BV continuous
sweeping processes can be easily reduced to the Lipschitz continu-
ous case by means of a suitable reparametrization of the associated
moving convex set. Moreover we put this approach in the wider
framework of rate independent operators acting on curves in met-
ric spaces and we prove an extension theorem for such operators.
This abstract theorem is then applied in order to infer continuous
dependence of the sweeping process on the data.
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1. Introduction
Sweeping processes are a class of evolution differential inclusions introduced by J.J. Moreau in
some fundamental papers (see [16,17]) which originated a research which is still active. The mono-
graph [15] is a comprehensive account of this subject. The most simple formulation of the sweeping
process is the following. Assume that H is a real Hilbert space and let C(t) ⊆ H be a family of
closed convex sets parametrized by the time variable t ∈ [0, T ], T > 0. One has to ﬁnd a function
y : [0, T ] → H such that y(t) ∈ C(t) for every t ∈ [0, T ] and
−y′(t) ∈ NC(t)
(
y(t)
)
, t ∈ [0, T ], (1.1)
y(0) = y0, (1.2)
where NC(t)(y(t)) is the exterior normal cone to C(t) at y(t) and y0 ∈ C(0) is a prescribed initial
datum (all the precise deﬁnitions will be recalled in the next Section 2). If the class of closed convex
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tinuous, then problem (1.1)–(1.2) has been studied in [16] by means of the so-called Yosida–Moreau
regularization. More generally (1.1) can be seen as a time dependent gradient ﬂow governed by a max-
imal monotone operator, indeed NC(t) = ∂φt , the subdifferential of φt = IC(t) , the indicator function
of C(t) deﬁned by IC(t)(x) = 0 if x ∈ C(t), IC(t)(x) = ∞ otherwise. For general lower semicontinuous
convex φt , the equation
y′(t) + ∂φt(y(t))  0 (1.3)
has been studied by several authors and in [10] one can ﬁnd a general uniqueness existence theory
if the dependence of φt on t is regular enough. In [10] Eq. (1.3) is studied by approximating φt
by its Yosida–Moreau regularization. This approach represents a non-trivial extension of the the-
ory presented in [3] where the time independent case is considered. Thus the case of Lipschitz
continuous C(t) is included in the results of [16,10], and one can infer that there exists a unique
y ∈ Lip([0, T ];H) such that (1.1)–(1.2) hold for almost every t .
In [17] the problem (1.1)–(1.2) is addressed in the very general case when C(t) is a function
of bounded variation in time. In this case one cannot expect that the solution is regular, there-
fore Eq. (1.1) must be properly interpreted. To be more precise it is required to ﬁnd a function
y ∈ BV([0, T ];H) and a positive measure μ on [0, T ] such that y(t) ∈ C(t) for every t ∈ [0, T ], the
distributional derivative satisﬁes the equality dy = Dy = wμ for some w ∈ L1(0, T ,μ;H), and
−w(t) ∈ NC(t)
(
y(t)
)
for μ-a.e. t (1.4)
holds together with (1.2). Such a function y is also called a solution of the sweeping process in the sense of
the differential measures. The procedure followed in [17] is based on the so-called catching up algorithm.
It consists in choosing a sequence of subdivisions 0 = tn1 < tn2 < · · · < tnmn = T and deﬁne iteratively the
step function yn by
yn0 := y0, ynj := ProjC(tnj )
(
ynj−1
)
,
yn(t) := ynj if t ∈
[
tnj−1, t
n
j
[
,
where Proj denotes the usual projection operator. In [17] it is proved that reﬁning the subdivisions the
sequence yn uniformly converges to a function y of bounded variation which is exactly the solution
of the sweeping process in the sense of differential measures. Then it is proved that for regular C(t),
the solution y solves (1.1)–(1.2). Roughly speaking one may say that the catching up algorithm is a
deﬁnition of the sweeping processes when C(t) is a step function. Then, by density, this deﬁnition
is extended to functions of bounded variation and it coincides with the “classical” formulation if C
is regular. Concerning other possible generalizations, let us point out that in [7] sweeping processes
have also been studied for some class of nonconvex sets.
The aim of our paper is twofold. The ﬁrst one is to show that if the moving convex set C(t) is
continuous and with bounded variation, then the existence of solutions in the sense of differential
measures is an easy consequence of the Lipschitz continuous case. The second aim consists in setting
the sweeping processes in the framework of rate independent operators in metric spaces in order to
deduce the existence for BV continuous solutions by means of an abstract continuity method. This
approach allows us also to infer continuity dependence on the data and we do not use any discretiza-
tion procedure.
Let us brieﬂy describe these two topics. They both rely upon the concept of rate independence.
This means that if S denotes the solution operator of the sweeping process, associating to a Lipschitz
continuous C(t) the solution y of (1.1)–(1.2), then we have S(C ◦γ ) = S(C)◦γ for every Lipschitz non-
decreasing reparametrization γ of the time interval [0, T ]. Now we can also reparametrize any C(t)
continuous and with bounded variation by its arc length  and ﬁnd a Lipschitz continuous C˜(t) such
that C = C˜ ◦ . Now, whatever generalized solution of problem (1.1)–(1.2) one may deﬁne, rate inde-
pendence suggests that it may be given by y = S(C˜) ◦ . This formula makes sense even if we do not
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solution. Taking into account of these remarks we prove, using only basic results from measure the-
ory, that S(C˜) ◦  is the solution in the sense of differential measures of the sweeping process. This
procedure implies that the solvability of the sweeping processes in the sense of differential measures with
a continuous moving convex set C is a direct consequence of the solvability with a Lipschitz moving convex
set C . Let us remark that the idea of Lipschitz reparametrizations was used in [16] in order to reduce
the absolutely continuous case to the Lipschitz continuous one.
Concerning the second part of the paper, we consider two complete metric spaces X and Y and
we assume that any pair of points x, y ∈ X can be connected by a geodesic. Then we consider an
operator R : Lip([0, T ]; X) → C([0, T ]; Y ) which is rate independent, i.e.
R(u ◦ γ ) = R(u) ◦ γ (1.5)
for every surjective γ ∈ Lip([0, T ]; [0, T ]). Motivated by the sweeping processes we assume that R
is continuous if Lip([0, T ]; X) ⊆ BV([0, T ]; X) ∩ C([0, T ]; X) is endowed with the strict metric and
C([0, T ]; Y ) is endowed with the topology of uniform convergence. We prove a general theorem stat-
ing that R has a unique continuous extension R :BV([0, T ]; X) ∩ C([0, T ]; X) → C([0, T ]; Y ). We apply
this general theorem to the solution operator of the sweeping process
S : Lip
([0, T ];CH)→ Lip([0, T ]; H)
where CH denotes the family of nonempty closed convex subsets of H. Therefore we infer that S
admits a unique continuous extension to BV([0, T ];CH) ∩ C([0, T ];CH) and this extension is the
solution operator of the sweeping process in the sense of differential measures.
Let us remark that in the last decades many authors have investigated the properties of rate in-
dependent operators between curves with values in R or a Hilbert space, see, e.g., [4,11] and the
references therein. However it seems that this is the ﬁrst time that a deﬁnition in a metric space
setting is given.
Let us conclude with a brief plan of the paper. In the following section we recall some preliminary
technical results needed in the paper. In Section 3 we present a new proof of the existence continuous
sweeping processes based on basic measure theory results. In the subsequent Section 4 we show
some properties of curves in metric spaces and in Section 5 we prove the extension theorem for rate
independent in metric spaces. Finally in Section 6 we apply the abstract results to sweeping processes
and we brieﬂy comment the discontinuous case, which will be the object of another paper.
2. Preliminaries
In this section we recall the main deﬁnitions and tools needed in the paper. Throughout the paper
T will denote a strictly positive number and we will work on the closed interval [0, T ] of the real
line R. We say that a function f : [0, T ] → R is nondecreasing if ( f (t) − f (s))(t − s)  0 for every
t, s ∈ [0, T ]. The symbol L1 denotes the one-dimensional Lebesgue measure and B([0, T ]) is the
family of Borel subsets of [0, T ]. As usual Lp(0, T ) is the space of p-summable real functions deﬁned
on [0, T ], p ∈ [1,∞]. The symbol N will denote the set of integer numbers which are greater or equal
than one.
2.1. Curves in metric spaces
Let (E,d) be a complete metric space. Let us recall that for every x ∈ E and S ⊆ E , d(x, S) :=
infy∈S d(x, y). Moreover if ρ > 0 then Bρ(x) := {y ∈ E: d(x, y) < ρ}. Given a function f : [0, T ] → E
and a subinterval J ⊆ [0, T ], then the (pointwise) variation of f on J is deﬁned by
V( f , J ) := sup
{
m∑
j=1
d
(
f (t j−1), f (t j)
)
: m ∈ N, t j ∈ J ∀ j, t0 < · · · < tm
}
. (2.1)
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variation is denoted by BV([0, T ]; E). It is well known that every f ∈ BV([0, T ]; E) admits one sided
limits f (t−), f (t+) at every point t ∈ [0, T ]. The set of E-valued continuous functions deﬁned
on [0, T ] is denoted by C([0, T ]; E). For convenience we set
CBV
([0, T ]; E) := BV([0, T ]; E)∩ C([0, T ]; E),
the set of rectiﬁable curves in E . As usual we set Lip( f ) := supt =s d( f (s), f (t))/|t − s| for every
f : [0, T ] → E and Lip([0, T ]; E) := { f : [0, T ] → E: Lip( f ) < ∞}. For the following deﬁnition we follow
the notation of [2, Section I.1].
Deﬁnition 2.1. Assume that p ∈ [1,∞]. A mapping f : [0, T ] → E is called ACp-absolutely continuous if
there exists m ∈ Lp(0, T ) such that
d
(
f (s), f (t)
)

t∫
s
m(σ )dσ ∀s, t ∈ [0, T ], s t. (2.2)
The set of ACp-absolutely continuous functions is denoted by ACp([0, T ]; E).
Obviously we have the following
Lemma 2.1. A mapping f : [0, T ] → E is ACp-absolutely continuous if and only if there exists α ∈ Lp(0, T )
such that α′ ∈ Lp(0, T ) (the distributional derivative) and
d
(
f (s), f (t)
)
 α(t) − α(s) ∀s, t ∈ [0, T ], s t. (2.3)
Clearly AC∞([0, T ]; E) = Lip([0, T ]; E) and ACp([0, T ]; E) ⊆ CBV([0, T ]; E) for every p ∈ [1,∞]. If
E = H is a Hilbert space endowed with the metric induced by its inner product, we have that
f : [0, T ] → H is ACp-absolutely continuous if and only if f ∈ W 1,p(0, T ;H), the classical Sobolev
space (cf., e.g., the Appendix of [3]). As usual if H = R, the notation W 1,p(0, T ) is used.
Let us now recall from [8, §2.5.16, p. 109] the concept of arc length. Our presentation only differs
by a normalization constant. Let us consider f ∈ CBV([0, T ]; E) and let us deﬁne  f : [0, T ] → [0, T ]
by
 f (t) :=
{ T
V( f ,[0,T ])V( f , [0, t]) if V( f , [0, T ]) = 0,
0 if V( f , [0, T ]) = 0, t ∈ [0, T ]. (2.4)
The function  f is nondecreasing. Moreover, as f is continuous, we have that  f is continuous and
 f ([0, T ]) = [0, T ] whenever f is nonconstant. If 0 t1  t2  T then
d
(
f (t1), f (t2)
)
 V
(
f , [t1, t2]
)= V( f , [0, t2])− V( f , [0, t1])= V( f , [0, T ])
T
∣∣ f (t2) −  f (t1)∣∣.
We summarize the previous discussion in the following
Proposition 2.1. Assume that f ∈ CBV([0, T ]; E) and let  f : [0, T ] → [0, T ] be deﬁned by (2.4). Then there
exists a unique f˜ ∈ Lip([0, T ]; E) such that
f = f˜ ◦  f (2.5)
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Lip( f˜ ) V( f , [0, T ])
T
. (2.6)
2.2. Convex sets
In the sequel of the paper we will make the following assumption:{H is a real Hilbert space with inner product (x, y) → 〈x, y〉,
‖x‖H := 〈x, x〉1/2. (2.7)
If x ∈ H and ρ > 0 we set Bρ(x) := {y ∈ H: ‖x − y‖H  ρ}. The closure of a set S ⊆ H will be
denoted by S . Moreover we deﬁne the set
CH := {K ⊆ H: K nonempty, closed and convex}. (2.8)
If K ∈CH and x ∈ H then the projection on K of x is denoted by ProjK(x). If K ∈CH and x ∈ K,
we recall that the (exterior) normal cone to K at x is deﬁned by
NK(x) := {y ∈ H: 〈y, v − x〉 0 ∀v ∈ K}. (2.9)
We endow the set CH with the Hausdorff distance. Here is the deﬁnition.
Deﬁnition 2.2. The Hausdorff distance is deﬁned by
dH (A, B) := max
{
sup
a∈A
d(a, B), sup
b∈B
d(b, A)
}
, A, B ⊆CH. (2.10)
The Hausdorff distance enjoys of the usual properties of a distance, except that it may assume
the value ∞. For every r > 0, an equivalent ﬁnite metric can be obtained by deﬁning drH (A,B) :=
min{r,dH (A,B)}. This is not really needed in the sequel, for instance the deﬁnitions in Section 2.1
can be given without modiﬁcations for metrics attaining the value ∞. The distance dH makes CH
a complete metric space (see, e.g., [1, Theorem 3.85, Section 3.17, p. 116]) and the next lemma pro-
vides two useful characterizations (cf. [1, Lemmas 3.71 and 3.74, Section 3.16, p. 110]).
Lemma 2.2. If A,B ∈CH are nonempty, then
dH (A, B) = sup
x∈H
∣∣d(x, A) − d(x, B)∣∣
= inf{ρ > 0: A ⊆ B + Bρ(0), B ⊆ A + Bρ(0)},
where inf∅ := ∞.
For the proof of the following lemma see [15, Proposition 4.7, Section 0.4, p. 26].
Lemma 2.3. Let A,B ⊆ H be nonempty closed and convex and let x, y ∈ H. Then
∥∥ProjA(x) − ProjB(y)∥∥2H  ‖x− y‖2H + 2[d(x, A) + d(y, B)]dH (A, B).
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Lemma 2.4. If C : [0, T ] →CH is ACp-absolutely continuous, then there exists α ∈ W 1,p(0, T ) such that for
every 0 s t  T and for every z ∈ C(s) there exists z1 ∈ C(t) such that
‖z1 − z‖H 
∣∣α(t) − α(s)∣∣.
Proof. It is enough to take z1 = ProjC(t) , thus ‖z1 − z‖H = d(z,C(t)) dH (C(s),C(t)) |α(t) − α(s)|,
where α is the function given by Lemma 2.1. 
Now we recall the notion of subdifferential. If φ :H → [0,∞] is convex and lower semicontinu-
ous and D(φ) := {x ∈ H: φ(x) = ∞} = ∅, then for x ∈ H the subdifferential of φ at x is deﬁned by
∂φ(x) := {y ∈ H: 〈y, v − x〉 + φ(x) φ(v) ∀v ∈ H}. The domain of ∂φ is deﬁned by D(∂φ) := {x ∈ H:
∂φ(x) = ∅}. If K ∈ CH a particular case is given by IZ , the indicator function of K, deﬁned by
IZ (x) = 0 if x ∈ K and IZ (x) = ∞ if x /∈ K. Then ∂ IK(x) = NK(x) for every x ∈ D(IK) = D(∂ IK) = K.
2.3. Evolution equations with time dependent constraints
In the case of regular moving convex sets C , the sweeping processes can be seen as a particular
case of evolution equations governed by a time dependent subdifferential. In this regard let us recall
the following result which is proved in [10, Theorems 1.1.2 and 1.5.1].
Theorem 2.1. For every t ∈ [0, T ] let φt :H → [0,∞] be a convex lower semicontinuous function such that
D(φt) = {x ∈ H: φt(x) < ∞} = ∅ for every t. Assume moreover that there exist α,β ∈ Lip([0, T ]) satisfying
the following property: if 0 s t  T and z ∈ D(φs) then there is z1 ∈ D(φt) such that
‖z1 − z‖H 
∣∣α(t) − α(s)∣∣(1+ ∣∣φs(z)∣∣1/2), (2.11)
φt(z1) − φs(z)
∣∣β(t) − β(s)∣∣(1+ ∣∣φs(z)∣∣). (2.12)
Then for each u0 ∈ D(φ0) there exists a unique u ∈ W 1,2(0, T ;H) such that u(t) ∈ D(∂φt) for L1-a.e.
t ∈ [0, T ] and
u′(t) + ∂φt(u(t))  0 for L1-a.e. t ∈ ]0, T [, (2.13)
u(0) = u0. (2.14)
Moreover there exists a0 ∈ ]0,1[, b, c ∈ L∞(0, T ), b, c  0, such that
φt
(
u(t)
)− φs(u(s))+ a0 t∫
s
∥∥u′(σ )∥∥H dσ 
t∫
s
(
b(σ )
∣∣φσ (u(σ ))∣∣+ c(σ ))dσ (2.15)
whenever 0 s < t  T .
Theorem 2.1 is a simpliﬁed version of the results [10, Theorem 1.1.2] and [10, Theorem 1.5.1]. In
that paper the evolution equation contains a forcing term which we assumed to be null. Moreover
conditions (2.11)–(2.12) are simpler than the corresponding hypotheses in [10, Theorem 1.5.1]: by
inspection in the proof of this theorem (cf. [10, formula (5.7)]), it is very easy to see that under our
assumptions the functions b and c in (2.15) belong to L∞(0, T ). Another useful result is the following
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the same assumptions as φt . Let us suppose that for every t ∈ [0, T ] the two following conditions are satisﬁed:
(i) for every x ∈ D(φt) there is a sequence (xn) such that xn → x and φtn(xn) → φt(x);
(ii) if xnk ⇀ x then φ
t(x) lim infk→∞ φtnk (xnk ).
Let un be the unique solution of (2.13)–(2.14) with φt replaced by φtn. Then un → u uniformly on [0, T ].
The proof can be found in [10, Theorem 2.7.1]. The symbol “⇀” denotes the weak convergence
in H. The functional convergence described in (i)–(ii) is also called “Mosco convergence”.
2.4. Differential measures
Let X be a Banach space with norm ‖ · ‖X . We recall that a (Borel) vector measure on [0, T ] is
a map μ :B([0, T ]) → X such that μ(⋃∞n=1 Bn) =∑∞n=1 μ(Bn) whenever (Bn) is a sequence of mu-
tually disjoint sets in B([0, T ]). Let us also recall that if μ :B([0, T ]) → X is a vector measure,
then
⎪⎪⎪μ⎪⎪⎪:B([0, T ]) → [0,∞] is deﬁned by
⎪⎪⎪μ⎪⎪⎪(B) := sup{ ∞∑
n=1
∥∥μ(Bn)∥∥X : B = ∞⋃
n=1
Bn, Bn ∈B
([0, T ]), Bh ∩ Bk = ∅ if h = k
}
.
The map
⎪⎪⎪μ⎪⎪⎪is a positive measure which is called total variation of μ and the vector measure μ is
called with bounded variation if
⎪⎪⎪μ⎪⎪⎪([0, T ]) < ∞ (see, e.g., [5, Chapter I, Section 3]).
Let X j , j = 1,2,3, be Banach spaces with norms ‖ · ‖X j and let X1 × X2 → X3 : (x1, x2) → x1 • x2
be a bilinear form such that ‖x1 • x2‖X3  ‖x1‖X1‖x2‖X2 for every x j ∈ X j , j = 1,2. Assume that
μ :B([0, T ]) → X2 is a vector measure with bounded variation and let f : [0, T ] → X1 be a step map
with respect to μ, i.e. there exist f1, . . . , fm ∈ X1 and A1, . . . , Am ∈B([0, T ]) mutually disjoint such
that
⎪⎪⎪μ⎪⎪⎪(A j) < ∞ for every j and
f =
m∑
j=1
χA j f j,
where χS is the characteristic function of a set S , i.e. χS(x) := 1 if x ∈ S and χS (x) := 0 if x /∈ S . For
such f we deﬁne
∫
[0,T ]
f • dμ :=
m∑
j=1
f j • μ(A j) ∈ X3.
If St(
⎪⎪⎪μ⎪⎪⎪;X1) denotes the set of step maps with respect to μ, then it can be proved that the map
St(
⎪⎪⎪μ⎪⎪⎪;X1) → X3 associating to every f the integral ∫[0,T ] f • dμ is linear and continuous when
St(
⎪⎪⎪μ⎪⎪⎪;X1) is endowed with the L1-semimetric ‖ f − g‖L1(||μ||;X1) := ∫[0,T ] ‖ f − g‖X1 d⎪⎪⎪μ⎪⎪⎪. Therefore
it admits a unique continuous extension Iμ : L1(
⎪⎪⎪μ⎪⎪⎪;X1) → X3 and we set∫
[0,T ]
f • dμ := Iμ( f ), f ∈ L1
(⎪⎪⎪μ⎪⎪⎪; X1).
As usual
∫
S f •dμ :=
∫
[0,T ] χS f •dμ for every S ∈B([0, T ]). We will use the previous integral in two
particular cases, namely when
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∫
[0,T ] f • dμ =
∫
[0,T ] f dμ, integral of a real function with
respect to a vector measure);
(b) X1 = X2 = H, X3 = R, x1 • x2 := 〈x1, x2〉 (
∫
[0,T ] f •dμ =
∫
[0,T ]〈 f ,dμ〉, integral of a vector function
with respect to a vector measure).
The following proposition (cf. [5, Theorem 1, Section III.17.2, p. 358]) provides a connection be-
tween functions with bounded variation and vector measures.
Theorem 2.3. If f ∈ BV([0, T ];H) then there exists a unique vector measure of bounded variation
μ f :B([0, T ]) → H such that for every c,d ∈ ]0, T [ with c < d we have
μ f
(]c,d[)= f (d−) − f (c+), μ f ([c,d])= f (d+) − f (c−),
μ f
([c,d[)= f (d−) − f (c−), μ f (]c,d])= f (d+) − f (c+).
Moreover if f− : I → H is deﬁned by f−(t) := f (t−), t ∈ [0, T ], then μ f = μ f− . Vice versa if
μ :B([0, T ]) → H is a vector measure with bounded variation, then the map fμ : I → H deﬁned by
fμ(t) := μ(]a, t[) is such that V( fμ, [0, T ]) < ∞ and μ fμ = μ.
The measure μ f is called Lebesgue–Stieltjes measure or differential measure of f . Like in the scalar
case if f ∈ BV([0, T ];H) then μ f = D f , the distributional derivative of f , i.e.
−
T∫
0
ϕ′(t) f (t)dt =
∫
[0,T ]
ϕ dD f ∀ϕ ∈ C1c
(]0, T [)
(cf. [19, Section 2]). If f is also continuous, then the integral with respect to D f is the classical
Riemann–Stieltjes integral with respect to f (see [14, Chapter X] and [19, Section 6.4]) and following
formula holds for f , g ∈ CBV([0, T ];H) and 0 a < b T :∫
[a,b]
〈 f ,dDg〉 = −
∫
[a,b]
〈g,dD f 〉 + 〈 f (b), g(b)〉− 〈 f (a), g(a)〉 (2.16)
(see, e.g., [14, Proposition 1.4, Chapter X, p. 282]). Observe also that
∫
[0,T ]〈 f ,dDg〉 is linear in the
integrator function g .
The following proposition is proved in [19, Lemma 6.4 and Theorem 6.1] (where h is allowed to
be discontinuous).
Proposition 2.2. Let I , J be intervals and let h : I → J be nondecreasing and continuous.
(i) Dh(h−1(B)) = L1(B) for every B ∈B(h(I)).
(ii) If g ∈ Lip( J ;H) then g ◦ h ∈ BV(I;H) and D(g ◦ h) = (g′ ◦ h)Dh, where g′ is any representative of the
distributional derivative of g.
3. A new proof for BV continuous sweeping processes
Let us begin by recalling the classical existence result for sweeping processes driven by a Lipschitz
continuous moving convex set C (the ﬁrst proof of this result is given in [16]).
Proposition 3.1. Assume that C ∈ Lip([0, T ];CH) and y0 ∈ C(0). Then there exists a unique S(C) := y ∈
Lip([0, T ];H) such that
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−y′(t) ∈ NC(t)
(
y(t)
)
for L1-a.e. t ∈ [0, T ], (3.2)
y(0) = y0. (3.3)
The previous result is also proved in the well-known paper [17], where it is obtained from the
more general formulation for functions of bounded variation. Since we want to infer the continuous
BV case from the regular one, we emphasize that Proposition 3.1 can be proved within the clas-
sical framework. For the sake of completeness we show how it can be inferred from Theorem 2.1
with φt = IC(t) . In this case it is clear that (2.12) is satisﬁed with β = 0 and using Lemma 2.4 we
infer (2.11). The fact that condition y(t) ∈ C(t) holds for every t is an easy consequence of the conti-
nuity of u and C . In the proof of the following Theorem 3.1 we do not need the fact that y is Lipschitz
continuous, anyway it can be deduced by dividing inequality (2.15) by t − s and letting s → t , for ev-
ery Lebesgue point t of u and c: since φt = IC(t) , this yields a0‖u′(t)‖2H  c(t) for L1-a.e. t , hence u
is Lipschitz continuous because c is bounded. We stress again the fact the classical proof of Proposi-
tion 3.1 given in the Moreau’s paper [16], as well as the proof of the more recent Theorem 2.1, make
use of the Moreau–Yosida regularization, thus the approximating solutions are Lipschitz continuous
functions.
Thanks to the previous result we can deﬁne the solution operator
S : Lip
([0, T ];CH)→ Lip([0, T ]; H)
assigning to every C ∈ Lip([0, T ];CH) the unique function S(C) := y satisfying (3.1)–(3.3).
The aim of the following result is to obtain the existence of sweeping processes associated to BV
continuous moving convex set as a simple consequence of the Lipschitz continuous case. Our proof
also provides a representation formula for the solution which will be exploited in the next sections.
Theorem 3.1. Assume that C ∈ CBV([0, T ];CH) and y0 ∈ C(0). Let C˜ and C be deﬁned by Proposition 2.1
(with E = CH and f = C). Then y := S(C˜) ◦ C is the unique function such that there exists a measure
μ :B([0, T ]) → [0,∞[ and a function w ∈ L1([0, T ],μ;H) such that
Dy = wμ (3.4)
and
y(t) ∈ C(t) ∀t ∈ [0, T ], (3.5)
−w(t) ∈ NC(t)
(
y(t)
)
for μ-a.e. t ∈ ]0, T [, (3.6)
y(0) = y0. (3.7)
We can take w = S(C˜)′ ◦ C and μ = DC .
Proof. Let us begin with existence. As C˜ ∈ Lip([0, T ];CH), by Proposition 3.1 we have that S(C˜) ∈
Lip([0, T ];H). We set
y := S(C˜) ◦ C, yˆ := S(C˜), w := S(C˜)′ ◦ C .
Conditions (3.5) and (3.7) are trivially veriﬁed. By the chain rule in Proposition 2.2 we obtain that
Dy = (S(C˜)′ ◦ C)DC = ( yˆ′ ◦ C)DC = w DC (3.8)
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Z := {t ∈ [0, T ]: − yˆ′(t) /∈ NC˜(t)( yˆ(t))} ⇒ L1(Z) = 0.
Therefore, thanks to Proposition 2.2(i), we ﬁnd that
DC
({
t ∈ [0, T ]: −w(t) /∈ NC(t)
(
y(t)
)})
= DC
({
t ∈ [0, T ]: − yˆ′(C(t)) /∈ NC˜(C(t))( yˆ(C(t)))})
= DC
({
t ∈ [0, T ]: C(t) ∈ Z
})= 0.
This proves that y solves (3.4)–(3.7), whereas the last property follows from (3.8). Concerning
uniqueness, if y1 and y2 are two solutions and μ j , w j are such that Dy j = w jμ j , j = 1,2, then
〈w j(t), v − y j(t)〉  0 for every v ∈ C(t) and for μ j-a.e. t ∈ [0, T ]. Therefore, since μ j is positive,
integrating in time we obtain∫
[0,t]
〈
w j(s), v(s) − y j(s)
〉
dμ j(s) 0 ∀v ∈ C
([0, T ]; H), v(s) ∈ C(s), s ∈ [0, T ] ∀t ∈ [0, T ].
In particular we can take v = yi , i = j and infer that
0
∫
[0,t]
〈
w j(s), yi(s) − y j(s)
〉
dμ j(s)
=
∫
[0,t]
〈
yi(s) − y j(s),dw jμ j(s)
〉= ∫
[0,t]
〈
yi(s) − y j(s),dDy j(s)
〉
,
hence, subtracting the inequalities for j = 1,2 and using (2.16) we get
0
∫
[0,t]
〈
y1 − y2,dD(y1 − y2)(t)
〉= ∥∥y1(t) − y2(t)∥∥2H/2
for every t and uniqueness follows. 
A function y satisfying (3.4)–(3.7) is also called the solution of the sweeping process in the sense of
differential measures. If we deﬁne the operator S :CBV([0, T ];CH) → CBV([0, T ];H) by
S(C) := S(C˜) ◦ C, C ∈CH, (3.9)
then from the previous theorem we infer that S is the solution operator of the sweeping processes in
the sense of differential measures. Theorem 3.1 shows that the solvability of the sweeping processes
in the sense of differential measures with a continuous moving convex set C is a direct consequence of
the solvability with a Lipschitz moving convex set C .
Now we prove that S is actually the extension of S and that S(ACp([0, T ];CH)) ⊆ W 1,p(0, T ;H).
Proposition 3.2. If p ∈ [1,∞[ and C ∈ ACp([0, T ];CH) then y := S(C) = S(C˜) ◦ C ∈ W 1,p(0, T ;H) is the
unique function such that (3.1)–(3.3) hold.
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Z := {s ∈ ]0, T [: − yˆ′(s) /∈ NC˜(s)( yˆ(s))} ⇒ L1(Z) = 0. (3.10)
Conditions (3.1) and (3.3) are obvious. If C ∈ ACp([0, T ];CH) then C ∈ W 1,p(0, T ) thus y = yˆ ◦ C ∈
W 1,p([0, T ];H) and y′(t) = ′C(t) yˆ′(C(t)) for L1-a.e. t ∈ ]0, T [, therefore
L1
({
t ∈ ]0, T [: −y′(t) /∈ NC(t)
(
y(t)
)})
= L1({t ∈ ]0, T [: −′C(t) yˆ′(C(t)) /∈ NC˜(C(t))( yˆ(C(t)))}). (3.11)
Using the fact that NK(x) is a cone, we have{
t ∈ ]0, T [: −′C(t) yˆ′
(
C(t)
)
/∈ NC˜(C(t))
(
yˆ
(
C(t)
))}
= {t ∈ ]0, T [: − yˆ′(C(t)) /∈ NC˜(C(t))( yˆ(C(t))), ′C(t) = 0}
= {t ∈ ]0, T [: C(t) ∈ Z , ′C(t) = 0}. (3.12)
We conclude by collecting Eqs. (3.10)–(3.12) with Lemma 3.1 below. 
Lemma 3.1. Assume that f : [0, T ] → R is nondecreasing and absolutely continuous. Let Z ⊆ [0, T ] be such
that L1(Z) = 0. Then
L1
({
t ∈ [0, T ]: ∃ f ′(t) = 0, f (t) ∈ Z})= 0.
Proof. First of all observe that f ′(t) 0 for L1-a.e. t ∈ [0, T ] because f is nondecreasing. Set
A := {t ∈ [0, T ]: ∃ f ′(t) = 0, f (t) ∈ Z},
thus f ′ > 0 on A and we have that L1( f (A)) = 0, since f (A) ⊆ Z . As f is nondecreasing, we have
that f is injective on A and the set {t ∈ A: f (t) = y} has at most one element for every y ∈ R. Thus
by the change of variable formula (see, e.g., [9, Theorem 7.43, Section 7.8, p. 227]) we infer that∫
A
f ′(t)dt = L1( f (A))= 0.
It follows, since f ′ > 0 on A, that L1(A) = 0. 
4. More on metric spaces
In order to put previous Theorem 3.1 in the wider framework of rate independent operators acting
between curves in metric spaces. We need some more tools from metric space analysis. In this section
(E,d) is a complete metric space and we will work with the space of (continuous) curves C([0, T ]; E)
and with the subspace of rectiﬁable curves CBV([0, T ]; E). There are two natural metrics on these
spaces, namely the metric of the uniform convergence and the strict metric. Here are the deﬁnitions:
d∞(u, v) := sup
t∈[0,T ]
d
(
u(t), v(t)
)
, u, v ∈ C([0, T ]; E), (4.1)
ds(u, v) := d∞(u, v) +
∣∣V(u, [0, T ])− V(v, [0, T ])∣∣, u, v ∈ CBV([0, T ]; E). (4.2)
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properties of strict convergence.
Lemma 4.1. If u,un ∈ CBV([0, T ]; E) and un → u strictly on [0, T ], then V(un, [s, t]) → V(u, [s, t]) for every
s, t ∈ [0, T ], s < t.
Proof. By deﬁnition it is clear that the variation is lower semicontinuous with respect to the point-
wise convergence, hence
V
(
u, [s, t]) lim inf
n→∞ V
(
un, [s, t]
)
.
On the other hand, using the lower semicontinuity and the strict convergence we infer that
V
(
un, [s, t]
)= V(un, [0, T ])− V(un, [0, s])− V(un, [t, T ])
 lim inf
n→∞ V
(
un, [0, T ]
)− V(un, [0, s])− V(un, [t, T ])
= V(u, [0, T ])− V(u, [0, s])− V(u, [t, T ])= V(u, [s, t]). 
In order to prove Proposition 4.1 below, we recall the following generalization of the Ascoli–Arzelà
theorem.
Theorem 4.1. Let un be an equicontinuous sequence in C([0, T ]; E). Assume that there exists a compact set
K ⊆ E such that for every ε > 0 there exists nε ∈ N and
un
([0, T ])⊆ {x ∈ E: d(x, K ) < ε} ∀n nε. (4.3)
Then there exists a subsequence of un which converges uniformly to some u ∈ C([0, T ]; E).
Proposition 4.1. Assume that u,un ∈ CBV([0, T ]; E). Let u and u˜ (resp. un and u˜n) be given by Proposi-
tion 2.1 with f = u (resp. f = un). If un → u strictly on [0, T ] then
n →  strictly on [0, T ], (4.4)
u˜n → u˜ strictly on [0, T ]. (4.5)
Proof. By Lemma 4.1 we have that n is pointwise convergent to u , which is a continuous function.
Therefore, as every n is nondecreasing, by [6, Theorem 10, p. 166] we infer the uniform convergence
of n . The convergence of the variations is trivial, therefore (4.4) is proved. Observe that V(˜un, [0, T ]) =
V(un, [0, T ]) for every n, therefore V(˜un, [0, T ]) → V(˜u, [0, T ]) as n → ∞. Since un → u uniformly on I
we have that for every ε > 0 there exists nε ∈ N such that
un
([0, T ])⊆ {x ∈ E: d(x,u([0, T ]))< ε} ∀n nε.
Observe that un([0, T ]) = u˜n([0, T ]) for every n, hence
u˜n
([0, T ])⊆ {x ∈ E: d(x,u([0, T ]))< ε} ∀n nε. (4.6)
By (2.6) and the strict convergence of un we deduce that the sequence (˜un) is equicontinuous. This
fact together with (4.6) and the compactness of u([0, T ]) allows us to apply the Ascoli–Arzelà theorem
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v ∈ Lip([0, T ]; E). Therefore
un = u˜n ◦ n → v ◦ u uniformly on [0, T ],
but un is uniformly convergent to u, thus u = v ◦ u , and by the uniqueness of the reparametrization,
we infer that u˜ = v , so that (4.5) is proved. 
Now we need a density theorem for rectiﬁable curves in metric spaces. We recall the following
Deﬁnition 4.1. The metric space (E,d) is called a length space if for any x, y ∈ E
d(x, y) = inf{V(g, [0,1]): g ∈ Lip([0,1]; E), g(0) = x, g(1) = y}. (4.7)
If x0, y0 ∈ E and there is a curve g ∈ Lip([0,1]; E) such that g(0) = x0, g(1) = y0 and d(x0, y0) =
V(g, [0,1]), then g is called a geodesic connecting x0 and y0.
Proposition 4.2. Assume that (E,d) is a complete length space. Then Lip([0, T ]; E) is dense in CBV([0, T ]; E)
endowed with the strict metric ds.
Proof. Assume that u ∈ CBV([0, T ]; E). Hence there is a sequence of subdivisions sn = {tn0, . . . , tnmn }
such that
0 = tn0 < tn1 < · · · < tnmn = T ,
sn ⊆ sn+1, |sn| := max j |tnj − tnj−1| → 0 as n → ∞, and
lim
n→∞
mn∑
j=1
d
(
u
(
tnj−1
)
,u
(
tnj
))= V(u, [0, T ]). (4.8)
Since E is a length space, for any n ∈ N and for any j ∈ {1, . . . ,mn} there exists gnj ∈ Lip([tnj−1, tnj ]; E)
such that
V
(
gnj ,
[
tnj−1, t
n
j
])− 1/nmn < d(u(tnj−1),u(tnj )). (4.9)
We deﬁne un : [0, T ] → E by setting
un(t) := γ nj (t) if t ∈
[
tnj−1, t
n
j
]
. (4.10)
It is clear that un is Lipschitz continuous and thanks to (4.8)–(4.9) we have
V
(
un, [0, T ]
)= mn∑
j=1
V
(
gnj ,
[
tnj−1, t
n
j
])= 1/n + mn∑
j=1
d
(
u
(
tnj−1
)
,u
(
tnj
))→ V(u, [0, T ]) (4.11)
as n → ∞, thus the convergence of the variations is proved. As far as concerns uniform convergence,
if ε > 0 is arbitrarily ﬁxed, then by uniform continuity there exists δ > 0 such that d(u(t),u(s)) < ε/3
whenever |t − s| < δ. Thus choose n0  3/ε such that |sn| < δ for every n  n0, and take t ∈ [0, T ].
Then t ∈ [tnj−1, tnj ] for some j ∈ {1, . . . ,mn} and, by (4.9)–(4.10),
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(
un(t),u(t)
)
 d
(
un(t),un
(
tnj
))+ d(un(tnj ),u(t))
= d(un(t),un(tnj ))+ d(u(tnj ),u(t))
 V
(
un,
[
tnj−1, t
n
j
])+ d(u(tnj ),u(t))
 d
(
u(t j−1),u(t j)
)+ 1/nmn + d(u(tnj ),u(t))< ε
because |sn| < δ. It follows that d∞(un,u) < ε for every n n0 and we are done. 
5. Rate independent operators in metric spaces
In this section we assume that (X,dX ) and (Y ,dY ) are two complete metric spaces.
Deﬁnition 5.1. We say that R : Lip([0, T ]; X) → C([0, T ]; Y ) is rate independent if
R(u ◦ γ ) = R(u) ◦ γ
whenever u ∈ Lip([0, T ]; X) and γ : [0, T ] → [0, T ] is Lipschitz continuous, nondecreasing and surjec-
tive.
Theorem 5.1. Let (X,dX ) be a complete length metric space. Moreover let us assume that
(i) Lip([0, T ]; X) is endowed with the strict metric,
(ii) C([0, T ]; Y ) is endowed with the uniform convergence metric.
Let R : Lip([0, T ]; X) → C([0, T ]; Y ) be a continuous and rate independent operator. Then R admits a unique
continuous extension R :CBV([0, T ]; X) → C([0, T ]; Y ) and
R(u) = R(˜u) ◦ u ∀u ∈ CBV
([0, T ]; X), (5.1)
where u and u˜ are given by Proposition 2.1 (with E = X and f = u). Finally if R(Lip([0, T ]; X)) ⊆
CBV([0, T ]; Y ), then R(CBV([0, T ]; X)) ⊆ CBV([0, T ]; Y ).
Proof. Let us consider u ∈ CBV([0, T ]; X) and take a sequence un ∈ Lip([0, T ]; X) such that un → u
strictly on [0, T ] (such a sequence exists by virtue of Proposition 4.2). Let u and u˜ (resp. un and u˜n)
be given by Proposition 2.1 with E = X and f = u (resp. with E = X and f = un). For simplicity we set
n := un . Observe that n is Lipschitz continuous. Thanks to Proposition 2.1 and to rate independence
we have that
R(un) = R(˜un ◦ n) = R(˜un) ◦ n ∀n ∈ N. (5.2)
By Proposition 4.1 n →  and u˜n → u˜ uniformly on [0, T ], hence the continuity of R implies that
R(˜un) → R(˜u) uniformly on [0, T ] and from (5.2) we get
R(un) → R(˜u) ◦ u uniformly on [0, T ].
It follows that R(un) → R(u) := R(˜u) ◦ u uniformly. By a standard diagonalization procedure we have
that the convergence holds true even if the approximating sequence un belongs to CBV([0, T ]; X), thus
R is a continuous extension of R. The uniqueness of such extension is due to the fact that the topology
of uniform convergence is metrizable, hence a Hausdorff topology. It is clear that R extends R, indeed
by the rate independence and formula (5.1) we have
R(v) = R(˜v ◦ v) = R(˜v) ◦ v =: R(v) ∀v ∈ Lip
([0, T ]; X).
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and we are done. 
6. Application to sweeping processes
In order to apply Theorem 5.1 to sweeping processes, i.e. with R = S, we need to check the fol-
lowing assumptions:
(a) S is rate independent;
(b) S is continuous in the sense of Theorem 5.1;
(c) CH is a complete length metric space.
Assumption (a) is well known and trivial to verify: if γ : [0, T ] → [0, T ] is nondecreasing Lips-
chitz continuous, C ∈ Lip([0, T ];CH), and y = S(C) is the solution of the sweeping process, then
(y ◦ γ )′(t) = γ ′(t)y′(t) for L1-a.e. t ∈ ]0, T [ and γ ′  0 almost everywhere. Therefore, by the fact that
NK(x) is a cone, we infer that y ◦ γ is the solution of the sweeping process driven by C ◦ γ . In order
to prove (b) we need the following lemma which allows us to apply Theorem 2.2.
Lemma 6.1. Assume that C,Cn ∈CH for every n and Cn → C . Then
(i) for every x ∈ C there exists a sequence (xn) in H such that xn → x and ICn (xn) → IC(x);
(ii) if xnk ⇀ x then IC(x) lim infk→∞ ICnk (xnk ).
Proof. (i) Deﬁne xn := ProjCn (x) ∈ Cn , thus IC(x) = 0 and ICn (xn) = 0 for every n ∈ N because x ∈ C .
Using Lemmas 2.3 and 2.2 we infer that
‖xn − x‖2H =
∥∥ProjCn (x) − ProjC(x)∥∥2H
 2
[
d(x, Cn) + d(x, C)
]
dH (Cn, C)
 2
[
2d(x, C) + dH (Cn, C)
]
dH (Cn, C) → 0.
(ii) If x ∈ C there is nothing to prove. Moreover if xnk /∈ Cn deﬁnitively then the conclusion is trivial.
Thus we may assume that xnk ∈ Cnk for every k ∈ N. For simplicity we can also argue on the entire
sequence xn and assume xn ∈ Cn for every n ∈ N. Let ε > 0 be arbitrarily ﬁxed. Hence there exists
nε ∈ N such that
Cn ⊆ C + Bε(0) ∀n nε.
As xn ⇀ x we have that x ∈ C + Bε(0). By the arbitrariness of ε it follows that x ∈ C which implies
the conclusion. 
It remains to prove (c). We have already pointed out that CH is complete. In order to conclude
we prove that every couple of sets in CH with ﬁnite distance can be connected by a geodesic, hence
CH is a length space.
Proposition 6.1. Assume that C0,C1 ∈CH and dH (C0,C1) < ∞. Let C : [0,1] →CH be deﬁned by
C(t) := (1− t)C0 + tC1, t ∈ [0,1].
Then dH (C(s),C(t)) = |t − s|dH (C0,C1) for every s, t ∈ [0,1]. In particular V(C, [0,1]) = dH (C0,C1) so that
C is a geodesic connecting C0 and C1 .
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ﬁnd
C(s) = (1− s)C0 + sC1
= (1− s + t − t)C0 + sC1
= (1− t)C0 + (t − s)C0 + sC1
⊆ (1− t)C0 + (t − s)
(C1 + Bδ(0))+ sC1
= (1− t)C0 + tC1 + (t − s)Bδ(0).
On the other hand
C(t) = (1− t)C0 + tC1
= (1− t)C0 + (t − s + s)C1
= (1− t)C0 + (t − s)C1 + sC1
⊆ (1− t)C0 + (t − s)
(C0 + Bδ(0))+ sC1
= (1− s)C0 + sC1 + (t − s)Bδ(0).
It follows that
dH
(C(s), C(t)) (t − s)δ = (t − s)dH (C0, C1). (6.1)
In order to prove the opposite inequality, let us observe that by the triangle inequality and by (6.1)
we have
dH (C0, C1) dH
(C0, C(s))+ dH (C(s), C(t))+ dH (C(t), C1)
 sdH (C0, C1) + dH
(C(s), C(t))+ (1− t)dH (C0, C1),
hence (t − s)dH (C0,C1) dH (C(s),C(t)). 
The previous discussion allows to apply the abstract Theorem 5.1 to the solution operator S of the
sweeping process and infer the following
Corollary 6.1. Let S : Lip([0, T ];CH) → Lip([0, T ];H) be the solution operator of the sweeping processes,
associating to every C ∈CH the unique solution y satisfying (3.1)–(3.3). This operator is continuous when the
domain is endowedwith the strict metric and the codomain is endowedwith themetric of uniform convergence.
The operator S admits a unique continuous extension S :CBV([0, T ];CH) → CBV([0, T ];H) which is given
by the formula
S(C) = S(C˜) ◦ C ∀C ∈ CBV
([0, T ];CH), (6.2)
where C and C˜ are the normalized arc length and the reparametrization deﬁned in Proposition 2.1.
Moreover S is the solution operator of the sweeping processes in the sense of differential measures, i.e.
y = S(C) is the only function such that (3.4)–(3.7) hold. From the representation formula (6.2) it follows
that S(AC1,p([0, T ];CH)) ⊆ W 1,p([0, T ];CH) for every p ∈ [1,∞].
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that S(Lip([0, T ];CH)) ⊆ C([0, T ];H). The fact that the image of S is contained in CBV([0, T ];H)
only requires that S maps a Lipschitz function into a function with bounded variation. Finally the
assumption S(Lip([0, T ];CH)) ⊆ Lip([0, T ];H) is necessary only for the last statement of the corol-
lary.
Some remarks are in order for the case of a BV discontinuous driving convex set C(t). Let us
conﬁne ourselves to the particular case given by C(t) := u(t) − Z , where Z is a ﬁxed closed convex
set containing 0 and u : [0, T ] → H is a given function. This particular sweeping process is usually
called play operator and has an important role in elastoplasticity and hysteresis (cf. e.g. [11,18]).
In this case the solution operator can be equivalently deﬁned on the space Lip([0, T ];H), i.e.
P := S : Lip([0, T ];H) → Lip([0, T ];H). Of course the abstract Theorem 5.1 applies and we have seen
that S admits a continuous extension S :CBV([0, T ];H) → CBV([0, T ];H). In the paper [19] we stud-
ied its extension to the whole space BV([0, T ];H). Following a procedure similar to the one presented
in Section 5 we showed that there exists a further extension P :BV([0, T ];H) → BV([0, T ];H) having
the following continuity property: P(un) → P(u) in L1(0, T ;H) whenever un → u in L1(0, T ;H) and
V(un, [0, T ]) → V(u, [0, T ]), un ∈ Lip([0, T ];H). Moreover P can be described by a formula similar
to (5.1), namely
R(u) = R(˜u) ◦ u ∀u ∈ BV
([0, T ]; H),
where u is deﬁned by means of the essential variation, and u˜ is the unique Lipschitz continuous
function such that u = u˜ ◦ u and that is aﬃne on the intervals of type [u(t−), u(t+)] for every
discontinuity point t of u . The continuity property suggests that R seems to be a “reasonable” ex-
tension of R, nevertheless in [19] we show that R(u) is not the solution in the sense of differential
measures when u (i.e. C) is a discontinuous function of bounded variation. This is due to the fact
that in [19] we ﬁll the jumps of u by a geodesic (a segment), whereas with the catching up algo-
rithm in [17], the solutions on jumps are deﬁned by means of projections. A formulation for the
play operator which turns out to be equivalent to the solution in the sense of differential measures
is given in [12,13] by means of the Kurzweil integral. The procedure in [19] for the play operator
can be extended to rate independent operators in metric space deﬁned on possibly discontinuous BV
functions, but some more restrictions on X are necessary. This analysis will be the object of a further
work.
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