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ORDER PRESERVING TRANSFORMATIONS OF THE HILBERT
GRASSMANNIAN
MARK PANKOV
Abstract. Let H be a separable real Hilbert space. Denote by G∞(H) the
Grassmannian consisting of closed subspaces with infinite dimension and codi-
mension. This Grassmannian is partially ordered by the inclusion relation. We
show that every order preserving transformation of G∞(H) can be extended
to an automorphism of the lattice of closed subspaces of H. It follows from
Mackey’s result [8] that automorphisms of this lattice are induced by invertible
bounded linear operators.
Dedicated to G. W. Mackey (1916 – 2006)
1. Introduction
Let V be a left vector space over a division ring R. If dimV = n is finite then we
write Gk(V ) for the Grassmannian consisting of k-dimensional subspaces of V , two
elements of Gk(V ) are called adjacent if their intersection is (k − 1)-dimensional.
Chow’s theorem [4] states that every adjacency preserving transformation of Gk(V )
(1 < k < n − 1) is induced by a semi-linear isomorphism of V to itself or to the
dual space V ∗, and the second possibility can be realized only for the case when
n = 2k. Recall that a mapping l : V → V is semi-linear if it is additive and there
exists an automorphism σ : R→ R such that
l(ax) = σ(a)l(x)
for all x ∈ V and a ∈ R. Some interesting results closely connected with Chow’s
theorem can be found in [5, 6, 7].
Now suppose that V is infinite-dimensional. In this case we define Grassmanni-
ans as the orbits of the action of the linear group on the set of proper subspaces of V .
Let us consider a Grassmannian G consisting of subspaces with infinite dimension
and codimension. Two subspaces S,U ∈ G are said to be adjacent if
dim(S/(S ∩ U)) = dim(U/(S ∩ U)) = 1.
The Grassmann graph (the graph whose vertex set is G and whose edges are pairs
of adjacent subspaces) is not connected and there are adjacency preserving trans-
formations of G which are not induced by semi-linear mappings (see Example 4.3 in
[3]). On the other hand, G is partially ordered by the inclusion relation and every
order preserving transformation of G preserves the adjacency relation, however the
adjacency preserving transformation constructed in [3] is not order preserving.
In the present paper we consider a separable real Hilbert space and the Grass-
mannian consisting of its closed subspaces with infinite dimension and codimension.
We show that every order preserving transformation of this Grassmannian can be
extended to an automorphism of the lattice of closed subspaces of the Hilbert space.
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By Mackey’s result [8], automorphisms of this lattice are induced by invertible
bounded linear operators.
2. Result
Let H be a separable real Hilbert space. Denote by G(H) the lattice of closed
subspaces of H . The group GL(H) (the group of invertible bounded linear opera-
tors) acts on G(H), the orbits of this action will be called Grassmannians. There
are the following three types of Grassmannians:
• Gk(H) consisting of k-dimensional subspaces,
• Gk(H) consisting of closed subspaces with codimension k,
• G∞(H) consisting of closed subspaces with infinite dimension and codimen-
sion.
The latter Grassmannian is partially ordered by the inclusion relation.
Every invertible bounded linear operator induces an automorphism of the lattice
G(H).
Theorem 1 ([8], p. 246). Every automorphism of the lattice G(H) is induced by
an invertible bounded linear operator.
Let f be an automorphism of G(H). The restriction of f to G1(H) is a collineation
of the projective space associated with H to itself (points of this projective space
are 1-dimensional subspaces and lines are defined by 2-dimensional subspaces).
This collineation is induced by an invertible linear operator A : H → H (the
Fundamental Theorem of Projective Geometry [1, 2]), and it is not difficult to
show that
f(S) = A(S)
for every S ∈ G(H). Theorem 1 is a consequence of the following lemma.
Lemma 1 (Lemma B in [8]). Every invertible linear operator preserving G1(H) is
bounded.
The results given above were established in [8] for normed vector spaces over R.
In this paper the following statement will be proved.
Theorem 2. Let f : G∞(H)→ G∞(H) be an order preserving bijection:
S ⊂ U ⇐⇒ f(S) ⊂ f(U).
Then f can be extended to an automorphism of G(H).
3. Proof of Theorem 2
First we give a trivial remark concerning the automorphisms of G(H) induced
by invertible bounded linear operators. Let A ∈ GL(H). Recall that the adjoint
operator A∗ : H → H is defined by the formula
(A∗x, y) = (x,Ay)
for all x, y ∈ H . An easy verification shows that the mapping
S → (A(S⊥))⊥
(S⊥ is the orthogonal complement to S) is the automorphism of G(H) induced by
the operator (A∗)−1.
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Lemma 2. Let S ∈ G∞(H) and X be the set of all elements of G∞(H) contained
in S. There exists an invertible bounded linear operator A : S → f(S) such that
f(U) = A(U)
for all U ∈ X .
Proof. We restrict ourself to the case when f(S) = S, since in the general case
we can take C ∈ GL(H) which sends f(S) to S and consider the transformation
U → C(f(U)).
Let us consider S as a Hilbert space and denote by Y the set of its closed
subspaces with infinite codimension. We have U ∈ Y if and only if U⊥ belongs
to X (throughout the proof we will write U⊥ for the orthogonal complement in
S). Since f is order preserving, the same holds for the transformation g : Y → Y
sending U to (f(U⊥))⊥; and the equality
f(Gi(S)) = Gi(S)
implies that
g(Gi(S)) = Gi(S),
in particular the restriction of g to G1(S) is a collineation of the projective space
associated with S to itself. This collineation is induced by an invertible linear
operator B : S → S (the Fundamental Theorem of Projective Geometry) and an
easy verification shows that
g(U) = B(U)
for all U ∈ Y. For every infinite-dimensional subspace U ∈ Y we have
g(G1(U)) = G1(g(U))
(g is order preserving) and Lemma 1 guarantees that the restriction of B to every
element of Y is bounded. Since there are M,N ∈ Y such that S = M ∔ N , the
operator B is bounded. By the remark given above, the operator (B∗)−1 is as
required. 
Lemma 3. Let S and U be elements of G∞(H) such that S∔U belongs to G∞(H).
Then
dim(S ∩ U) = dim(f(S) ∩ f(U)).
Proof. We apply Lemma 2 to S ∔ U and get the claim. 
If S is a finite-dimensional subspace of H then we write [S] for the set of all
elements of G∞(H) containing S.
Lemma 4. For every S ∈ Gk(H) there exists S
′ ∈ Gk(H) such that
f([S]) = [S′].
Proof. We choose M,N ∈ [S] such that M ∩N = S and define
S′ := f(M) ∩ f(N).
By Lemma 3, S′ belongs to Gk(H).
Let U be an element of [S]. First we consider the case when U has an infinite-
dimensional intersection with M or N . Suppose that U ∩N is infinite-dimensional.
Then U ∩N belongs to [S] and its f -image is contained in f(N). Hence
f(U ∩N) ∩ f(M) ⊂ S′.
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On the other hand, U ∩N intersects M precisely by S. Lemma 3 guarantees that
f(U ∩ N) ∩ f(M) is k-dimensional, thus this subspace coincides with S′. This
implies that
S′ ⊂ f(U ∩N) ⊂ f(U)
and f(U) belongs to [S′].
Now suppose that U∩M and U∩N both are finite-dimensional. Then U contains
T ∈ G∞(H) such that
T ∩M = T ∩N = S.
By Lemma 3, the subspaces
f(T ) ∩ f(M) and f(T ) ∩ f(N)
are k-dimensional. If one of these subspaces does not coincide with S′ then they
are different (it follows from the equality f(M) ∩ f(N) = S′). In this case f(T )
contains T ′ ∈ G∞(H) such that
dim(f(M) ∩ T ′) = k and dim(f(N) ∩ T ′) < k.
It follows from Lemma 3 that f−1(T ′) intersects M by a k-dimensional subspace;
since f−1(T ′) is contained in T and T ∩M = S, this subspace coincides with S.
The inclusion S ⊂ f−1(T ′) ⊂ T and the equality T ∩N = S show that
N ∩ f−1(T ′) = S
which contradicts the latter inequality. Therefore
f(T ) ∩ f(M) = f(T ) ∩ f(N) = S′;
in particular f(T ) is an element of [S′], and the same holds for f(U) (since f(T ) is
contained in f(U)).
We have established that f([S]) ⊂ [S′]. The proof of the inverse inclusion is
similar. 
If S ∈ G(H) is a subspace with finite codimension then we write [S] for the set
of all elements of G∞(H) contained in S.
Lemma 5. For every S ∈ Gk(H) there exists S′ ∈ Gk(H) such that
f([S]) = [S′].
Proof. Let us consider the order preserving transformation g : G∞(H) → G∞(H)
sending U to (f(U⊥))⊥. Lemma 4 implies the existence of T ∈ Gk(H) such that
g([S⊥]) = [T ].
The subspace S′ = T⊥ is as required. 
If S ∈ G(H) is a subspace of finite dimension or codimension then there exists a
subspace S′ belonging to the Grassmannian containing S and such that
f([S]) = [S′]
(Lemmas 4 and 5). We define f(S) := S′. This gives the required extension.
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4. Problem
Let H be a separable complex Hilbert space. A mapping A : H → H is said to be
a semi-linear operator if it is additive and there exists an automorphism σ : C→ C
such that
Aax = σ(a)Ax
for all x ∈ H and all a ∈ C; if A 6≡ 0 then there is only one automorphism satisfying
this condition, and we get a usual linear operator if this automorphism is identical.
The field R has not non-trivial automorphisms, thus in the real case any semi-
linear operator is linear. The complex case is more complicated: the conjugate
transformation is unique non-trivial continuous automorphism, but there exist non-
continuous automorphisms of C.
If a semi-linear operator A : H → H (A 6≡ 0) is bounded then the associated
automorphism σ : C → C is continuous, hence σ is identical (A is linear) or it is
the conjugate transformation (Aax = aAx).
Problem. Show that every semi-linear operator preserving G1(H) is bounded.
The methods used to prove Lemma 1 (Lemma B in [8]) can not be exploited in the
complex case, it is connected with the existence of non-continuous automorphisms
of C.
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