A framework for robustness analysis of input constrained nite receding horizon control is presented. Under the assumption of quadratic upper bounds on the nite horizon costs, we derive su cient conditions for robust stability of the standard discrete-time linear-quadratic receding horizon control formulation. This is achieved by recasting conditions for nominal and robust stability as an implication between quadratic forms, lending itself to S-procedure tools which are used to convert robustness questions to tractable convex conditions. Robustness with respect to plant/model mismatch as well as for state measurement error is shown to reduce to the feasibility of linear matrix inequalities. Simple examples demonstrate the approach.
Introduction
Receding horizon, moving horizon and model predictive control are names for a state feedback control technique where the control action is determined by solving an on-line optimization at each time step. The optimization involves the solution to a nite horizon open-loop control problem using a model of the true plant. The ability to easily incorporate constraints into the on-line optimization is the major advantage of receding horizon control. Unfortunately, a thorough theoretical analysis of its properties has proved to be a challenging task.
The di culty with stability analysis of constrained receding horizon control can be attributed to the fact that it produces inherently nonlinear closed-loop systems, even when the plant is linear. Furthermore, this is complicated by the fact that, in general, a closed form expression for the controller and closed loop system does not exist. These di culties are compounded even further when a mismatch exists between the true plant and the model of the plant used in the on-line optimization. Many authors have delved into the area of robustness of receding horizon control, generally approaching the problem from one of two viewpoints. One approach is to provide a robust formulation of receding horizon control by altering the on-line optimization to guarantee certain properties 10, 15, 4, 1, 28] , while the other involves robustness analysis of more standard receding horizon implementations 25, 26, 8, 17, 18, 22, 21, 28, 16] . The approach presented in this paper tends to align better with the second point of view.
There are two distinguishing features of the problem we tackle. First, we consider control constrained receding horizon formulations using the simplest on-line optimizations. Since completing the optimization in a short amount of time is crucial, when constraints are linear, we strip the on-line optimization to the simplicity of a quadratic program, requiring no additional constraints such as terminal constraints or that the nal predicted state reach a speci ed region. Hence, we consider schemes that are practically implementable. Secondly, we develop robustness analysis tools for these simplest schemes. That is, given a receding horizon controller we probe its stability and robustness properties.
While some other techniques require di cult on-line optimizations to obtain robustness results, our main di culties are translated to o -line calculations. We make a key assumption to obtain our results, which is that quadratic upper bounds on the nite horizon cost can be calculated. This is nearly equivalent to nding a stabilizing control law that satis es the constraints. When such a controller is already known to exist, what is the bene t of constrained receding horizon control? The justi cation tends to be that receding horizon control exhibits superior performance properties when compared to other constrained stabilizing controllers. This is why receding horizon control is often applied to open-loop stable plants, rather than just allowing the open-loop plant to evolve. Of course, it is not always true that receding horizon control performs well. In certain examples it actually destabilizes open-loop stable plants, hence a stability theory is necessary as well.
Our basic approach can be summarized as follows. We use the information in quadratic upper bounds on the nite horizon costs to write su cient conditions for robust stability as implications between quadratic forms. The S-procedure 13, 14, 24] is then used to convert these to Linear Matrix Inequalities (LMIs), which are computationally tractable.
Problem Formulation
Let IR n denote the space of real n dimensional vectors and IR n m denote real matrices of size n m. The notation (>; ; ; <) will be used to denote standard inequalities, with ( ; ; ; ) denoting matrix inequalities. That is, A B if and only if A ? B is positive semide nite.
Plant Models
We will refer to three di erent plant models: a nominal plant model and two uncertain representations. These are described below:
1. Nominal:
with A 2 IR n n and B 2 IR n m .
2. Polytopic: 
where Co denotes the convex hull.
3. Structured:
where w(k) 2 IR m 1 and the operator is block diagonal: = diag( 1 ; : : : ; r ]); where each j is a memoryless time-varying matrix with k j k 2 := ( j ) 1, j = 1 : : : r.
In all cases, we will assume the pair A; B] is controllable. In receding horizon control, an optimization is solved at every time step. This optimization is based on a plant model. In this paper, that model will always be the nominal model. We will then ask whether this controller based on the nominal plant model stabilizes all plants within the two uncertain models (polytopic and structured).
Receding Horizon Controller
A receding horizon controller is based on the following optimization which is solved at each time step:
J i (x) := min u(0);:::;u(i?1)
where Q > 0, R > 0, P 0 > 0 and i is the horizon length. The input constraint c u ( ) 0 is assumed to be convex and feasible in a neighborhood containing u = 0. (Note that we only consider control constraints. In Section 4 we discuss the di culties associated with extending the results in this paper to state constraints.) To streamline notation, we will use the following de nitions. Let u j;r] := u(j); : : : ; u(r)] denote a sequence of control actions from j to r. The notation will be reserved to denote the optimal solution to (5) which is a function of the initial state x and horizon length i, i.e. (6) where H i is the appropriately formulated matrix. The receding horizon controller is based on the optimization in (6) . That is, at each time step k, the optimization (6) with a xed horizon i = N is solved for u 0;N?1] (x(k); N). The rst control action u (0; x(k); N) is implemented. At time k + 1 the optimization is re-solved and the process repeats. From now on, we will x the horizon at i = N for our receding horizon controller, and analyze the stability and robustness of this scheme.
Notation and Assumptions
We will often nd it convenient to stack the state x(k) and control sequence u 0;N] together into a single vector. To transition between time k and time k + 1 using the nominal plant model, we de ne the matrices j for j = 1:::N as follows. This assumption states that we can construct quadratic upper bounds for the cost of the nite receding horizon objective along optimal trajectories beginning in some set W. (Note that U 1 and U 1 essentially de ne the same bound, the only di erence being that they might be valid in di erent regions: U 1 corresponding to x (N ? 1; x; N) andŨ 1 corresponding to x (N; x; N). In practice, they can often be chosen to be equal.) Furthermore, to be meaningful, these bounds must be tight in the sense that ideally they correspond to a stabilizing trajectory for the nominal plant. While this assumption is certainly restrictive, there are large classes of systems for which bounds can be found. Furthermore, these classes of systems are those that receding horizon control is typically applied to. Below we provide a brief outline: In 6] an algorithm is given for computing a constant upper bound through a linear program when state constraints de ne a bounded convex polytope. Their approach is easy to adapt to determine a quadratic upper bound. This can be done by either solving a linear program which is guaranteed to bound the cost at each vertex of the convex polytope (but requires further analysis to be guaranteed as an upper bound for the entire polytope) or solving an LMI requiring the upper bound to be valid on the entire boundary of the polytope, which establishes the required bound.
Application of Upper Bounds
We will use the bounds described in Assumption 2.1 in the following manner. Consider the optimal trajectory x (i; x; N) i = 0 : : : N generated by the solution to (6) 
Hence, we know that the sequence u 0;N?1] (x; N); u (N; x (N; x; N); 1)] satis es (13) and (14) for all x 2 W. Therefore, for x 2 W, if we de ne the set 
S-Procedure
A tool that we will call upon frequently often goes by the name S-procedure and can be summarized as follows: 
Lyapunov Stability
Finally, we state the Lyapunov theorem that we will use to establish stability. The proof of this result is easily adapted from 9]. We will apply this theorem as follows. The cost J N will be our Lyapunov function V , and f(x(k); k) will be the receding horizon controlled closedloop system. It is obvious that J N is a valid choice for V since it is positive de nite, continuous (from convexity), and tends to in nity as the state tends to in nity. We are only left to show that it is decreasing along trajectories of the system. The following sections establish su cient conditions to ensure this under polytopic, structured and measurement uncertainty.
Robust Stability
We are now prepared to derive su cient conditions for robust stability in the form of linear matrix inequalities. Our approach is to write everything as quadratic forms and then apply the S-procedure. We begin by considering the polytopic model of an uncertain plant.
Polytopic Uncertainty
Recall the polytopic description of an uncertain plant model: is satis ed. Now, we can follow a systematic approach which derives a su cient LMI condition in place of (16). ; (17) it is possible to replace J N (x) ? J N (Ãx +Bu (0; x; N)) kxk 2 2 by the su cient condition This theorem states su cient conditions for robust stability as the feasibility of LMIs. The general procedure outlined in this section for deriving su cient LMI conditions for robust stability is the same for both structured and measurement uncertainty. Di erences only occur in the details. Hence, we will proceed much more quickly through the following two sections which handle the structured and measurement uncertainty cases.
Structured Uncertainty
We now consider the structured uncertainty representation for uncertain systems:
where w(k) 2 IR m 1 and the operator is block diagonal: = diag( 1 ; : : : ; r ]); where each j is a memoryless time-varying matrix with k j k 2 := ( j ) 1, j = 1 : : : r. This can be rewritten as:
x(k + 1) = Ax(k) + B 1 w(k) + B 2 u(k) (22) w
for j = 1 : : : r. It is easy to see that the equations (23) are quadratic forms in x(k); w(k) and u(k) which we will generically denote by: 
Measurement Uncertainty
In this section we deal with the issue of state measurement error. Let x(k) denote the true state andx(k) denote our measurement of the state at time k. Furthermore, assume that the state measurement contains an error that can be characterized through a quadratic form: where the rst term replaces J N (x), the second term replaces the M term, the third term bounds J N (Ax + Bu (0;x; N)), and the nal term replaces kxk 2 2 , so that (11) and (14), respectively, then the implication (38) can be replaced by the su cient condition: 
Discussion
In deriving our LMI results we proceed through four steps, each introducing some amount of conservativeness. How conservative, then, is the nal result? It turns out that the nal LMI conditions are actually less conservative than many existing approaches. Our su cient LMI conditions for stability are based on checking whether the nite horizon cost J N is decreasing. This approach is quite standard in receding horizon literature. As a result, some previous results can be reconciled with the LMI approach we have taken. Let us provide two examples to guide the reader. The in nite horizon results of Rawlings and Muske 20] for open{loop stable plants are also guaranteed by the LMIs derived in this paper. This can be checked by using a terminal weight equal to the open-loop in nite horizon cost, and checking the appropriate LMIs. Additionally, the LMI approach can be used to go further and guarantee stability under other terminal weights, and under plant and measurement uncertainty.
As a second example, consider a scheme in which the on-line optimization requires a terminal constraint that the nal state lie within a speci ed set. Furthermore, the terminal weight corresponds to the cost of applying a stabilizing linear controller (u = Kx) that satis es the constraints within the terminal set 6]. In the nominal stability case, this information is equivalent to saying that u(N) = Kx (N; x; N) is a valid choice for the control move u(N). With this information we can substitute for u(N) and write quadratic forms in terms of x(k), u 0;N?1] and x (N; x; N). Even without the upper bounds on any of the nite horizon costs that we have assumed in Assumption 2.1, this information alone will guarantee nominal stability from our LMIs since the matrix s in terms of x(k); u 0;N?1] and x (N; x; N) will be positive de nite! One can then proceed further, with added di culty, and attempt to analyze robustness properties, etc. We leave it to the reader to pursue other direct extensions.
We are also obliged to mention at least a plausible technique for dealing with the di cult question of nding a positively invariant subset of W. We have also utilized the following freedom in our numerical examples. Note that we include the initial term x T Qx in the cost J N (x) (5) even though it has no e ect on the optimizing solution u 0;N?1] (x; N) and hence no e ect on the receding horizon control law. In fact, the Q corresponding to this rst term can be used as a free variable in the s term in the LMIs we derived. This corresponds to testing Lyapunov functions J N , but parameterized by this Q, and can further reduce the conservativeness of the LMI conditions. Finally, we mention state constraints. When there is no uncertainty, our LMI approach will work for state constraints. Again there is the di cult issue of computing quadratic upper bounds as in Assumption 2.1. On the other hand, when uncertainty is present, the results do not hold. This is because the receding horizon controller is based upon an optimization using the nominal plant model. Hence, state constraints will be satis ed if the nominal plant model is used, but not necessarily if the uncertain model is used. So-called soft state constraints 7] can be used to get around this problem.
Numerical Examples
In this section we demonstrate the LMI computations on both an open-loop stable and unstable plant. These examples provide a simple illustration of the presented approach.
Example 1: An open-loop stable system
Consider the following stable dynamics: 
Robustness Results
For a xed horizon length, we will determine (by checking the feasibility of the LMI given in Theorem 3.1 for various values of ) the largest value of (which de nes the range for the unknown parameter d) that will be guaranteed stable under the receding horizon policy based on the nominal system (d = 0). The results are given in Table 1 . 
Measurement Error
Finally, we will use our results to determine the amount of state measurement error that can be tolerated while stability is still maintained. Measurement error will be modeled as:
kx ? xk 2 ekxk 2 : Table 2 : Largest value of e for which robust stability is guaranteed Thm. 3.3 was used to determine the largest possible values for e for a given terminal weight P 0 and horizon length N. The results are supplied in Table 2 .
For the in nite horizon terminal weight U 1 , using the same reasoning as in the robustness analysis case, it is not surprising that the results were the same regardless of horizon length. 
Robustness Results
For this example, we determined the maximum range in which the parameter d could vary while stability was still guaranteed by Thm. 3.1. The results are supplied in Table 3 . The results show that for these cost parameters, horizon lengths, and form of plant uncertainty, we cannot guarantee a large degree of robustness, except for the largest terminal weight 2L 1 , and the shortest horizon N = 2.
Conclusion
We presented a new approach to the analysis of constrained nite receding horizon control for the class of systems for which quadratic upper bounds on the nite horizon costs can be calculated. This approach, based on viewing stability as an implication between quadratic forms, allows stability and robustness properties of the standard quadratic program based receding horizon scheme to be determined by LMIs. As a robustness analysis tool it was shown to e ectively handle plant uncertainty in both polytopic or structured uncertainty representations, as well as state measurement errors. This framework is potentially applicable to a wide assortment of receding horizon schemes.
