Newton polygons of L-functions of polynomials of the form Xd+λX  by Yang, Roger
Finite Fields and Their Applications 9 (2003) 59–88
Newton polygons of L-functions of polynomials
of the form X d þ lX$
Roger Yang
Pasadena City College, 1570 E. Colorado Blvd. Pasadena, CA 91106, USA
Received 23 October 2001; revised 6 July 2002; accepted 16 July 2002
Abstract
Let f ðxÞ ¼ xd þ lx be a polynomial over Fq: The purpose of this paper is to determine the
Newton polygon for the L-function Lðf ; TÞ of exponential sums attached to the one variable
polynomial f ðxÞ over a ﬁnite ﬁeld of characteristic p: The ﬁrst slope of the Newton polygon is
calculated for all equivalence classes of d: The entire Newton polygon is given for when
p  1mod d:
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction and terminology
Let Fq be a ﬁnite ﬁeld of q elements of characteristic p: Let f ðxÞ ¼ xd þ lx be a
polynomial over Fq: In this paper I study the slopes for the Newton polygon of the
L-function of f ðxÞ over afﬁne space. It is well known that this L-function is a
polynomial of degree d  1: The L-function can be deﬁned in two ways. One way is
via an Euler product expansion. In this paper, we take the second approach which is
to use character sums via the exponential function.
For each positive integer k; let Fqk be the ﬁnite extension of Fq of degree k: Let zp
be a ﬁxed primitive pth root of unity in the complex numbers. For any Laurent
polynomial f ðx1;y; xnÞAFq½x1; x11 ;y; xn; x1n ; we form the exponential sum
Snkðf Þ ¼
X
xiAFn
qk
zTrkf ðx1;y;xnÞp ;
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where Fnqk denotes the set of non-zero elements in Fqk and Trk denotes the trace map
from Fnqk to the prime ﬁeld Fp: This is the exponential sum over the n-torus over Fqk :
One of the fundamental problems in number theory is to understand the sequence
Snkðf Þ ð1pkoNÞ of algebraic integers.
By well-known theorems of Dwork–Bombieri–Grothendieck the following
generating L-Function is a rational function:
Lnðf =Gnm; tÞ ¼ exp
XN
k¼1
Snkðf Þ
tk
k
 !
¼
Qd1
i¼1 ð1 aitÞQd2
j¼1ð1 bj tÞ
;
where the ﬁnitely many numbers ai ð1pipd1Þ and bj ð1pjpd2Þ are non-zero
algebraic integers. Thus, our fundamental question is reduced to understanding the
reciprocal zeros ai ð1pipd1Þ and poles bj ð1pjpd2Þ: Much work has been done in
ﬁnding the complex absolute values, what interests us now is trying to ﬁnd the p-adic
absolute values. This question can best be described in terms of Newton polygons
(see [Ma]), which gives information about the p-adic absolute value of the zeros and
poles of our L-function.
Computing the Newton polygon of an L-function is a difﬁcult problem. The
Newton polygon is a subtle arithmetic invariant, since it not only depends on the
geometry and topology of the polynomial f ðxÞ; but also on the prime number p and
on the actual coefﬁcients of the polynomial f ðxÞ: It can be viewed as the p-adic
Riemann hypothesis for the L-function Lnðf ; TÞ: Unfortunately, very little has been
done in explicitly computing Newton polygons, even in the single variable case.
Sperber has calculated the Newton polygon for degree 3 polynomials [Sp] and Hong
has computed it for degree 4 polynomials [Ho]. Thus far, almost all approaches,
except the one used by Wan [W2], use some sort of cohomology theory. In my thesis,
by reﬁning and improving the chain level approach used by Wan, I describe and
apply a new method to compute the Newton polygon of the L-function
corresponding to a single variable polynomial of any degree d of with the shape
xd þ lx for lAFnq : I believe that this method may be applied to compute Newton
polygons for many different objects of interest.
Section 2 presents an overview of Dwork’s theory. In particular, from Dwork’s
trace formula we will see that ﬁnding information about the roots of the L-function
amounts to understanding the determinant of an inﬁnite Frobenius matrix. The
approach taken is to triangularize the inﬁnite Frobenius matrix corresponding to the
L-function associated with f ðxÞ: This theory is developed over the torus Gnm; which is
easier to work with. From this, we can easily obtain the information we desire about
the afﬁne case.
In Section 3, I discuss in detail how we may ‘‘triangularize’’ the ﬁrst side of our
inﬁnite matrix (i.e. perform a semilinear change of basis such that all the entries in
the ﬁrst column below the diagonal are zero). As a result, the following theorem is
proved:
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Theorem. Let p44ðd  1Þ2 þ 1 and xd þ lxAFnq ½x and let fo1;o2;y;od1g be the
set of reciprocal roots of the L-function Lðf ðxÞ=A; tÞ satisfying o1po2p?pod1:
Then
ordq w1 ¼ 1
d
þ ðd  1Þ½p  1ðdÞ
dðp  1Þ :
This forms the base case of an inductive procedure in which the ﬁrst d1
2
columns
are triangularized.
Section 4 restricts to the case where p  1 mod d: We use the ideas developed in
Section 3 inductively and obtain precise information about the Newton polygon of
the L-function corresponding to f ðxÞ ¼ xd þ lx; namely we give the slopes:
Theorem. Let prime p  1 mod d; p41þ 2ðd  1Þððd  4Þ2ðId12 m1Þ  2Þ Let xd þ
lxAFnq ½x and let fo1;o2;y;od1g be the set of reciprocal roots of the L-function
Lðf ðxÞ=A; tÞ satisfying o1po2p?pod1: Then If d  1 is odd
ordp wj ¼
j
d
þ ðd  1Þðd  2jÞ
dðp  1Þ if jo
d  1
2
;
1
2
j ¼ Jd  1
2
n:
8><
>:
If d  1 is even
ordp wj ¼ j
d
þ ðd  1Þðd  2jÞ
dðp  1Þ if jo
d  1
2
	
2. Dwork’s trace formula
Let Qp be the ﬁeld of p-adic numbers. Let O be the completion of an algebraic
closure of Qp: Let q ¼ pa for some positive integer a: Denote by ‘‘ord’’ the additive
valuation on O normalized by ord p=1, and denote by ‘‘ordq’’ the additive valuation
on O normalized by ordq q ¼ 1: Let K denote the unramiﬁed extension of Qp in O of
degree a: Let O1 ¼ QpðzpÞ; where zp is a primitive pth root of unity. Then O1 is the
totally ramiﬁed extension of Qp of degree p  1: Let Oa be the compositum of O1 and
K: Then Oa is an unramiﬁed extension of O1 of degree a: The residue ﬁelds of Oa and
K are both Fq; and the residue ﬁelds of O1 and Qp are both Fp: Let p be a ﬁxed
element in O1 satisfying
XN
m¼0
pp
m
pm
¼ 0; ord p ¼ 1
p  1:
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Then, p is a uniformizer of O1 ¼ QpðzpÞ: Thus, we also have
O1 ¼ QpðpÞ:
The Frobenius automorphism x/xp of GalðFq=FpÞ lifts to a generator t of
GalðK=QpÞ which is extended to Oa by requiring that tðpÞ ¼ p: If z is a ðq  1Þth root
of unity in Oa; then tðzÞ ¼ zp: Let EðtÞ be the Artin–Hasse exponential series:
EðtÞ ¼ exp
XN
m¼0
tp
m
pm
 !
¼
YN
k¼1
ð1 tkÞmðkÞ=k;
where mðkÞ is the Mo¨bius function. The power series EðtÞ clearly has p-adic integral
coefﬁcients. Thus, we can write
EðtÞ ¼
XN
m¼0
lmtm; lmAZp: ð1Þ
For 0pmpp  1; more precise information is given by
lm ¼ 1
m!
; ord lm ¼ 0; 0pmpp  1: ð2Þ
The shifted series
yðtÞ ¼ EðptÞ ¼
XN
m¼0
lmpmtm
is a splitting function in Dwork’s terminology.
For a Laurent polynomial f ðx1;y; xnÞAFq½x1; x11 ;y; xn; x1n ; we write
f ¼
XJ
j¼1
%ajx
Vj ; VjAZn; %ajAFnq : ð3Þ
Let aj be the Teichmu¨ller lifting of %aj in O: Thus, we have a
q
j ¼ aj: Set
Fðf ; xÞ ¼
YJ
j¼1
yðajxVj Þ; ð4Þ
Faðf ; xÞ ¼
Ya1
i¼0
F t
iðf ; xpiÞ: ð5Þ
Note that (2) implies that Fðf ; xÞ and Faðf ; xÞ are well deﬁned as formal Laurent
series in x1;y; xn with coefﬁcients in Oa:
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To describe the growth conditions satisﬁed by F ; write
Fðf ; xÞ ¼
X
rAZn
Frðf Þxr:
Then from (1) and (4), one checks that
Frðf Þ ¼
X
u
Y
jAJ
luj a
uj
j
 !
pu1þ?þuJ ; ð6Þ
where the outer sum is over all solutions of the linear system
XJ
j¼1
ujVj ¼ r; ujX0; uj integral: ð7Þ
Thus, Frðf Þ ¼ 0 if (7) has no solutions. Otherwise, (2) implies that
ord Frðf ÞX 1
p  1 infu
XJ
j¼1
uj
( )
;
where the inf is taken over all solutions of (7).
For a given point rARn; the weight wðrÞ is deﬁned to be
wðrÞ ¼ inf
u
XJ
j¼1
uj
XJ
j¼1
ujVj ¼ r; ujX0

)
;
(
where the weight wðrÞ is deﬁned to beN if r is not in the cone generated by D and the
origin and the ujAR: With this deﬁnition, one deduces
ord Frðf ÞXwðrÞ
p  1; ð8Þ
with the obvious convention that Frðf Þ ¼ 0 if wðrÞ ¼ þN:
Let CðDÞ be the closed cone generated by the origin and D: Let LðDÞ be the set of
lattice points in CðDÞ: That is
LðDÞ ¼ Zn-CðDÞ:
For real numbers b and c with 0obpp=ðp  1Þ; deﬁne the following two spaces of
p-adic functions:
Lðb; cÞ ¼
X
rALðDÞ
Crx
r j CrAOa; ordp CrXbwðrÞ þ c
8<
:
9=
;;
LðbÞ ¼
[
cAR
Lðb; cÞ:
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One checks from (7.12) that
Fðf ; xÞAL 1
p  1; 0
 
; Faðf ; xÞAL p
qðp  1Þ; 0
 
:
Deﬁne an operator c on formal Laurent series by
c
X
rALðDÞ
Crx
r
0
@
1
A ¼ X
rALðDÞ
Cprx
r:
It has been shown that
cðLðb; cÞÞCLðpb; cÞ:
It follows that the composite operator fa ¼ ca3Faðf ; xÞ is an Oa-linear endomorph-
ism of the space LðbÞ; where Faðf ; xÞ denotes the multiplication map by the power
series Faðf ; xÞ: Similarly, the operator f1 ¼ t13c3Fðf ; xÞ is an Oa-semilinear (t1-
linear) endomorphism of the space LðbÞ: The operators fma and fm1 have well-deﬁned
traces and Fredholm determinants. The Dwork trace formula asserts that for each
positive integer k;
Snkðf Þ ¼ ðqk  1ÞnTrðfkaÞ:
In terms of L-function, this can be reformulated as follows.
Theorem. If f is the Laurent polynomial in (3), then
Lnðf ; tÞð1Þn1 ¼
Yn
i¼0
detðI  tqifaÞð1Þ
iðn
i
Þ:
Thus, the L-function is completely determined by the single Fredholm determinant
detðI  tfaÞ: For explicit calculations, we shall describe the operator aa in terms of
an inﬁnite nuclear matrix. First, one checks that
fa1 ¼fa21 t13c3Fðf ; xÞ3t13c3Fðf ; xÞ
¼fa21 t13c3t13F tðf ; xÞ3c3Fðf ; xÞ
¼fa21 ðt1Þ23c23F tðf ; xpÞ3Fðf ; xÞ
¼? ¼ ca3Faðf ; xÞ ¼ fa:
We now describe the matrix form of the operators f1 and fa with respect to some
orthonormal basis. Fix a choice p1=D of Dth root of p in O: Deﬁne a space of
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functions
B ¼
X
rALðDÞ
CrpwðrÞxr j CrAOaðp1=DÞ; Cr-0 as r-N
8<
:
9=
;:
Then, the monomials pwðrÞxr ðrALðDÞÞ form an orthonormal basis of the p-adic
Banach space B: Furthermore, if b41=ðp  1Þ; then LðbÞDB: The operator fa (resp.
f1) is an Oa-linear (resp. Oa-semilinear) nuclear endomorphism of the space B: Let G
be the orthonormal basis fpwðrÞxrgrALðDÞ of B written as a column vector. One checks
that the operator f1 is given by
f1G ¼ A1ðf Þt
1
G;
where A1ðf Þ is the inﬁnite matrix whose rows are indexed by r and columns are
indexed by s: That is
A1ðf Þ ¼ ðar;sðf ÞÞ ¼ ðFpsrðf ÞpwðrÞwðsÞÞ: ð9Þ
We note that the row index r and column index s of A1ðf Þ were switched in [W2].
Thus, the matrix there needs to be transposed. This is corrected here.
Since fa ¼ fa1 and f1 is t1-linear, the operator fa is given by
faG ¼fa1G
¼fa11 At
1
1 G
¼fa21 At
2
1 A
t1
1 G
¼Ata1 ?At
2
1 A
t1
1 G
¼A1At1?At
a2
1 A
ta1
1 G:
Let
Aaðf Þ ¼ A1At11?At
a1
1 :
Then, the matrix of fa under the basis G is Aaðf Þ: We call A1ðf Þ ¼ ðar;sðf ÞÞ the
inﬁnite semilinear Frobenius matrix and Aaðf Þ the inﬁnite linear Frobenius matrix.
Dwork’s trace formula can now be rewritten in terms of the matrix Aaðf Þ as follows:
Lnðf ; tÞð1Þn1 ¼
Yn
i¼0
detðI  tqiAaðf ÞÞð1Þ
iðn
i
Þ:
We are thus reduced to understanding the single determinant detðI  tAaðf ÞÞ:
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To get a lower bound for the Newton polygon of detðI  tAaðf ÞÞ; we need to
estimate the entries of the inﬁnite matrices A1ðf Þ and Aaðf Þ: By (8) and (12), we
obtain the estimate
ord ar;sðf ÞXwðps  rÞ þ wðrÞ  wðsÞ
p  1 XwðsÞ: ð10Þ
Recall that for a positive integer k; WðkÞ is deﬁned to be the number of lattice points
in LðDÞ with weight exactly k=DðDÞ:
WðkÞ ¼ card rALðDÞjwðrÞ ¼ k
DðDÞ
	 
:
Let xAO be such that
xD ¼ pp1:
Then
ord x ¼ 1=D:
By (10), the inﬁnite matrix A1ðf Þ has the block form
A1ðf Þ ¼
A00 x
1A01 y x
iA0i y
A10 x
1A11 y x
iA1i y
^ ^ & ^
Ai0 x
1Ai1 y x
iAii y
^ ^ & ^
0
BBBBBBB@
1
CCCCCCCA
;
where the block Aij is a ﬁnite matrix of WðiÞ rows and WðjÞ columns whose entries
are p-adic integers in O:
Note all the theory developed above was done over toric space Gnm: We can obtain
the afﬁne case from the toric via Lemma 4.3 in [W1]:
Lemma 1 (Trace formula for the afﬁne space).
Lðf =An; tÞð1Þn1 ¼
Yn
i¼0
Y
jU j¼i
detðI  tqnifUa Þð1Þ
ni
;
where U denotes a subset of f1;y; ng; and fUa = is the infinite Frobenius matrix given
by ðbquvÞ with u; vANn such that uiX1 and viX1 for all iAU :
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In our n ¼ 1 case this becomes
Lðf =A; tÞ ¼ detðI  tfaÞ
detðI  tq1 #faÞ
; ð11Þ
where fa is the inﬁnite Frobenius matrix given by fa ¼ fa1 and f1G ¼ A1ðf Þt
1
G;
where A1ðf Þ is the inﬁnite matrix whose rows are indexed by rX1 and columns are
indexed by sX1: That is,
A1ðf Þ ¼ ðar;sðf ÞÞ ¼ ðFpsrðf ÞpwðrÞwðsÞÞ: ð12Þ
#fa is obtained by deleting the ﬁrst row and ﬁrst column of f1:
From (11), we see that to understand the Newton polygon of our L-function, we
must understand the Fredholm determinants, detðI  tfaÞ and detðI  tq1 #faÞ: It is
well known that our L-function will be a polynomial of degree d  1: From the fact
that any slope of a Newton polygon must be less than or equal to one, it will follow
that the Newton polygon depends only upon the ﬁrst d  1 coefﬁcients of the
numerator detðI  tfaÞ: Our goal is to show that the numerator of (11) is semi-
linearly equivalent to a nuclear operator whose Newton polygon is easier to
compute. Since corresponding coefﬁcients of two semi-linearly equivalent matrices
will have the same p-divisibility, we will work with the simpler matrix. Once we have
the ﬁrst Id1
2
m coefﬁcients, by the symmetry of the Newton Polygon we will know
the entire Newton polygon.
3. Triangularizing the ﬁrst side
Since we are working in the afﬁne case for the polynomial xd þ lx; D ¼ d and by
Lemma 1, the inﬁnite matrix A1ðf Þ has the block form
A1ðxd þ lxÞ ¼ ðai;jÞ ¼
x1A11 x
2A12 y x
iA1i y
x1A21 x
2A22 y x
iA2i y
^ ^ & ^
x1Ai1 x
2Ai2 y x
iAii y
^ ^ & ^
0
BBBBBBB@
1
CCCCCCCA
; ð13Þ
where the Aij are p-adic integers in O and ordp x ¼ 1d . Note that the ﬁrst row and
column are indexed by 1 as opposed to zero, since we are working in afﬁne 1-space.
Our aim is to show that matrix (13) above is semi-linearly equivalent to an inﬁnite
Frobenius matrix in block form. If the upper left Id1
2
m by Id1
2
m block is upper
triangular, we will be able to compute the Newton polygon quite easily so long as we
know the p-divisibility of the diagonal entries. To do this we must ﬁrst ﬁnd the orders
of the entries of (13). In general, even computing this is quite difﬁcult.
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Let u1 and u2 correspond to a solution of the equation pj  i ¼ u1d þ u2:
Proposition 3.1. For i; jAN such that pj  ipdðp  1Þ; ordp Fpjiðf Þ is found by
maximizing u1:
Proof. From (6) and (7) with V1 ¼ d and V2 ¼ 1; we know
Fpjiðf Þ ¼
X
u
lu1lu2b
u2pu1þu2 ; ð14Þ
where b is a Teichmu¨ller lifting of l; and the outer sum is over all solutions of the
linear system
u1d þ u2 ¼ pj  i; ujX0; uj integral: ð15Þ
Since the uj are integral, the expression u1 þ u2 attains a minimum. I claim that there
exists a unique u1 and a unique u2 which satisfy (15) such that u1 þ u2 is minimized.
Let ðu1; u2Þ and ðu01; u02Þ be two solutions such that
u1d þ u2 ¼ pj  i;
u01d þ u02 ¼ pj  i
and
u1 þ u2 ¼ u01 þ u02:
Solving this system with the requirement that d41; we obtain u1 ¼ u01 and u2 ¼ u02:
Thus there are unique u1 and a unique u2 which satisfy (15) such that u1 þ u2 is
minimized. Clearly, the fu1; u2g which satisfy (15) minimize u1 þ u2 by maximizing
u1 (that is, forcing u2od). Such minimal fu1; u2g satisfy fu1; u2gpp  1 if pj  ip
dðp  1Þ: By (2) this implies ordp l1l2 ¼ 0: Since b is a Teichmu¨ller lifting and hence
a root of unity, ordp b ¼ 0: Thus, by (14), ordp Fpji depends only on ordp pu1þu2
and there is only one solution of any given order for pj  ipdðp  1Þ; which is
found by maximizing u1: &
Notation. For any prime p and indices i; jAZ; let
u2ði; jÞ ¼ ½pj  i mod d u1ði; jÞ ¼ pj  i  u2ði; jÞ
d
:
Notation. A power series which can be written as a the sum of a polynomial pðxÞ plus a
power series in which every term has order is greater than the order of pðxÞ is denoted
by pðxÞ þ oð4Þ:
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Corollary 3.2. For i; jAN such that pj  ipdðp  1Þ;
aij ¼ lu1ði;jÞlu2ði;jÞbu2ði;jÞpu1ði;jÞþu2ði;jÞp
ij
d þ oð4Þ;
where b is a Teichmu¨ller lifting of l:
It is well known that the L-function of a single variable polynomial over afﬁne space
is a degree d  1 polynomial. If we are able to triangularize the ﬁrst Id1
2
m columns
of (13) then we will know the p-adic absolute values of the ﬁrst Id12 m sides of the
Newton polygon. Then, by the symmetry of the Newton polygon, we will know the
entire Newton polygon. In order to triangularize (13) we will need to know the exact
orders and values of the upper left Id1
2
m by Id1
2
m submatrix.
Proposition 3.3. Let ½ai;j be the matrix in (13). Then
ordp ai;j ¼ ordp xjAi;j ¼ j
d
þ ordp Ai;j
¼ j
d
þ ðd  1Þu2ði; jÞ
dðp  1Þ if i; jod;
X j
d
otherwise:
8><
>:
Proof. From Corollary 3.2, if i; jod;
ordp ai;j ¼ ordp lu1ði;jÞlu2ði;jÞbu2ði;jÞpu1ði;jÞþu2ði;jÞp
ij
d
¼ ordp lu1 þ ordp lu2 þ ordp pu1þu2 þ ordp pwðiÞwðjÞ
¼ ordp lu1 þ ordplu2 þ
pj  i  ½pj  iðdÞ
dðp  1Þ þ
½pj  iðdÞ
p  1 þ
i  j
dðp  1Þ
¼ ordp lu1 þ ordp lu2 þ
j
d
þ ðd  1Þ½pj  iðdÞ
dðp  1Þ
¼ ordplu1 þ ordplu2 þ
j
d
þ ðd  1Þu2ði; jÞ
dðp  1Þ :
When i; jod; then u1; u2op  1: Hence, by (2), ordplu1 ¼ ordplu2 ¼ 0: Otherwise
from (10), ordp ai;jXwðjÞ ¼ jd: &
Comparing with Corollary 3.2, we have the following:
Corollary 3.4. For i; jAN such that pj  ipdðp  1Þ;
aij ¼ lu1ði;jÞlu2ði;jÞbu2ði;jÞp
j
d
ðp1Þþðd1Þu2ði;jÞ
d þ oð4Þ;
Aij ¼ lu1ði;jÞlu2ði;jÞbu2ði;jÞp
ðd1Þu2ði;jÞ
d þ oð4Þ;
where b is a Teichmu¨ller lifting of l:
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We now wish to mimic the triangulation procedure used in [W2]. This
triangulation procedure is slightly more complicated than that in [W2] since our
a1;1 entry will not be a unit. From Proposition 3.3, we see
ordp a1;1 ¼ 1
d
þ ðd  1Þ½p  1ðdÞ
dðp  1Þ : ð16Þ
Form an elementary matrix B (to be determined) as follows:
B ¼
I11 0 y 0 y
B21 I22 y 0 y
^ ^ & ^
Bi1 0 y Iii y
^ ^ & ^
0
BBBBBB@
1
CCCCCCA
: ð17Þ
Its inverse is
B1 ¼
I11 0 y 0 y
B21 I22 y 0 y
^ ^ & ^
Bi1 0 y Iii y
^ ^ & ^
0
BBBBBB@
1
CCCCCCA
; ð18Þ
where Bi0 is a matrix of WðiÞ rows and Wð0Þ columns, and Iii is the identity matrix
of order WðiÞ: In our setting all the Bij are just 1 1 matrices. If we denote our
resulting matrix as ½ci;j ¼ BA1ðf ÞBt; we see that
c11 ¼ x1A11  x2A12Bt21 ? xkA1kBtk1 ?;
ci1 ¼ x1ðBi1A11 þ Ai1Þ  x2fBi1A12 þ Ai2gBt21 ?
 xkfBi1A1k þ AikgBtk1 ?ðiX2Þ;
c1j ¼ xjA1j;
cij ¼ xjðBi1A1j þ AijÞ ðiX2; jX2Þ: ð19Þ
We want to choose suitable Bi1 such that
ci1 ¼ 0 for all iX2: ð20Þ
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Proposition 3.5. Let p42ðd  1Þ2 þ 1: There exist suitable Bi1 such that (20) is
satisfied.
Proof. By (19), Eq. (20) can be rewritten as
Bi1 ¼  Ai1A111 þ x1fBi1A12 þ Ai2gBt21A111
þ?þ xkfBi1A1k þ AikgBtk1A111 þ? ð21Þ
which, in turn can be rewritten as
Bi1A11 ¼  Ai1 þ x1fðBi1A11ÞA12 þ Ai2A11gðB21A11ÞtAt11 A111
þ?þ xkfðBi1A11ÞA1k þ AikA11g
ðBk1A11ÞtAt11 A111 þ? : ð22Þ
We wish to show that we have a contraction map. Then, by successive iteration of
(22) or by the ﬁxed point theorem for a contraction map in a p-adic Banach space,
we deduce that there are solutions Bi1A11 of (22), which are p-adic integers.
Since Proposition 3.3 implies ordp Ai1X0; to have a contraction map, we need to
show that ordp A11o 12d: By (16),
ordp A11 ¼ ðd  1Þ½p  1ðdÞ
dðp  1Þ p
ðd  1Þ2
dðp  1Þo
1
2d
;
for p42ðd  1Þ2 þ 1: Consequently,
ordp ðxkfðBi1A11ÞA1k þ AikA11gðBk1A11ÞtAt11 A111 Þ4ordp xk1 ¼
k  1
d
:
Thus, there are solution matrices Bi1A11 (which are actually p-adic integers). From
this we can see that we have solutions Bi1 of (21). &
After triangularizing the ﬁrst column we wish to know the p-adic divisibility of the
entries of our new matrix ðcijÞ: Our hope is that BA1ðf ÞBt is still a nuclear operator,
i.e. we will still have a block form so that we may triangularize even further.
Proposition 3.6. If p44ðd  1Þ2 þ 1 and iod;
ordp Bi1
¼ ðd  1Þðu2ði; 1Þ  u2ð1; 1ÞÞ
dðp  1Þ if iod;
X ðd  1Þu2ð1; 1Þ
dðp  1Þ otherwise:
8><
>:
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Proof.
Bi1 ¼  Ai1A111 þ x1fBi1A12 þ Ai2gBt21A111
þ?þ xkfBi1A1k þ AikgBtk1A111 þ?:
I claim that Ai1A111 is the main term of Bi1 when iod: In general,ordp Bi1 is
unknown, since ordp Aij is unknown for i; j4d: However, under the given
restrictions we see from Proposition 3.3 if iod;
ordp  Ai1A111 ¼
ðd  1Þu2ði; 1Þ
dðp  1Þ 
ðd  1Þu2ð1; 1Þ
dðp  1Þ
¼ ðd  1Þðu2ði; 1Þ  u2ð1; 1ÞÞ
dðp  1Þ
¼ ðd  1Þð½p  iðdÞ  ½p  1ðdÞÞ
dðp  1Þ : ð23Þ
Above, we saw that Bi1A11 was a p-adic integer. Consequently,
ordp Bi1Xordp A111 ¼ 
ðd  1Þu2ð1; 1Þ
dðp  1Þ ¼ 
ðd  1Þ½p  1ðdÞ
dðp  1Þ : ð24Þ
Thus,
ordp x
kfBi1A1k þ AikgBtk1A111Xordp xkA311
¼ k
d
 3ðd  1Þ½p  1ðdÞ
dðp  1Þ
¼ kðp  1Þ  3ðd  1Þ½p  1ðdÞ
dðp  1Þ : ð25Þ
Comparing (23) and (25) we see that Ai1A111 is the main term as long as
p44ðd  1Þ2 þ 1 and iod: &
Proposition 3.7. Let ½ci;j be the matrix BA1ðf ÞBt: If p4ðd  1Þ2 þ 1 then
ordp ci;j
¼ j
d
þ ðd  1Þu2ði; jÞ
dðp  1Þ if i ¼ 1; jod;
X
j
d
 ðd  1Þ
2
dðp  1Þ otherwise:
8>><
>>:
Proof. Case 1: i ¼ j ¼ 1: From (19),
c11 ¼ x1A11  x2A12Bt21 ? xkA1kBtk1 ?:
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From (19) ordp x
1A11 ¼ 1d þ ðd1Þ½p1ðdÞdðp1Þ : Above, we saw that Bi1A11 was a p-adic
integer. Consequently, ordp Bi1 is at least ordp A11 ¼ ðd1Þ½p1ðdÞdðp1Þ ; Hence,
ordp x
kA1kB
t
k1X
k
d
 ðd  1Þ½p  1ðdÞ
dðp  1Þ :
If p44ðd  1Þ2 þ 1; then x1A11 is the main term of c11:
Case 2: i ¼ 1; jpd
From (19), c1j ¼ xjA1j and ordp c1jX jd; since ordp AijX0:
Case 3: From (19), cij ¼ xjðBi1A1j þ AijÞ ðiX2; jX2Þ:
Above, we saw that Bi1A11 was a p-adic integer. Consequently, ordp Bi1 is at least
ordp A11 ¼ ðd1Þ½p1ðdÞdðp1Þ ;
ordp x
jðBi1A1j þ AijÞX ordp xjA111
¼ j
d
 ðd  1Þ½p  1ðdÞ
dðp  1Þ
X
j
d
 ðd  1Þ
2
dðp  1Þ: &
Corollary 3.8. BA1ðf ÞBt is a nuclear operator.
Proof. Letting e ¼ ðd1Þ2
dðp1Þ; we see that for large values of p4ðd  1Þ2 þ 1; this error
term is negligible (less than 1
d
). Thus, we still have a nice column form (i.e. after
triangularizing, our resulting matrix is still a nuclear operator):
BA1ðf ÞBt ¼
x1eC11 x2eC12 y xieC1i y
0 x2eC22 y xieC2i y
^ ^ & ^
0 x2eCi2 y xieCii y
^ ^ & ^
0
BBBBBBB@
1
CCCCCCCA
; ð26Þ
where and the Cij are p-adic integers. Speciﬁc knowledge about the orders of the
entries of ½ci;j  is unknown until we know u1ði; jÞ and u2ði; jÞ; which, in turn, cannot
be calculated until we specify an equivalence class of p: &
Since
B1Aaðf ÞB11 ¼ B1Aaðf ÞBt
a
1 ¼ ðB1A1ðf ÞBt1 Þ?ðB1A1ðf ÞBt1 Þt
a1
;
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using the triangular form obtained in (26), we deduce that the order of the ð1; 1Þ
entry of B1Aaðf ÞB11 is simply a ordp x1eC1;1: Thus, by the following lemma,
detðI  tfaÞ ¼ detðI  tAaðf ÞÞ ¼ detðI  tB1Aaðf ÞB11 Þ:
Lemma 2. Let Bk be an infinite elementary matrix (such as (17) or (35)) such that
ordp BijXc for some constant c and let A be a nuclear matrix. Then detðI  tAÞ ¼
detðI  tBkAB1k Þ:
Let detðI  tfaðf ÞÞ ¼ 1þ a1t þ a2t2 þ?: Then, by Proposition 3.3 (rescaling the
valuation to be with respect to q ¼ pa) and Lemma 2,
ordq a1 ¼ 1
d
þ ðd  1Þ½p  1ðdÞ
dðp  1Þ o1:
Notice that the denominator of (11) is detðI  tq #faÞ ¼ 1þ qðb1t þ b2t2 þ?Þ;
where ordq bi40: Hence the ﬁrst side of the Newton polygon depends only on the
numerator of (11).
This is summed up in the following theorem:
Theorem 1. Let p44ðd  1Þ2 þ 1 and xd þ lxAFnq ½x and let fo1;o2;y;od1g be the
set of reciprocal roots of the L-function Lðf ðxÞ=A; tÞ satisfying o1po2p?pod1:
Then
ordq w1 ¼ 1
d
þ ðd  1Þ½p  1ðdÞ
dðp  1Þ :
We conclude this section with a claim that will help us keep track of the orders of
the entries in our new triangularized matrix.
Proposition 3.9. If p  l mod d and ioðlj mod dÞ then u1ði; jÞ ¼ u1ð0; jÞ:
Proof.
u1ð0; jÞ ¼ pj  u2ð0; jÞ
d
¼ pj  ½pj  0 mod d
d
¼ pj  ½lj mod d
d
;
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u1ði; jÞ ¼ pj  i  u2ði; jÞ
d
¼ pj  i  ½pj  i mod d
d
¼ pj  i  ½lj  i mod d
d
¼ pj  ½lj mod d
d
since ioðlj mod dÞ: &
4. p  1mod d case
There are many different types of questions one may ask involving Newton
polygons of L-functions. One set of problems involve ﬁxing a polynomial f ðxÞ and
letting p vary. Another set involves ﬁxing an equivalence class of p and letting the
coefﬁcients vary. If we ﬁx p  ðd  1Þmod d; the following claim will be very useful
for us in keeping track of the orders of our matrix entries as we continue to
triangularize (13).
Lemma 3. If p  ðd  1ÞmodðdÞ and i; j; kod
2
then
1. u2ði; jÞ ¼ d  ði þ jÞ:
2. u2ði; kÞ  u2ðk; kÞ þ u2ðk; jÞ ¼ u2ði; jÞ:
3. u1ði; jÞ ¼ u1ð0; jÞ:
Proof. For the ﬁrst part,
u2ði; jÞ ¼ ðpj  iÞmod d
ðd  1Þj  i mod d
¼ d  ði þ jÞ if i; jod
2
:
For the second part, we have
u2ði; kÞ  u2ðk; kÞ þ u2ðk; jÞ ¼ d  ði þ kÞ  ðd  2kÞ þ d  ðk þ jÞ
¼ d  ði þ jÞ
¼ u2ði; jÞ:
For the third part, take l ¼ d  1 in Proposition 3.9. Then
ip d
2
 
pd  d
2
 
mod dpd  j mod d ¼ jðd  1Þmod d;
hence the hypothesis of Proposition 3.9 hold. &
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Thus, Proposition 3.3 becomes
ordp ai;j
¼ j
d
þ ðd  1Þðd  ði þ jÞÞ
dðp  1Þ if i; jo
d
2
;
X j
d
otherwise:
8><
>: ð27Þ
The following claim shows that after triangularizing the ﬁrst side, we still know the
exact orders of the elements of the upper left Id
2
m 1 by Id
2
m 1 submatrix which
remains after eliminating the ﬁrst row and column. It also shows that even after
triangularizing, we still have a ‘‘nice column form’’, and hence a nuclear operator.
Proposition 4.1. Let ½ci;j  ¼ B1A1ðf ÞB11 ; the triangularized matrix we computed in
Section 3. For large p44ðd  1Þ2 þ 1; p  ðd  1Þmod d;
ordp ci;j
¼ j
d
þ ðd  1Þðd  ði þ jÞÞ
dðp  1Þ if i ¼ 1; jod;
¼ j
d
þ ðd  1Þðd  ði þ jÞÞ
dðp  1Þ if 2pi; jo
d
2
X
j
d
 ðd  1Þðd  2Þ
dðp  1Þ otherwise:
8>>>><
>>>>:
Proof. Let p  ðd  1Þmod d:
Case 1: i ¼ 1; jod: From Proposition 3.7 and Lemma 3,
ordp ci;j ¼ j
d
þ ðd  1Þu2ði; jÞ
dðp  1Þ
¼ j
d
þ ðd  1Þðd  ði þ jÞÞ
dðp  1Þ :
Case 2: 2pi; jod
2
: From Proposition 3.6, (the leading term of Bi1Þ ¼ Ai1A111 if iod
and p44ðd  1Þ2 þ 1: Consequently, from (19) and (21), we see
ordp cij ¼ j
d
þ ordp ðBi1A1j þ AijÞ
¼ j
d
þ ordpðAi1A111 A1j þ AijÞ:
It follows from Proposition 3.3 that
ordp Ai1A
1
11 A1j ¼
d  1
dðp  1Þðu2ði; 1Þ  u2ð1; 1Þ þ u2ð1; jÞÞ;
ordp Aij ¼ d  1
dðp  1Þðu2ði; jÞÞ:
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By Lemma 3, we have
ordpðAi1A111 A1jÞ ¼ ordpðAijÞ ¼
ðd  1Þðd  ði þ jÞÞ
dðp  1Þ if i; jod: ð28Þ
Thus Ai1A
1
11 A1j and Aij have the same order, we must ﬁnd their exact values to see
if their sum is divisible by p: That is, we must determine whether the coefﬁcient of the
leading term of cij is equivalent to 0 mod p:
From (19) and (21), for ð2pi; jod
2
Þ;
cij ¼ xjðBi1A1j þ AijÞ
¼ xjðAi1A111 A1j þ AijÞ þ oð4Þ: ð29Þ
Thus checking the coefﬁcient of the leading term amounts to checking whether
Ai1A111 A1j þ Aij  0 mod p: From Corollary 3.4,
Aij ¼ lu1ði;jÞlu2ði;jÞbu2ði;jÞp
ðd1Þu2ði;jÞ
d þ oð4Þ; ð30Þ
where b is a Teichmu¨ller lifting of l: Thus, combining (29) and (30) using Lemma 3
we obtain:
cij ¼
lu1ði;1Þlu2ði;1Þlu1ð1;jÞlu2ð1;jÞ
lu1ð1;1Þlu2ð1;1Þ
þ lu1ði;jÞlu2ði;jÞ
 
bu2ði;jÞp
j
d
þðd1ÞðdðiþjÞÞ
dðp1Þ
þ o j þ 1
d
 ðd  1Þ
2
dðp  1Þ
 !
;
where b is the Teichmu¨ller lifting for l: From (2), lm ¼ 1m!; ord lm ¼ 0; 0pmpp  1:
Since i; jod
2
; by Lemma 3 u1ði; jÞ! ¼ u1ð1; jÞ! ¼ u1ði; 1Þ! ¼ u1ði; jÞ! Consequently, we
see that the leading term of
Ai1A111 A1j þ Aij ¼
u1ð1; 1Þ!u2ð1; 1Þ!
u1ði; 1Þ!u2ði; 1Þ!u1ð1; jÞ!u2ð1; jÞ!

þ 1
u1ði; jÞ!u2ði; jÞ!

bu2ði;jÞ
¼ u2ð1; 1Þ!
u2ði; 1Þ!u1ði; jÞ!u2ð1; jÞ! þ
1
u1ði; jÞ!u2ði; jÞ!
 
bu2ði;jÞ
¼ 1
u1ði; jÞ!
u2ð1; 1Þ!
u2ði; 1Þ!u2ð1; jÞ! þ
1
u2ði; jÞ!
 
bu2ði;jÞ:
Since la0 by assumption, bka0 for any k: Thus, for Ai1A111 A1j þ Aijc0 mod p;
we need ð u2ð1;1Þ!
u2ði;1Þ!u2ð1;jÞ! þ 1u2ði;jÞ!Þ not to be divisible by p: We can take p sufﬁciently large
so that the difference in the parentheses is less that p: Thus, it remains to check that
this difference is non-zero.
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From Lemma 3,
u2ð1; 1Þ!
u2ði; 1Þ!u2ð1; jÞ! þ
1
u2ði; jÞ! ¼
ðd  2Þ!
ðd  ði þ 1ÞÞ!ðd  ð1þ jÞÞ! þ
1
ðd  ði þ jÞÞ!:
I claim that the ﬁrst term is greater than the second term. From Lemma 3, u2ði; jÞ ¼
u2ðj; iÞ; consequently, we may assume without loss of generality that jXi
1
ðd  ði þ jÞÞ!o
ðd  2Þ!
ðd  ði þ 1ÞÞ!ðd  ð1þ jÞÞ!;
) ðd  i  1ÞÞ!ðd  1 jÞÞ!oðd  i  jÞÞ!ðd  2Þ!;
) ðd  i  1ÞÞ!ðd  2Þ?ðd  jÞÞoðd  i  jÞ!:
On the left-hand side, there are i  1 terms in the numerator and j  1 terms in the
denominator. Every term on the bottom can be matched up with a term on the top to
form a fraction which is less than one. Thus,
ðd  i  1ÞÞ!
ðd  2Þ?ðd  jÞÞ ¼
Yj
m¼1
ak
bk
where akobk:
Consequently, the left-hand side is less than 1, but the right-hand side is greater
than 1.
Case 3: If i; jXd
2
the exact orders of Bi1 and Aij are unknown. By (10), ordp AijX0:
From Proposition 3.6, ordp Bi1Xordp A111X ðd1Þðd2Þdðp1Þ : From (19), we see
ordpcij ¼ j
d
þ ordpðBi1A1j þ AijÞ
X
j
d
þminðordpðA111 A1jÞ; ordp AijÞ
X
j
d
þ ordp A111
¼ j
d
 ðd  1Þðd  2Þ
dðp  1Þ : &
Notation. Let ckði; jÞ be the ði; jÞth entry of the matrix obtained after triangularizing
the kth side, i.e. c0ði; jÞ is ði; jÞth entry of A1ðf Þ; c1ði; jÞ is the ði; jÞth entry of (19).
If we were to triangularize this matrix we would obtain c2ði; jÞ:
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Notation. Let m0 be the Id12 m] by I
d1
2
m matrix denoted by
m0ði; jÞ ¼ 1ðd  i  jÞ!:
Notation. Let mk be the Id12 m by I
d1
2
m matrix denoted by
mkði; jÞ ¼
0 if j ¼ k; i4k;
mk1ði; jÞ  mk1ði;kÞmk1ðk;jÞmk1ðk;kÞ if koi; jpId12 m;
mk1ði; jÞ otherwise:
8><
>: ð31Þ
Lemma 4. Let 1pnpId1
2
m: The principal n  n minor of m0ði; jÞ has determinant
7ðd  2Þ!n Qnk¼2 ðk  1Þ! Qki¼2 ðd  iÞ .
Proof. First, we multiply the matrix moði; jÞ by ðd  2Þ!: The resulting matrix is
a0i;j ¼
1 if i ¼ j ¼ 1;
ðd  2Þyðd  i  j þ 1Þ if ia1; ja1:
(
Our method is to use row operations to reduce the matrix to a triangular form and
then notice that the diagonal entries are non-zero. Notice that a0iþ1;j ¼ a0i;jðd  i  jÞ:
We perform the following row operation to obtain a new matrix a1i;j:
Riþ1-Riþ1  ðd  i  1ÞÞRi for 1pipn  1:
The effect of this row operation is to obtain zeros in the ﬁrst column beneath the a01;1
entry. Also, notice the new matrix has entries
a1iþ1;j ¼ a0iþ1;j  a0i;jðd  i  1Þ
¼ a0i;jðd  i  jÞ  a0i;jðd  i  1Þ
¼ ð1 jÞa0i;j
¼ðj þ 1Þðd  2Þyðd  i  j þ 1Þ:
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Our resulting matrix looks like
½a1i;j ¼
1 ðd  2Þ y a01;n
0 ðd  2Þ y ðn  1Þa01;n
^ ^ & ^
0 a0n1;2 y ðn  1Þa0n1;n
0
BBBB@
1
CCCCA:
Notice that a1iþ1;j ¼ a1i;jðd  i  j þ 1Þ for 2pipn: We can continue the above
procedure by performing the row operation
Riþ1-Riþ1  ðd  i  1ÞRi for 2pipn  1
to obtain a row of zeros in the second column beneath the a12;2 entry. Continuing in
this fashion we obtain an upper triangular matrix. The above serves as the base case
for our induction.
Let akþ1i;j be the matrix obtained from a
k
i;j by the row operations:
Riþ1-Riþ1  ðd  i  1ÞÞRi for kpipn  1:
Assume the following two statements as our induction hypotheses:
IH1: akiþ1;j ¼ aki;jðd  i  j þ kÞ for kpi; jpn  1;
IH2: akþ1iþ1;j ¼ ðk  j þ 1Þaki;j for k þ 1pi; jpn  1:
Part 1: Show
akþ1iþ1;j ¼ akþ1i;j ðd  i  j þ k þ 1Þ ð32Þ
Proof. If we apply IH2 followed by IH1 and simplify, the left-hand side is
akþ1iþ1;j ¼ðk  j þ 1Þaki;j
¼ðk  j þ 1Þaki1;jðd  ði  1Þ  j þ kÞ
¼ ðk  j þ 1Þaki1;jðd  i  j þ k þ 1Þ
by IH1. On the other hand, if we apply IH2 to the right-hand side of (32), we obtain
akþ1i;j ðd  i  j þ k þ 1Þ ¼ ðk  j þ 1Þaki1;jðd  i  j þ k þ 1Þ:
Consequently the left-hand side of (32) equals the right-hand side. &
Part 2: Show akþ2iþ1;j ¼ ðk þ 1 j þ 1Þakþ1 þi;j :
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Proof. By the construction of akþ2i;j from a
kþ1
i;j and then applying IH1, we get
akþ2iþ1;j ¼ akþ1iþ1;j  ðd  i  1Þakþ1i;j
¼ akþ1i;j ðd  i  j þ k þ 1Þ  ðd  i  1Þakþ1i;j
¼ðk þ 1 j þ 1Þakþ1i;j : &
The determinant of the principal n  n minor of moði; jÞ will be given by
ððd  2Þ!ÞnðQn1k¼1 akk;kÞ  an1n;n : From repeated application of IH2 we have
an1n;n ¼ððn  2Þ  n þ 1Þan2n;n
¼ð1Þan2n1;n
¼  ððn  3Þ  n þ 1Þan3n2;n
¼ 1  2an3n2;n
^
¼7ðn  1Þ! a01;n
¼7ðn  1Þ!
Yn
i¼2
ðd  iÞ:
We do something similar for 2pkon: From the construction of aki;j we see that
akk; k ¼ ak1k;k : Thus,
akk;k ¼ ak1k;k
¼  ðk  2 k þ 1Þak2k1;k
¼  1  ak2k1;k
^
¼7ðk  1Þ! a01;k
¼7ðk  1Þ!
Yk
i¼2
ðd  iÞ:
Finally, a11;1 ¼ 1:
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Thus, our determinant is
7ðd  2Þ!nð1Þ
Yn1
k¼2
ðk  1Þ!
Yk
i¼2
ðd  iÞ
 !
ðn  1Þ!
Yn
i¼2
ðd  iÞ
 !
¼7ðd  2Þ!n
Yn
k¼2
ðk  1Þ!
Yk
i¼2
ðd  iÞ: &
Lemma 5. mkðk þ 1; k þ 1Þ ¼ 0:
Proof. Since mkþ1ði; jÞ is obtained from mkði; jÞ by a series of row operations in
which a scalar multiple of a row is added to a row below it, detðmkþ1ði; jÞÞ ¼
detðmkði; jÞÞ ¼ detðm0ði; jÞÞ: Also, the determinants of all principal minors of mkði; jÞ
are equal to the determinants of the principal minors of m0ði; jÞ: Suppose for
contradiction that mkðk þ 1; k þ 1Þa0: Let l be the ﬁrst k such that mlðl þ 1;
l þ 1Þ ¼ 0: Then the determinant of the principal l þ 1 by l þ 1 minor is 0. This
contradicts Lemma 4. &
The following theorem says that we can continue to triangularize our matrix
provided there are no cancellations. We essentially mimic the proof of Proposition
4.1, and use induction. The difﬁculty lies in showing that there are no cancellations,
but this amounts to checking that a certain ﬁnite matrix has a non-zero determinant.
Theorem 2. Let p41þ 2ðd  1Þððd  4Þ2ðId12 m1Þ  2Þ and let ½mkði; jÞ be the matrix
defined in (31) and let a be the Teichmu¨ller lifting for l: If koId1
2
m then
1. We can triangularize the first k columns of A1ðf Þ:
2. For koi; jod
2
; ckði; jÞ ¼ 1u1ði;jÞ!ðmkði; jÞÞbu2ði;jÞp
j
d
þðd1Þu2ði;jÞ
dðp1Þ þ oð4Þ:
3. ordp ckði; jÞ
¼ j
d
þ ðd1ÞðdðiþjÞÞ
dðp1Þ if i ¼ jpk;
X j
d
þ ðd1ÞðdðiþjÞÞ
dðp1Þ if i; jpId12 m;
X j
d
 ðd1Þððd4Þ2kþ2kþ4dÞ
dðp1Þ otherwise:
8>><
>:
Proof. We use induction on k: Proposition 4.1 serves as our base case. For the
induction step, assume
ordp ck1ði; jÞ
¼ j
d
þ ðd1ÞðdðiþjÞÞ
dðp1Þ if i ¼ jpk  1;
X j
d
þ ðd1ÞðdðiþjÞÞ
dðp1Þ if i; jpId12 m;
X j
d
 ðd1Þððd4Þ2k1þ2ðk1Þþ4dÞ
dðp1Þ otherwise:
8>><
>>:
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For notational purposes let
e ¼ ðd  1Þððd  4Þ2
k1 þ 2ðk  1Þ þ 4 dÞ
dðp  1Þ ;
C
ðk1Þ
i;j ¼ ck1ði; jÞðxjeÞ1:
Then
ordp C
ðk1Þ
ij
Xðd1ÞðdðiþjÞÞ
dðp1Þ þ e if i; jpId12 m;
X0 otherwise:
(
ð33Þ
Our inﬁnite matrix has the block form
½cðk1Þði; jÞ ¼
A * * y * y
0 xkeCðk1Þk;k x
kþ1eCðk1Þk;kþ1 y x
meCðk1Þk;m y
0 xkeCðk1Þkþ1;k x
kþ1eCðk1Þkþ1;kþ1 y x
meCðk1Þkþ1;m y
^ ^ ^ & ^
0 xkeCðk1Þm;k x
kþ1eCðk1Þkþi;kþ1 y x
meCðk1Þm;m y
^ ^ ^ & ^
0
BBBBBBBBBBB@
1
CCCCCCCCCCCA
: ð34Þ
where A is an upper triangular k  1 by k  1 matrix.
Part 1: Similar to the triangularization described in Section 3, we again form an
elementary matrix Bk (to be determined) as follows:
Bk ¼
I 0 0 y 0 y
0 1 0 y 0 y
0 Bkþ1;k 1 y 0 y
^ ^ ^ & ^
0 Bm;k 0 y 1 y
^ ^ ^ & ^
0
BBBBBBBBB@
1
CCCCCCCCCA
; ð35Þ
where I is the k  1 by k  1 identity matrix.
Then Eqs. (19) become:
ckðk; kÞ ¼ xkeCðk1Þkk  xkþ1eCðk1Þk;kþ1Btkþ1;k ? xmeCðk1Þk;m Btm;k ?;
ckði; kÞ ¼ xkeðBikCðk1Þkk þ Cðk1Þik Þ  xkþ1efBikCðk1Þk;kþ1 þ Cðk1Þi;kþ1 gtkþ1;k
? xmefBikCðk1Þk;m þ Cðk1Þi;m gBtm;k ?ðiXk þ 1Þ;
ckðk; jÞ ¼ xjeCðk1Þkj ;
ckði; jÞ ¼ xjeðBikCðk1Þkj þ Cðk1Þij Þ ðiXk þ 1; jXk þ 1Þ: ð36Þ
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We want to choose suitable matrices Bik such that
ckði; kÞ ¼ 0 for all iXk: ð37Þ
By (36), Eq. (37) can be rewritten as
Bik ¼  Cðk1Þik ðCðk1Þkk Þ1 þ x1fBikCðk1Þk;kþ1 þ Cðk1Þi;kþ1 gBtkþ1;kðCðk1Þkk Þ1
?þ xmfBikCðk1Þkm þ Cðk1Þi;m gBtm;kðCðk1Þkk Þ1 þ? ð38Þ
which, in turn, can be rewritten as
BikC
ðk1Þ
kk ¼  Cðk1Þik þ x1fðBikCðk1Þkk ÞCðk1Þk;kþ1
þ Cðk1Þi;kþ1 Cðk1Þkk gðBkþ1;kCðk1Þkk ÞtðCðk1Þkk ÞtðCðk1Þkk Þ1 þ?
þ xmfðBikCðk1Þkk ÞCðk1Þkm
þ Cðk1Þi;m Cðk1Þkk gðBm;kCðk1Þkk ÞtðCðk1Þkk ÞtðCðk1Þkk Þ1 þ?: ð39Þ
We wish to show that we have a contraction map. Then, by successive iteration of
(39) or by the ﬁxed point theorem for a contraction map in a p-adic Banach space,
we deduce that there are solutions BikC
ðk1Þ
kk of (39), which are p-adic integers.
We see from (33) that ordp C
ðk1Þ
ij X0: To have a contraction map, we need to show
that ordp C
ðk1Þ
kk o 12d: From the induction hypothesis, we see that
ck1ðk; kÞ ¼ ck1ðk; kÞ
¼ 1
u1ðk; kÞ!ðmk1ðk; kÞÞb
u2ðk;kÞp
k
d
þðd1ÞðdðkþkÞÞ
dðp1Þ þ oð4Þ:
By Lemma 5, mk1ðk; kÞa0: Consequently,
ordpC
ðk1Þ
kk ¼
ðd  1Þðd  2kÞ
dðp  1Þ þ e
¼ðd  1Þðd  2kÞ
dðp  1Þ þ
ðd  1Þððd  4Þ2k1 þ 2ðk  1Þ þ 4 dÞ
dðp  1Þ
¼ ðd  1Þððd  4Þ2
k1  2Þ
dðp  1Þ
p 1
2d
for p41þ 2ðd  1Þððd  4Þ2k1  2Þ: Thus, and there are solution matrices BikCk1kk
(which are actually p-adic integers. i.e. ordp ðBikCkkÞX0). From this we can see that
we have solutions Bik of (38).
Part 2: For the second part we again use induction on k:
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Assume ck1 ¼ 1u1ði;jÞ!ðmk1ði; jÞÞbu2ði;jÞp
j
d
þðd1ÞðdðiþjÞÞ
dðp1Þ þ oð4Þ:
By Lemma 3, u1ði; jÞ ¼ u1ð0; jÞ if i; jod2: Thus, from the construction of ckði; jÞ; the
deﬁnition of mkði; jÞ; for koi; jod2; we have
ckði; jÞ ¼ xjeðCk1ik ðCk1kk Þ1Ck1kj þ Ck1ij Þ þ oð4xjeþ
1
2Þ
¼ ck1ði; jÞ  ck1ði; kÞck1ðk; kÞ1ck1ðk; jÞ
¼ 1
u1ð0; jÞ!ðmk1ði; jÞÞb
u2ði;jÞp
j
d
þðd1ÞðdðiþjÞÞ
dðp1Þ

1
u1ð0;kÞ!ðmk1ði; kÞÞ 1u1ð0;jÞ! ðmk1ðk; jÞÞ
1
u1ð0;kÞ!ðmk1ðk; kÞÞ
 !
bu2ði;kÞþu2ðk;jÞu2ðk;kÞp
j
d
þðd1ÞðdðiþjÞÞ
dðp1Þ þ oð4xjeþ12Þ
¼ 1
u1ð0; jÞ! mk1ði; jÞ 
ðmk1ði; kÞÞðmk1ðk; jÞÞ
ðmk1ðk; kÞÞ
 
bu2ði;jÞp
j
d
þðd1ÞðdðiþjÞÞ
dðp1Þ þ oð4xjeþ12Þ
¼ 1
u1ð0; jÞ!ðmkði; jÞÞb
u2ði;jÞp
j
d
þðd1ÞðdðiþjÞÞ
dðp1Þ þ oð4xjeþ12Þ:
This proves part 2.
Part 3:
Case 1: i; jpId1
2
m: From Part 2 we see that 1
u1ð0;jÞ!ðmkði; jÞÞbu2ði;jÞp
j
d
þðd1ÞðdðiþjÞÞ
dðp1Þ
will be the leading term of the ði; jÞth entry only if mkði; jÞa0: (i.e. there is no
‘‘cancellation’’). By construction ½mkði; jÞ is a 2-block matrix whose upper left k by k
block is upper-triangular. The determinant of this k by k block is the same as the
determinant of the principal k by k minor of m0ði; jÞ; since mkði; jÞ is obtained from
m0ði; jÞ via a sequence of row operations which only involve adding a scalar multiple
of one row to another. Lemma 4 implies that this determinant is non-zero.
Consequently, ﬁrst k diagonal entries of mkði; jÞ are non-zero, and there is no
cancellation occurring on the ﬁrst k diagonal entries. (note: it is possible that we may
have cancellation above the main diagonal).
Consequently,
ordp ckði; jÞ
¼ j
d
þ ðd  1Þðd  ði þ jÞÞ
dðp  1Þ if i ¼ jpk;
X
j
d
þ ðd  1Þðd  ði þ jÞÞ
dðp  1Þ if i; jp
d  1
2
 
:
8><
>:
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Case 2: i; jXd
2
: From (19), ckði; jÞ ¼ xjeðBikCkj þ CijÞ: The exact orders of the Bik
unknown for large i; but in the proof of Part 1, we saw that BikCkk was an integer.
Hence, ordp BikXordp C1kkX
ðd  1Þðd  2kÞ
dðp  1Þ  e
ordpckði; jÞ ¼ ordp xjeðBikCk1kj þ Ck1ij Þ
X ordp x
je þminðordpðCk1kk Þ1; ordpCk1ij Þ
X
j
d
 2e ðd  1Þðd  2kÞ
dðp  1Þ
¼ j
d
 2ðd  1Þððd  4Þ2
k1 þ 2ðk  1Þ þ 4 dÞ
dðp  1Þ
 ðd  1Þðd  2kÞ
dðp  1Þ
¼ j
d
 ðd  1Þððd  4Þ2
k þ 4k þ 4 2d þ d  2kÞ
dðp  1Þ
¼ j
d
 ðd  1Þððd  4Þ2
k þ 2k þ 4 dÞ
dðp  1Þ
This proves part 3. &
Theorem 3. Let prime p  1 mod d; p41þ 2ðd  1Þððd  4Þ2ðId12 m1Þ  2Þ: Let
xd þ lxAFnq ½x and let fo1;o2;y;od1g be the set of reciprocal roots of the L
function Lðf ðxÞ=A; tÞ satisfying o1po2p?pod1: Then
If d  1 is odd
ordp wj ¼
j
d
þ ðd  1Þðd  2jÞ
dðp  1Þ if jo
d1
2
;
1
2
j ¼ Jd1
2
n:
8><
>>:
If d  1 is even
ordp wj ¼ j
d
þ ðd  1Þðd  2jÞ
dðp  1Þ if jo
d1
2
:
	
Proof. By Lemmas 4 and 5 and Theorem 2, we can triangularize the ﬁrst Id1
2
m sides
of Aaðf Þ: Thus, the inﬁnite Frobenius matrix Aaðf Þ is semi-linearly equivalent to the
block matrix M ¼ ½c
Id1
2
m
ði; jÞ; whose upper left-hand block is upper-triangular.
Theorem 2 also indicates that the orders of the ﬁrst Id1
2
m diagonal terms
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of M are:
ordp mj;j ¼ a  j
d
þ ðd  1Þðd  ð2jÞÞ
dðp  1Þ
 
; jo d  1
2
 
Repeated application of Lemma 2 implies that detðI  tfaÞ ¼ detðI  tAaðf ÞÞ ¼
detðI  tMÞ:
Let detðI  tfaðf ÞÞ ¼ 1þ a1t þ a2t2 þ?: Then, rescaling the valuation to be with
respect to q ¼ pa; we get
ordq aj ¼ j
d
þ ðd  1Þ½p  1ðdÞ
dðp  1Þ o1:
Notice that the denominator of (11) is detðI  tq #faÞ ¼ 1þ qðb1t þ b2t2 þ?Þ;
where ordq bi40: Hence the Newton Polygon depends only on the numerator
of (11). &
5. Final notes
In the June–July 1999 arithmetic geometry seminar held at the Morningside
Center of Mathematics, CAS(Beijing), Wan suggested the following conjecture:
Conjecture. Let f ðxÞAZ½x; deg f ðxÞ41: Assume that f ðxÞ has neither monomial
aðx þ bÞk þ c nor Dickson polynomial cDðx þ bÞ; aÞ þ d (see [LN] for definition of
the Dickson polynomial) as a composition factor. Then
lim
p-N
NPðf ðxÞmod pÞ ¼ HPðf ðxÞÞ;
where NPðf ðxÞmod pÞ means the Newton polygon of the L-function Lðf ðxÞ=A; tÞ; and
HP means the Hodge polygon of the polynomial f ðxÞ; which is the convex closure
in R2 with vertices
k;
1
d
Xk
i¼0
i
 !
0pkp degðf ðxÞÞ  1:
Notice that in Theorem 1 ½p  1ðdÞ is bounded, so the error term approaches zero
as p goes to inﬁnity, giving an evidence to the above conjecture.
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