Classical block codes [1] were the earliest type of codes to be discovered and to be used in practice.
algorithms that do not require Gaussian elimination. For several well known, relatively small, algebraic codes, the decoding performance of those algorithms can be shown to closely follow that of maximumlikelihood (ML) decoders. However, for moderate block-length codes and at some relatively high coding rate, the gap to the maximum-likelihood decoder remains significant [25] .
In our paper, we propose an alternative, for high-rate, moderate block-length, HDPC codes, and highrate short structured LDPC codes. As we mentioned, the construction of small structured LDPC codes implies a constraint on the density of the parity-check matrix. We relax this constraint by designing MDPC codes with a parity-check matrix that contains a moderate number of one's. In a certain sense, and from a different perspective, we try to design codes that are more appropriate to low complexity, practical iterative decoders, used in the context of classical block codes [13] - [15] .
We design (n, k, d) binary cyclic MDPC codes by constructing parity-check polynomial, obtained directly from idempotents via cyclotomic cosets mod n. In order to design a low complexity encoding/decoding scheme with possible practical utilizations, we propose a low complexity SISO diversity decoder called Auto-Diversity (AD) decoder. AD decoder belongs to the same family of low complexity iterative algorithms used for HDPC codes. Furthermore, AD decoder employs only a small number of redundant parity-checks and tries to minimize the number of operations not included in the regular BP algorithm.
We demonstrated that for memoryless additive white Gaussian noise (AWGN) channel, with low complexity iterative decoders used for HDPC codes and for a given, moderate block-length, high multiple coding rates, MDPC codes outperform equivalent Bose-Chaudhuri-Hocquenghem (BCH) codes [1] , [19] .
The remainder of this paper is organized as follows. In section II, we provide necessary definitions regarding cyclic codes, idempotents and automorphism group of cyclic codes. In section III, we introduce the construction method of MDPC codes. Illustration of the AD algorithm is proposed in section IV. Section V presents simulation result and complexity analysis. Finally, section VI concludes the paper.
II. PRELIMINARIES
In this section we provide elementary definitions regarding idempotents of cyclic codes [1] , [18] - [19] . This background is necessary in order to present the searching algorithm of MDPC codes.
Furthermore, we give a brief description of automorphism group of cyclic codes; Essential property, which the decoder developed in this paper, is based on.
A. Idempotents of Cyclic Codes
A binary cyclic code can also be represented as an ideal I, of the Ring 
A cyclic code C of length n has a unique idempotent ()
where () ix represents the principal ideal and consists of all multiples of a fixed polynomial () ix by elements of n R . Let n be a positive odd integer and let s be an integer in the interval 0 sn . The 2-cyclotomic coset of s mod n is the set 
where S is a subset of the set n S which consists of all the representatives of the cyclotomic cosets mod n. When, the subset S contains only one element, () ix is defined as a primitive idempotent. We can define the generating idempotent ()
Following the relation (2), the generator matrix G of the cyclic code C generating by () ixis the matrix with k cyclic shifts of the coefficients of the polynomial () ix. Hence, the parity-check matrix of the code C generated by () ix is the matrix with n-k cyclic shifts of the coefficients of the polynomial
B. Automorphism group of cyclic codes
Let C be a (n, k, d) code. The Automorphism group of the code C, Aut(C), is the set of permutations n S of coordinate places which send C into itself, i.e. codewords go into possibly different codewords form the automorphism group of the code C.
If C is a linear code and
The automorphism group of a cyclic code contains all the cyclic permutations i.e., the cyclic permutation (1 2 1) , ,...,n  and all its powers [18] . Because n is odd, the map
is a permutation of n R , therefore the automorphism group of a cyclic code is generated by the permutations
where 1 C is the cardinality of the cyclotomic coset with coset representative one, defined in (6).
III. CONSTRUCTION OF THE MODERATE-DENSITY PARITY-CHECK CODES
In this section we provide a simple construction algorithm which allows finding MDPC codes. It consists of searching bounded weight idempotents, which will serve to construct moderate-density parity-check matrices. We implemented this algorithm using the software GAP [20] with the package GUAVA [21] . Algorithm 1 describes the proposed construction algorithm. Let As shown in section II-A, the parity-check matrix of the cyclic code provided by the algorithm can be designed as nk  cyclic shifts of the coefficients of the polynomial * () dual ix . This construction algorithm permits to design several codes of same length, with different rates, by allowing, for each search a different number of primitive idempotents. In other words, by judiciously increasing or decreasing the density of the parity-check matrix, we can get codes with higher or lower rate. While controlling the density, this proceeding allows finding high-rate cyclic codes with good minimum distance properties. Some of these codes will be presented in section V (see Table 1 ).
IV. AUTO-DIVERSITY DECODER
The presented Auto-Diversity (AD) decoder was inspired by recent research on low complexity iterative decoders for classical block codes [13] - [15] . The algorithm presented is not more sophisticate than other iterative algorithms applied on dense graphs. On the contrary, AD decoder aims to simplify this kind of algorithms in order to propose practical solutions for block codes with high coding rate. AD decoder uses only the automorphism group property and a small amount of redundant parity-checks of the cyclic codes to create diversity during the decoding process. The decoding algorithm presented is based on sum-product algorithm [22] . The Tanner graph TG(H), [23] - [24] , is redundant and is represented by a mn  parity-check matrix with m n k . However we try to minimize this redundancy and we design codes with 2 mn  / .
Algorithm 2 describes the proposed algorithm. The decoding algorithm starts to decode the length n soft input SI vector using regular sum-product algorithm with a mn  redundant parity-check matrix H, which consist, when the decoder operates on MDPC codes, of m cyclic shifts of the coefficients of the polynomial * () dual ix . If a valid codeword is reached at this stage, with a maximum number of iterations I, the decoder stops. Otherwise, the decoder stores the decoded codeword, and applies the sum-product algorithm on the same SI with another parity-check matrix H σ obtained by permuting the column of H from random elements of Aut(C) 1 . The decoder repeats this process until the algorithm converges to a valid codeword. If after a maximum number of diversity stages ds N , the algorithm did not converge to a valid codeword, the decoder estimates the codeword with a least metric selector (LMS) [14] , [15] .
Length soft input vector. maximum number of sum-product iterations. maximum number of diversity stages. 
V. PERFORMANCE AND COMPLEXITY OF MODERATE-DENSITY PARITY-CHECK CODES
As we mentioned in the introduction, MDPC codes propose an alternative, for high-rate, moderate block-length, HDPC codes, and high-rate short structured LDPC codes. Therefore, we propose to compare high-rate BCH(127,k( codes where 92 106 (0.7244 0 8346) kR     . , with equivalent MDPC codes as illustrated in Table 1 , constructed using Algorithm 1. On one hand, there is no equivalent length and rate structured LDPC codes reported in the literature. On the other hand, HDPC decoding of BCH codes with the same dimensions do not achieve such excellent performance compared to smaller algebraic block codes [13] [14] [15] . 1 For practical implementation issue, instead of decoding the soft-input vector SI on Tanner graph TG( )
, it is equivalent to decode with soft-input vector Table 1 indicates that the minimum distance (determined using MAGMA [26] ) of the MDPC codes presented are still inferior, but very close to the minimum distance of equivalent high-rate BCH codes 
where δ A (computed using the software GAP [20] with the package GUAVA [21] ) denotes the number of codewords of weight δ . This bound is known to be tight to the ML decoder for error rates of interest [4] . Table 2 presents the first fifteen values of δ A . Notice that MDPC codes presented have relatively few lowest codewords.
A. Performance Analysis
As MDPC codes, equivalent BCH codes are decoded with AD algorithm. In order to construct the redundant parity-check matrix of the BCH code C employed by the decoder, the minimum codeword of 
the dual code C  (determined using MAGMA [26] ) is cyclically shifted m times. (union bound). The gain produced by the MDPC(127,92) code is significant and it derives from the fact that we design a code with a relatively high minimum distance, good weight distribution and a Tanner graph which is more than 30 percent sparser than that of the equivalent BCH code. presented. It seems, from here and from previous work [14] , that for high-rate codes, the behaviour of iterative decoding on dense graphs is better than for relatively lower rate codes. Note that each FER point was simulated until at least 100 frame errors were observed. 
B. Complexity Analysis
Figs. 4-6 illustrate the average number of iterations required to decode our proposed MDPC and equivalent BCH codes. For low probability of error, AD decoding provides significant coding gain over BP decoding, with a small increase of the average number of iterations. Furthermore, each iteration utilizes a relatively small number of redundant parity-checks. We can also observe that for every proposed MDPC codes, less than 3 iterations on the average are sufficient to reach
The relative complexity per iteration is given in Fig. 3b, Fig. 6 and Table 3 , that even though with a coding gain of 1 dB over BCH(127,92). Therefore, MDPC codes presented are more favourable than equivalent BCH codes with AD decoding in terms of performance and complexity. Note also that the proposed codes can serve as a good alternative to high-rate convolutional codes decoded by Viterbi algorithm [4] .
VI. CONCLUSION AND SUGGESTIONS FOR FURTHER WORK
In this paper, a new kind of codes, called moderate-density parity-check codes has been presented.
A simple construction algorithm based on the generation of idempotents using cyclotomic cosets mod n, has been demonstrated. Furthermore, we proposed a low complexity diversity decoder derived from iterative decoders applied for classical block codes. The codes presented are cyclic and can be encoded via a simple shift register [28] . We demonstrated that the proposed high-rates, MDPC codes significantly outperform equivalent high density BCH codes. Our main objective was to relax the tradeoff between designing high-rate and short block-length structured LDPC codes [29] . We achieved this task by, on one hand, increasing the density of the parity-check matrix and, on the other hand, applying iterative decoding technique suitable to decode codes induced by dense graphs [13] - [15] . The relaxation of density constraint also leads to design codes with larger minimum distance. MDPC codes could be suitable for many applications such as magnetic recording, optical communication and some delay sensitive services. High-rate is necessary to keep down the equalization loss and short length provides simpler system architecture [29] , [30] . By relaxing somewhat the constraint on the low density, many families of iterative decodable codes such as LDPC codes based on finite geometries [31] , or on balance incomplete block design (BIBD) [29] could be extend to MDPC codes.
