Abstract. Consider the system of equations F (x, y) = 0. The classical Implicit Function Theorem starts from the assumption: "the derivative F ′ y (x, 0) is nondegenerate/right-invertible". This condition is far from necessary. It has been weakened by J.C.Tougeron (Tougeron's implicit function theorem) and then further by B.Fischer. Another direction was to extend the theorem to a more general class of rings, beyond the rings of analytic/smooth functions. We obtain the "weakest possible" condition that ensures the solvability of F (x, y) = 0. The condition is in terms of some suitable filtration, it is necessary and sufficient for the existence of "good" (differentiable) solutions. In the simplest cases this filtration condition reproduces Tougeron's/Fisher's theorems. For more delicate filtrations we get significant strengthenings.
Introduction
All the rings in this paper are commutative and associative. We use the multivariable notation, x = (x 1 , . . . , x m ), y = (y 1 , . . . , y n ).
Consider a system of (analytic/formal/C ∞ /C k ) equations F (x, y) = 0. The classical Implicit Function Theorem reads: if the matrix of derivatives ∂ y F (0, 0) = F In the case of one equation, p = 1, this coincides with Tougeron's result. For p > 1 Fisher's result is stronger.
⊕p , and for p > 1 the inclusion is almost always proper.)
Though this version solves the examples above, it cannot cope with the slightly more complicated example: .
The goals of this note are: • To weaken the condition further (to the "weakest possible" condition of "iff" type) so that we get a Strong Implicit Function Theorem.
• To extend the result to a broader category. It is natural to extend from [[x, y] ], {x, y}, C p (R m x × R n y , 0) to the local Henselian rings (not necessarily regular or Noetherian) over a field. In fact even the ring structure is not necessary, our main result is for the filtered (not necessarily abelian) groups, cf. theorems 3.1 and 3.2.
In the subsequent works we hope to apply this strong form to various problems of Algebra and Geometry (finite determinacy [du Plessis-Wall] , tactile maps [Bruschek-Hauser] etc.). Remark 1.3. 1. The classical approach to construct a solution is the order-by-order approximation: first solve the linear part (modulo quadratic terms), then quadratic, cubic etc. Accordingly we always present the equation in the form u + Ly + H(y) = 0. Here: u = F (x, 0) ∈ V is an element of an R-module (or just of an abelian group);
→ W is a homomorphism of R-modules (or of abelian groups); H(y) denotes the remaining "higher order terms". Further, as we always start from a solution of the linear part, u + Ly = 0, we assume u ∈ L(V ), i.e. u = −Lv, for some v ∈ V .
2. If the equations F (x, y) = 0 are linear in y, i.e. F (x, y) = F (x, 0) + F ′ y (x, 0)y, then the obvious sufficient condition for solvability is: the entries of F (x, 0) lie in A F ′ y (x,0) . While the (tautological) necessary and sufficient condition is:
). This condition is much weaker than those of Tougeron/Fisher. Therefore as landmarks for the criteria one should consider equations that are non-linear in y.
3. In practice one usually needs not just a solution. One needs a statement of the type there exists a subgroup/submodule
which is "close" to v and depends on v "smoothly".
We call this a smooth solution, the precise formulation is in §2.1. 4. In our approach we expand F (x, y) = 0 in powers of y (i.e. at y = 0), hence the criteria are formulated in terms of F (x, 0), F ′ y (x, 0) etc. One could expand at some y = y (0) (x), then the criteria are written in terms of
. . (For example, theorem 1.2 is stated in [Fisher1997] in such a form.) Such an expansion at y (0) (x) is helpful if one has a good initial approximation for the solution. As the two approaches are obviously equivalent, e.g. by changing the variable y → y − y (0) (x), we prefer to expand at y = 0, to avoid cumbersome formulas.
5. Usually the main problem is to establish the order-by-order solution procedure. Thus many of our results are of the form "If (. . . ) then there exists a Cauchy sequence {y
. The topology here comes from filtration, e.g. the m -adic topology on R.
Once such a result is established one has an honest solution in the completion/henselization of V . Then (if V is non-complete) one uses the Artin-type approximation theorems [K.P.P.R.M.] to establish a solution in V . Over some rings we can directly ensure a solution, see §3.2.
6. The geometric meaning. The equations
The solvability of the equation means that this locus has a smooth component that projects isomorphically onto the Spec(R) × {0} ⊂ Spec(R).
Today the factorization of ideals into prime ideals is realized by many computer packages. But this is done only in Noetherian rings (e.g. {x, y} or [[x, y] ]). So, this does not help for the questions in e.g. C ∞ , C k rings. 7. A reformulation in terms of commutative algebra. Suppose a ring R is "built" from two ingredients, R X and R Y , e.g. R = R X ⊗ R Y , with a prescribed inclusion R X ֒→ R. Given an ideal F = (F 1 , . . . , F p ) ⊂ R, a solution of
→ R X whose kernel is precisely F .
2. Definitions, Notations, Preliminaries 2.1. Filtered groups. A decreasing filtration V • of a group V is the sequence of normal subgroups
The filtration induces Krull topology, the fundamental system of neighborhoods of v ∈ V is {vV j } j≥1 .
Example 2.1. 1. Let (R, m ) be a local ring, consider the group of invertible matrices over R: GL(n, R). Corresponding to the filtration R ⊃ m ⊃ m 2 ⊃ · · · we have the filtration by the normal subgroups V j := {1I + A| A ∈ M at(n, m j )}. 2. Let (X, 0) be the germ of a space (algebraic/formal/analytic etc). Consider its automorphisms, Aut(X, 0). The natural filtration is by the subgroups of automorphisms that are identity up to j'th order. 3. The classical case is when V is abelian, a module over a ring, with filtration defined by some ideal,
higher order" map, usually not a homomorphism, satisfying H(1 V ) = 1 W . We will specify the precise conditions of being of higher order later.
Given a decreasing filtration
. By the normality, V j+1 ⊳ V j , this condition can be written in the form y
(If in the last condition we put v = 1 V then, using the second condition, we get that the map y v is "close" to identity:
Combining these notions we get the notion of smooth order-by-order solution:
→ V 1 with the properties as above.
If V , W are abelian groups then all the notions simplify accordingly. An order-by-order smooth solution means a Cauchy sequence:
Rings. All the rings in this paper are commutative, associative with unit element. If V, W are modules over a ring R, then the implicit function equation is L(y − v) + H(y) = 0, where L is a homomorphism of R-modules, while the higher order H(y) satisfies: for any ideal J ⊂ R:
In particular, H is of higher order iff its order is at least two. 
do not satisfy I.F.T. m , e.g. the equation y 2 + y = x 2 is not solvable over these rings.
We say that (R, J) satisfies implicit function theorem with unit linear part, denote this by IF T J,1 I if for the system of equations, y − v + H(y) = 0 has a solution over R (for any v ∈ JV ).
This system is a particular case of the classical implicit function equations. Therefore the Henselian rings of the example above satisfy IF T m ,1 I . Note that the condition IF T J,1 I is weaker than
, is an R-module as well. The annihilator-of-cokernel is defined as:
Recall the classical relation [Eisenbud, Proposition 20.7] : for L ∈ M at(m, n; R) with m ≤ n :
In many cases one has the stronger property:
2.4. Ideals that satisfy J n ⊆ JA L . Fix some n ∈ N and consider the set J n of all the ideals satisfying J n ⊆ JA L . This is an inductive set, i.e. for any increasing sequence,
ideal(s) that are/is maximal by inclusion.
Lemma 2.4. Let n = 2 and let J ⊂ R be such a (maximal by inclusion) ideal.
. By direct check, each of them satisfies J 2 = JA L . But there is no bigger ideal J that contains say J x + J y and satisfies J 2 = JA L . Indeed, suppose y p−i z i ∈ J and
Thus, in this case there are several biggest ideals.
The results
3.1. Criteria for order-by-order solvability. Our main contribution is the following general criterion of orderby-order solvability of the equation for arbitrary filtered groups.
Consider a homorphism of (arbitrary) groups Proof. 1. The proof is by induction. Choose y (1) = 1 and y (2) = v. Suppose y (2) , . . . , y (j) have been constructed for some j ≥ 2. Present y (j+1) = zy (j) , so we should find the necessary z ∈ V j . Note:
Here we use the normality V j+1 ⊳ V j . By construction this (order-by-order) solution is smooth.
2. Given the Cauchy sequence y (n) from the main theorem take the limit y = lim
Usually one needs results of such type for abelian groups, i.e. one solves the equation L(y − v) + H(y) = 0. We state the corresponding criterion separately. The natural question is whether this theorem/corollary can be further improved, i.e. whether the assumptions on L, H can be weakened. We prove that the assumptions are the "weakest possible": v ∈ V 1 and any n > j ≫ 1: H(y
Proof. First we prove that for any
for some∆ j ∈ V j . We construct v∆ j by approximations. Note that y
j+2 ∈ V j+2 and so on. If V 1 is complete then the Cauchy sequence y If the image of y (n) is open then for n ≫ 1 we get ∆ j y
as well.
Now we use the property that y
is an order-by-order solution:
As y is smooth, y
v . Substitute this to get:
(Here in the last equality we use the normality of V j+1 .)
In general it is not easy to find the appropriate filtration V • . Our criterion simplifies for modules over a ring.
Corollary 3.4. Let R be a (commutative, associative) ring. Fix some ideal I ⊂ R and a submodule
V 1 ⊂ V . 1. If H(y + ∆ j ) − H(y) ∈ I j L(V 1 ) for y ∈ V 1 and ∆ j ∈ I j V 1 , then for any v ∈ V 1 there exists a smooth order-by- order solution of L(y − v) + H(y) = 0.
Suppose V is complete with respect to the filtration {V
Example 3.5. The most important case is when the ring R is over a base ring , which has no zero divisors, e.g. is a field. Suppose further that the term H(y) admits the "linear approximation" with the remainder in the form of Lagrange:
here H 1 (y)(z) is linear in z while H 2 (y, ∆)(z, z) is quadratic in z. Suppose H(V 1 ) ⊂ JL(V 1 ), then we get tH 1 (y)(∆) + t 2 H 2 (y, t∆)(∆, ∆) ∈ JL(V 1 ), for t ∈ . Divide by t and put t = 0 in the remaining expression to get
. Thus, in this case the condition H(V 1 ) ⊂ JL(V 1 ) ensures the solvability. Vice versa, the existence of a smooth solution implies
Thus, for modules over the rings the question is reduced to the search for an appropriate submodule V 1 ⊂ V . The simplest type of submodule is V 1 = JV , for some ideal J ⊂ R. More generally, suppose I 1 V ⊇ V 1 ⊇ I 2 V , where I 1 is the minimal possible, I 2 is the maximal possible. Proof. 1. We should check H(y + ∆) − H(y) ∈ L(m V 1 ). Indeed, for y, ∆ ∈ I 1 V one has:
2. By the assumption there exists a solution for any choice of H. In particular, choose H(y) = q(y)ξ, where q(y) is a quadratic polynomial in y, while ξ ∈ W is a generic element. By proposition 3.3 we have: (10) L(m V 1 ) ∋ H(y + t∆) − H(y) = tξ(q(y + t∆) − q(y)).
As this holds for any t ∈ we get: (y i ∆ j )ξ ∈ JL(V ), for any i, j. By choosing y i , ∆ j as all the generators of J and ξ as all the generators of W we get: J 2 W ⊆ L(m JV ). In many question it is useful to reformulate the conditions 
there is an order-by-order solution.
The last corollaries give the optimal criterion for submodules of type V 1 = JV , in the case of arbitrary higher order terms. With some restrictions on H(y) the conditions on J can be weakened: In the lowest order case, k = 2, we get a sufficient condition for order-by-order solvability:
. It is weaker than Tougeron's/Fisher's conditions. In our case we have more general rings and more general class of equations. Thus we give a criterion for exact (and not just order-by-order) solution.
Proposition 3.10. Let R be a ring with some ideal m ⊂ R, suppose IF T m ,1 I holds for (R, m ). Let V, W be some R-modules of finite ranks, let
We look for a solution in the form y = i y i ξ i . As H(y) represents the higher order terms and
, where h j (y) again represents some higher order terms. Thus we get
we should solve the very particular system of equations: {y i −v i +h i (y) = 0}. By the assumption IF T m ,1 I holds for (R, m ), hence the statement.
Example 3.12. Let (R, m ) be a local Henselian ring over a field. Take J = A L , then the corollary implies Tougeron's/Fisher's theorems. As mentioned in the introduction, if one takes J the maximal possible that satisfies J 2 = JA L then one gets the strengthening of Tougeron's/Fisher's theorems. But the corollary is useful for more general rings, e.g. if in equation (2) the term p(x 1 , x 2 ) has integral coefficients then we get a solution over
Remarks and Examples

4.1.
Comparison to Fisher's and Tougeron's theorems. The condition
2 ). Thus to apply Tougeron's/Fisher's theorems we have to assume:
On the other hand, by direct check, the ideal
Therefore corollary 3.11 gives: ⋆ if is algebraically closed and p(x) ∈ m 2k then the equation has a solution; ⋆ if is arbitrary and p(x) ∈ m 2k+1 then the equation has a solution. Note that to write down an explicit solution is not a trivial task even in the particular case of equation (2). Therefore, even in the case of just one equation, the condition J 2 = JA L significantly strengthens the versions of Tougeron/Fisher.
Comparison of the condition
It is simpler to check the ideals, J 2 = JA F ′ y (x,0)) , than to look for a submodule satisfying the needed property. But the "ideal-type" criterion is in general weaker than the criterion via V 1 .
Example 4.2. Consider the system y
. In this case the annihilator of
, regardless of how big are n and m. Of course, the general criterion of proposition 3.10 suffices here. (One starts from
This is a good place to see in a nutshell why no weakening of J 2 = JA F ′ y (x,0) in the form of some condition on ideals is possible. . While the previous system has obvious solutions for n, m ≥ 2, this system has no solutions in R. Indeed, from the second equation it follows that y 1 is divisible by x 2 . Then the left hand side of the first equation must be divisible as well, contradicting the non-divisibility of the right hand side. , where a i , b i ∈ R, here R is a local Henselian ring. Suppose gcd(a 1 , a 2 ) = 1, i.e. (a 1 ) ∩ (a 2 ) = (a 1 a 2 ). Then A L = (a 1 a 2 ) is a radical ideal and thus
We check the approach via filtration. To invoke the proposition 3.10 we need V 1 ⊂ R ⊕2 to satisfy:
, thus the condition on b 1 , b 2 is the same as above.
Remark 4.5. Suppose the system of equations splits. Then it is natural to choose the split submodule:
(Note that the converse does not hold: decomposability of V 1 does not imply that the system splits in any sense. For example, all modules of the type V 1 = JV are decomposable if V is of rank > 1.) The following questions are important: ⋆ Suppose L is block-diagonal. What are the conditions on H so that we can choose V 1 = V 1,1 ⊕ V 1,2 ? ⋆ Formulate some similar statements for L upper-block-triangular vs V 1 an appropriate extension.
Remark 4.6. It is not clear how to formulate a condition ensuring the uniqueness of the solution of L(y − v) + H(y) = 0. If one seeks for a condition in terms of v and L only, then it is natural to ask: v belongs to a small enough submodule of V . For example, v ∈ JV , for some small enough ideal J ⊂ R. This does not suffice as one sees already in the example of one equation in one variable:
. By taking b ≫ a the later ideal can be made arbitrarily small compared to A L . Yet, there is no uniqueness.
An approximation theorem
There are several approximation theorems guaranteeing analytical/smooth solutions, provided a formal solution exists. Given the germ of an analytic map at the origin,
here x is the multi-variable, while y is an unknown map, (R m , 0)
⊕m satisfying:F (x,ŷ(x)) ≡ 0, whereF is the formal Taylor series at zero of the map F . In general this solution does not converge off the origin. Two classical results relate it to the "ordinary" solution. . Consider the equation
. The completion of this equation is the identity, 0 ≡ 0, thus every formal seriesŷ ∈ R [[x] ] is a formal solution (ofF (x, y) = 0). However, the equation has no local smooth solutions (not even continuous ones). In this example the coefficient of y(x), i.e. the function τ 2 , is flat at zero. In other words, the ideal A F ′ y (x,y0) is too small and A F ′ y (x,y0) m ∞ = m ∞ .
The following statement is not a direct consequence of our previous results, but goes in the same spirit. Let R = C ∞ (R m , 0), with the maximal ideal m ⊂ R. Suppose the equation F (x, y) = 0 is a formal solution. By Borel's lemma, [Rudin-book] , we can choose a C ∞ map y 0 whose completion is the solution, thus F (x, y 0 ) is a vector of flat functions. Then there exists a C ∞ solution, i.e. y ∈ R ⊕m such that F (x, y) = 0.
Proof. We seek for the solution in the form y = y 0 + z, where the map z is flat. Expand F (x, y 0 + z) into the Taylor series with remainder: Then the equation takes the form (13) F ′ y (x, y 0 )z + G(x, z) = −F (x, y 0 ) where the map F (x, y 0 ) is flat. Note that the summand G satisfies the condition G(x, λz) = λ 2 hH(x, z, λ) with a C ∞ -map H such that H ′ z (x, 0, λ) = 0. We look for the solution of equation (13) where the map τ is flat. By the classical Implicit Function Theorem, the latter equation has a local flat C ∞ -solution. Hence, the map z satisfies the equation (13), and y = y 0 + z is the map we need. 
