Abstract. Low salinity water as a means of improving oil recovery has recently generated interest both from petroleum science and industry. A number of experimental studies have highlighted the importance of carbonate solubility in the recovery process. In this paper, which is a continuation of the work in [28], we present a one dimensional mathematical model that couples multicomponent ion exchange, carbonate solubility and transport of the water and oil phases. The transport of the phases is linked to the desorption of the divalent ions from the clay surface in such a way that increased desorption of the divalent ions leads to improved flow function.
Introduction
Increased oil recovery (IOR) techniques constitute a major part of present day petroleum reservoir engineering, and are also important to society both for economical and environmental reasons. This paper is concerned with a relatively recent IOR technique known as low salinity water injection. The low salinity water injection technique, which essentially means that more oil may be produced by flooding with a brine with a low concentration of ions, has shown a lot of promise to improve recovery in sandstone reservoirs, see e.g. [32, 41, 43] .
A number of requirements have been listed as being necessary for low salinity improved recovery. These include:
-Presence of clay [38] or some negatively charged rock surfaces; -Polar components in the oil phase [33, 38] ; -Presence of formation water [38] ; -Presence of divalent ion/multicomponent ions in the formation water [19] . Despite meeting the above criteria, some experiments carried out have not shown positive low salinity effect [35, 46] . We also refer to [6] for experimental observations indicating that low salinity water injection as an IOR method appears very sensitive to a combination of several parameters.
Multicomponent ion exchange (MIE) has been suggested as a mechanism that can improve recovery during low salinity floods [19] . It is stipulated that oil bearing divalent ions can be desorbed by the ion exchange process resulting in improved recovery from the core. While other mechanisms such as pH increase [38] and [4] ) and clay dispersion [38] have also been proposed, the MIE mechanism presently seems to give the most complete and well-founded single explanation of this complex phenomenon, which obviously may involve several different small-scale mechanisms.
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1
Quite a lot of work on low salinity water flooding have been published in the literature, but these are mainly experimental type of works. In the recent paper [28] , the authors presented a one dimensional mathematical model relevant for the simulation of core scale numerical low salinity water flooding experiments. The model developed in [28] , which also potentially might serve as an aid to the design of new laboratory experiments, is a two phase flow model that couples the oil flow to the water-rock chemistry. The water-rock chemistry considered is MIE involving the Na , Mg and Ca ions and the negative clay surfaces of the rock. The desorption of the divalent ions as a result of the MIE mechanism is linked to change in the wetting state such that more oil is mobilized, and the model is used to study the effect of different injection brines and formation water on oil recovery. We note that capillary pressure was neglected in [28] . We refer to [28] as well as the references therein for more information regarding experimental and modeling works relevant for low salinity water flooding. The present work is a direct continuation of the paper [28] , and our aim is to include some additional physically relevant mechanisms in the mathematical model.
In carbonate rocks it has been suggested that the dissolution of initially oil wet carbonate surface can drive wettability change [15, 9, 10] . Though the amount of carbonates in sandstone rocks are low compared to the amount in carbonates rock, still significant quantities can be found in sandstone reservoirs. In a study of low salinity water flooding in Tensleep sandstone, the authors of [21] carried out micro-CT images of cores before and after flooding to show that there is substantial dissolution of the carbonates in the rock and postulated that the improved recovery noticed is as a result of the dissolution of these carbonate. The authors of [31] in their study of Tensleep, Minnelusa sandstone and Phosphoria dolomite formation concluded that the improved recovery seen during the low salinity flood may be as a result of increased dissolution of oil wet carbonate and/or sulphate surfaces in the core.
In static experiments by [26] where reservoir rock was mixed with a low salinity brine at different temperature, it was observed that the amount of Ca ions recorded in the brine at the end of each experiments can not be explained by multicomponent ion exchange only and that dissolution of carbonate minerals must be responsible for the increased Ca ions in the brine especially at increased temperature(see Fig. 1 ) even though the rock composition in this case contains less than one percent calcite. Such change in the composition of the brine can play a significant role in core and reservoir flooding composition by altering the expected cation exchange processes and hence the oil recovery.
Motivated by the above, the aim of this study is to describe a model that captures both carbonate solubility and multicomponent ion exchange in a low salinity environment. The model is then used to study the behavior of synthetic corefloods experiments. More precisely, we are interested in a detailed understanding of how carbonate dissolution can either improve or reduce the positive low salinity effect when the low salinity effect is determined by the desorption of divalent ions. While it is generally found in our study that the positive low salinity effect predicted by the model without calcite dissolution is reduced by the inclusion of solubility, it should be emphasized that this reduction is dependent on the minerals that are precipitated following the calcite dissolution. Furthermore, we can conclude from the model predictions that the oil recovery is quite sensitive to the composition of the formation brine, the injected brine and rock compositions such that the potential of low salinity effect must be evaluated on a case by case basis.
As a motivation for the synthetic coreflood study mentioned above, we start the computational section by including some interesting comparisons between the model behavior and some observations from laboratory experiments. Although these comparisons were first presented in the conference papers [26] and [27] , we note that a more detailed presentation is given here. We also note that a more comprehensive comparison between the numerical model and experimental results is outside the scope of this paper, and is left for future work.
The paper is organized as follows. Section 2 presents the multiple ion exchange process used in this work. In Section 3 we explain how this MIE process is linked to a change of the wetting state as represented by two sets of relative permeability functions referred to as high salinity and low salinity conditions, respectively. Section 4 describes the aqueous chemistry as well as the rate equations for the water-rock interaction, which are used to model the solubility processes. [26] . The Ca ions from the reaction exceeds that predicted by ion exchange only.
Moreover, Section 5 gives a presentation of the flow equations where the two-phase flow and ion concentration flow dynamics are accounted for when the MIE and solubility processes are included. Section 6 gives a brief description of the numerical solution methodology used in the paper. In the computational Section 7, we first present some comparisons between model behavior and experimental results. We then present a number of different synthetic flow case simulations. The purpose of these simulations is to illustrate basic features of the model as a tool to explore the relation between the behavior of the MIE and carbonate solubility processes and the oil recovery curves. Finally, Section 8 gives some concluding remarks.
Modeling of the multiple ion exchange (MIE) process
In this section we describe the multiple ion exchange process we shall rely on in this work. This is the same as in [28] , however, for completeness of this paper we include a description of it.
2.1. Generally. We distinguish between concentration C and chemical activity a noting that they are related by a = γC,
where γ is the activity coefficient. According to the extended Debuye-Hückel equation, see for example [3, 20] and [25] (page 25), the activity coefficient γ i is given by
where the index i refers to the different species involved in the system which is studied. Moreover, Z i refers to the ionic charges, b is an extended term parameter, A(T ) and B(T ) are temperature dependent given functions [3, 16] , similarly for the constants a 0 i , whereas I 0 refers to the ionic strength defined by
For the numerical calculations, we calculate I 0 in each grid block based on the ion concentrations for the previous time step. Consequently, I 0 is always updated throughout the flooding process. Hence the activity coefficients are updated as well, according to equation (2).
2.2.
Cation exchange. We model the cation exchange using the Gapon model.
This model has been used in the modeling of cation exchange in chemical flooding [30] . The Gapon model is based on a single monovalent exchange site and as such makes no difference on the choice of unit for the activity of the absorbed ion [3] . The model can also be expressed as an equivalent of the Langmuir multicomponent isotherm as done in equations (9), (10) and (11) .
There have been concerns about the performance of the model when several heterovalent ions are present. However it is popular among soil scientists and has been used extensively to model irrigation systems containing Na + , Ca 2+ and Mg 2+ [3] . Other popular ion exchange models make use of the number of exchangeable cations convention and the reaction written thus 1 2 Ca
Expressing the exchange reactions as done in (5) makes the choice of the unit for the activity of the absorbed specie important. The Gaines-Thomas model uses equivalents as units of the absorbed specie. The use of molar units for the absorbed species follows the Kerr or Vanslow convention. The exchange reactions are supposed to take place at a fast rate. Constant selectivity factors K cana and K mgna are assumed, and using the Gapon model (4) they are expressed as
and
where β na , β mg and β ca are the number of moles of Na + , Mg 2+ and Ca 2+ ions attached to a unit mass of clay. The CEC as used here is the Cation Exchange Capacity in equivalent/Kg. The equation system (6), (7) and (8) is linear in the variables β na , β mg and β ca , and a solution can easily be obtained. We find that
We note that the equations (9), (10) and (11) are equivalent to a Langmuir-type adsorption isotherm. Fig. 2 illustrates how the β ca function depends on the concentrations C na , C ca , C mg . At high magnesium concentration, the amount of calcium ion adsorbed on the rock, β ca , becomes quite low.
Coupling of wettability alteration to changes on the rock surface
This section discusses aspects concerning the flow functions. Since we only consider flows without capillary pressure in Section 7, we limit the discussion to the relative permeability functions. The following ideas are also employed by [9] , however, in the context of spontaneous imbibition on chalk cores where capillary forces are the driving forces in oil recovery. It also partially follows ideas employed in previous works by [18, 39, 44] .
3.1. Relative permeability and capillary pressure functions. As a basic model for relative permeability functions the well-known Corey type correlations are used [7] . They are given in the form (dimensionless functions)
where s wr and s or represent critical saturation values and N k and N k o are the Corey exponents that must be specified. In addition, k * and k * o are the end point relative permeability values that also must be given.
The capillary correlation in [34] is employed as shown:
where, c w , c o , a w and a o are constants denoting the entry water capillary pressure, entry oil pressure, water exponent and oil exponents respectively. We make use of a reference capillary pressure or scaling capillary pressure, P c,r . The values of P cmax and P cmin are given by P cmax = P c (s wr + ǫ) and P cmin = P c (1 − s or − ǫ) Figure 3 . Left: Example of relative permeability curves Right: Example of dimensionless capillary pressure corresponding to high-salinity (HS) and low-salinity (LS) conditions. Now, we define two extreme relative permeability and capillary functions corresponding to the wetting state of the rock for high salinity and low salinity conditions. 3.1.1. High salinity conditions. This is assumed to be the initial state of the core. The values for generating the functions are listed in Appendix B. Applying the values of the high salinity condition in (12) 
We refer to Fig. 3 for a plot of these curves (blue line). The motivation for the choice of the values was to match the form of the relative permeability measured for a variety of high salinity and low salinity brines [42] . If we allow wettability alteration to affect the capillary pressure, we must also define a target low salinity capillary pressure to be used in such simulations. This can e.g. be done by using the values listed in Appendix B to generate a low salinity capillary pressure curve 3.2. Cation exchange as a mechanism for wettability alteration. We let β ca0 and β mg0 be the amount of calcium and magnesium, respectively, initially bounded to the clay surface. We then define the quantity
as a measure for the desorption of cations from the clay. Moreover, we define
where r > 0 is a specified constant. Note that the choice of r determines the extent in which the divalent ion desorbed leads to a certain change of the wetting state.
The function H(β ca , β mg ) is a weighting function, and works such that H = 1, when there is no desorption of calcium and magnesium from the rock, whereas 0 < H < 1 in case of desorption of at least one of these cations. How fast H(β ca , β mg ) is approaching 0 as m(β ca , β mg ) is increasing, depends on the choice of r. Now, the weighting function H(β ca , β mg ) can be used to represent the wetting state in the core plug; H(β ca , β mg ) = 1 corresponds to the initial high salinity, whereas H(β ca , β mg ) ≈ 0 represents thelow salinity. By defining relative permeability curves by means of the weighting function H(β ca , β mg ) as described in the next subsection, the model can account for a dynamic change from an initial high salinity state towards a low salinity state controlled by the degree of desorption of calcium and magnesium from the core.
3.3. Modeling of transition from high salinity to low salinity conditions. We follow along the lines of [9] , and model wettability alteration by defining relative permeability curves through an interpolation between the high salinity and low salinity curves given by (12) , combined with the data specified in Appendix B as given by (66) and (69).
More precisely, motivated by the proposed hypothesis that transition from a high salinity wetting state towards low salinity conditions depends on the desorption of calcium and magnesium caused by the cation exchange process, the following interpolation is proposed:
where H(β ca , β mg ) is defined by (17) . Hence, when no desorption of divalent cations from the clay surface takes place it follows that H(β ca , β mg ) = 1, implying that k(β ca , β mg ) = k HS (s). This reflects the initial high salinity wetting state. Then, as desorption of divalent cations takes place, it follows that m(β ca , β mg ) increases. In particular, if the desorption effects becomes large enough, it follows from the above discussion (see equation (17) ) that H(β ca , β mg ) ≈ 0, which means that k(s, β ca , β mg ) ≈ k LS (s), reflecting that a wettability alteration has taken place which results in a low salinity wetting state.
It is natural to let the capillary pressure be dependent on the desorption in a similar way as described for the relative permeability above. The following interpolation is thus applied to the capillary pressure:
The model for water-rock interaction
In this section we first give some details concerning the equilibrium chemistry associated with the following chemical reactions, i.e. the aqueous chemistry.
Here it is implicitly assumed that these reactions take place at a much faster time scale than the dissolution/precipitation processes (23)- (25) described below. Next we describe the relations that take into account kinetics associated with the precipitation/dissolution processes. The model we shall study represents a reactive transport system with three mineral phases (CaCO 3 , CaSO 4 , MgCO 3 ) and three aqueous species (Ca 2+ , SO 2− 4 , Mg 2+ ), which react according to basic kinetic laws. The mineral phases were chosen are based on studies which suggests that the carbonates and sulphates are very active in low salinity waterflooding [21, 31] . We also neglect silicate mineral solubility because they are known to be very slow. More precisely, the chemical reactions we include are:
4.1. Aqueous chemistry. In the subsequent discussion we assume that we know the concentrations C na and C cl . Note that the C cl specie is not directly involved in the chemical kinetic reactions or in the MIE reactions but is involved in transport and can act as a tracer. Based on this we shall discuss the various equations associated with the chemical reactions described by (20)- (22). We assume that the CO 2 partial pressure P CO2 is known, from which the CO 2 concentration can be determined. More precisely, the local equilibrium associated with (20) gives the relation
for an appropriate choice of the equilibrium constant (solubility product) K and partial pressure P CO2 . The chemical reaction equation (21) gives us
where C 2 is a known solubility constant. Moreover, the reaction equation (22) gives
where C w is known. The following aqueous charge balance equation is also assumed to hold for the various species contained in the water phase
where Z i refers to the ionic charge of species i. For the system in question, this results in the following balance equation:
Thus, the four equations (26)- (29) allow us to solve for C h , C hco , C co , and C oh . This relation can be written in the form
where
It's convenient to introduce the following notation:
We shall make use of the simplifying assumption that the concentration C co of CO 2− 3 is relatively low and can be neglected in the charge balance equation (31) . Clearly, (31) can then be written in the form
where we have used (28) . Combining (26) and (34) we get
which results in the second order equation
The relevant solution is then given by
Finally, C co and C oh can be determined from the equations (27) and (28) . In particular, we note that
, in view of (32).
4.2.
Rate equations for the water-rock interaction. The rate equations associated with the water-rock interaction, as described by the dissolution/precipitation processes (23)- (25), are obtained by following an approach similar to that in [5, 11] , see also references therein like [20] (chapter 1) and [36, 23] . The main point of this approach is the use of an empirical rate equation of the form
where R is the rate, k and n are empirical fitting terms and (1−Ω) the degree of disequilibrium with the mineral in question. Ω is the ratio of the ion activity product (IAP) to the solubility product K for the solid in question, that is, Ω = IAP/K. If 0 < 1 − Ω the solution is undersaturated which may lead to dissolution; if 0 > 1 − Ω the solution is supersaturated which implies precipitation. Thus, the reaction termsṙ i , for i = c, g, m associated with (23)- (25), are given as follows where we have used n = 1 in (36):
Here a j represents chemical activity associated with species j. Moreover, we have supposed that the minerals exist as pure phases which implies that the ion activities of the minerals are one, see for example [5] . That is, we have set a c = a g = a m = 1 in (37)- (39) . Mixed phases can be accounted for but that is an unnecessary complication at the present stage. k j −1 represents the rate of precipitation whereas k j 1 represents the rate of dissolution associated with the different species j = c, g, m corresponding to CaCO 3 , CaSO 4 , and MgCO 3 . Similarly, K j is used to represent the equilibrium constant (solubility product) associated with j = c, g, m. These are known values. On the other hand, much less is known about the rate of precipitation/dissolution represented by k
It is convenient to introduce the notation
Then we get the following rate equations associated with the minerals represented by ρ c , ρ g , and ρ m :
Similarly, (37)- (39) give rise to the following set of rate equations associated with the aqueous species ρ ca , ρ so , and ρ mg involved in the precipitation/dissolution processes (23)- (25):
An important modification is to take into account the fact that mineral dissolution stops once the mineral has disappeared [5, 11] . To build this mechanism into the rate equations given by (37)- (39), we use (41) and change these equations in the following manner:
where sgn
0, otherwise,
Clearly, in view of (42), we see that for F I < 0 where I = c, g, m represents the mineral in question, the mineral precipitates; for F I = 0 chemical equilibrium exists and nothing happens; for F I > 0 the mineral dissolves, but only as long as the mineral exists, i.e., ρ I > 0.
The coupled model for water-oil flow and multiple ion exchange
We now want to take into account convective and diffusive forces associated with the brine as well as the oil phase. In order to include such effects we must consider the following equations for the total concentrations ρ o , ρ l , ρ ca , ρ so , ρ mg , ρ na , ρ cl (mol per liter core):
(oil flowing through the pore space)
(water flowing through the pore space)
Here , v l and v g are, respectively, the oil, water and species "fluid" velocities, whereas M c represents the mass of the clay. Now following along the line of the derivation given in [9] and [28] , and introducing the following simplifying assumptions • The oil and water component densities C o and C are assumed to be constant, i.e., incompressible fluids; • The effect from the water-rock chemistry in the water phase equation is neglected which is reasonable since the concentration of the water phase C is much larger than the concentrations of the ion exchange involved in the chemical reactions; • Constant porosity φ, absolute permeability κ, viscosities µ, µ o ;
• One dimensional flow in a horizontal domain;
• Neglecting gravity effect since the flow is in the 1D horizontal direction.
we can deduce an equation system which reads
where φ, s, v T and D is the porosity, water saturation, total velocity and diffusion coefficient respectively, and
Moreover, f is the fractional flow function, which reads
We refer to the works of [9] and [28] for the details in the above derivation.
5.1.
Scaled version of the model. First, we introduce the variables
We also introduce the variables
(49) Now let L be the the reference length, which here is chosen to be the length of the core. As time scale of the problem τ (sec) we use
We then define dimensionless space x ′ and time t ′ variables as follows
We introduce reference viscosity µ (Pa s), reference diffusion coefficient D m (m 2 /s) and reference capillary pressure P c = P c,r (Pa). Then we define dimensionless coefficients
Rewriting (46) in terms of the dimensionless space and time variables (51) and using (52), the following form of the system is obtained (skipping the prime notation)
where the dimensionless characteristic number δ and ε, are given by
We choose D m = Lv T in (52) such that δ = φ.
5.2.
Boundary and initial conditions. In order to have a well defined system to solve we must specify appropriate initial and boundary conditions. 5.2.1. Boundary conditions. At the inlet, the following Dirichlet boundary conditions are employed
for the species i = na, cl, ca, so, mg where C * i is the specified ion concentrations of the brine that is used. At the outlet extrapolation is employed both for s and the C i 's. In addition, we also have the boundary condition that the capillary pressure is zero outside the core at the outlet, i.e.
J(t)|
5.2.2. Initial data. Initially, the plug is filled with oil and 15.0% formation water. Thus, initial data are given by s| t=0 (x) = s init = 0.15,
and for i = na, cl, ca, so, mg,
for given initial concentration of the species C i,0 in the water phase (formation water).
Numerical discretization
The numerical scheme that is used for solving the system (53) and (54) together with the appropriate initial data and boundary conditions, is based on an operator splitting approach. We use the so called Strang splitting algorithm [37] , and alternate between (A) solving a convectiondiffusion system accounting for the transport and multiple ion-exchange effects using a (splitting) time-step ∆t 2 , and then (B) solving an ODE system accounting for the resulting chemical reactions (i.e. dissolution/precipitation) using a time-step ∆t, and then finally repeating step (A) again.
The details regarding step (A) are given in [28] . The numerical discretization of the nonlinear convection-diffusion system is based on the same approach as that used by [44, 45] , and we refer to these works for more details. Note however, that in contrast to these works, a relatively complicated system of nonlinear algebraic equations needs to be solved after each (local) convection-diffusion time-step due to the multiple ion-exchange process. Moreover, the details regarding step (B) can be found in [9] . We just remark here that in the present case we employ the Matlab ODE solver ode15s when solving the resulting ODE equation system. 6.1. Numerical treatment of the selectivity factors. A number of authors have shown that the selectivity factors may vary with brine salinity and concentrations in a complex way. See [3, 17] for examples of such relations. For the MIE model represented by (4) 
where Brine salinity B s is given by
Note that the selectivity factors are updated at each grid block for every new time step by using values of the brine salinity from the previous time step. We refer to Appendix A for specific choices of B 7. Numerical investigations 7.1. Generally. We have presented, in the previous sections, a mathematical model that relates the chemical reactions (cation exchange, carbonate and sulphate solubility) to the transport behavior in a two phase flood. In this section of the paper, the focus is on carrying out numerical experiments to further study the effect of the chemical reactions on the recovery and have a better understanding of the brine type/composition that, according to our numerical model, promotes improved oil recovery. However, in order to gain more confidence in the numerical model we present in sections 7.4 and 7.5 some interesting comparisons between the model behavior and some observations from laboratory experiments. The encouraging results obtained motivates the synthetic corefloods presented later. For the numerical experiments carried out here we assume that the core is initially filled with oil and formation water at initial saturations. The core is allowed to go to chemical equilibrium with the formation water and a wetting state is established (termed here as high salinity wetting state). Subsequently, a new brine is injected from one end of the core. The invading brine then develops a concentration and saturation front. At the front and behind the front, the initial equilibrium established is distorted, and chemical reactions (ion exchange and solubility of the mineral phases) takes place. These reactions can lead to adsorption or desorption of the divalent ions initially on the rock surface. This may then alter the wetting state towards the low salinity wetting state.
In the simulations done in this paper, we neglect capillary pressure (i.e. we put ε = 0 in equations (53) and (54)). We thus avoid unnecessary complication in the interpretation of the model behavior in the simulated corefloods. However, In section 7.8 we discuss the effects of capillary pressure in some detail. It is clear that capillary pressure might be important e.g. in laboratory experiments, and the effects of including capillary pressure in simulations will be presented in detail in a future manuscript. A range of input parameters must be specified for the above model, and those used in sections 7.6 and 7.7 and are given in Appendix A and B. We emphasize that we have used a fixed set of parameters for all of these simulations, unless anything else is clearly stated. The only change from one simulation to another is the injected brine composition and/or formation water composition (initial condition) and the chemical reactions that are allowed to take place.
7.3.
A remark on the numerical resolution in the simulations. Firstly, we investigate the convergence of the numerical model. To do this, we make computations with FW initially in the core and inject LSW1. As stated earlier both brines composition and other properties are given in appendix A and B. The computations were done to test convergence in the number of operator splitting steps (Nsteps) and the number of grid cells. 7.3.1. Time step convergence test. We make the computations with three different time steps allocations properties. These are:
• computation with 40 grid cells and 2500 Nsteps • computation with 40 grid cells and 5000 Nsteps • computation with 40 grid cells and 7500 Nsteps Fig. 4 shows the result of the computations at the end of the flooding. The numerical scheme used for the computations showed very good convergence in the calcite and H-function plots.
Number of grid cells convergence test.
We investigate the convergence of the model with different choice of number of cells. The following computations were carried out:
• computation with 40 grid cells and 2500 Nsteps • computation with 70 grid cells and 2500 Nsteps • computation with 100 grid cells and 2500 Nsteps Fig. 5 shows the results obtained from these computations at the end of the core flood. It can be seen that the calcite plot is more sensitive to the number of grid cells used when compared with the sensitivity of the H-function. Overall there is a good convergence for the number of grid cells used. Based on this, 40 grid cells and 2500 time steps are used in all subsequent simulations.
Example 1: Comparisons with an experiment showing positive low salinity effects.
In this section we examine the behavior of our numerical model by comparing with experimental results obtained by Alotaibi et al. [2] . We emphasize that our aim here is not to perform direct comparisons with the results from [2] , but rather to see if our model can capture trends in the experimental results. Note that a direct comparsion is not possible since we do not have access to the relative permeability-and capillary pressure curves from the experiments. Moreover, the flow rate is neither given for test case we consider below.
In their experiments Alotaibi et al. [2] performed ageing with connate water, and then flooding with a succession of formation water, seawater, and aquifer water, where the latter acts as the low salinity water. In some test cases Alotaibi et al. observed positive low salinity effects. We remark that there was no significant amount of carbonate present in the clay in the experiments reported in [2] .
In our simulations the brine and rock compositions used is taken from [2] , and given in tables 1 and 2. In the simulations with calcite solubility, the initial calcite concentration as well as the reation rates are the same as those used in Section 7.5. We use synthetic relative permeability curves as described in section 3 and appendix B. We now consider Test (3) in [2] , and more specifically the results for the oil recovery in this case, which they present in their figure 12. The results (i.e. from figure 12 in [2] ) suggests that there is an improved recovery during the sea-water flood and further recovery during the low salinity aquifer flood. In fact it is noted by Alotaibi et al. [2] that seawater improved the recovery from 35 percent oil initially in place (OIIP) to 45 percent and low salinity aquifer flood further improved recovery to 50 percent.
We have made three different runs with the numerical model. One run employs ion-exchange only, while the two last runs also includes carbonate solubility, but with different flow rates. Note that differences in flow rates will not affect the numerical results when solubility is not included. For simplicity, We denote the three different runs IE, IES and IESL, respectively. The results from our simulations are presented in Figure 6 . The predicted oil recovery curve from the IErun clearly captures the trends in the experimental results, but also exaggerates the positive low salinity effects to a certain extent when compared against figure 12 in [2] .
As noted above, the carbonate content in the clay for the experiments reported in [2] is neglectable, so the puropse of the to last simulation runs (IES and IESL) is to compare against the IE run, and thus see the effect of adding calcite phase as well as varying the injection rate. It is clearly seen from the IES run that the addition of calcite phase to the rock and subsequent simulation with dissolution/preciptation reduces the improved recovery seen when the simulation was run with ion-exchange only. However, a positive low salinity effect is still observed. In the IESL run the rate is reduced by a factor of 10 compared to the IES run. The effect of the reaction rate for the solubility reactions is here clearly seen, and the positive low salinity effect is reduced more significantly.
Example 2:
Comparisons with an experiment involving carbonate solubility. In this section we consider the two phase coreflood experiments presented by [12] . In their approach restored (cleaned) reservoir core was aged with synthesized formation water and stock tank oil, and then flooded with formation water at 80
• C till no further oil was produced. Then the injected brine was switched to seawater and low salinity water in succession. The effluent brine was analysed for elements and pH. The oil recovery from the flood was also recorded. The brine composition used in the experiment is given in Table 3 . We refer to [12] for more details of the experimental procedure.
We now compare the simulation results produced by the model presented in this paper with the effluent compositions and pH obtained from the coreflood experiment. Reaction rates were choosen to match the data for formation water in the coreflood experiment and maintained for the SW and LSW flood. The brines used in the simulation were also taken fram Table 3 , but slightly adjusted to keep salinity constant (note that potassium is not included in the model). Other parameters used in the model are listed in Table 4 . The synthethic relative permeability curves for high salinity and low salinity water were the same as those used in the previous section, and also in the remaining parts of the paper. Figure 7 presents the effluent calcium composition of the floods during the various stages of the flood. The plot shows the experimental data (effluent and injected concentrations) and the simulations for dissolution and cation exchange, ion-exhange only and tracer (with out interaction with the rock). It can be seen from the figure that the Ca ions from the experiments during the early stages of FW flood was higher than the injected concentrations. This effect is likely due to dissolution since the simulated values with dissolution are higher than those without dissolution. The Ca effluent from the experiments, during the SW stage of the flood, is more than the injected. The difference between the injected tracer and the effluent (Ca-Exp) suggest that there is a net release of Ca ions during seawater injection. The simulations with dissolution and ion-exchange fits the experimental data best, suggesting that more of the Ca ions are released from the rock surface is from dissolution than from cation exchange. The effluent concentration during LSW flood of Figure 1b shows that there is some retention of the Ca ions since the Ca-Exp doesnt get up to the quantity injected or the tracer after about 10 pore volumes. The simulation data for this stage suggests that the retention is mostly due to ion exchange but that dissolution can reduce such retention.
The good match between the experimental data and the results predicted by the numerical model in this case is encouraging. Despite the fact that the numerical simulations are performed without the correct flow functions (not available from the experiment), we note that this is nevertheless an interesting test of the model, since the flow of the concentrations are independent of the actual saturation ( [29] ).
The pH results are shown in Figure 8 . Though there is some spread in the experimental results, the general trend can be seen, and this is essentially approximated quite well by the numerical model. In this figure, the simulation data shown is from the simulation with dissolution and cation exchange. The FW pH rises from about 6 in the injected FW to about 7 in the effluent FW and the same trend is seen in the simulation data. The SW shows pH within the same range of the injected SW pH which is also seen in the simulation. The LSW injection shows a high increase in pH when compared with the pH of the injected LSW. Despite this increased pH, the LSW did not result in increased recovery. This is against some earlier suggested mechanism that improved recovery from low salinity is pH driven ( [22] ). It seems that the pH increase seen in the experiment can be explained by a combination dissolution of carbonate and ion exchange.
7.6. Example 3: Simulation of injection of low salinity brines. In this section of the paper we carry out simulations of the injection of different low salinity brines into a core. The core is initially saturated with formation water at initial water saturation, S wi = 0.15, and oil. The core is characterized chiefly by its clay content/mass of the core, M c (Kg/Liter of core); clay capacity, CEC (moles/kg of clay) and mineral compositions involved in the solubility reactions (mole concentrations of calcite, magnesite and sulphate). The mineral composition is based on analysis from a North Sea reservoir core. The simulation procedure is to first establish a chemical equilibrium (both ion exchange and solubility) between the core and the formation brine. At this stage the divalent ions (β M g0 and β Ca0 ) initially on the core surface is established. Subsequently the core is then flooded with the low salinity brine with an injection velocity, v T for a sufficiently long time, t days till little or no further oil is produced from the core. For the different runs in this section, we inject low salinity brine, LSW and modified low salinity brines, LSW1, LSW2 and LSW3. LSW and LSW1 are a 100 times and 10 times dilution of formation water respectively. LSW2 is obtained by reducing the magnesium component of LSW1, and LSW3 is obtained by removing both divalent cations in LSW1. The brine compositions are given in Table 5 and all other parameters used in the runs are listed in appendix A and B. For each of the brine injected here, we run two simulation scenarios:
• simulation runs neglecting the mineral solubility reactions but considering only the ion exchange taking place between the brine and the clay (LSW-ie, LSW1-ie, LSW2-ie and LSW3-ie) • simulation runs considering both effects of the mineral reactions and the ion exchanges (LSW-ie-diss, LSW1-ie-diss, LSW2-ie-diss and LSW3-ie-diss) Fig. 9 shows the results in terms of oil recovery from these runs. From the plot it is observed that the cases in which the mineral solubilities are neglected (ion exchange only) out performs, by different extents, the runs with both ion exchange and mineral dissolutions. It can be seen that the injection of LSW1 with ion exchange only (LSW1-ie) gave the highest recovery. LSW1 also gave the biggest contrast between ion exchange only and ion-exchange and solubility of the minerals.
To get a clear picture why this is the case, we refer to Fig. 10 which shows the dissolution and/or precipitation of the different mineral phases along the core at the end of the flooding time. It can be seen that the LSW1 flood dissolved the most calcite and subsequently precipitated the most magnesite. The effect of such high calcite dissolution during LSW1 injection on the amount of the divalent ions adsorbed can be seen in Fig. 11 . The top plots in Fig. 11 shows the Calcium, Magnesium and Sodium ions that are adsorbed on the rock surface with mineral dissolution/precipitation, while the bottom plots were generated with only ion exchange allowed. It is seen that with ion exchange only, quite a lot of Calcium and Sodium ions are desorbed from the surface and there is subsequent adsorption of Magnesium ions on the surface of the clay. The high desorption of the Calcium ion is responsible for the reduction in the H-function seen in Fig. 12 , which in turn drives the increased recovery of LSW1-ie earlier noticed in Fig. 9 . The Calcite dissolution that occurs with LSW1-ie-diss ensures that there is increased Ca ions in the brine, this in turn impedes the desorption of the Ca ions from the rock surface that occurs with LSW1-ie (see Fig. 11 ). Magnesite precipitation during LSW-ie-diss implies that there is less Mg ions in the brine and such the adsorption of Mg ions is reduced compared to LSW-ie. Fig. 10 Top Left shows the calcite along the core after the floods with the different low salinity brines. It can be seen that dissolution is strongest at the inlet of the core and that there is a dissolution front that propagates with time along the core. The propagation speed of this dissolution front is different for the different brines with LSW1 giving the highest propagation speed. During LSW1 injection, all the calcite has been dissolved close to the inlet. There is increased dissolution by LSW1 when compared with LSW2 even though the salinity of both brines are about the same. This can be explained by the different in compositions of the brines. Naturally a brine with lower Ca ions will drive more dissolution, but in this case both brines have same Calcium ion composition. The difference can be explained by the different Mg ion composition. LSW1 has a higher Mg concentration and this will drive the precipitation of M gCO 3 which will in turn drive the dissolution of CaCO 3 .
LSW3-ie injection shown in Fig. 9 gives a good ultimate recovery but it's ultimate recovery is achieved at a slower rate compared to LSW1. The reason for this is the low desorption of the Calcium and Magnesium ions during the first two days as seen in Fig. 13 . This is probably due to the desorption of both ions is driven by the adsorption of Sodium ions only. The displacing strength of Sodium is lower than both of the divalent ions hence the slower desorption of Calcium and Magnesium.
As seen from Fig. 10 though there is dissolution of calcite at the inlet of the core for LSW3 there is no subsequent precipitation of M gCO 3 or CaSO 3 . This can be explained by the very low amount of Ca and sulphate in LSW3 brine. The effect of the Calcite dissolution on the ion desorption is seen in Fig 13. It is seen that the plots with LSW3-ie-diss shows that there is reduced The H-function for LSW3-ie and LSW3-ie-diss is not too dissimilar (Fig. 14) because though the dissolution reduces the amount of Ca ions desorbed, it also increases the amount of the Mg ions desorbed. This is responsible for the similar recovery obtained for LSW3-ie and LSW3-ie-diss in Fig. 9 .
The calcite dissolution for LSW and LSW2 is minimal and occurs at the inlet (See Fig. 10 ). This minimal calcite dissolution can explain the similar desorption of the ions in LSW2-ie-diss and LSW2-ie as seen in Fig. 15 . Fig. 16 also shows similar levels of change in the H-function at the end of the core flood. 7.7. Example 4: Simulation of injection of sea water and seawater modified brines. In this part of the paper, we make simulations similar as in Example 3, but this time the invading brines are sea water SW and modified sea water brines -SW1 and SW2. SW1 is obtained by a 10 times dilution of sea water, and SW2 by reducing the calcium component in SW1. The brine compositions are given in Table 6 . All other parameters are same as in Example 3 above and are listed in the Appendix.
Again we make two sets of run for each injected brine:
• simulation runs neglecting mineral solubility reactions, with only ion exchange captured (SW-i.e, SW1-ie and SW2-ie) • simulation runs including both effects of mineral solubility and ion exchange reactions (SW-ie-diss, SW1-ie-diss and SW2-ie-diss) Figure 17 shows the production curve of all the runs made in this section during an injection period of 6 days. Similar as in Example 3, the runs without the mineral solubility reactions (SWie, SW1-ie and SW2-ie) out performs the runs with the mineral solubility reactions (SW-ie-diss, SW1-ie-diss and SW2-ie-diss). It is seen from the figure that the production curve of SW2-ie the production increases rather slowly after breakthrough to out-perform the other simulation runs. The figure also shows a clear contrast in the production obtained when mineral solubility reaction is modeled than when it is not. This contrast is greatest in SW1 and SW2. Figure 18 shows the different mineral concentration along the core at the end of the floods for the runs with mineral solubility included. It is seen that similar as in Example 3, the calcite dissolution is strongest at the inlet and that there is a dissolution front that travels along the core with different speed depending on the brine composition. The plot also shows that there is some degree of magnesite Figure 17 . Recoveries of the SW-like brines precipitation for all the brines injected, with the strongest magnesite precipitation occurring with the SW injection. There is also substantial precipitation of CaSO 4 only during the SW injection. This can be explained by the composition of the SW which is the only brine used in this study that contains substantial amount of sulphate. The precipitation of the sulphate appears to occur further down the core as against the other phases that appears closer to the inlet of the core.
To obtain a better understanding of the big contrast in productions between SW2-ie and SW2-ie-diss we refer to Fig. 19 . The figure shows that there is a slow desorption of Ca ions and Na from the core surface with SW2-ie, but an adsorption of Mg ion. The effect of mineral dissolution is seen in the upper plots (SW2-ie-diss) which shows that much of the core surface retained the same Ca ions concentration as in the initial state except at the inlet of the core where calcite dissolution was fastest and the calcite has been exhausted. There was reduction in the Mg adsorbed with SW2-ie-diss as compared with SW2-ie as result of the reduction of the Mg ions in the brine due to the precipitation of magnesite. Hence for SW2 floods, Ca desorption was the driving for force for the reduction in the H-function. This Ca desorption was retarded by the dissolution of calcite and only occurs after the calcite has been used up close to the inlet. This explains the H-function plots for SW2-ie and SW2-ie-diss shown in Fig. 20 .
The effect of the mineral dissolution for the SW1 flood is quite similar to the SW2 floods. The only divalent ion desorbed during SW1-ie is the Ca ion ( See Fig. 21 ). There was an adsorption wave of Ca before subsequent desorption for SW1-ie. The SW1-ie-diss shows that after the initial adsorption wave of the Ca ions, the Ca ions at the core surface returned to the same amount initially on the core surface. This is again as a result of the increased amount of Ca ions in the brine from the dissolution of calcite. There is also reduced adsorption of the Mg ions on the surface of the core during SW1-ie-diss as against SW1-ie, due to reduced amount of Mg ions in the brine as a result of magnesite presentation with SW1-ie-diss. Figure 22 shows the H-function along the core, at the end of the SW1 flood. It is seen that the reduction of the H-function in the core is rather slow for SW1-ie and at the end of the flood, the H-function is yet to attain a uniform level along the core. This can be explained by the initial adsorption wave of Ca ions noticed earlier, which delays the subsequent desorption of the Ca ions. The H-function for SW1-ie-diss remains 1, at the main part of the core due to non-desorption of Ca explained earlier except at the inlet where there the calcite concentration has been exhausted.
The SW flood is quite unique since a large contrast between the production curves of SW-ie-diss and SW-ie is not seen even when the SW-ie-diss flood resulted in the largest calcite dissolution. This can be explained by the sulphate precipitation occurring in only SW-ie-diss, which reduces the impact of the calcite dissolution by using up some of the Ca ions from the calcite dissolution, thus reducing the expected increased Ca ion from calcite dissolution. Also the calcite dissolution front is relatively fast so that large portions of the core close to the inlet has been stripped of the calcite hence only ion exchange will take place in this part of the core. Both of these effects together account for desorption of Ca ions (see Fig 23) despite the increased calcite dissolution during SW-ie-diss. Fig. 24 shows the H-function of SW-ie and SW-ie-diss at the end of the flood. As expected both curves are similar close to the inlet of the core. 7.8. Effect of Capillary pressure. In core water flooding experiments in the laboratory it is very important to evaluate the importance of capillary end effects. Capillary end effects are artifacts in the laboratory and are not important in the oil reservoirs. The importance of these effects in a flooding experiment will depend on different experimental parameters, e.g. core length, flow rate, interfacial tension and wettability conditions. The importance of capillary end effects in the water flooding experiments can be investigated by increasing the injection rate at the end of the flooding step ( [1, 8] ). A fast additional oil production will indicate that capillary end effects are important. The capillary end effects can also be studied by in-situ saturation measurements during the flooding experiments ( [24, 40] ).
In this paper we have neglected capillary pressure in the simulations. However, the model presented includes capillary pressure, and the importance of capillary end effects in the high and low salinity water flooding experiments can thus also be studied by simulations. We note that if wettability alteration takes place during the change of injection water from high to low salinity water, the importance of capillary end effects will also be changed. Furthermore, we remark that the capillary pressure will affect the propagation of the various desorption fronts. These 
Concluding remarks
The model developed is a two phase flow model that couples the oil flow to the water-rock chemistry. The water-rock chemistry captured includes mineral (calcite, calcium sulphate and magnesite) dissolution/precipitation and multiple cation exchanges involving the Na , Mg and Ca ions and the negative clay surfaces of the rock. The desorption of the divalent ions as a result of the above water-rock chemistry is then linked to changes in the wetting state such that more oil is mobilized. The model is then used to study the effect of different injection brines. In particular, some main observations in view of the model behavior are: Table 6 . Composition of the formation water and the different brines used for Example 4.
• Different low salinity brine compositions can give different degree of desorption of divalent ions (calcium and magnesium) from the rock surface, ranging from no desorption, partial desorption (either calcium and/or magnesium), or full desorption (both calcium and magnesium). This gives rise to different oil recovery curves ranging from no additional oil recovery effect to a more or less strong additional effect.
• Flooding with a seawater like brine and diluted variants of sea water brine gave rise to different degrees of calcium desorption, but no desorption of magnesium. It was observed that the speed of these desorption fronts were quite sensitive for the brine composition, leading to a range of different oil recovery behavior in the initial stage (first 2 days) of the simulated flooding experiments.
• The positive low salinity effect predicted by the model without calcite dissolution is reduced by the inclusion of solubility. This reduction of the low salinity effect from multicomponet ion exchange by calcite dissolution is dependent on the minerals that are precipitated following the calcite dissolution.
• It is observed that the oil recovery is quite sensitive to the compositions of the injected brine, formation brine and the rock. As such the potential of the low salinity effect should be evaluated on a case by case basis.
Finally, we mention that the model was also compared against some laboratory experiments, showing promising results. Future work will include further development of the chemistry involved in the present model, as well as more detailed comparisons against laboratory experiments.
APPENDIX A: DATA FOR WATER-ROCK CHEMISTRY Activity coefficients. Along the line of the previous work [11] the following values, taken from [3] , are used for the constants a 
Moreover, we shall use the following values for A(T ) and B(T ) taken from [14, 13] : 
Core properties. The following core properties are assumed for the model example studied below.
• Oil and brine properties.
• Oil viscosity: µ o = 0.6 cp (1 cp = 10 −3 Pa s) • Water viscosity: µ = 0.3 cp Properties connected to the cation exchange process and mineral solubility.
• Cation exchange capacity: CEC = 0.0153 eq/Kg of clay • Selectivity factor : K Other quantities.
• Total injection velocity v T = 0.0223 m/day= 2.5810 · 10 −7 m/s. The molecular diffusion coefficient D m is set equal to reference diffusion D m . Since the total velocity v T is low and the dispersion length α of the order of millimeters.
In addition, for all simulations we have used the choice p = q = 1.9 in the expression for molecular diffusion given in equation (54).
Oil recovery is defined as Oil Recovery := 
where s init (x) is initial water saturation in the core.
The reference capillary pressure value which we denote by P c,r is P c,r = 2KP a and ǫ = 0.0001 (68)
We refer to Fig. 3 for a plot of these curves (red line).
Low salinity conditions. The following set of values for water-wet conditions is used: 
