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NAGUMO CONDITIONS AND SECOND-ORDER 
QUASILINEAR EQUATIONS WITH COMPATIBLE 
NONLINEAR FUNCTIONAL BOUNDARY CONDITIONS 
JEAN MAWHIN AND H.B. THOMPSON 
Dedicated to the memory of Lloyd Jackson 
ABSTRACT. We establish existence results for solutions to 
nonlinear functional boundary value problems for nonlinear 
second-order ordinary differential equations assuming there 
are lower and upper solutions and the right side satisfies a 
Nagumo growth bound. Our results contain as special cases 
many results for the p- and <f>-Laplacians as well as many 
results where the boundary conditions depend on n-points or 
even functionals. 
1. Introduction. 
(1) - ~cp(t, x,x(t),x'(t)) = f(t,x,x(t),x'(t)), for a.e. t E [0,1], 
subject to general functional boundary conditions of the form 
(2) G(x(O), x(1), x, x'(O), x' (1)) = (0, 0), 
where cp E C([O, 1] x C[O, 1] x R 2), f : [0, 1J x C[O, 1] x R 2 -+ R 
satisfies the Carathedory conditions and G E C(R2 x C[O, 1] x R 2; R2). 
Our assumptions on cp and f are due to Cabada and Pouso [7]. By 
a solution x we mean a function x E C 1 [0, 1 J satisfying (2) such 
that cp(t,x,x(t),x'(t)) is absolutely continuous and satisfies (1) almost 
everywhere on [0, 1]. We assume that there are ordered lower and 
upper solutions, a and (3, respectively, for (1) and that the functional 
boundary conditions are compatible, in a sense defined below. The 
assumptions on cp are sufficiently general to apply to 
(r(t)x' + q(t)x)' = f(t, x, x(t), x'(t)) 
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where r > 0 and q are continuous on [0, 1] and to the p- Laplacian 
(\x'\P- 2x')' = f(t,x,x(t),x'(t)) 
whe~e p > 1 is a constant. Moreover the functional_ ~epen?ence al~owed 
in the differential equation and boundary cond1t10ns 1s sufficiently 
general to allow applications to ~ range o! boundary value problems 
for higher order ordinary differential equatwns. 
Existence requires a priori bounds on potential solutions and their 
derivatives as well as compatible boundary conditions. ~ere th~ lower 
and upper solutions provide the a priori bounds on solutwns while two 
different Nagumo growth conditions, due to Cabada and Pouso [_7] a_nd 
to Cabada, O'Regan and Pouso [6], respectively, provide the de~1vat1ve 
bounds. In [17], the authors used bounding surfaces to prov1de the 
derivative bounds. 
We are particularly interested in problems with nonlinear bou~~ary 
conditions. Some of the first works on nonlinear boundary conditwns 
are due to Ako [1, 2], a student of Nagumo, and to Erbe [9], a student 
of Jackson. Erbe assumed that there are a pair of ordered lowe~ and 
upper solutions a, (3 E C 2 [a, b] for the ordinary differential equatwn 
(3) x" = f(t, x, x') 
and considered separated fully nonlinear boundary conditions of the 
form 
(4) 9a(y(a),y'(a)) = 0 = 9b(y(b),y'(b)) 
where 9a E C([a(a),(3(a)] x R) and 9b E C([a(b),(3(b)] ~-R). He 
assumed that f is continuous and satisfies a Nagumo cond1t10n. In a 
very clever argument, Erbe essentially 'shoots' wi~h boundary valu~s 
to satisfy the boundary conditions one end at a tlme. Later Mawhm 
and Schmitt [16] (see also [15]) used Leray-Schauder ~egree theory 
combined with a new suitable modification of the equatwn and of the 
boundary conditions to give a more streamlined proof. 
Independently of Erbe, Ako [1, 2] had considered semilinear boun-
dary conditions of the type 
x'(a) = 91(x(a)) , x'(b) = g2(x(b)), 
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or 
x'(a) = ht(x(a), x(b)), x'(b) = h2(x(a), x(b)), 
with 9, 91, 92, h1 and h2 continuous. Both Erbe and Ako imposed 
additional 'compatibility' assumptions on their boundary conditions 
which we briefly discuss later. Ako assumed that f is continuous on 
(a, b) x R 2 and considered cases where f either satisfies a Nagumo 
condition or there are bounding surfaces. He also imposed other 
assumptions which, in some cases, involves a(O) = (3(0) and/ or a (1) = 
(3(1). We will consider these latter cases in a forthcoming paper. As Ako 
used semi-continuity properties of minimal and maximal solutions, it is 
difficult to see how his approach could be applied to general compatible 
boundary conditions. 
Recently there has been a lot of interest in establishing the existence 
of solutions to (1) subjected to nonlinear boundary conditions of 
the form (2) where the equation and boundary conditions depend 
functionally on the solution. We refer to the Introduction of[17] for 
history and references. 
Our theory incorporates a degree-based compatibility relationship 
between the boundary conditions and the lower and upper solutions. In 
the case of nonlinear two-point boundary conditions this relationship 
has been studied in Thompson [20, 21] and Thompson and Tisdell 
[22], and in the case of three point boundary conditions in Thompson 
and Tisdell (23]. 
In Section 2 we present the notation, define terms including compati-
bility, state assumptions and give preliminary results used in this paper. 
In Section 3 we recall the definition of compatible boundary conditions 
and state some background lemmas needed to prove that the boundary 
conditions considered in Erbe [9], Cabada and Pouso [7] , Cabada et al. 
[6], and Fabry-Habets (10], are compatible with the lower and upper 
solutions. Moreover we indicate how the set valued boundary condi-
tions considered by Bebernes and Wilhelmsen [3] and Bebernes and 
Fraker [4] can be replaced by compatible boundary conditions when 
proving existence for these set valued boundary conditions. 
For further information about boundary value problems including 
the method of lower solutions, associated Nagumo growth conditions, 
bounding surfaces and historical notes see the books by Bernfeld and 
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Lakshmikantham (5), Gaines and Mawhin [11), Mawhin [15) and De 
Coster and Habets [8). 
2 Definitions and preliminary results. We denote the boundary of~ set u by au and the closure of U by U. We denote the _sp~e ~ 
continuous functions mapping from U to V by C(U; V), oml~tmg 
if v = R. We denote the space of absolutely continuous functwns ~n 
an interval [a, b) by AC[a, b]. If U is a bounded, open subset of R , 
q ERn, f E C(U;Rn) and q ~ f(8U) we denote the Brouwer degree 
of f on U at q by d(f, U,q). 
Our aim is to produce a very general existence ~esult which applies 
to a very broad class of differential equations subJect to ve~y ge~eral 
nonlinear boundary conditions. Thus we study the rp-Laplacl~ differ-
ential equation introduced by Cabada and P~~so in [7), subJected to 
general nonlinear, compat ible, boundary conditwns. 
As in [7), <p satisfies the following 
Assumption [<P). (a) <p E C([O, 1) x C(O, 1) x R 2) is such that fo r 
each (t ~ x) E [0, 1) x C[O, 1) x R the mapping <{)t,e,xO = rp(t , ~. x, ·) 
is incr;~ing and such that <{}t,e,x(R ) = R and, for every "' E R the
1 · ( ) and .+.(· . . K) are bounded on bounded subsets o mapptngs <p ·, ·, ·, K ' ' , , , 
(0, 1) X C[O, 1) X R. 
(b) rp(t,~,x,O) = 0 for all (t , ~ ,x) E (0,1) x C[0, 1) x R. 
Here we define ¢(t,~,x,z} = rp~t,x(z) for all (t,.;,x,z} E (0, 1) X 
C[O, 1] x R2 while <Pt ,e,xO = ¢(t,~,x, ·) for each (t,~,x} E [0, 1) x 
C[0, 1) X R. 
With a :::; f3 E C(O, 1) we associate 
(5) 
(6) 
(7) 
and 
(8) 
(9) 
f3M = max {f3(t)}, 
t E(O,l) 
J1- = f3M - am, 
a1 =am - 1, 
am= min {a(t)}, 
t E(O,l) 
v = max{l/3(1)- a (O) I, l/3(0)- a(1)1} , 
/31 = f3M + 1, 
!::. == (a(0), /3(0)} x (a(1),/3(1)}, 
w = {(t,x) E (0, 1) x R: a(t) S x S f3(t)} 
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and 
(10) (a,/3) = {x E C(O, 1] : aS x S /3}. 
We will call the pair a and /3 non-degenerate if!::. f 0 . In a forthcoming 
paper we discuss the two cases a(O) = {3(0) and a (1) = /3(1). 
As in (7], f satisfies the following 
Assumption [RHSJ. f is a Caratheodory function, that is, 
f(t, ·, ·, ·) E C(C[O, 1] x R 2) for a. e. t E (0, 1], 
f(·, ~' x, y) is measurable for all(~, x, y) E C(O, 1] x R 2 ; and for every 
N > 0 there exists an r N E L1 [0, 1] such that 
lf(t, ~,x,y) l S rN(t), 
for almost every t E (0, 1], for all~ E [a,/3], x E [a(t),/3(t)] and IYI SN. 
To establish existence of solutions while relaxing the bounds on f of 
(7, Theorem 2.2] they introduce a variant of lower and upper solutions 
which involve inequalities relating to (1) as well as a second set of 
conditions relating to the boundary conditions [7, Definition 3.1]. In 
order to facilitate a comparison of our boundary conditions with several 
different sets of boundary conditions in the literature we will follow the 
more usual practice of defining lower and upper solutions to involve this 
first set of inequalities relating to {1) . Consistent with Lloyd Jackson 
[12] we will refer to lower and upper solutions that satisfy these second 
set of inequalities under and over functions for the boundary value 
problem. 
Definition 1. Two functions a, f3 E W 1•00[0, 1] such that a:::; /3 are 
said to be a couple of lower and upper solutions of (1) if the following 
conditions are satisfied. 
(i) D _a(t) s n +a(t) for all t E {0, 1). Moreover, if T E (0, 1) is 
such that D _a(r) = D+a(r), then there exists an c > 0 such that a E 
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C 1[r-c,r+c] and for every~ E [a,,B], IP(·,~,a( ·),a'(·)) E AC[r,r+c] 
and -~IP(t,~,a(t), a'(t)) S f(t , ~, a(t), a'(t)) 
dt 
for almost every t E [r, T + c]. 
(i') v-,B(t) 2: D+,B(t) for all t E (0, 1). Moreover, if r E (a, b) is 
such that D- ,B ( 7 ) = D + ,B ( r), then there exists c ~ 0 such that .B E 
C 1 [r- c, r + c] and for every~ E [a, ,B], IP(·, ~, .B(·), .B (·)) E AC[r, 7 + c] 
and - ~ip(t,~,,B(t),,B'(t)) 2: f(t,~,,B(t),,B'(t)) 
dt 
for almost every t E [r, T + c]. 
We now describe the assumptions made in [7]. Cabada and Pouso 
consider the functional boundary value problem (P*), namely (1) 
subject to the possibly nonlinear boundary conditions 
(11) £ 1 (x(O),x(1),x'(O),x'(1),x) = 0, 
(12) L2(x(O), x(1)) = 0, 
where L i, i = 1, 2, satisfy the following 
Assumption [BC2]. £ 1 E C(R4 x C[O, 1]) is nondecreasi.ng ~n 
the third variable, non-increasing in the fourth and nondecrea~mg m 
the fifth one. £ 2 E C(R2 ) is non-increasing with respect to zts first 
variable. 
They also assume that a and .Bare under and over functions for (P*): 
Definition 2. Let a :::; ,B be a couple of lower and upper solutions for 
(1). We call them a couple of under and upper functions for problem 
(P*) if in addition 
(i) v +a(O), D _ a(1) E R, L2(a(O), ·)is injective, 
£ 1(a(O) ,a(1),D+a(O), D - a(1),a) 2: 0 and L2(a(O),a(1)) = 0. 
(i') D+,B(O), v - ,8(1) E R, L2(,B(O), ·)is injective 
£ 1 (,B(O),,B(1),D+,B(O),D-,B(1),,B) 2:0 and £2(,8(0),,8(1)) = 0. 
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Cabada and Pouso [7, Definition 3.2] extend Kiguradze's Nagumo 
condition [13], to apply to (1). In particular they introduce the 
following definition [7, Definition 3.2]: 
Definition 3. Let IP satisfy Assumption [q>J and f satisfy Assump-
tion [RHS]. Let a, .BE W1 •00 [0, 1] be a couple of lower and upper so-
lutions for (1) on [0, 1]. We say that f satisfies a CP Nagumo condition 
with respect to IP between a and .B if there exist functions k E Lq[O, 1], 
1 S q:::; oo and hE C([O, oo); (0, oo)) such that 
lf(t, ~, x,y) l S k(t)h(lcp(t,~,x,y) l), 
for almost every t E [0, 1], all ~ E [a,,B], x E [a(t),,B(t)] andy E R , and 
there exists an N > 0 satisfying the following relations: 
(i) N > v = max{ I.B(1) - a(O)I, I.B(O)- a (1)}; 
(ii) 
1inf[0,1]x[o:,{3]x [o:,.,.,f3M]'P(t,{,z,N ) z(~-1)/q dz > J.L~q-1)/qllk llq 
sup[0,1]x [o:,{3]x[o:,.,.,f3M] cp(t,{,x ,v ) (z) 
where 
J.L1 = ( 11rNII1 + sup IP (t, ~, x,v)), 
[0,1) X [o:,/3) X [o:,.,.,f3M] 
and rN E £ 1 [0, 1] is the function given in [RHS]. 
(iii) 
l inf[O,l j X [o:,tJ]x [o:,.,. ,,BM]'P(t,{,z,-v) z(q-1)/q (q-1)/q h dz > J-i2 ll k llq sup[O,l jX[o:,{3)x[o:,.,. ,f3M] cp(t ,{ ,x,-N) (z) 
where 
J.L2 = (llrNIII + sup cp(t, ~' x, -v)), 
[0,1) X [o:,,Bj X [o:,.,.,,BM) 
and TN E £ 1 [0, 1] is the function given in [RHS]. 
Any such N > 0 will be called a Nagumo constant. 
This condition does not reduce to Kiguradze's Nagumo condition in 
the special case IP(t,~,x,y) = y. 
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We now describe the assumptions made by Cabada, O'Regan and 
Pouso [6], who considered the funct ional boundary value prob~e_m (P**), 
namely ( 1) subject to the possibly nonlinear boundary cond1tlons 
(13) 
(14) 
L 1 (x(O),x'(O),x) = 0, 
L2(x(1) ,x'(1) ,x) = 0, 
where the Li, i = 1, 2, satisfy the following 
Assumption [BC3]. Li E C(R2 x C[O, 1]) are nondecreasing with 
respect to the last variable; that is, iHi E [a, .8] satisfy 6 (t) :::; 6(t) for 
all t E [0, 1] then 
L i (x , y,6) :::; Li (x, y ,6) for all (x,y) E R 2 , 
fori = 1, 2. Moreover for every _ (x,~) _E R x [a,,B], L1(x, · ,~) is 
nondecreasing and L2 (x, ·, {) is nomncreasmg. 
They also assume that a and ,B are under and over functions for 
(P* *). 
Definition 4. Let a :::; ,B b e a couple of lower and upper solut ions for 
(1) . We call them a couple of under and upper functions for problem 
(P**) if in addition 
(ii) D +a(O) , D _a(1) E R, 
LI(a(O) , v +a(O) , a)~ 0, L2(a(1), D _ a(1) , a)~ 0. 
(ii') D+,B(O) , D- ,8(1) E R , 
L1 (,B(O),D+,B(O) ,,B) :::; 0, L2(,B(l), D - ,B(l),,B):::; 0. 
In [6, Definition 3.3], Cabada, O'Regan and Pouso gave a variant of 
Cabada-Pouso's Nagumo condition which we now state. 
Definition 5. Let cp and f satisfy Assumptions [<P] and [RHS]. We 
say that f satisfies a COP Nagumo condition with respect to cp between 
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a and .B if there exist N > 0 and functions r E Lq[O, 1], 1 :::; q S oo and 
h: [0, oo)-+ (0, oo) continuous, such that for almost every t E [0, 1], all 
(x, y) E [a(t ), ,B(t)] x R, and each~ E [a, ,8], 
(15) lf(t,~,x, y)l S r(t)h(jyl), 
(i) N > v = max{j,B(1) - a(O)I, 1.8{0)- a(l)} 
(ii) For each ~ E [a, ,8] and all t 1 , t2 E [0, 1] we have 
(16) 
1tp(t2 ,.,,.,(t2 ) ,N) infro 1J I /3 Jl"'(t c x z )j<q- 1)/q ' x crm , M 'f' ' "'' ' dz > JL(q- 1)/ qllrllq tp(tt,I'J,I'J(tt),v) SUP[O,l]x(crm ,.BM] h(¢(t, ~' x, z )) 
and 
(17) 
1</>(t2•17•17<t2) ,-v) infro 11 1 13 Jl"'(t c x z)l(q- 1)/ q ' X O<m, M 'f' >'>> ' d > (q- l )/qll II </>(tt,I'J,I'J(tt),-N) SUP[0,1]x(crm,.BM] h{¢(t , ~' x, z)) z JL r q· 
Any such N > v will be called a Nagumo constant. 
We note as in [6] that in the special case cp(t, ~' x, y) = y and f 
is independent of ~ this Nagumo condition reduces to the Nagumo 
condition for x" = f(t, x, x ') due to Kiguradze [13]. We int roduce the 
following assumptions. 
Assumption [Nl] . a and .B are a couple of lower and upper 
solutions for (1) and that f satisfies the CP Nagumo condition [6, 13] 
with respect to cp between a and f3. 
Assumption [N2]. a and ,8 are a couple of lower and uppe1· 
solutions for (1) and that f satisfies the COP Nagumo condition [7, 
13] with respect to cpbetween a and ,B. 
We now state a Nagumo lemma, combining those ofCabada-Pouso [6] 
and Cabada et al. [7], and giving a priori bounds on lx'l for solutions 
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x E C 1 [0, 1] of (1) which satisfy a ~ x ~ /3. Such a result is not 
explicitly stated in [6, 7], but proved as part of their existence proofs. 
Lemma 1. Let cp and f satisfy Assumptions [<P] and [RHS], 
respectively, and let f satisfy Assumption (Nl] or Assumption (N2J. 
Then any solution x of (1) with a ~ x ~ {3 satisfies Jx'J < N, where N 
is a N agumo constant. 
This allows us to state an existence theorem combining those of 
Cabada and Pouso [7] and Cabada et al. (6]. 
Theorem 1. Assume cp and f satisfy Assumptions [<P] and (RHS] 
and that f satisfies Assumption (Nl], respectively, Assumption (N2J . 
Assume that the boundary conditions (11) and (12), respectively, (13) 
and (14) satisfy Assumption [BC2], respectively, Assumption (BC3]. 
Assume that a ~ {3 is a couple of under and over functions for 
problem (P*), respectively (P**). If N is a Nagumo constant such that 
N ~ max{ JJa' JJoo, Jlf3'1loo, v}, then problem (P*), respectively (P**) , has 
at least one solution x E (a, /3] such that Jx'(t)J < N for all t E [0, 1]. 
In a forthcoming paper we discuss the relationship between the var-
ious definitions of lower and upper solutions. In this paper we replace 
[BC2] and the assumptions of Definition 2, respectively, Assumption 
(BC3] and the assumptions of Definition 4, by the concept of compat-
ibility of the boundary conditions with the couple of lower and upper 
solutions. We show that (BC2] and the assumptions of Definition 2, 
respectively, [BC3] and the assumptions of Definition 4, imply that 
Cabada and Pouso's, respectively, Cabada et al.'s boundary conditions 
are compatible with a and {3. An examination of our proof shows that 
our compatibility assumptions on the boundary conditions are far less 
restrictive than the corresponding assumptions of Cabada and Pouso, 
respectively Cabada et a ;. 
Modification off is common practice for existence proofs of boundary 
value problems and we will make the necessary modifications by using 
the following functions. Given two numbers or functions u and v let 
u V v = max{ u, v }, and let u 1\ v =min{ u , v }. 
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Definition 6. Let a :::; {3 on [0, 1] and N > 0. Define . 
[a (t) , {3(t )J and PN : R -t [- N , NJ by p . R -t 
p(x) = f3 1\ X V a, PN(x) = ( -N) V X(\ N. 
We extend P and PN to x E C[O, 1] in the obvious way. 
Let 
(18) cp(t,~, x,y) = cp(t,p(~),p(x), y) 
for~ E C (O, 1) and (t,x,y) E (0, 1) x R2. 
Definition 7. Let 
{ 
lf(t, p(~),{3(t) , pN(Y)) I for {31 ~ x l (t, ~,x,y) = f(t,p(~),p(x),pN(Y)) for a :::; x:::; {3 
-lf(t, p(~) , a(t) ,PN(Y)) I for x ~ a 1 , 
(19) 
and extend l to x E [a1, a] U [/3,{31] linearly as a continuous function. 
w:~:~ost all t E [0, 1] and all(~, x , y) E [a ,/3] x [a(t),{3(t)J x [-N, NJ 
l (t,~, x,y) = f(t,~, x,y) . 
Thus it suffices to show that there is a solution of 
(20) - !cp(t , x , x(t), x'(t ) ) = l (t , x , x(t), p(x)'(t )) 
together with boundary conditions (2) with (x, x(t ) x' (t)) E [ {3] 
[a (t ), /3(t) J X [-N,NJ fortE (0, 1). ' a, X 
Lemma 2. Let l be given in Definition 7, and let x be a solution of 
(21) - !cp(t,x, x (t ), x'(t) ) = Al(t,x, x (t ),p(x)'(t)) 
subject to the boundary conditions 
(22) x(O) = C, x(1) = D , 
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where 0 < >. < 1. Then l satisfies Assumption [RHS] and Ill :S TN E 
£1[0, 1]. -Mor;over there isM ~ N such that if a1- 1 :S x :S /31 + 1 
then lx'l < M. 
Proof Clearly l satisfies Assumption [RHS] and Ill :S TN E L1 [0, 1] . 
Since <Pt,p(f.),p(x))(Y) is bounded for bounded y the existence of M 
follows immediately from the proof of [7, Theorem 2.2]. D 
Clearly l satisfies Assumption [RHS] and Assumption [N1), respec-
tively, Assumption [N2]. 
3. Nonlinear boundary conditions. We now recall the definition 
of compatible boundary conditions which is a simple, degree-based 
relationship between the boundary conditions and the lower and upper 
solutions. For more information we refer the reader to [20, 22) and 
[17, Definition 2] . 
Definition 8. We call the vector field 1 = (1° , 1 1) E C(~ ; R 2 ) 
strongly inwardly pointing on~= (a(0),/3(0)) x (a(1) , f3(1)) if for all 
(C, D) E {)~ 
(23) 1°(a(O),D) > D+a(O), 1 1(C, a(1)) < D _ a(1), 
1°((3(0), D) < D+/3(0), 
1 1(C,f3(1)) > v - (3(1). 
We call 1 inwardly pointing if the above inequalities are weak. 
The following definition was introduced in [15, Definition 3] 
Definition 9. Let G E C(~ x [a, (3] x R 2 ; R 2). We say G is strongly 
compatible with the pair a, f3 if for all strongly inwardly pointing vector 
fields 1 on ~ and ~o E [a, /3], 
(24) Q(C,D) # 0 for all (C,D) E 8~, 
and 
(25) d(Q , ~,0) # 0, 
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where 
(26) Q(C, D) = G(C,D,~0 , 1(C, D)). 
We say G is compatible with the pair a, f3 if there is a sequence 
Gj E C(~ x [a, /3] x R 2 ; R 2 ) strongly compatible with the pair a, f3 
and converging uniformly to G on bounded subsets of ~ x [a, f3] x R 2. 
Remark 1. If ~ # 0 then strongly inwardly pointing vector fields 1 
on ~ always exist. Indeed we may choose 
1o(c D) = (D (3(0) - 1) C- a(O) 
' + (3(0) - a(O) 
+ (D+a(O) + 1) f3(0)- C . (3(0) - a(O)' 
11(C, D)= (D - (3(1) + 1) D _a(1) 
(3(1)- a(1) 
+ (D a(l) - 1) (3(1) - D 
- (3(1)- a(1)' 
where D± and D± are the Dini derivatives and ~0 = (a+ (3)/2, when 
computing the Brouwer degree (25) . 
The following results are [17, Lemma 1] and [17, Lemma 2] respec-
tively. 
Lemma 3. If G is strongly compatible with the pair a, f3 then the 
Brouwer degree (25) is independent of the strongly inwardly pointing 
vector.field 1 and ~0 E [a,/3]. 
Lemma 4. If G is strongly compatible with a and f3 then 
G(C,D,~,u,v) # (0,0) 
if (C, D) E 8~ and either C = a(O) and u > n+a(O), or C = (3 (0) 
and u < D+f3(0), or D = a(1) and v < D _ a(1), or D = (3(1) and 
v > v -(3(1). 
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The Picard (Dirichlet) boundary conditions, x(O) =A, x(1) =Bare 
compatible conditions if and only if a(O) ~A:::; ,6(0), a(1) ~ B S ,6(1), 
the Neumann boundary conditions x'(O) =A, x'(1) =Bare compatible 
conditions if and only if a'(O) ~ A, ,6'(0) ~A, B ~ a'(1), B ~ ,6'(1) , 
and the periodic boundary conditions x(O) = x(1), x'(O) = x'(1) are 
compatible if and only if a(O) = a (1), ,6(0) = ,6(1), a'(O) ~ a'(1), 
,6' ( 0) ~ ,61 ( 1). These are the usual assumptions imposed on lower and 
upper solutions. See Thompson [20] for details. 
We now show that the boundary conditions considered by Cabada 
and Pouso in [7, Theorem 3.1] and by Cabada et al. in [6, Theorem 3.1] 
are compatible. First we consider Cabada and Pouso's boundary 
conditions. We need the following notation and lemmas. Let 
86.u = {(0, D) E 6.: (0 = a(O)&D > a(1)) 
U ( 0 < ,6(0)&D = ,6(1) )}, 
86.1 = {(O,D) E 6.: (0 = ,6(0)&D < ,6(1)) 
U (0 > a(O)&D = a(1))} . 
The following results are [17, Lemma 3] and [17, Corollary 1), 
respectively. 
Lemma 5. Let g E 0(6.; R 2) satisfy 
(27) 
(28) 
Then 
(29) 
g 0 < 0 on 86.u go > 0 on 86.1 
g1 (,6(0), {3(1)) > 0 >g1 ( a(O), a(1) ). 
d(g, 6., 0) = 1. 
Corollary 1. Let the boundary conditions be given by (2) , where 
G E 0(6. x [a, ,6) x R 2 ; R 2 ), and let g E 0(6.; R 2 ) given by (26) satisfy 
(30) 
(31) 
g 0 :::; 0 on 86.u go ~ 0 on 86.1 
g1 (,6(0), ,6(1)) ~0 ~g1 ( a(O), a(1)) 
Then the boundary conditions are compatible. 
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The following result gives the compatibility of Cabada and Pouso's 
boundary conditions [7, Theorem 3.1) . 
Lemma 6. Let G = (g0 ,g1 ) E 0(6. x [a,,6) x R 2 ;R2 ) be given by 
g0 (0,D,x,u , v) = - L2(0,D) 
g1 (0,D,x,u,v) = - L 1(0,D, u,v,x) , 
where. ~1 and £2 satisfy Assumption [BC2) as well as (i) and (i') of 
Definztwn 2. Then the boundary conditions given by · 
G(x(O) , x(1), x , x' (0), x' (1)) = 0 
are compatible. 
Proof. First let T E 0(6.; R 2 ) be strongly inwardly pointing and 
set g(O,D) = G(O,D,~o, T(O,D)) . In view of the above lemmas it 
suffices to show g satisfies (30) and (31). Now T 0 (a(O),D) > D+a(O), 
,6 ~ ~o ~ a and D ~ a(1), so noting that 
-Ll(a(O),a(l),D+a(O) , D_a(1),a) ~ 0 
and using the monotonicity of £ 1 we see that g1 (a(O) a(1)) < 0. 
Similarly 9 1(,6(0) ,,6(1)) ~ 0. Now - £ 2 (a(O),a(1)) :::; 0 and ~ing 
monotonicity and injectivity we see that 
- £2 ~ 0 on 86.u and - L2 ~ 0 on 86.1• 
Now g 0 (0,D) = - L2(0,D) so the boundary conditions are compati-
ble. o 
Now we consider the boundary conditions studied in Cabada et al. 
[6, Theorem 3.1). We need the following result [17, Lemma 5). 
Lemma 7. If g satisfies 
g0 (a(O), D) < 0 < g0 (,6(0), D) 
g1 (0,a(1)) < 0 < g1 (0, ,6(1)). 
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for all ( C, D) E fi , then 
d(Q , fi, 0) = 1. 
Let 1 = (a+/3) / 2 and set r;(C,D) = (C -"((O), D -"((1)2· It fol~ws from the weighted sum formula for Brouwer degree that d(ry, fi , 0)- 1. 
Lemma 8. Let G = (go, 91 ) E C(fi x R 2 x [a,{3l; R 2 ) be given by 
g0(C,D,~,u,v) = -L2(C,u,~) 
l(C,D,~,u, v) = -L1 (D,v, ~), 
where L and £ 2 satisfy Assumption [BC3] as well as Assumptions (ii) 
and (ii')1 of Definition 4. Then the boundary conditions given by 
G(x(O),x(1), x,x'(O) , x'(1)) = 0 
are compatible. 
Proof. LetGn(C,D,~0 ,u,v) = G(C,D,€o,u,v)-t:fi\C, D) jn. Suppose 
that C = a(O). Let y b e a strongly inwardly pomtm~ vector field on 
fi. Thus i 0 (a(O) , D)> D+a(O). Thus 0 :S £ 2(a(O) , 1 (a(O),D) , ~o) :S 
£ 2(a(O), yo(a(O) , D) , ~0). Thus Q~(a(O), D) > 0 for all (a(O), D2 E fi. A similar argument for the cases C = {3(0) , D = a(1) and D - /3(1) 
shows that 9n satisfies 
Q~(a(O) , D) < 0, 
Q~(C,a(1)) < 0, 
Q~(a(1) , D) > 0 
Q~(C,/3(1)) > 0. 
It follows that d(Qn , fi, O) = 1. Thus the boundary conditions 
G(x(O), x(1), x, x'(O), x' (1)) + r;(x(O) , x(1))/n = 0 
are strongly compatible with a and {3. Since limn-too Gn = G uniformly 
it follows that the boundary conditions G(x(O) , x(1), x , x' (O), x'(1)) = 0 
are compatible with a and {3. o 
In [9], for the differential equation (3) subject to the boundary c~n­
ditions (4) , Erbe assumed that 9a(C, t) and 9b(D , t ) are nondecreasmg 
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with respect tot for (C, D ) E [a(a) ,,B(a)] x [a(b),{3(b)] and satisfy the 
inequalities 
(32) 
(33) 
9a(a(a), a' (a)) 2:: 0 2:: 9b(a(b),a'(b)) 
9a (.B(a),{3'(a)) :S 0 :S 9b(/3(b),f3'(b)). 
It is easy to see that Erbe's boundary conditions satisfy the assumptions 
of Cabada et al. and hence are compatible. 
In [3], Bebernes and Fraker considered the boundary value problem 
(3) subject to the set-valued boundary conditions (x(i),x'(i)) E C(i) 
where C(i) C R 2 , for i= 1, 2. They assumed that f is continuous, 
there are lower and upper solutions and f satisfies a N agumo growth 
condition. Moreover, they assumed compatibility conditions involving 
the C ( i) containing connected components J ( i) such t hat J ( 0) n {So U 
S2} :j:. 0 and J (1) n {S1 U S3} :j:. 0, where 
So = { (x , -N) a(O) :::; x :::; /3(0)} U { ( a(O), y) a' (0) 2:: y 2:: -N}, 
S2 = { (x, N ) a(O) :S x :S {3(0)} U { (,8(0) , y) {3' (0) :S y :S N}, 
S1 = { (x,-N) a(1) :S x :S /3(1)} U {(/3(1), y ) {3' (1) 2:: y 2:: - N}, 
S3 = {(x,N) a(1)::::; x::::; /3(1)} U {(a(1) , y)a'(1):::; y:::; N}, 
where N is a Nagumo constant. They used shooting with initial values 
combined with the Jordan separation theorem; see also Bebernes and 
Wilhelmsen [4] and their references. The second author in [21] showed 
how to construct compatible boundary conditions 
G = (g0(x(O),x'(O)), l (x(1),x'(1)) 
such that J (i ) is the zero set of gi. Thus Bebernes-Fraker's boundary 
conditions are compatible 'set valued' boundary conditions and their 
existence result follows from ours setting r(t) = 1 in COP Nagumo 
growth bound (15). 
4. Existence of solutions. Before we present our main result we 
give preliminary ones needed in the proof. First we show that a and {3 
are a couple of lower and upper solutions for (20). 
Lemma 9. Let cp and f satisfy Assumptions [q>J and [RHS]. Let a 
and {3 be a couple of lower and upper solutions for (1) and let l(t , ~, x, y) 
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be given in Definition 7 where N > v. Then any solution, x, of (20) 
with (x(O),x(1)) ED. satisfies a:::; x:::; /3 on [0, 1]. 
Proof Let a and {3 be a couple of lower and upper solutions and N 
be a N agumo constant. Thus a and {3 are a couple of lower and upp:r 
solutions for (20). We argue by contradiction. ~ssume. th~t a :::; ~ fa1ls 
at some point of [0, 1) . Since a - x is continuous 1t at tams 1ts maxur~.um 
on [0 1] at some point 7 so 0 < a(7) - x(7). From our assumpt10ns 
it follows that 7 E (0, 1) and by continuity we may chooser such that 
a(t) _ x(t) < a(7) - x(7) for r < t < 71 :::; 1. It follows fro~ the 
definition of lower solution that a 1 ( 7) = X 1 ( 7) exists ar:_d there 1s
1 
~ 
c > 0 such that r + c:::; 71, a E Cl[r - c, 7+c], ~nd that cp(t,x, a,a2 ~~ 
absolutely continuous on [r, r +c). Moreover smce (x(O), x(1)) E 
follows from the Mean Value theorem that lx1 (7)1 :::; v < N. Thus we 
may choose c > 0 small enough that lx1(t)l, la1(t)l <Non [7, 7 + 4 In 
view of this, since a( t) - x ( t) > 0 on [7, r +c) it follows that for almost 
every t E [7,7 +c) 
(34) d I d -c /) - dtcp(t,x ,a,a1 ):::; l(t,x,a,a) = - dtcp t,x,x , x · 
Setting v(t) = cp(t, x, a( t), a 1t)) - cp(t, x, ~ ' a(t), x 1 (t)) i~ follows that v 
is absolutely continuous on [7,1" +c) , v(7) = 0 and v (t) ~ 0[ almost) 
everywhere on [7, 7 + c]. Thus d ~ x1 almost everywhere on. r~ 7 + c 
and a(t) _ x(t) ~ 0 (7) - x(r) for 7 :::; t :::; r + c, a contradict10n. It 
follows that x ~ a on [0, 1]. Similarly x :::; j3 on [0, 1] and the result 
follows. o 
Lemma 10. Let cp and f satisfy Assumptions [<P] and [RHS]. For 
every x E C1[0, 1] there is a unique 7 = 7x,E,>. E R such that 
(35) fo1 (t>(t,x , x(t),7 - lot .Xl(s,x,x(s),p(xY(s))ds))dt = E. 
Moreover there is a constant k1 > 0 which depends only upon cp, 1/J and 
k such that 17x,E,>.I :::; k1 for all x E C 1[0, 1], .A E [0, 1] and lEI :::; k. 
Finally, Tx,o,o = 0. 
We now present one of our main existence theorems. 
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Theorem 2. Let a and {3 be a couple of lower and upper solutions for 
(1) and D. i- 0. Let Assumptions [<P], [RHS]and either Assumption 
[Nl] or [N2] hold. If G is compatible with the pair a and j3 and N is 
a Nagumo constant, then problem (1)- (2) has a solution x E C 1[0, 1] 
with cp(t, x,x(t),x1(t)) absolutely continuous, a :::; x :::; j3 and jx1 1 < N 
on [0, 1]. 
Proof First consider the case that G is strongly compatible with 
the couple of lower and upper solutions, a and /3, that D. f. 0 that 
Assumption [Nl] holds, and that N is a Nagumo constant. Let 
l(t, ~,x,y) be given in Definition 7. Thus (21) is (20) when .A= 1. 
We show that a solution x of (20) and (2) with (x(O) , x(1)) E {). is 
the required solution to (1) and (2). From Lemma 9 we see that any 
solution, x E C 1 (0,1], to (20) with (x(O),x(1)) = (C,D) ED. satisfies 
a:::; x:::; {3 on [0, 1]. Thus p(x) = x sox is a solution of 
(36) - :tcp(t,x,x(t) , x 1(t)) = f(t,x,x(t),PN(x1(t))), (a.e. t E [0,1]). 
It follows from Lemma 1 that lx11 < N so that x is a solution to (1) , 
as required. Thus it suffices to show that (21) and (2) has a solution 
when .A = 1. We use Leray-Schauder degree theory to prove there is a 
solution, through homotopies based on Lemma 9 and (21) to compute 
the degree. It is easy to see that a 1 - 1 and /31 + 1 are a pair of lower 
and upper solutions for (21). It follows that if x is a solution of (21) 
with (x(O) , x(1)) E (a1 - 1, /31 + 1)2 then a 1 - 1 < x < /31 + 1 and it 
follows from Lemma 2 that lx11 < M where M ~ N. Thus we let 
and let 
r = nxD.. 
Define C: C 1[0, 1] x D. x [0, 1] ---+ C1[0, 1] by 
(37) C(x , C, D, .A)(t) 
=lot <t>( u , x, x(u) , 7x,>.(D- C) ,>.- lou .Al(s, x, x(s) , p(xY(s)) ds)) du 
+.XC + (1 - .X)(a1 + /31) / 2. 
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Since the conditions HI, H2 and H3 of [7] are satisfied it follo~~ as 
in (7, Theorem 2.2] that the problem (21) and ~oundary conditiOns 
(22) have a solution x for C, D E R if and only If X = C(x, C, D, >.?~ 
Moreover it follows from the proof of (7, Theorem 2.2] that C , 
h 'f C( C D 0) then E = 0 = "' completely continuous. Furt er I x = .x' ' ' [<P] (b) that 
in (35) so T = Tx,o,o = 0 in (37) and It follows from 
x = C(x, C, D, 0) = (ai + /3!}/2. 
Let \[! be strongly inwardly pointing vector field on ~' and let 
~0 = (a+ /3)/2. Define 1i: f x (0, 1] -t X by 
1-l(x,C, D,>.) = (x - C(x,C, D,2(>. -1/2)), Q(C,D)), 
for 0 :::; >. :S 1/2 and 
1-l(x, C, D, >.) = (x - C(x, C, D, 1) ,S(x, C, D, >.)) , 
for 1/2 :=; >. :::; 1 where S is defined by 
S = S(x, C, D, >.) 
= G((C, D, 2(>. - 1/2)x + 2(1- >.)~o, 
2(>. - 1/2)(x'(O),x'(1)) + 2(1- >.)w(C, D)). 
Now 1l is completely continuous since C is completely continuou( s0)Fr~~ earlier observations it easy to see that (x, C, D) is .a s~lution ~f 2 WI 
(C,D) = (x(O),x(1)) E ~, (x,x(O),x(1)) E r satisfymg (2) If 
(38) 1-l(x, C, D, >.) = 0 
and >. = 1. Now if there is a solution with (x, C, D) E or of (38) .for 
>. = 1 then there is nothing to prove so we assume there is no solutiOn 
in or. We show 1l is an admissible homotopy for Leray-Schauder 
degree on r at 0, i.e., there are no solutions (x, C, D) E or of \38) 
for 0 < >. < 1. We argue by contradiction and assume that there IS a 
soluti;-n of 1i(x, C, D, >.) = 0 with >. E [0, 1) and (x, C, D) E or. We 
investigate the cases>. E [1 /2, 1) and [0, 1/2) separately. 
Case (i) . >. E (1/2, 1). Assume there is a solution (x, C, D) with 
>. E (1/2, 1) with (C, D) E ~ and ai - 1 :S: x :S /31 + 1 o~ [0, 1]. Thus 
(x(O),x(1)) = (C,D) E ~. Assume (C,D) E 8~. Consider the c~e 
x(O) = C = a(O). From Lemma 9 we see that a :S: x :S: f3 on [0, ] 
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so x'(O) :2:: a'(O). Since 'llo(a(O),D) > a'(O) and 2(>.- 1/2) > 0 
it follows that 2(>. - 1/2)x'(O) + 2(1 - ..X)wi(a(O),D) > a'(O) so 
S(x, a(O), D , .A) =1- 0 for 1/2 S .A < 1, a contradiction. Similarly the 
other cases (C, D) E 8~ lead to a contradiction so (C, D) fJ. all. 
So assume X E an. Since X satisfies (20) and Assumption [Nl] 
holds it follows that lx'l < N on [0, 1] . Thus x(t) = ai - 1 or 
x(t) = /31 + 1 for some t E [0, IJ. Assume that x(t) = ai - 1 for some 
t E [0, 1]. Since (C,D) = (x(O),x(1)) E ~it follows that t E (0, 1) so 
x'(t) = (ai - 1)' = 0 while l(t, x, u, 0) > 0 for a1 - 1 S u S a 1, a 
contradiction so x(t) > a1 on (0, 1]. Similarly x(t) < (31 + 1 on [0, 1]. 
Thus there are no solutions of 1i(x, C, D, .A) = 0 with .A E (1/2, I) and (x,C,D) E or. 
Case (ii) . >. E [0, 1/2). Assume first that .A > 0, and assume 
(x, C, D) E or. Since we are assuming that G is strongly compatible 
with a and (3 it follows that ( c, D) fJ. 0~. Assume that X E an. The 
subcases x(t) = ai - 1 and x(t) = (31 + 1 lead to a contradiction 
in a similar way as in Case (i) after replacing l by ..Xl and noting 
that (x(O), x(1)) E (a1 - 1, (31 + 1)2• Since /x'l < M by Lemma 2 
it follows that (x, C, D) fJ. or. Consider the case .A = 0. Now 
1i(x,C,D,O) = (x - b,Q(C,D)) where b = (a1 + /31}/2 E n so 
1i(x, C, D, 0) =/:- 0 for all (x, C, D) E or. Thus 1i is an admissible 
homotopy for Leray Schauder degree on r at 0, and the product 
property of Leray-Schauder degree implies that 
d(1i(-, I), r , o) = d(H(-, o), r , o), 
= d(I - b, n, o) x d(Q, !l, o) 
= d(9, ~' 0) =1- 0, 
where I is the identity on CI[O, 1]. Thus by Leray-Schauder degree 
theory there is a solution (x , C, D) E r of 1i(x, C, D , 1) = 0 and 
x E 0
1[0, IJ is a solution of (37) when .A = 1. Thus cp(t,x,x(t),x'(t)) 
is absolutely continuous and x is a solution to (20) and (2). Since 
a :S x S f3 and /x'l < N on [0, 1] it follows that x is a solution to (1) 
and ( 2), as required. 
Suppose now that G is compatible with a and {3. Then as in [20] there 
is a sequence { G j} strongly compatible with a and (3 which converges 
uniformly toG on compact subsets of R 2 x [a , (3) x R 2 to G. Let Xj be 
the corresponding solutions. By compactness, there is a subsequence 
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. . Cl (O 11 to the desired solution of the integral of x . which converges m ' . . 
and' hence differential equation and boundary conditions. 
h Assumption (N2] can be treated similarly. The case w ere 
0 
k 2 C bada et al. (6] do not assume that Assumption (<P{b~] Remar . a li t d proof This is satisfied. We did it to simplify an already comp ca e . 
assumption can removed by setting 
((t, ~. x, x') = rp(t, ~. x, x') - rp(t, e, x, 0) 
=lot f(s,e,x(s),x'(s))ds-rp(t,e,x(t),O) 
so that 
x' (t) ~ C' (t, {, x, J.' f(s, {, x(s ), x' (s)) ds- ~(t, {, x(t), 0)} 
[;r.,.] (b) Thus it follows from Then ((t,e,x,y) satisfies [<P] including '*' · 
Lemma 10 that there exists 'Tx ,E,>. such that 
fol Cl (t,x,x(t),r- .\L(t)) dt = E, 
t x'(s)) ds _ cp(t, x, x(t) , 0). Thus existence 
where L(t) = fo l(s,x,x(s), f dif · c in the obvious 
follows from the proof of Theorem 2 a ter roo ymg 
way. 
The second author extends his thanks to AcknowMledghi~entsd. the Departement de Matbematique, Universi~e 
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WELL-POSEDNESS AND DISSIPATIVITY FOR A 
MODEL OF BACTERIOPHAGE AND BACTERIA 
IN A FLOW REACTOR 
HALL. SMITH 
ABSTRACT. The Levin-Stewart model of bacteriophage 
predation of bacteria in a chemostat is modified for a flow reac-
tor in which bacteria are motile, phage diffuse, and advection 
brings fresh nutrient and removes medium, cells and phage. 
A fixed latent period for phage results in a system of delayed 
reaction-diffusion equations with non-local nonlinearities. We 
show that the model generates a well-posed dynamical system 
which has a compact global attractor. 
1. Introduction. Levin et al. [10] and Lenski and Levin [9] model 
bacteriophage predation on a bacterial host which in turn consumes a 
limiting nutrient in a chemostat by the system 
(1) 
S'(t) = D(S0 - S(t)) - f(S(t))B(t) 
B'(t) = (f(S(t)) - D) B(t)- kB(t)P(t) 
I'(t) = kB(t)P(t) - DI(t) - e-DrkB(t- r)P(t - r) 
P'(t) = - DP(t) - kB(t)P(t) + {3e-DrkB(t - r)P(t - r). 
S is the resource supporting bacterial growth, B is uninfected bacteria, 
I is phage-infected bacteria and Pis phage, short for bacteriophage. 8° 
is input nutrient concentration supplied to bacteria, D is the dilution 
rate of the chemostat and f(S) is the specific growth rate of bacteria 
at resource level S . The specific growth rate f is typically taken to be 
of Monod type: 
f(S) = mS 
a + S 
where m, a > 0. However, we need only assume that f : R + -t R+ is 
C 1 and 
(2) f(O) = 0, f'(S) > 0, 
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