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ABSTRACT
The relationship between the number of subjects included in a biometric authentication study and
biometric performance assesed with equal error rate (EER) is not well studied. In the present paper, we
use both synthetic and real data to study this relationship. Although we and others had hypothesized
that more information would be required to authenticate more subjects at a given EER, our report
does not support this hypothesis, with rare exception. With synthetic data sets of N = 1,000, N=
10,000 and N = 100,000 we found remarkably similar (and specifically not statistically different)
EERs. In a real face recognition data set, with data subsets of N = 1,000 subjects and N = 10,000
subjects, we also found very similar EERs. Our evidence indicates that EER does not change as a
function of number of subjects, at least in the range of subject numbers studied herein.
Keywords number of subjects, biometric performance, synthetic data sets
1 Introduction
As a general matter, several authors consider that there is an influence of number of subjects on biometric performance.
Jain [5] has stated: "... that the accuracy estimates of biometric systems are dependent on a number of test conditions,
including sensor characteristics, number of subjects in the database,...". No specific examples are cited in this reference
however. Similarly, Chan et al. [2] state "...as the number of subjects increases, it becomes increasingly difficult for the
system to accurately classify users." In this case as well, no citations supporting this statement are provided.
Jain [6] discuss numerous approaches to the evalation of biometric performance. Two common approaches that our
laboratory employs are the equal error rate (EER) and the rank-1 identification rate. There is evidence that the rank-1
identification rate decreases with increasing numbers of subjects in biometric data sets [10, 7]. In the conduct of the
present research, although we did not formally study it, we also noted a marked decline in Rank-1 identification rates as
a function of the number of subjects in a data set.
However, there is little published research on the impact of increasing numbers of subjects on the EER. Although
it is well established that increasing the number of subjects will decrease the confidence limits on any ROC curves
produced [3], this evidence does not imply anything about the central tendency of any estimated error rate.
ar
X
iv
:1
90
6.
06
27
2v
1 
 [c
s.C
R]
  1
4 J
un
 20
19
A PREPRINT - JUNE 17, 2019
Two earlier papers from out laboratory have addressed the relationship between number of subjects in a database and
EER [10, 7]. In these studies, biometric authentication was performed using various eye movement features. The goal
was to authenticate subjects tested on two occasions. The total sample was either 200 [10] or 335 subjects [7]. For the
purpose of evaluating "Database Scaling Performance", the ROC analysis was repeated for randomly drawn subsets
of subjects (N=50 to 200 or 335). The authors report that "there was no discernable difference in equal error rates
produced for a subject pool of 50 or a subject pool of 323".
We were interested in in evaluating the influence of changes in numbers of subjects on a much larger scale (N = 1,000,
10,000 and 100,000 subjects). For reasons of convenience and availability, we relied in large part on synthetic data sets.
However, we were able to replicate our key finding with a real face-recognition data set [9]
In the second section of the manuscript. we present a method for creating synthetic data sets with a number of properties
that are helpful for studying biometric performance. Because the data are synthetic, we are able to control the degree of
temporal persistence of the features while also ensuring that features are approximately independent of each other and
thus provide unique pieces of information for biometric verification. (The concept of "temporal persistence" and the
method for its measurement are covered in [4]. In other contexts, this measure is used to assess the inter-rater reliability
of a feature.) We think that having unique pieces of information will allow us to address several theoretical notions
relevant to biometric analysis in this and subsequent studies. Also in the second section, we present our methods for
biometric assessment. In the third section we present Experiment 1, a study designed to determine the number of
features required to get essentially perfect performance (EER <= 0.0001). In the fourth section (Experiment 2), we
evaluate the EERs as a function of number of features and temporal persistence of the features. In the fifth section
(Experiment 3), we use real data to achieve the same goal as section four. Our discussion is then presented.
2 Creation and Analysis of Synthetic data sets
2.1 Creation of Synthetic Data
Recall that the intraclass correlation coefficient (ICC) is a measure of the correlation expected for repeated measurements
of the same feature on different occasions. Unlike the Pearson r correlation coefficient, which is typically applied
as an interclass measure of relative agreement (i.e., two series can be correlated even if they differ substantially in
level and spread), the ICC is an intraclass measure of absolute agreement [4]. Measures from the same set of subjects
at two different times are intraclass measurements (same metric and variance). ICC ranges from 0.0 to 1.0 with the
latter corresponding to perfect temporal persistence. Our goal is to create synthetic features with a specified target
ICC (denoted ICCTarget). Let Xijm denote the measurement of feature j (j = 1, . . . , k) on session (occasion) m
(m = 1, . . . , s) for individual i (i = 1, . . . , n). Although the ICC can be calculated based on many sessions, in our
experience, biometric assessment is typically performed comparing only two points in time. Therefore, henceforth we
will set s = 2. We generate normally distributed features such that the theoretical intraclass correlation of repeated
measurements of the same feature on the same subject is ICCTarget while the theoretical correlation of measurements
of different features on the same individual and the theoretical correlation of measurements from different individuals
are zero. In practice when data are simulated there are small variations in the empirical ICCs and there are small
intercorrelations between features (and individuals) due to chance.
The algorithm that we use is described briefly here and spelled out in Algorithm 1. The starting point is to populate the
full set of session one measurements Xij1 values with random draws from a standard normal distribution (mean zero
and variance one). Then the measurements for the second session are set equal to the value of the given feature from
the first session, Xij2 = Xij1 for (i = 1, . . . , n). At this point both sessions have the same data and each feature has
ICC equal to one (perfect persistence). We obtain the desired ICC by adding a draw from a normal distribution with
mean = 0 and variance = (1− ICCTarget)/ICCTarget to each of the measurements. At the end we apply a z-score
transform to each feature (with all sessions concatenated together) so that they all have mean 0 and standard deviation
one. It can be shown that the resulting measurements have the desired ICC (up to simulation noise). R code to create
such synthetic data sets and to assess the resulting ICC is presented publicly available at Link to R code and associated
output
Using this method, we can create features which are normally distributed, that have specified ICCs, with as many
subjects and sessions as we desire. These features all have mean = 0 and SD = 1. These features are generally
independent, but there are some small intercorrelations between features due to chance. To illustrate the approach,
we generated data for 10000 subjects, 1000 features and 2 occasions with ICCTarget = 0.7. Figure 1(A) shows a
histogram of the resulting empirical ICCs. Figure 1(B) shows a histogram of the resulting inter-feature correlations.
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Algorithm 1: Algorithm to create synthetic feature sets
Input :n (subjects), k (features), ICCTarget
Output :3-dimensional feature matrix Xijm with desired correlation structure
1. Set Xij1 = Z where Z is a random standard normal deviate for i = 1, . . . , n; j = 1, . . . , k
2. Set Xij2 = Xij1 for i = 1, . . . , n; j = 1, . . . , k
3. Set Xijm = Xijm +W for i = 1, . . . , n; j = 1, . . . , k; m = 1, 2; where W is a random
normal deviate with mean = 0 and standard deviation =
√
(1− ICCTarget)/ICCTarget
4. For each feature j, treat Xijm as a single vector of length n · s and apply a z-score
transform to ensure mean = 0 and standard deviation = 1
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Figure 1: (A) Frequency histogram of ICCs for 1,000 features with an ICCTarget = 0.7. This is from a synthetic data
set with 10,000 subjects. (B) Frequency histogram of correlations between 1,000 features for 10,000 subjects, two
sessions, with an ICCTarget = 0.7. Note that the median and maximum are of the absolute value of the correlations.
2.2 Creation of Synthetic Sets of Features for (Experiment 1)
To study the number of features required to get essentially perfect performance, we generate a synthetic data set with
ICCs in the range of 0.8 to 0.9, 500 features, 100,000 subjects and two sessions.
2.3 Creation of Synthetic Sets of Features for (Experiment 2)
To study the EERs resulting from a given number of features across multiple ICC Bands, we create 7 different data
sets with each data set consisting of 50 features and 100,000 subjects tested twice. The features in each data set have
ICC values that vary over a small interval (e.g. 0.6 to 0.7). We denote the data sets as “Bands” to indicate that they
cover different bands of the range of possible ICCs. Band 3 consists of 50 features simulated to have ICCs between
0.3 and 0.4, Band 4 with ICCs between 0.4 and 0.5 and so on through Band 9 which has ICCs between 0.9 and 1.0.
2.4 Real Face Recognition Data Set (Experiment 3)
We would have preferred to find a publicly available data set with 100,000 or more subjects. We were not successful.
However, we did find the MORPH Craniofacial Longitudinal Morphological Face Database [9] (Link to MORPH
Data Base Description). The MORPH data set contains face images for 13,006 subjects. There are at least 2 distinct
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images per subject, and, in some subjects, many more repeats (up to 53 images of the same person over time). The
images are colored (RGB), have various dimensions, include more than just the face, and are not spatially registered.
2.5 Biometric Performance Assessment
The precise details of the biometric assessment are unique for each of the 3 experiments. In general, let’s assume that
you know in advance which ICC Band data set you want to use, and you know how many features p you want to include
in the analysis, and you also how many subjects n you want to include. If the number of features P in the complete data
set is greater than the number of features requested p, then for each run, a random subset of the features is chosen. If
the number of subjects N in the complete data set is greater than the number of subjects requested n, then for each run,
a random subset of the subjects (from each session) is chosen.
We employed the cosine distance metric, since we have shown in an earlier report that the best biometric performance is
produced with this choice [8] (Link to prior report). The resulting distance measures were scaled to go from 0 to 1 and
then they were reflected (1− distance) to compute similarity scores. In a typical analysis, a “genuine” distribution of
similarity scores is constructed from the similarity scores for each subject and his/her self. All other similarity scores
are considered impostors. These data are then submitted to a ROC analysis and the EER is computed.
Typically, with less than approximately 10,000 subjects, this analysis can be performed in memory. For number of
subjects n, the number of similarity scores is equal to n2. For n5 subjects, n10 scores are needed. This is too large to
run on conventional desktop computers running MATLAB. (On the first author’s system, with 16 GB of RAM, the
maximum single precision MATLAB array that can be created is 38,000 X 38,000.) To compute similarity scores for
100,000 subjects, special procedures are required.
To find the EER, we must find a similarity score threshold where the false acceptance rate (FAR) is equal to the false
rejection rate (FRR). Since the difference between FAR and FRR (FAR - FRR) is monotonic, it is appropriate to employ
a binary search strategy to find the EER. Similarity scores are computed for a marked subset (e.g., 1000) of all subjects
(called a batch), and similarity scores are computed just for a batch at a time. At first, the upper and lower bound
similarity thresholds are set to the minimum (0) and maximum (1) possible similarity scores. Then a single threshold -
an average between the minimum and maximum, which is 0.5 - is evaluated. For each batch, the number of impostor
similarity scores above the threshold is counted as well as the number of genuine similarity scores below or equal to
the threshold. These counts are accumulated for each batch through the entire data set, and after each complete pass
through the data, the FAR and FRR are calculated. If the FRR is greater than FAR, then on the next iteration, the upper
threshold will be set to midpoint between the lower and upper thresholds, and the lower threshold will not change. If
the FRR is less or equal to the FAR, then on the next iteration, the lower threshold will be set to midpoint between the
lower and upper thresholds, and the upper threshold will not change. This continues until there are only 40 similarity
scores between the lower and upper threshold. At this point, iteration through the entire dataset stops and we calculate
the values of the difference function (FAR - FRR) for these remaining 40 values. Then intermediate values are linearly
interpolated and the threshold level for equal FAR and FRR is chosen as the final threshold, and the error rate (EER) is
evaluated at that threshold. As of June 3, 2019, the publicly available Python code that implements this analysis is in
preparation and will be available at GitHub link to Binary Search Python code when complete.
3 Experiment 1: Number of Features Required to Obtain Perfect Performance
3.1 Methods
For this analysis, only Band 8 was employed. This data set consisted of 500 features and 100,000 subjects. The data in
Band 8 was processed according to Algorithm 2:
Algorithm 2: Steps to determine the number of features required to achieve various levels of performance (EER)
For N_Subjects = [1000;10000;100000]
For N_Features = 1:100
For Repetitions = 1:20
1. Randomly choose N_Subjects (for N = 100,000, use all subjects)
2. Randomly choose N_Features
3. Compute EER
These data were processed according to Algorithm 3:
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Algorithm 3: Steps in the analysis:
For EER_Target = [10.0;5.0;2.5;1.0;0.1;0.01;0.001;0.0001;0.0]:
Find Number of Features which always (over 20 reps) produces EER<=EER_Target
3.2 Results
The results of this analysis is presented in Figure 2. For EER targets larger than 0.001, approximately the same number
of features are required to achieve the target EER across data sets with 1,000, 10,000 and 100,000 subjects. As EER
targets decrease from EER <= 0.001 to 0.0, a linear trend appears with more features required to achieve target for
10,000 subjects compared to 1,000 subjects and also for 100,000 subjects compared to 10,000 subjects.
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Figure 2: Number of features required to achieve specific EER targets.
3.3 Discussion
For most typical cases, with target EERs > 0.01, there is no systematic change in the number of features required.
However, as the EER target approaches 0.0, the number of features required increases as the number of subjects in the
data sets increase. Note that these effects are extremely unlikely to occur in practice, since few if any real data sets with
10,000 or 100,000 subjects will ever occur with EERs in this extremely small range.
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4 Experiment 2: EERs for a Given Number of Features and Data Set Sizes of 1,000, 10,000
and 100,000 Subjects
4.1 Methods
There are two goals of this experiment. The first is to determine the EER of Band 3 to 8 data sets, all with 10 features,
for data set sizes of 1,000 subjects, 10,000 subjects and 100,000 subjects. The second goal is to determine the EER of
the Band 9 data set for 7, 8, 9, 10 or 11 features.
For this experiment, each of the data sets are created to have 100,000 subjects and 50 features.
We will be statistically comparing the mean EER obtained for each band for each target number of features across
number of subjects. The first question this analysis presents is: How many EERs to estimate when N= 1,000, 10,000 or
100,000. The steps in this procedure are detailed in algorithm 4, and the resulting number of data sets is presented in
Table 1.
Algorithm 4: Determine the number of data sets needed to get stable EER estimates
1. Compute the standard error for N=100,000, 48 data sets.
2. Determine, for N=1,000 and N = 10,000, the number of data sets required to match the standard error for from
Step 1.
3. Use that number of data sets for all subsequent analyses.
4.2 Results
The results for the analysis of Bands 3 to 8, (10 features) are displayed in Figure 3 and Tables 2 and 3. In Figure 3,
for each Band, and for 10 features, the EERs across number of subjects looks very stable. This is also evident in the
means and SDs presented in Table 2. Statistical results are provided in Table 3. Given that different numbers of data
sets were used for each comparison, Welch’s t-test, which adjusts for different numbers of observations in each group,
was employed. Note that none of the 18 p-values was statistically significant.
The results for the analysis of Band 9, (7 to 11 features) are displayed in Figure 4 and Tables 4 and 5. Although the
changes in EER across subjects look less stable than in Figure 3, note the much lower range of EERs plotted (ordinate).
Aside from the data for 7 features, the changes in EER across numbers of subjects appears reasonably stable. The
means and SDs are also quite close (Table 4). Statistical results are provided in Table 5. Only 1 p-value, shown in bold,
is statistically significant. One of a total of 33 t-tests was statistically significant. With 33 tests, 1.65 comparisons would
be statistically significant by chance alone. As a general matter then, these data indicate that EERs do not change across
numbers of subjects from 1,000 to 100,000.
Table 1: Number of data sets used across Band and number of subjects
Band Number Number of Features 1,000 Subjects 10,000 Subjects 100,000 Subjects
3 10 106 51 48
4 10 103 59 48
5 10 158 68 48
6 10 83 34 48
7 10 93 48 48
8 10 114 55 48
9 7 61 48 48
9 8 46 38 48
9 9 77 45 48
9 10 64 54 48
9 11 113 37 48
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Table 2: Means (SDs) for synthetic data - Bands 3 to 8, 10 features
Number of N=1,000 N=10,000 N=100,000
Band Features Mean EER SD Mean EER SD Mean EER SD
3 10 28.740 0.836 28.840 0.537 28.730 0.525
4 10 22.880 0.795 22.980 0.545 22.870 0.505
5 10 17.360 0.726 17.320 0.473 17.300 0.402
6 10 11.980 0.579 12.030 0.365 12.100 0.456
7 10 7.100 0.526 7.210 0.426 7.270 0.424
8 10 3.110 0.415 3.130 0.302 3.190 0.273
Table 3: P-Values for synthetic data - Bands 3 to 8, 10 features
N = 1,000 vs 10,000 N = 1,000 vs 100,000 N = 10,000 vs 100,000
Band t-value df p-value t-value df p-value t-value df p-value
3 -0.934 142 0.352 0.05 136 0.958 1.023 97 0.309
4 -0.916 155 0.361 0.10 135 0.919 1.059 103 0.292
5 0.483 189 0.629 0.67 144 0.502 0.193 110 0.847
6 -0.528 95 0.598 -1.34 117 0.184 -0.827 79 0.411
7 -1.345 114 0.181 -2.03 114 0.045 -0.644 94 0.522
8 -0.324 141 0.746 -1.43 131 0.156 -1.069 101 0.288
Table 4: Means (SDs) for synthetic data, Band 9, 7 to 11 features
Number of N=1,000 N=10,000 N=100,000
Band Features Mean EER SD Mean EER SD Mean EER SD
9 7 1.710 0.458 1.600 0.403 1.790 0.402
9 8 1.140 0.315 1.110 0.285 1.130 0.316
9 9 0.720 0.250 0.730 0.177 0.800 0.182
9 10 0.520 0.166 0.510 0.128 0.530 0.121
9 11 0.330 0.121 0.330 0.069 0.350 0.088
Table 5: P-Values for synthetic data, Bands 9, 7 to 11 features
Number of N = 1,000 vs 10,000 N = 1,000 vs 100,000 N = 10,000 vs 100,000
Features t-value df p-value t-value df p-value t-value df p-value
7 1.414 106 0.1602 -0.915 106 0.3621 -2.34 94 0.0214
8 0.395 81 0.6941 0.16 92 0.8735 -0.238 83 0.8123
9 -0.14 115 0.8893 -2.002 120 0.0476 -1.934 91 0.0562
10 0.221 115 0.8255 -0.303 110 0.7622 -0.575 100 0.5666
11 0.222 110 0.8251 -0.865 120 0.3889 -1.077 83 0.2847
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Band = 5,Mean EER (N=1,000)=17.36, Mean EER (N=10,000)=17.32, Mean EER (N=100,000)=17.30
Band = 6,Mean EER (N=1,000)=11.98, Mean EER (N=10,000)=12.03, Mean EER (N=100,000)=12.10
Band = 7,Mean EER (N=1,000)=7.10, Mean EER (N=10,000)=7.21, Mean EER (N=100,000)=7.27
Band = 8,Mean EER (N=1,000)=3.11, Mean EER (N=10,000)=3.13, Mean EER (N=100,000)=3.19
Figure 3: Relationship between number of subjects and EER for Bands 3 to 8, number of features = 10.
5 Experiment 3: Analysis with Real Data: Face-Recognition
5.1 Methods
We wish to note that although we are presenting a face-recognition analysis and we are using a common and reasonable
approach, we are doing so in the service of our study of the relationship between numbers of subjects and EER. We are
not attempting to develop a state-of-the-art facial recognition analysis with performance competitive with other modern
approaches.
As noted above, in the MORPH Data Base there are at least 2 distinct images per subject, and, in some subjects, many
more repeats. The images are colored (RGB), have various dimensions, include more than just the face, and are not
spatially registered. Prior to applying facial recognition analyses to these data, we wanted to transform the original
images, for all 13,006 subjects, to 2 grayscale (zscore transformed) images that each have 120 X 100 pixels, with face
only (almost). And we wanted these images to be spatially registered.
The original database comes in the form of a single directory with 55,134 separate JPG images. They each have file
names which include a subject ID code, the repeat number, a gender code and the age of the subject. The steps in the
preparation of these raw images into a set of images ready for biometric assessment are provided in Algorithm 5.
The first 1000 subjects, used to compute the PCA coefficients, were discarded from further analysis. These first 1,000
images can be thought of as a training set. For the remaining 12,003 subjects, biometric assessment proceeded using the
first 500 PCA components from the first matched image as session 1 and with the second matched image as session
2. Data subsets were created with a random selection of 1,000 or 10,000 subjects, using either the first 3, 5, 9, 19,
or 85 features. Random feature selection was not performed due to the inherent ordered relationship between PCA
components. We created 50 subsets for the N=10,000 subsets. The number of subsets created for the N=1,000 subsets
was chosen to match the standard error for the N=10,000 subsets.
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Figure 4: Relationship between number of subjects and EER for Band 9, number of features = 7 to 11
5.2 Results
The EER results are illustrated in Figure 5 and Tables 6 and 7. It is clear from Figure 5 that there is almost no change in
EER for N=1,000 subjects subsets compared to N=10,000 subject subsets. The mean EERs are extremely close (Figure
5 and Table 6). Given this, it is not surprising that none of the t-test comparisions are statistically significant.
6 General Discussion
For EER > 0.01, we have found no evidence that biometric performance, as assessed by the EER, is affected by the
number of subjects (N=1,000, 10,000, 100,00). To indicate how small this EER is, we note that the best fingerprint
authentication systems have EERs above 2.0 [1]. AimBrain, a business enterprise that provides biometric services,
recently (2019) proclaimed an EER near 0.03 for their face recognition module AimBrain announcement. Using
both synthetic data and the (MOPRH) face database, and assuming EER targets > 0.01, we find no evidence for any
systematic change in EER as a function of the database size. These observations only apply to the EER, and may well
not apply to other measures of performance. For example, evidence indicates that identifications rates do decrease with
increasing data set size [10, 7]. Our observation regarding EER is consistent with the observations of [10, 7], who
studied this issue for from N=50 to N=335 subjects. This evidence suggests that, if one’s goal is to estimate the EER of
very large data sets (»1,000), there is no need to collect more than 1,000 subjects. Aside from the theoretical interest of
our results, this observation should be of real practical value to the biometric community, when planning biometric
modalities at a large scale.
However, this stability was violated when the EER target was very close to 0.0 (<0.01). This was only observed in
synthetic data. We we were not able to find, nor is there likely to be, a biometric system with more than 1000 subjects
9
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Algorithm 5: Steps in the preparation of images for facial recognition
1. Convert images from color (RGB) to grayscale
2. Detect faces in the images using the Viola-Jones algorithm and save the face-only images.
3. Z-score transform the images (subtract the mean across all pixels from every pixel and divide by the SD across
all pixels.)
4. Register the face-only, z-score transformed images using an affine transformation (translation, rotation, scale,
and shear).
5. Save registered images as 120 X 100 pixels.
6. For each subject, correlate each image with each other image
7. For each subject, choose the 2 most highly correlated images, and discard all other images.
8. Prepare image data for PCA analysis - Take the first image from the first 1,000 subjects and create a file with 1
row and 12,000 columns (120X100 pixels) for each of the images.
9. Perform PCA on first 1000 first images and save the PCA coefficients.
10. Apply these coefficients to the remaining 12,003 subjects, first and second paired images.
11. Drop all but the first 500 PCA components (out of 12,000).
12. Normalize the PCA components with a z-score transformation
13. Perform biometric assessment
Table 6: Means (SDs) for MORPH Face Database
Number of N = 1,000 N = 10,000
Features Mean EER SD SE N Data Sets Mean EER 0 SD 0 SE 0 N Data Sets
3 22.85 0.656 0.0125 2737 22.85 0.088 0.0124 50
5 16.01 0.608 0.0117 2695 16.01 0.1 0.0141 50
9 13.09 0.586 0.0102 3293 13.07 0.07 0.0099 50
19 10.03 0.505 0.0078 4188 10.04 0.056 0.0079 50
85 5.58 0.466 0.009 2673 5.56 0.062 0.0088 50
Table 7: Statistical results for the MORPH Face Database
Number of
Features t-value df p-value
3 -0.224 197 0.8233
5 -0.363 139 0.7171
9 -1.449 206 0.1489
19 0.388 189 0.6988
85 -1.688 203 0.093
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Figure 5: Relationship between number of subjects and EER for a given number of features - MORPH Data Set
that can produce an EER in this near-perfect range. We observed a monotonic increase in the number of features
required to achieve near-perfect performance as the number of subjects in the data sets increased from 1,000 to 10,000
to 100,000. We state this observation as a fact, but have no ready explanation for this observation.
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