Implementation and analysis of a constrained based search approach by means of the slack time heuristic for multipurpose batch plants by Borjas, Alessandro Ludgero Noal
UNIVERSIDADE ESTADUAL DE CAMPINAS 
FACULDADE DE ENGENHARIA QUÍMICA 
 
 
 
ÁREA DE CONCENTRAÇÃO 
SISTEMAS DE PROCESSOS QUÍMICOS E INFORMÁTICA 
 
 
 
Implementação e Análise de uma Abordagem de Busca Orientada por 
Restrições Através de Heurísticas Baseadas na Folga para Plantas 
Multipropósito Operando em Batelada 
 
 
 
 
 
Autor: Alessandro Ludgero Noal Borjas 
Orientadora: Prof.ª Dr.ª Maria Teresa Moreira Rodrigues 
  
 
 
 
 
 
 
Campinas – São Paulo 
Novembro, 2005. 
 
 
Dissertação de mestrado apresentada à 
Faculdade de Engenharia Química como parte 
dos requisitos exigidos para a obtenção do 
título de Mestre em Engenharia Química. 
 ii
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        FICHA  CATALOGRÁFICA  ELABORADA  PELA  
  BIBLIOTECA  DA  ÁREA  DE  ENGENHARIA  -  BAE  -  UNICAMP 
 
 
 
 
    B644i 
 
Borjas, Alessandro Ludgero Noal 
     Implementação e análise de uma abordagem de busca 
orientada por restrições através de heurísticas baseadas na 
folga para plantas multipropósito operando em batelada  / 
Alessandro Ludgero Noal Borjas.--Campinas, SP: [s.n.], 
2005. 
 
     Orientador: Maria Teresa Moreira Rodrigues 
     Dissertação (mestrado) - Universidade Estadual de 
Campinas, Faculdade de Engenharia Química. 
 
     1. Agenda de execução (Administração).  2. Processos 
químicos.  3. Engenharia de produção.  4. Heurística.   I. 
Rodrigues, Maria Teresa Moreira.  II. Universidade Estadual 
de Campinas. Faculdade de Engenharia Química.  III. 
Título. 
 
 
Titulo em Inglês: Implementation and Analysis of a Constrained Based 
Search Approach by Means of the Slack Time Heuristic 
for Multipurpose Batch Plants 
Palavras-chave em Inglês: Scheduling, Constrained based search, 
Heuristics 
Área de concentração: Sistemas de Processos Químicos e Informática 
Titulação: Mestre em Engenharia Química 
Banca examinadora: Reginaldo Guirardello e Márcio Luiz Andrade Netto 
Data da defesa: 18/11/2005 


 iii
Agradecimentos 
 
 À professora Maria Teresa Moreira Rodrigues pela oportunidade de realizar este 
trabalho e pela orientação concedida. 
 Ao professor Luis Gimeno Latre pelo auxílio durante o desenvolvimento do 
trabalho. 
 Aos meus pais, José Borjas (i.m.) e Ignês Noal Borjas (i.m.), que mesmo não 
estando mais neste mundo físico, continuam sendo uma importante e grandiosa fonte de 
amor e inspiração. 
 Aos meus familiares, por estarem presentes em momentos importantes e decisivos 
da minha existência; especialmente os tios Ricardo e Roseli, e, vô Matheus e vó Gorda. 
 Aos amigos de infância, Filipe Michelsen de Andrade, Jeferson Maurício Renz, 
Fabiano Pizutti, Vitor Hugo Ruschel e Roger Alex Botton, pela amizade sincera e 
generosidade nesses anos todos que passaram desde que nos conhecemos. 
 Aos amigos que fiz por aqui, Carlos Alberto Pelissatto, Hallen Pinto Ferreira, 
Marcelo Bacelos, Amarildo de Marchi, Wesley de Lima Alvarenga, Richard Mostesco, 
Marcosiris Pessoa, Alessandro Galvão, Jones Schmitz, entre tantos outros. 
 Ao CNPq pelo apoio financeiro. 
 
 
 
 
 
 
 
 
 
 iv
Resumo 
   
 O problema abordado é o de programação de produção (scheduling) em plantas 
operando em batelada. Considera-se problemas de curto prazo (short-term) com restrições 
de capacidade de produção e de armazenagem de produtos intermediários, situação que 
ocorre na indústria de processos com freqüência. 
 A abordagem proposta visa a resolução do problema de programação de produção 
com o uso de janelas de tempo, explorando-se as restrições envolvidas, através da 
orientação do procedimento de solução à competição de bateladas que requisitam os 
mesmos recursos (gargalos de produção), e também pelo uso da propagação de restrições 
na redução da dimensão do problema durante o procedimento de solução, de forma a 
aumentar a eficiência do processo de busca. Para esse fim, foram usadas as principais 
técnicas de propagação de restrições existentes na literatura. 
 Além disso, propõe-se um procedimento de backtracking que permite a 
continuidade do processo de busca automatizado, caso ocorra infactibilidade em soluções 
parciais do problema. 
 Na discussão dos resultados obtidos são comparados os desempenhos das duas 
heurísticas implementadas, tendo-se como subsídio os resultados obtidos na resolução de 
dois problemas com características distintas. 
 
 
 
 
 
 
 
 
 
 v
Abstract 
 
 The problem considered is short term scheduling of batch chemical plants. 
Constraints over plant capacity are taken as intermediate storage constraints since they are 
frequent in the process industies area. 
 The proposed approach using time windows utilizes a constraint based search 
technique based on the competiton of operations and bottleneck identification heuristics 
which guide the search procedure. 
 To reach this goal, the usual constraint propagation techniques over unitary resouces 
and intermediate storage constraint propagation are used. 
 Besides, it was possible to propose a backtracking technique that allows the search 
process to go on in spite of some constraint is not observed in a partial solution. 
 In the discussion about the obteined results, the characteristics of the two 
implemented heuristics are compared. It is possible through the analysis of two different 
kind of problems. 
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TPi – tempo de processamento da operação i        
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Capítulo 1 – Introdução 
 
 O presente trabalho de mestrado foi realizado dentro da linha de pesquisa em 
Planejamento e Controle da Produção na indústria de processos, em desenvolvimento na 
Faculdade de Engenharia Elétrica e de Computação e na Faculdade de Engenharia 
Química. Os objetivos deste trabalho estão concentrados no estudo de metodologias para a 
solução do problema de scheduling através de um cenário constituído por janelas de tempo 
e lançando mão de técnicas heurísticas, técnicas do tipo branch and bound (busca em 
árvore), e de propagação de restrições. 
 Este trabalho é a continuação de um trabalho de mestrado anterior, desenvolvido por 
(Alvarenga W. L., 2001), intitulado de “Estudo da Estratégia de Busca Orientada por 
Restrições em Plantas Multipropósito Operando em Batelada”. No trabalho referenciado, 
foram implementadas as principais técnicas de propagação de restrições existentes na 
literatura e desenvolvidas técnicas propagação de restrições no âmbito da armazenagem de 
produtos intermediários, e aplicação de heurísticas para guiar a abertura de nós em uma 
árvore de busca. A abordagem proposta identifica as restrições do problema considerado e 
avalia quais são mais duras, ou seja, mais propensas a serem violadas, tomando-se decisões 
sobre as varáveis envolvidas nessas restrições de forma a resolver o problema de 
scheduling de maneira que as decisões tomadas não provoquem grandes reduções no 
espaço de busca, com vistas a manter o problema factível.  
 O presente trabalho tem como escopo a automatização do procedimento de busca 
orientada por restrições, ou Constrained Based Search (CBS), através da escolha de 
ordenamentos entre pares de bateladas de operações que concorrem no tempo por um 
mesmo processador, sendo esta concorrência caracterizada pela sobreposição das janelas de 
tempo das bateladas candidatas em questão, até que todos esses ordenamentos tenham sido 
fixados. 
Além disso, foi proposto um mecanismo de backtracking com uma estrutura 
simples para os casos em que a abertura de nós em profundidade seja impossibilitada pela 
ocorrência de situações infactíveis, em função da escolha das variáveis de controle usadas 
como critério de parada para o processo de busca em profundidade.  
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  Neste trabalho é suposto que as quantidades de produtos a serem produzidas, as 
datas de entrega dos produtos finais e a disponibilidade de matérias-primas são conhecidas, 
caracterizando um problema de curto prazo no atendimento à demanda. Dessa forma, nessa 
dissertação é abordado o problema de programação de produção de curto prazo, que 
consiste em determinar o início de cada batelada necessária para cumprir a demanda de 
produtos finais, satisfazendo as restrições do problema. As restrições a serem satisfeitas são 
normalmente: 
• Restrições tecnológicas de precedência que descrevem as rotas de produção de cada 
produto; 
• Restrições de processamento; 
• Restrições de armazenagem; 
• Restrições sobre recursos compartilhados. 
 
A apresentação desta dissertação se dá na seguinte forma: 
• Capítulo 2: são apresentados os conceitos básicos utilizados para o desenvolvimento 
do trabalho; 
• Capítulo 3: são apresentados os componentes implementados no sistema 
computacional desenvolvido; 
• Capítulo 4: são apresentados os exemplos de aplicação, juntamente com o 
desenvolvimento do processo de busca correspondente a cada heurística utilizada; 
• Capítulo 5: são apresentadas a discussão dos resultados, as conclusões advindas da 
análise dos resultados obtidos e as sugestões para trabalhos futuros. 
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Capítulo 2 – Sistema de programação de operações 
utilizando técnicas de busca orientada por restrições 
 
2.1 Considerações gerais sobre as abordagens mais comuns ao 
problema de scheduling 
 
 A solução do problema de scheduling consiste na definição do instante de tempo em 
que uma determinada operação é iniciada e que recursos ela utiliza (equipamento, mão-de-
obra, utilidades, etc.). Assim, o problema de scheduling pode ser definido como a alocação 
de N operações a M equipamentos. Isso impõe uma natureza combinatorial ao problema, no 
caso de não existirem restrições que limitam o conjunto de soluções possíveis, pois assim, 
podem existir (N!)M soluções. Esse tipo de problema é conhecido como NP-completo (non-
polinomial complete), sendo que o tempo necessário para a obtenção da solução cresce 
exponencialmente em relação à dimensão do problema. Como conseqüência, para 
problemas de dimensão industrial, é necessário recorrer a estratégias que permitam obter 
uma solução razoável em um prazo de tempo aceitável. Existem diferentes abordagens para 
resolução do problema de scheduling apresentadas na literatura. A seguir são descritas as 
abordagens mais comuns. 
2.1.1 Busca em árvore 
 
 Devido à natureza combinatorial do problema de scheduling é geralmente inviável 
computacionalmente enumerar todas as soluções possíveis. A alternativa é recorrer a 
métodos de busca controlada que possam encontrar uma solução de maneira mais eficiente. 
As técnicas de busca em árvore (branch and bound, BAB) realizam uma busca parcial e 
controlada das soluções possíveis do problema. As atividades de busca podem ser feitas por 
meio de diferentes tipos de critérios e pela incorporação de informações específicas de cada 
problema, além da avaliação de um critério de otimização que porventura seja empregado. 
Dentro dessa abordagem, deve-se definir qual o mecanismo de busca e quais são as 
variáveis de decisão. 
 A solução do problema de scheduling evolui conforme as bateladas são alocadas. 
Até que todas as bateladas estejam alocadas, o que se possui são soluções parciais do 
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problema. Definido o critério de otimização, pode-se calcular um custo monotônico 
relacionado às soluções parciais. 
 O BAB é uma estrutura em forma de árvore, constituída de nós, que representam  
soluções parciais do problema, e de ramos, que unem os nós de níveis sucessivos. Durante 
o processo de busca obtêm-se uma série de nós abertos (as soluções parciais) e um custo 
associado a cada nó. O custo associado a cada nó aberto é chamado de limitante inferior 
(lower bound), e é composto por duas parcelas: 
 a) o custo da solução parcial obtida até esse nó 
 b) a estimativa do custo mínimo para se completar a solução 
 Em muitas heurísticas, o menor custo associado a um nó indica o melhor caminho a 
ser seguido na árvore, auxiliando a escolha de um caminho para a solução ótima e 
descartando, ao menos temporariamente, soluções menos promissoras. Assim, a alocação 
das operações restantes segue até que seja obtida uma solução completa. O custo associado 
a essa solução completa constitui um limitante superior (upper bound), ou seja, após obtida 
essa solução, somente interessam outras soluções que possuam custo inferior. 
 Uma vez encontrada a solução completa, o método retrocede a nós anteriores, 
(operação conhecida como backtracking), e procura por soluções parciais de custo inferior 
ao limitante superior, repetindo o processo de alocação de operações até que seja 
encontrada uma solução completa. A figura abaixo ilustra o uso do método para o 
seqüenciamento de quatro operações minimizando uma função de custo adequada. 
raiz
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Figura 2.1 – Árvore de busca 
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2.1.2 Programação Matemática 
 
 Um modo de representar o problema de scheduling é através de uma formulação 
matemática. Neste tipo de representação, todas as restrições do processo, como as restrições 
de ocupação dos equipamentos, de armazenagem e de balanço de massa originada pela 
receita são representadas por equações. Pode-se então utilizar ferramentas como a 
programação inteira mista (Mixed Integer Linear Programing, MILP), amplamente 
difundida na literatura, para resolver o problema de scheduling (Kondili, Pantelides, 
Sargent, 1993). A formulação MILP utiliza variáveis binárias para determinar o início do 
processamento e o equipamento utilizado para cada operação, juntamente com variáveis 
contínuas que representam outras grandezas, como a massa processada em cada batelada de 
uma operação. 
 Formulações MILP são resolvidas através da utilização de um algoritmo de 
programação linear combinados com uma técnica de busca em árvore. As restrições do 
problema são relaxadas de modo a permitir que as variáveis binárias assumam valores reais 
entre 0 e 1. O problema relaxado é resolvido pelo algoritmo de programação linear (PL), e 
o valor da função de custo obtido é utilizado como limitante inferior, assim como descrito 
na técnica de busca em árvore. São gerados dois subproblemas, no qual o problema original 
agora possui o valor de uma das variáveis binárias fixada em um valor inteiro igual a 0 ou 
1, e cada subproblema é resolvido pelo algoritmo PL. O procedimento segue pelo nó com 
menor custo (no caso de problemas de minimização) até que todas as variáveis binárias 
tenham seu valor fixado em 0 ou 1. 
 Um aspecto da eficiência das formulações MILP diz respeito à diferença entre o 
custo obtido com a solução relaxada e o custo da solução inteira, denominado gap de 
integralidade, que quando possui valor elevado indica que diversas soluções parciais 
possuem custo semelhante. Isso resulta em mais nós abertos na árvore de busca e 
conseqüentemente maior tempo de cálculo. 
 Outro aspecto importante na eficiência da formulação do problema de scheduling é 
a representação do tempo. Algumas formulações utilizam uma representação discreta do 
tempo definida a priori. O horizonte de tempo disponível é dividido em um número de 
intervalos de igual duração, chamados slots. A duração de um slot é igual ao máximo 
divisor comum de todos os tempos de processamento das operações. A vantagem dessa 
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representação é que facilita a formulação por criar uma grade de referência na qual as 
operações que competem pelo mesmo recurso são posicionadas. Eventos de qualquer tipo 
(início ou fim de processamento, ocupação de um equipamento, etc.) são permitidos apenas 
nos extremos desses slots. A desvantagem é que a discretização deve ser suficientemente 
fina para representar todos os eventos de interesse, o que pode resultar em um número 
extremamente grande de variáveis binárias. Como a dimensão da árvore de busca  é função 
do número de variáveis binárias, para problemas de proporções médias ou grandes pode ser 
inviável obter uma solução final em tempo aceitável. 
 Outras formulações usam uma representação contínua do tempo, de forma a reduzir 
a dimensão do problema. O horizonte de tempo é dividido em intervalos de duração 
variável, essa duração sendo uma variável do problema. O início do processamento de uma 
operação, chamado evento, só pode ocorrer no início do intervalo a ele associado. A 
vantagem dessa representação é que diminui a dimensão do problema pela redução de 
variáveis binárias, porém torna a formulação do problema não-linear. É possível linearizar a 
formulação, mas isso envolve o uso de dicotomias com constantes grandes, o que aumenta 
o gap de integralidade do problema (diferença entre a solução relaxada e a solução inteira). 
 
2.1.3 Busca orientada por restrições 
 
 Essa abordagem é adequada para problemas com restrições fortes, como por 
exemplo, janelas de processamento restritas, alta competição por equipamentos e limitações 
quanto à armazenagem de produtos intermediários. Sua principal característica é que o 
processo de busca é orientado pelos gargalos do processo, e não pela função de custo. Em 
situações muito restritas, parece ser mais razoável a idéia de que o algoritmo se concentre 
primeiro nas regiões em que as restrições são mais duras, com a hipótese de que se esses 
gargalos forem solucionados, o restante do problema não apresentará dificuldades 
consideráveis. 
 A ferramenta fundamental dessa técnica é o procedimento de propagação de 
restrições. Em problemas muito restritos esta propagação pode reduzir consideravelmente o 
espaço de busca, reduzindo, conseqüentemente, o número de nós necessários na árvore de 
busca para que seja atingida uma solução final. Considerações a respeito de uma função de 
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custo podem ser feitas depois de obtida uma solução completa. Assim sendo, o valor da 
função de custo associado à solução obtida pode ser encarado como uma restrição adicional 
ao procedimento de busca, da mesma forma que nas técnicas mencionadas anteriormente. 
 
2.1.4 Simulated Annealing 
 
 Técnicas como a do simulated annealing (Kirkpatrick S., Gellat C. D., Vecchi P. 
M., 1982) estão baseadas na obtenção de uma solução inicial e na melhora sucessiva dessa 
solução. Essas técnicas podem sair de mínimos locais permitindo que sejam admitidas 
soluções menos favoráveis do que a atual, dentro de um nível pré-definido, com o objetivo 
de obter uma posterior melhora da solução. A vantagem dessas técnicas é a disponibilidade 
contínua de uma solução, visto que iniciam o processo com uma solução factível que é 
melhorada gradativamente. 
 A montagem da solução é feita de forma que são escolhidas duas bateladas 
aleatoriamente e definido um ordenamento entre elas, avaliando-se em seguida uma função 
objetivo. Caso ocorra uma melhora no valor da função objetivo, a solução parcial é aceita, 
seguindo-se o processo de busca até que todos os ordenamentos estejam definidos. Dessa 
forma, os candidatos estão definidos em termos de ordem de precedência, não em termos de 
tempo. A principal razão para isso é ter-se uma representação de dimensão razoável. Assim, 
o processo de construção das sucessivas soluções é rápido, porém a avaliação do custo 
associado a cada solução somente é rápido para algumas funções objetivo, como a 
minimização de makespan (tempo total de processamento). Caso o problema seja muito 
restrito, por exemplo em termos de janelas de processamento, condições de armazenagem 
ou equipamentos muito utilizados, a quantidade de candidatos infactíveis gerados pode ser 
extremamente grande, diminuindo a eficiência da técnica. 
 
2.2 Abordagem proposta 
 
 A abordagem proposta é uma técnica de busca orientada por restrições. Essas 
técnicas vem sendo usadas desde 1976 (Erschler, 1976., Fox, 1983., Keng, Yun, Rossi, 
1988., Sadeh, 1991., ILOG, 1997., Claire Schedule 1.0, 1999), apresentando resultados 
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satisfatórios em problemas de scheduling com restrições fortes, utilizando elementos de 
estimação de competição por equipamentos.  
 Os trabalhos apresentados na literatura partem da definição do problema de 
scheduling como sendo o de alocação de um número pré-determinado de operações dentro 
do intervalo delimitado por suas janelas de tempo. 
 O presente trabalho tem como objetivo implementar uma abordagem de busca 
orientada por restrições, e em particular serão tratados problemas em que cada etapa de 
processamento, chamada de operação de processamento, pode necessitar de várias 
repetições para atender a demanda desejada. Cada uma destas repetições é chamada de 
batelada de uma operação. 
 Geralmente, os processadores de plantas químicas descontínuas possuem pequena 
capacidade, fazendo com que sejam necessárias várias bateladas para que a demanda de 
material seja satisfeita. Então, cada operação é constituída por um conjunto de várias 
bateladas, e, o cenário de busca, constituído pelo conjunto de bateladas de todas as 
operações. 
 Nos sistemas de scheduling comerciais, as janelas de processamento são dados de 
entrada, podendo também ser obtidas numa fase inicial do processo, a partir das datas de 
entrega dos produtos finais, considerando-se o início das janelas como sendo o instante de 
início mais cedo possível para cada batelada necessária ao atendimento da demanda de 
produtos finais.  
 Como se trata de um problema de atendimento de demanda em um contexto de 
curto prazo, é possível determinar os intervalos de tempo disponíveis para que uma 
batelada de uma operação seja realizada. Assim, todas as possibilidades de alocação destas 
bateladas são limitadas por suas respectivas janelas de tempo, mantendo-se o cenário inicial 
de busca viável ou factível. 
 
2.3 Dados de entrada 
 
A abordagem proposta utiliza, de forma implícita ou explícita, um conjunto de 
informações necessárias ao funcionamento do sistema, tais como: 
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• Janelas de tempo disponíveis para a execução do processamento das bateladas de 
cada operação; 
• Relações de precedência tecnológica entre as bateladas de uma mesma operação, 
devidas ao balanço de massa associado à capacidade dos processadores utilizados 
na planta; 
• Atribuição de bateladas de operações aos processadores; 
• Restrições de armazenagem devidas à natureza do processamento de produtos 
intermediários. 
No sistema proposto, estes constituem os dados de entrada. Para estruturas de 
processamento complexas, estes dados não são obtidos de forma trivial, já que muitos 
outros elementos são importantes para defini-los, como por exemplo, prazos de entrega, 
disponibilidade de matéria-prima, análises de fluxo de caixa, etc. 
Assim, o sistema proposto depende de um pré-processamento dos dados do 
problema, que permita determinar não só o número de bateladas de cada operação, bem 
como suas respectivas janelas de tempo e as relações de precedência devidas ao balanço de 
massa. Isto é realizado pelo emprego de um sistema de planejamento de curto prazo, já 
desenvolvido pelo grupo de pesquisa ao qual o presente trabalho está integrado. 
Os elementos essenciais listados acima, bem como a alusão ao sistema de 
planejamento empregado para gerar os dados de entrada do sistema proposto e à estrutura 
de processamento são apresentados nas seções seguintes. 
 
2.3.1 Representação Rede Estado-Tarefa (STN) 
  
 A representação da estrutura de processamento é um elemento de essencial 
importância na modelagem do processo produtivo. Assim, o sistema de planejamento foi 
estruturado de forma a ser alimentado com os dados provenientes da descrição dos 
processos integrantes da planta de modo que estes dados sejam utilizados de acordo com a 
representação Rede Estado-Tarefa (State Task Network, STN) introduzida por Kondili 
(Kondili, Pantelides e Sargent, 1993). 
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 Os processos produtivos são usualmente representados em termos da rota de 
produção. A rota de produção de cada produto é semelhante ao de plantas de 
processamento contínuo, do ponto de vista da representação do processo. Assim, os 
processos em batelada são também representados por diagramas que descrevem a rota de 
produção. Embora a representação por diagramas seja adequada para estruturas de 
processamento contínuo, o uso em estruturas mais complexas pode provocar erros na 
interpretação. 
 A figura 2.2 mostra uma estrutura de processamento com cinco operações e o fluxo 
de matéria entre as operações é indicado por setas. Essa representação não deixa claro se a 
operação 1 produz dois produtos diferentes que constituem a alimentação das operações 2 e 
3 ou se há apenas um produto que é dividido entre as duas operações. Da mesma forma, 
não é claro se a operação 4 requer dois tipos diferentes de alimentação provenientes de 2 e 
5 ou se as correntes são do mesmo tipo com um reciclo de 5. 
1
2
3
4 5
 
Figura 2.2 - Estrutura de processamento 
 A representação rede estado-tarefa foi proposta para eliminar a possibilidade de 
interpretações errôneas do que acontece no processo. Essa representação possui dois tipos 
de elementos; os estados, ou seja, matérias-primas, produtos intermediários e produtos 
finais, representados por círculos; e as tarefas, sendo entendidas como as operações 
realizadas ao longo do processo, representadas por retângulos. 
 A figura 2.3 mostra duas representações STN diferentes para o processo da figura 
2.2, onde cada um constitui um processo distinto do outro. No primeiro processo a 
operação 1 gera um único estado intermediário que é divido entre as operações 2 e 3, e a 
operação 4 consome um único estado gerado pelas operações 2 e 5. No segundo processo a 
operação 1 gera dois estados intermediários diferentes para as operações 2 e 3, e a operação 
4 consome dois estados diferentes gerados pelas operações 2 e 5, respectivamente. 
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Figura 2.3 - Representações STN do processo 
 As regras para construção da representação STN de um processo são: 
 a) Uma operação tem tantos estados de entrada (saída) quantos forem os diferentes 
materiais consumidos (produzidos); e 
 b) Duas ou mais correntes entrando no mesmo estado são necessariamente iguais. 
Se a mistura de diferentes correntes é envolvida no processo, então esse processo deve 
constituir uma operação separada. 
 
2.3.2 Janelas de Tempo  
 
 O intervalo de tempo em que uma batelada tem como disponível para que requisite 
um equipamento é denominado janela de tempo para o processamento da batelada. O 
sistema de planejamento utilizado gera essas janelas de tempo e as torna disponíveis para a 
fase de scheduling. 
 A janela de tempo para o processamento de cada operação é definida pelo instante 
de início mais cedo (earliest starting time ou EST) e o instante de término mais tarde (latest 
finishing time ou LFT). O primeiro é determinado, na fase de planejamento, a partir da 
disponibilidade das matérias-primas, e o último a partir das datas de entrega dos produtos 
finais. Como ilustrado na figura 2.4, existem dois casos extremos, em que a operação pode 
ser alocada mais ao início ou mais ao fim da sua janela de tempo. Na figura 2.4, é ilustrada 
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uma janela de tempo com trinta unidades de tempo, juntamente com uma batelada que tem 
seu tempo de processamento igual a quatro unidades de tempo. 
 
earliest finishing time latest starting time
latest finishing timeearliest stating time
 
Figura 2.4 – A janela de tempo 
 
 Se a batelada for alocada no início da sua janela, será finalizada o mais cedo 
possível. Neste caso, o instante em que a operação termina é chamado de instante de 
término mais cedo (earliest finishing time, EFT), definido pela equação 2.1. Se, ao invés 
disso, a operação for alocada no fim da sua janela, será iniciada o mais tarde possível. 
Neste caso, o instante em que a operação é iniciada é chamado de instante de início mais 
tarde (latest starting time, LST), definido pela equação 2.2. 
 
 EFT = EST + Tempo de Processamento   Eq. 2.1   
 LST = LFT – Tempo de Processamento    Eq. 2.2 
   
 
2.3.3 Relações de precedência por balanço de massa 
 
 Devido à receita de produção e da atribuição das operações aos processadores 
(equipamentos) disponíveis, algumas operações apresentam uma demanda para o consumo 
de estados (ou produtos) intermediários. Em função disso, ocorrem precedências 
obrigatórias entre as bateladas que consomem um estado intermediário e as bateladas que 
geram este estado. Ou seja, as precedências advindas do balanço de massa indicam relações 
de precedência obrigatória entre as bateladas produtoras que viabilizam as bateladas 
consumidoras de um determinado estado intermediário. 
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 Com o intuito de elucidar melhor este assunto, as relações de precedência por 
balanço de massa poderiam ser comparadas ao fato de que não é possível começar o 
processamento de uma matéria-prima, qualquer que seja, sem que ela esteja disponível para 
tanto.  
 Então, estas precedências devem ser consideradas, especialmente quando usa-se 
janelas de tempo, com o objetivo de manter essas janelas com uma configuração condizente 
com as conseqüências de recortes em janelas de bateladas produtoras ou consumidoras de 
estados intermediários. 
 
2.3.4 O sistema de planejamento 
 
A utilização do sistema de CBS proposto torna necessário o uso de um sistema de 
planejamento (Rodrigues L. C. A., 2000) que gere as janelas de tempo do problema 
considerado, uma vez que a definição do problema de programação da produção é encarado 
como tendo dois níveis, ou partes distintas: o planejamento e a programação da produção 
(scheduling). Essa separação é condizente com a separação existente na estrutura 
organizacional empresarial, na qual existe uma separação entre o planejamento estratégico, 
marketing, compras, vendas e a produção propriamente dita. 
Como a solução do problema de scheduling deve ser obtida em um prazo de tempo 
razoável, propõe-se que na fase de planejamento sejam geradas as janelas de tempo que 
permitam reduzir a dimensão do problema. Para obter as janelas de tempo, é necessário que 
sejam definidos alguns parâmetros, como datas de recebimento de matérias-primas, 
quantidade a ser produzida e datas de entrega dos produtos finais. Esses parâmetros 
englobam o conjunto decisões de natureza tática, características do planejamento de 
produção. 
 Para calcular as janelas de tempo pelo sistema de planejamento, devem ser 
fornecidos pelo usuário os seguintes dados: 
 
• Demanda dos produtos; 
• Datas de entrega dos produtos; 
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• Em que processador será realizada cada operação; 
• Plano de compras. 
Fornecido o assignment, que é a definição de quais são as operações atribuídas a 
cada um dos processadores disponíveis na planta, ficam estabelecidos o tamanho de 
batelada e o tempo de processamento da operação, e assim é possível calcular o número de 
bateladas de cada operação necessário para satisfazer os requisitos de demanda. Através de 
um processo de explosão semelhante ao utilizado no MRP (Manufacturing Resurces 
Planning), são definidos os fins das janelas das operações. A partir dessa informação, o 
sistema calcula as datas limite para compra de matérias-primas. Através de balanço de 
massa, são calculados os inícios das janelas, a partir do plano de compras de matérias-
primas definido pelo usuário. A estrutura do sistema de planejamento é ilustrada na figura 
2.5. 
A locação de tarefas a
equipam entos
B ateladas de
interm ediários  e fins
das janelas
Janelas de tem po
Inícios das
janelas
Tam anhos de
bateladas
Plano de
fornecim ento  de
m atérias prim as Q uantidade de
bateladas
Interação  do
usuário
 D em anda de produtos
Janelas de tem po para  a
fase de scheduling
C arregam ento
da planta
A nálise de capacidade
Propagação de restrições
C arregam ento
N ecessidades de
m atérias primas
 
Figura 2.5 – O sistema de planejamento 
   
 O sistema de planejamento é alimentado com dados nos moldes da representação 
STN (seção 2.3.1) para retratar-se a estrutura de processamento, e assim, realizar o cálculo 
das janelas de tempo e determinar as relações de precedência por balanço de massa. 
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2.4 Processo de busca em um ambiente CBS 
 
2.4.1 Busca Orientada por Restrições 
 
 As técnicas de busca orientada por restrições (Contraint Based Search, CBS) são 
técnicas de busca em árvore, constituindo uma abordagem construtiva do problema de 
scheduling. Assim como em qualquer técnica de busca em árvore, neste trabalho, a árvore é 
constituída por nós que representam soluções parciais para o problema de scheduling, 
sendo que uma decisão de scheduling leva de um nó pai a um nó filho.  
 As técnicas de busca orientada por restrições foram inicialmente utilizadas para 
problemas de scheduling altamente restritos. Nessas situações, é pouco provável que seja 
atingida uma solução ótima, de modo que é mais apropriado tentar obter uma solução 
factível, satisfazendo todas as restrições impostas ao problema. Contudo, é razoável 
assumir como verdadeiro o fato de que, uma vez atingida uma solução final factível, haja o 
interesse de explorar o problema original através de ferramentas matemáticas que garantam 
a obtenção de uma solução ótima. 
 Dentro do contexto de perseguir uma solução factível em problemas com restrições 
fortes, a presente técnica de busca orientada por restrições utiliza: 
a) procedimentos para determinar a decisão de ordenamento em cada nó 
(heurística), e  
b) técnicas de propagação de restrições após cada decisão de ordenamento de forma 
a garantir que as conseqüências da decisão tomada estejam presentes no cenário de busca 
gerado. 
 As decisões de ordenamento são tomadas de forma seqüencial, detectando onde a 
competição é mais forte através de um procedimento heurístico, juntamente com a 
atualização do cenário de busca, pela propagação de restrições. É interessante orientar a 
ação de ordenamento primeiramente nas configurações de janelas de tempo nas quais a 
competição é mais forte, pois esse fato determina a qualidade da solução que será obtida, 
sendo que essa abordagem é a que proporciona a maior probabilidade de conduzir a uma 
maior redução no espaço de busca.  
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 As decisões de ordenamento em um ramo podem conduzir a uma situação 
infactível, ou seja, em que não sejam satisfeitas todas as restrições do problema. Neste caso 
é necessário retroceder a um nó anterior ou a um de mesmo nível – desde que ele seja 
caracterizado por um cenário factível – da árvore para continuar a busca gerando um ramo 
novo. Essa operação é conhecida como backtracking. 
 Quando as técnicas de busca orientada pelas restrições são utilizadas em um 
contexto de otimização, os sistemas comerciais atuais (por exemplo, o ILOG) mantêm o 
mesmo esquema de busca, apenas avaliando o valor da função objetivo em cada nó, 
obtendo assim um limitante inferior. Após a obtenção de uma solução completa, o valor da 
função objetivo correspondente constitui um limitante superior que permite cortar ramos na 
árvore de busca. 
 Os algoritmos apresentados na literatura e os softwares comerciais existentes 
utilizam as restrições originadas pela capacidade dos equipamentos. Quando se consideram 
problemas de scheduling, os equipamentos são caracterizados como recursos unitários, ou 
seja, em cada instante de tempo um equipamento só pode ser ocupado por uma única 
batelada. 
 A busca orientada pelas restrições de capacidade define as decisões de ordenamento 
através da detecção dos equipamentos e intervalos de tempo que são considerados gargalos 
de produção. Os gargalos podem ter diversas origens (energia elétrica limitada, produtos 
intermediários requisitados por mais de uma operação, etc.), no entanto, as técnicas 
desenvolvidas no presente trabalho se restringem a gargalos originados pela competição 
entre bateladas por um mesmo equipamento. 
 Esse fato traz à tona a questão da necessidade de identificação de gargalos. Para 
realizar essa identificação, as técnicas empregadas utilizam como dados de entrada as 
janelas de tempo disponíveis para a execução das operações. Supõe-se que essas janelas já 
foram definidas em uma fase anterior do problema, através do sistema de planejamento 
(seção 2.3.4). 
 Após a escolha de um gargalo, procede-se então à escolha das bateladas sobre as 
quais serão tomadas as decisões de ordenamento. As regras utilizadas para esta escolha são 
heurísticas, que na literatura de CBS, são conhecidas por heurísticas de escolha de variável 
(variable ordering heuristics, HEVar), e as decisões tomadas sobre as bateladas escolhidas, 
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heurísticas de escolha de valor (value ordering heuristics, HEVal). Quando for tomada uma 
decisão de ordenamento, o número de decisões possíveis sobre as demais bateladas pode 
ser reduzido através da propagação de restrições, que é a atualização do cenário de busca, 
através da determinação das conseqüências de uma decisão de scheduling na configuração 
das janelas de tempo. A existência de uma fase de propagação dos efeitos ou conseqüências 
de uma decisão tomada é uma característica fundamental das técnicas CBS. A resolução do 
gargalo inicial gera um novo cenário para o problema que pode conduzir a novos gargalos 
em outras regiões do horizonte de planejamento, e então os novos gargalos são atacados em 
decisões posteriores. Assim é possível obter uma solução pela redução progressiva ou 
refinamento do espaço de busca, que segue então as seguintes etapas: 
• Detecção do conflito de competição que será resolvido; 
• Identificação das bateladas envolvidas no conflito; 
• Escolha das bateladas sobre as quais será tomada uma decisão; 
• Fixar uma decisão sobre as bateladas envolvidas; 
• Propagação de restrições do problema. 
 
2.4.2 Tipos de Restrições 
 
 Os tipos mais comuns de restrições considerados em sistemas comerciais envolvem: 
• Restrições de balanço de massa 
• Restrições de capacidade 
 Neste trabalho estes mecanismos foram estendidos de forma a considerar também as 
restrições de armazenagem, freqüentemente presentes na indústria de processos, sendo 
caracterizadas por: 
• Armazenagem do tipo zero wait (ZW) – caracterizada por não permitir armazenagem 
intermediária entre uma batelada produtora e a batelada consumidora da massa produzida. 
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Outras restrições de armazenagem, além da empregada, não foram incluídas na 
propagação de restrições, já que as restrições de armazenagem do tipo ZW são as 
causadoras do maior impacto no cenário de busca. 
 
2.5 Redução do espaço de busca através da propagação de 
restrições 
 
 As técnicas apresentadas a seguir constituem uma parte importante dos algoritmos 
de busca orientada por restrições. A propagação de restrições tem como objetivo garantir 
que o espaço de busca após cada decisão de ordenamento seja atualizado como 
conseqüência das decisões anteriormente tomadas no ramo perseguido em profundidade na 
árvore de busca, motivo pelo qual na literatura é muitas vezes referida como imposição de 
consistência (consistency enforcing). Uma decisão de alocação faz com que a janela da 
operação seja igual ao tempo de processamento e que todo o intervalo da janela obviamente 
esteja ocupado pela batelada considerada. Uma decisão de ordenamento entre um par de 
bateladas pode gerar reduções nas janelas de uma ou de ambas bateladas. Estas reduções 
podem conduzir a reduções nas janelas das operações ligadas àquelas por 
compartilhamento de equipamentos e balanço de massa – através da receita de produção. 
Deste modo, a cada passo, a propagação das restrições detecta reduções obrigatórias nas 
janelas das operações como conseqüência de uma alocação ou de um ordenamento, 
reduzindo, com isso, o espaço de busca. 
 O procedimento de propagação de restrições é muito importante no contexto de 
busca orientada por restrições porque ele garante que a redução no espaço de busca será 
efetuado caso ele seja necessário, impedindo que as janelas de tempo retratem situações que 
desprezem recortes induzidos nas janelas de tempo como conseqüência de ordenamentos 
arbitrados, como discutido nas seções seguintes. 
 Quando a estratégia de busca prevê backtracking, pode haver também uma redução 
na quantidade de backtracking necessário, pois a possibilidade de um ramo atingir um nó 
infactível na árvore diminui, já que a propagação de restrições elimina a possibilidade de 
serem tomadas decisões de ordenamento que desrespeitam as restrições do problema, 
impedindo que tais decisões estejam disponíveis nos nós sucessivos do mesmo ramo. Essa 
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estratégia pode diminuir o tempo necessário para obter uma solução final, entretanto, a 
propagação de restrições tem também um custo computacional, e deve ser estabelecido um 
compromisso entre a economia de tempo pela redução do backtracking e o gasto devido à 
propagação. 
 
2.5.1 Propagação de Restrições por Compartilhamento de 
Equipamentos 
 
2.5.1.1 Intervalos de Ocupação Obrigatória 
 
 Um intervalo de ocupação obrigatória é um intervalo de tempo que será utilizado 
obrigatoriamente por uma determinada operação. Isto quer dizer que o processador onde a 
operação é realizada inevitavelmente será ocupado por essa operação neste intervalo de 
tempo, independentemente do instante em que a operação seja alocada. Assim, o 
equipamento se torna indisponível para outras operações que o requisitam neste intervalo 
de tempo. 
 Se para uma operação i, EFTi > LSTi, como ilustrado na figura 2.6, então mesmo 
que a operação seja alocada no início ou no fim da janela, o intervalo de tempo entre EFTi e 
LSTi será ocupado obrigatoriamente. 
 
EFTLST intervalo de
ocupação
obrigatória  
Figura 2.6 – Intervalo de ocupação obrigatória 
 Intervalos obrigatórios são facilmente identificados analisando-se as janelas de 
tempo das operações. Se a janela disponível para execução de uma operação for menor que 
o dobro do seu tempo de processamento, a janela possui um intervalo de ocupação 
obrigatória (LSTi; EFTi). 
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 Para ilustrar a propagação em virtude da restrição imposta pelos intervalos de 
ocupação obrigatória, considere agora as operações cujas janelas são mostradas na figura 
2.7. O tempo de processamento para ambas as operações A e B, em branco e cinza, 
respectivamente, é de 5 unidades de tempo. As operações concorrem pelo mesmo 
equipamento. As áreas hachuradas representam os intervalos de ocupação obrigatória 
dentro das janelas das bateladas, e devem ser subtraídos das janelas das operações que 
competem pelo mesmo equipamento neste mesmo intervalo de tempo. 
5 1 0 1 5 2 0 2 5 3 00
O p r A
O p r B
 
Figura 2.7 – Janelas das operações 
 
 A figura 2.8 mostra a propagação destas restrições para as janelas destas operações. 
Visto que a operação A tem duração de 5 unidades, o intervalo de 0 a 3 antes do primeiro 
intervalo de ocupação obrigatória é insuficiente para acomodar a operação A1, e como não 
pode ocupar o intervalo de 3 a 5, comprometido com a operação B1, ela só poderá ser 
iniciada no instante 5. O mesmo ocorre com o intervalo 18 a 20, comprometido com a 
operação B3, que impede que as operações A1 e A2 ocupem este intervalo. As janelas 
ficariam então como ilustrado na figura abaixo: 
 
5 10 15 20 25 300  
Figura 2.8 – Reduções nas janelas de tempo causadas por intervalos de ocupação obrigatória 
 
 
 
TPA = 5 u.t. 
TPB = 5 u.t. 
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2.5.1.2 Precedência obrigatória entre bateladas da mesma operação 
 
 Nas situações em que uma operação precisa ser executada diversas vezes para 
atender a uma demanda, ou seja, atender a necessidade de quantidade de massa de um 
intermediário, é caracterizada a execução de várias bateladas de uma mesma operação. As 
bateladas de uma operação compartilham o mesmo equipamento, de modo que uma 
condição de monotonicidade pode ser imposta de tal forma que: 
 
 ESTi ≥ ESTi-1 + TPi       Eq. 2.3 
 LFTi ≤ LFTi+1 - TPi      Eq. 2.4 
 
 Essas condições definem os instantes de início e fim das bateladas de forma a 
determinar um ordenamento preferencial entre elas. A segunda batelada de uma operação 
só poderá ser iniciada depois de finalizada a primeira, e a terceira após finalizada a 
segunda, e assim sucessivamente. De forma análoga, a segunda batelada deve ser finalizada 
antes de iniciar a terceira, e a primeira antes de iniciar a segunda. Assim, uma batelada 
pode ser iniciada, no mínimo, no instante em que sua antecessora termina (Eq. 2.3). Um 
raciocínio semelhante pode ser feito com respeito aos instantes de término. Uma batelada 
pode ser finalizada, no máximo, no maior instante em que sua sucessora inicia (Eq. 2.4). 
 
2.5.1.3 Precedência obrigatória entre pares de bateladas 
 
 A precedência obrigatória entre pares de bateladas acontece em virtude de duas 
bateladas que competem pelo mesmo recurso, provocada pela disposição de suas janelas de 
tempo. Dependendo de fatores como o tempo de processamento, o tamanho e a posição das 
janelas de um par de bateladas que competem pelo mesmo processador, é possível que 
determinadas alocações gerem uma infactibilidade, ou seja, uma das bateladas viole 
restrições de capacidade, ou seja, não deixem espaço suficiente na janela de tempo para que 
ainda comporte o tempo de processamento da batelada. 
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 A situação descrita acima pode ser identificada a partir do algoritmo conhecido 
como Arbitragem de Restrições de Precedência (Precedence Constraint Post), apresentado 
por (Cheng e Smith, 1995), que procura identificar casos em que somente um de dois 
ordenamentos é possível, e então esse ordenamento é assumido como fixado, uma vez que 
ele somente pode existir como tal. Essa condição pode ser resumida pelas quatro condições 
a seguir: 
   
Se LFTA – ESTB ≥ 0 e LFTA – ESTB < ΣTP ⇒ A precede B                           Eq. 2.5 
Se LFTB – ESTA ≥ 0 e LFTB – ESTA < ΣTP ⇒ B precede A                Eq. 2.6 
Se LFTA – ESTB < 0 e LFTB – ESTA < 0 ⇒ janelas sem sobreposição              Eq. 2.7 
Se LFTA – ESTB ≥ ΣTP e LFTB – ESTA ≥ ΣTP ⇒ ambas as ordens são possíveis    Eq. 2.8 
 
 Para exemplificar, sejam duas operações A e B, em branco e preto, respectivamente, 
ambas atribuídas ao mesmo processador. A figura 2.9 mostra as janelas das operações, cujo 
tempo de processamento é de 10 unidades para ambas. 
 
5 10 15 20 25 300
Opr A
Opr B
 
Figura 2.9 – Janelas das bateladas 
 
 É perfeitamente possível alocar a operação A no início e a B no fim das suas 
respectivas janelas de tempo, entretanto não é possível proceder a ação contrária. Caso se 
deseje alocar a operação B no início de sua janela, não haverá espaço suficiente na janela 
de tempo para a execução de A. O mesmo vale para a operação A, que, se alocada no fim 
de sua janela não deixará espaço para a execução de B, como mostrado nas figuras 2.10 e 
2.11. Deste modo, a operação A pode preceder B, mas B não pode preceder A. 
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5 10 15 20 25 300  
Figura 2.10 – Batelada A alocada no fim da janela 
 
5 10 15 20 25 300  
Figura 2.11 – Batelada B alocada no início da janela 
 
 Esta precedência forçada é facilmente identificada se for constatado que entre o fim 
de janela de uma operação e o início de outra não existe espaço para a execução de ambas 
bateladas, o que é equivalente a verificar se o LST de uma operação é menor que o EFT da 
outra. De fato, o LSTA (10) é menor do que o EFTB (15), e portanto, A pode preceder B. 
Por outro lado, o LSTB (15) é maior do que EFTA (10), e então, B não pode preceder A. 
 
2.5.1.4 Precedência entre uma batelada e um conjunto de bateladas 
 
 Anteriormente, foram feitas as considerações necessárias à análise com o intuito de 
identificar precedências obrigatórias entre pares de bateladas. A análise de precedência 
descrita a seguir verifica se uma determinada batelada deve ou não preceder um conjunto 
de bateladas. O objetivo dessa análise é a redução da dimensão do problema. 
 Segundo (Caseau e Laburthe, 1995), através da utilização do conceito de intervalo 
de operações (task interval). Um intervalo de operações é definido como o conjunto de 
operações I construído a partir de duas bateladas A e B (que podem ser de uma mesma 
operação) escolhendo as bateladas tais que ESTi∈I ≥ ESTA e LFTi∈I ≤ LFTB. Os autores 
provam que ao invés de considerar todos os pares, apenas é necessário considerar estes 
conjuntos. O ordenamento entre uma operação e um intervalo de bateladas é deduzido, na 
referência acima citada, nas seguintes situações: 
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A) Exclusão: Ordenamento entre uma batelada A e um intervalo de bateladas Ω (A∉Ω) 
 Para um conjunto Ω o LFT (ou EST) é definido como o maior LFT (ou menor EST) 
das bateladas pertencentes a Ω e o tempo de processamento como a soma dos tempos de 
processamento das bateladas. Definindo Φ = Ω ∪ A, o cenário será infactível se LFTΦ - 
ESTΦ < TPΩ + TPA. Em uma situação factível o ordenamento pode ser deduzido em dois 
casos: 
 (i) se LFTΩ - ESTA < TPΩ + TPA então A não precede o conjunto Ω, e, portanto a 
seguinte restrição deve ser satisfeita : 
 )(min iiiA TPESTEST +≥ Ω∈     Eq. 2.9 
 (ii) se LFTA - ESTΩ < TPΩ + TPA então A não segue o conjunto Ω, e portanto a 
seguinte restrição deve ser satisfeita. 
 )(max iiiA TPLFTLFT −≤ Ω∈     Eq. 2.10 
 Nos dois casos podem ser obtidas condições de ordenamento mais fortes. No caso 
(i) se, adicionalmente LFTΩ - ESTΩ < TPΩ + TPA significa que A não pode ser processada 
entre as operações i pertencentes a Ω. Dado que já é conhecido que A não precede o 
conjunto Ω tem-se que Ω precede A. Neste caso ESTA deve ser maior que o EFT do 
conjunto Ω. Um limitante inferior para este é ESTΩ + TPΩ, portanto: 
 ΩΩ +≥ TPESTESTA      Eq. 2.11 
 Neste caso também os LFTs das operações i pertencentes ao conjunto Ω devem 
satisfazer: 
 AAi TPLFTLFT −≤  ∀ i ∈ Ω     Eq. 2.12 
 No mesmo caso (i) a conclusão Ω precede A também é obtida se a batelada A deve 
seguir qualquer batelada i ∈ Ω porque ESTA + TPA > LFTi - TPi ∀ i ∈ Ω, e neste caso as 
equações 2.11 e 2.12 devem também ser satisfeitas. 
 No caso (ii), se adicionalmente LFTΩ - ESTΩ < TPΩ + TPA, isto significa que A não 
pode ser processada entre as operações i pertencentes a Ω. Dado que já é conhecido que A 
 25
não segue o conjunto Ω, conclui-se que A precede Ω. Neste caso LFTA deve ser menor que 
o LBT do conjunto Ω. Um limitante superior para este é LFTΩ - TPΩ e portanto: 
 ΩΩ −≤ TPLFTLFTA      Eq. 2.13 
 Também neste caso os EST para as operações i pertencentes a Ω devem satisfazer: 
 AAi TPESTEST +≥  ∀ i ∈ Ω    Eq. 2.14 
 No mesmo caso (b) a conclusão A precede Ω também é obtida se a batelada A deve 
preceder qualquer operação i ∈ Ω porque LFTA - TPA < ESTi + TPi ∀ i ∈ Ω, e então as 
equações 2.13 e 2.14 devem ser satisfeitas. 
B) Edge Finding: Ordenamento entre uma batelada A e um intervalo de bateladas Ω (A∈Ω) 
 A situação é infactível se LFTΩ - ESTΩ < TPΩ. Em uma situação factível podem ser 
deduzidos ordenamentos em dois casos: 
 ΩΩ <− TPESTLFT A      Eq. 2.15 
 então,  A não precede o conjunto remanescente Ω  - {A} 
 ΩΩ <− TPESTLFTA      Eq. 2.16 
 então, A não segue o conjunto remanescente Ω  - {A} 
 Nestes casos são obtidas condições idênticas às equações 2.9 e 2.10. No primeiro 
caso, ESTA é modificado para satisfazer: 
 )(min
, iiAiiA
TPESTEST +≥ ≠Ω∈     Eq. 2.17 
 No segundo LFTA deve satisfazer: 
 )(max
, iiAiiA
TPLFTLFT −≤
≠Ω∈
    Eq. 2.18 
 A determinação de ordenamentos induzidos pela janelas de tempo das operações 
competindo pelo mesmo processador pode originar desta forma reduções nas janelas de 
tempo através de aumentos no EFT e/ou reduções no LFT. 
 Para ilustrar, sejam duas operações A e B, em branco e cinza, respectivamente, 
atribuídas ao mesmo processador. A figura abaixo mostra as janelas das operações. O 
tempo de processamento de A é de 5 unidades de tempo e o de B é de 3. 
 26
 
5 10 15 20 25 300
Opr A
Opr B
 
Figura 2.12 – Janelas de tempo das bateladas 
 Usando as equações para exclusão (A ∉ Ω), seja considerado o conjunto Ω como 
constituído pelas bateladas A1 e B1 a B5, e A pela batelada A2. Desta forma, temos: 
   ESTA  = 5  ESTΩ  = 0 
   LFTA  = 25  LFTΩ  = 20 
   TPA  = 5  TPΩ  = 5 + 3(5) = 20 
 Substituindo estes valores nas condições (i) e (ii) descritas na exclusão, verifica-se 
que a primeira é verdadeira e segunda não. Portanto, é possível aplicar a equação 2.18. 
Além disso, a condição para ordenamentos mais fortes também se verifica. Assim, aplica-se 
também a equação 2.11. Portanto, o conjunto Ω deve preceder A. As janelas ficariam 
dispostas da forma indicada na figura 2.13: 
 
5 10 15 20 25 300  
Figura 2.13 – Reduções induzidas pelo ordenamento 
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2.5.2 Propagação de restrições por balanço de massa 
 
 
 Outras restrições que as janelas das operações devem obedecer dizem respeito à 
disponibilidade de massa. O sistema de planejamento (seção 2.3.4), ao calcular as janelas 
das operações, estabelece ordens de precedência entre as operações que produzem e que 
consomem um estado intermediário de forma a satisfazer o balanço de massa envolvido no 
problema. A exigência de massa é traduzida por um número inteiro de bateladas da 
operação que produz o estado a ser consumido posteriormente, seguindo a receita de 
produção. Assim, as janelas das bateladas relacionadas pelo balanço de massa devem 
obedecer a ordens de precedência. As precedências por balanço de massa são estabelecidas 
pelo sistema de planejamento, e usadas pelo sistema desenvolvido como restrições a serem 
satisfeitas.  
O seguinte exemplo ilustra a propagação por balanço de massa. Uma operação A 
produz a cada batelada 50 Kg de um estado intermediário que é consumido pela operação 
B, cujo tamanho de batelada é de 100 Kg, sendo que A e B estão atribuídos a processadores 
diferentes. Para que uma batelada da operação B seja iniciada, é necessário que a operação 
A tenha produzido 100 Kg do estado intermediário, correspondentes à realização de duas 
bateladas. Assim, uma batelada da operação B só poderá ser iniciada após serem finalizadas 
duas bateladas de A, constituindo uma precedência entre as bateladas que produzem um 
estado e a que consome. 
 
Figura 2.14 – Receita de produção 
Bat B1Bat A1 Bat A2
Bat B2Bat A3 Bat A4  
Figura 2.15 – Precedência entre as bateladas 
 A figura 2.16 mostra as janelas das operações A (branco) e B (cinza), de tempos de 
processamento de 2 e 3 unidades, respectivamente. As operações estão atribuídas a 
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equipamentos diferentes, e suas janelas não consideraram as restrições de disponibilidade 
de massa. A figura 2.17 mostra as reduções produzidas nas janelas resultantes da aplicação 
das restrições de precedência de balanço de massa mostradas na figura 2.15. 
5 10 15 20 25 300
A1
A2
A3
A4
B1
B2
 
Figura 2.16 – Janelas das operações 
5 10 15 20 25 300
A1
A2
A3
A4
B1
B2
 
Figura 2.17 – Reduções induzidas por balanço de massa 
 
 Na figura 2.17, pode-se observar o recorte em B1, permitindo que A1 e A2 sejam, 
pelo menos, alocadas no início de suas janelas de tempo. O mesmo ocorre com B2, 
permitindo que A3 e A4 sejam alocadas no início de suas janelas. 
 Os recortes que podem ser percebidos em A1, A2 e A3 são devidos à precedência 
de bateladas de uma mesma operação, sendo efetuados de modo a permitir, pelo menos, a 
alocação de A3, A2 e A1 no final de suas janelas, a partir do recorte ocorrido em A4, para 
permitir a alocação de B2 no final de sua janela de tempo. 
 
 
2.5.3 Propagação de restrições por restrição de armazenagem 
 
 A política de processamento ZW é usada quando os estados intermediários não 
podem ser armazenados para aguardar a próxima etapa de seu processamento, o que obriga 
a que as bateladas que produzem e consomem um estado estejam sincronizadas, ou seja, a 
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operação seguinte deve ser executada imediatamente depois de terminada a anterior. Para 
garantir-se que a condição de armazenagem ZW seja respeitada após algum recorte em 
bateladas de operações que tenham essa relação de armazenagem definida, é necessário que 
a propagação de restrições realize a atualização nas janelas de tempo destas operações. 
Considere, por exemplo, duas operações A e B, atribuídas a processadores 
diferentes, como mostrado na figura 2.18. A operação A produz e a B consome um estado 
intermediário instável. Caso a operação B sofra um pequeno aumento de seu EST por 
algum motivo, a operação A não sofreria nenhuma modificação pelos mecanismos de 
propagação de restrições descritos nas seções 2.5.1 e 2.5.2. Entretanto, como a operação A 
deve se manter em sincronia com a B, esta também sofre um aumento de seu EST de modo 
que o estado de saída da primeira seja imediatamente transferido para a segunda e esta seja 
executada. Um raciocínio análogo pode ser feito caso a operação A sofra uma redução no 
seu LFT. 
Opr A
Opr B
TPB
TPB
TPA
TPA
 
Figura 2.18 – Reduções induzidas por armazenagem ZW 
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Capítulo 3 – Sistema automatizado de CBS empregando a 
propagação de restrições 
 
3.1 Introdução e objetivos dessa abordagem 
 
 O emprego das técnicas de CBS e de procedimentos heurísticos no desenvolvimento 
do presente trabalho se referem a um processo de busca por uma solução de scheduling 
para problemas sujeitos à restrições fortes, de forma a visar a obtenção de uma solução 
factível, ou seja, de forma a definir todos os ordenamentos entre as bateladas, respeitando 
as restrições impostas ao problema. 
 A busca é feita sem que haja o comprometimento com a obtenção de uma solução 
ótima para o problema de scheduling, ou seja, o processo de busca se dá sem uma função 
de custo, ou qualquer outro parâmetro de análise empregado em sistemas baseados em 
otimização para a condução da busca por uma solução completa de scheduling. 
 De acordo com a análise das restrições do problema, é possível que um 
ordenamento arbitrado entre duas bateladas resulte num cenário infactível. Esse cenário é 
gerado pelo impacto que um ordenamento pode resultar na configuração das demais janelas 
de tempo, que delimitam o domínio do espaço de busca. Se alguma janela de tempo não for 
suficiente para conter sua batelada correspondente, acontece a infactibilidade, ou seja, se a 
janela de tempo tiver um recorte induzido de modo a torná-la menor do que o tempo de 
processamento da batelada associada a ela.  
A eventual ocorrência de uma infactibilidade não compromete o processo de busca, 
já que este é executado de forma que é possível prosseguir a busca em profundidade 
elegendo um nó anteriormente aberto na árvore de busca, desde que ele seja a conseqüência 
de uma decisão de ordenamento que gerou um cenário factível e que ainda não tenha sido 
sondado. Este processo de retrocesso promovido na árvore de busca, devido à 
impossibilidade de continuar a busca em profundidade a partir de uma infactibilidade é 
conhecido pelo termo backtracking.  
 O sistema de busca orientada por restrições desenvolvido tem a seguinte estrutura 
básica: 
• Estruturação do cenário inicial de busca através dos dados de entrada; 
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• Identificação de janelas de tempo disjuntas; 
• Resolução das disjunções com o uso de medidas de competição entre as bateladas 
disjuntas. 
 O objetivo principal desse sistema de CBS é a definição de um cenário no qual 
todas as disjunções estejam resolvidas, ou seja, que todos os ordenamentos possíveis entre 
os pares de bateladas disponíveis sejam fixados durante o processo de busca. A seguir, 
apresenta-se o fluxograma do sistema concebido: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.1 – Fluxograma global do sistema 
Leitura de dados 
Cálculo do número de arcos iniciais 
Fixação automática de ordenamentos pela  
análise da configuração das janelas de tempo 
Escolha do nó-pai 
Recuperação das informações do nó-pai 
escolhido
Heurística para a escolha do par de bateladas 
para o ordenamento 
Entrada do ordenamento com a menor folga 
Entrada do ordenamento com a maior folga 
Acréscimo do novo nó na árvore de busca 
Há recorte 
nas janelas? 
Fixação automática de arcos pela análise  
da configuração das janelas de tempo
Propagação de restrições 
Número de 
disjunções
igual a 
zero?
Fim 
Não 
Sim 
Sim 
Não
Início
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3.2 Heurísticas de escolha do par e de ordenamento 
 
3.2.1 Medidas de gargalos 
 
 Algumas ferramentas podem orientar o procedimento de busca e identificação das 
regiões onde ocorrem gargalos e as operações envolvidas nestes. As técnicas apresentadas a 
seguir são baseadas na competição de operações por processadores.  
 As heurísticas desenvolvidas neste trabalho foram implementadas de forma a contar 
com algum tipo de medida de competição entre bateladas concorrentes, com o uso de 
valores de folga e/ou de crucialidade como base para a determinação de bateladas que serão 
ordenadas. 
 
3.2.1.1 Criticalidade e demanda individual de uma operação 
 
 A) A criticalidade (Keng N. P., Yun D. Y. Y., Rossi M., 1988) de uma operação i é 
definida como o quociente entre os valores do seu tempo de processamento e da janela de 
tempo disponível para sua execução. 
 Cri = TPi / JTi        Eq. 3.1 
            Onde: 
TPi é o tempo de processamento da operação i 
JTi é a duração da janela de tempo da operação i 
Cri é a criticalidade da operação i 
 
 Valores de criticalidade altos indicam operações com pouca flexibilidade temporal, 
ou seja, com poucas possibilidades de alocação. A operação é dita mais crítica quanto 
maior a sua criticalidade, que no caso de possuir valor unitário, indica que a alocação da 
operação é única. Considerando-se o tempo com intervalo de discretização unitário, o 
número de possíveis alocações é dado por JTi – TPi + 1. 
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 B) A demanda individual (Sadeh N., 1991) possui um enfoque um pouco diferente 
da criticalidade. Trata-se de uma medida da possibilidade de que um intervalo de tempo 
seja utilizado na alocação de uma operação. Assim, cada instante de tempo de cada janela 
possui uma possibilidade de ser ocupado, considerando-se o tempo discretizado. A 
possibilidade de alocação é determinada como a razão entre o número de alocações 
ocupando este intervalo de tempo e o número total de alocações possíveis.  
  A figura 3.2 ilustra o método. A operação possui tempo de processamento de 15 
unidades de tempo e uma janela de 20 unidades para ser executada. Utiliza-se um intervalo 
de discretização unitário. Existem 6 possíveis alocações, como indicado pelas setas, cada 
qual com igual chance de ocorrer. Contudo, as janelas individuais das possíveis alocações 
se sobrepõem, indicando que alguns intervalos de tempo têm maior probabilidade de serem 
ocupados. Assim, o intervalo de 5 a 6, onde somente uma das possíveis alocações está 
presente, tem probabilidade de 1/6. Já no intervalo de 6 a 7 existem duas possíveis 
alocações que podem ocupar este intervalo, e a probabilidade é de 2/6. Os intervalos com 
maior chance de serem utilizados pela operação estão entre 10 e 20, com probabilidade de 
6/6 para todos eles, ou 100%. De fato, o intervalo de tempo (10, 20) será considerado como 
sendo de ocupação obrigatória. 
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Figura 3.2 – Demanda individual 
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3.2.1.2 Crucialidade e demanda agregada de um equipamento 
 
 Mesmo que uma operação possua pouca flexibilidade de alocação em um 
equipamento, ela só poderá vir a ser vista como um elemento de um gargalo se houver 
outras operações competindo pelo mesmo recurso no mesmo intervalo de tempo 
considerado. Os conceitos descritos a seguir permitem a identificação dos intervalos em 
que ocorre grande competição por equipamentos devido às operações que os requisitam. 
  A) A crucialidade (Keng N. P., Yun D. Y. Y., Rossi M., 1988) avalia de maneira 
qualitativa a concorrência entre operações por um determinado equipamento no tempo. 
Para representar essa concorrência é construída uma curva de crucialidade, obtida a partir 
da soma dos valores de criticalidade das operações que competem pelo mesmo 
equipamento, dentro do intervalo de suas respectivas janelas de tempo.  
 A seguir, é ilustrado o conceito da crucialidade. Na 3.3 são exibidas quatro 
operações, A, B, C e D, de tempo de processamento 3, 2, 2 e 3 unidades de tempo, 
respectivamente, onde cada operação é constituída por duas ou três bateladas. Dois 
equipamentos; P1, compartilhado por A e B e P2, compartilhado por C e D. Na figura 3.4 
está ilustrada a curva de crucialidade do equipamento P1 e na figura 3.5 a do P2. Este último 
mostra um pico de grande concorrência entre as operações no intervalo de 13 a 19. 
 
5 10 15 20 25 300
A
B
C
D
 
Figura 3.3 – Janelas das operações 
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Figura 3.4 – Curva de crucialidade do processador P1 
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Figura 3.5 –  Curva de crucialidade do processador P2 
 
 B) O método da demanda agregada (Sadeh N., 1991) é similar ao da crucialidade. São 
somados no tempo os perfis de demanda individual das operações para construir a curva de 
demanda agregada. Usando as mesmas janelas da figura 3.3, as curvas de demanda 
individual para das operações A e B são ilustradas nas figuras 3.6 a 3.10. A curva de 
demanda agregada para o primeiro equipamento, resultante da soma das demandas 
individuais, é mostrada na figura 3.11. De modo análogo é obtida a curva de demanda 
agregada para o segundo equipamento, exibida na figura 3.12. 
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28
 
Figura 3.6 – Demanda individual da operação A1 
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Figura 3.7– Demanda individual da operação A2 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
 
Figura 3.8– Demanda individual da operação B1 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
 
Figura 3.9 – Demanda individual da operação B2 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
 
Figura 3.10 – Demanda individual da operação B3 
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Figura 3.11– Demanda agregada do processador P1 
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Figura 3.12 – Demanda agregada do processador P2 
 
As curvas de crucialidade e de demanda agregada são um pouco diferentes, sendo 
que esta última claramente fornece um nível de detalhe maior. Como é possível notar, o 
maior pico está agora no intervalo (15, 18). 
 
3.2.1.3 Tempo de folga 
 
 
 A folga ou slack time (Smith, Cheng. 1993), é definida como a diferença entre a 
janela de tempo disponível e o tempo de processamento, de acordo com a equação 3.2. Na 
referência acima citada o conceito de folga é apresentado para um par de operações 
competindo pelo mesmo equipamento, com suas janelas de tempo sobrepostas. Neste caso, 
a diferença {max(LFTi, LFTj) – min(ESTi, ESTj)} mostra o tempo total disponível para a 
execução de ambas, como um único intervalo de tempo. A diferença entre este tempo total 
disponível e a soma dos tempos de processamento fornece uma medida da folga existente 
para realização das duas operações na configuração escolhida.  
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O tempo de folga é definido como: 
 
∑−−= TPESTiLFTjijslack )()(     
 Onde: 
(ij) é o par de operações na configuração de batelada i precede a batelada j. 
 É importante mencionar que o cálculo da folga somente faz sentido quando as 
janelas de tempo das bateladas i e j estão sobrepostas de modo que a interseção das janelas 
seja um intervalo de tempo igual ou maior que a somatória de seus respectivos tempos de 
processamento.  Se o valor para a folga na configuração batelada i precede a batelada j ou 
vice-versa for menor que zero, tem-se um caso de ordenamento obrigatório, sendo este 
ordenamento fixado automaticamente. 
 A utilidade da folga é a possibilidade de realizar a comparação de todos os pares de 
bateladas disponíveis para o ordenamento, de forma que seja possível determinar os pares 
que têm ordenamentos mais críticos. 
 
3.2.2 Heurística de folga 
 
 A heurística de folga faz uso da simplicidade do cálculo do valor de folga para a 
escolha de pares de bateladas para ordenamento (HEVal) e também, usada para a 
determinação da estratégia de busca (HEVar). 
 Neste procedimento heurístico, são consideradas, sem qualquer outro artifício, todas 
as bateladas que permitem ordenamentos arbitrados, de forma que a análise do espaço de 
busca não é feita com o auxílio dos valores de demanda agregada. 
 Dessa forma, a classificação dos pares de bateladas que serão considerados aptos ao 
ordenamento é feita de acordo com os valores de folga calculados para os dois 
ordenamentos possíveis. Assim, os pares tomados como aptos ao ordenamento são aqueles 
que apresentem um valor de folga igual ao valor mínimo de folga calculado para o conjunto 
de bateladas que ainda podem ser ordenadas, permitindo que, dentre todos os pares 
Eq. 3.2 
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disponíveis, sejam considerados aptos somente os que apresentem um valor mínimo para a 
folga. 
 Freqüentemente, a definição de pares de bateladas aptas ao ordenamento  leva a 
mais de um par de bateladas. Com isso, o par escolhido para o ordenamento será o último 
de uma lista de pares aptos, organizada de modo que os pares de bateladas estão dispostos 
em ordem crescente por processador e pelo número atribuído a essas bateladas, como 
mostrado na tabela 4.15. 
 A seguir, está apresentado o fluxograma geral da heurística de folga. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.13 – Fluxograma da heurística de folga 
 
Início 
Determinação dos pares 
disponíveis 
(ainda não ordenados) 
Cálculo dos valores de folga 
para 
os pares disponíveis 
Determinação do valor mínimo
para a folga no conjunto de 
pares 
Determinação dos pares aptos 
ao 
ordenamento 
Escolha de um par apto 
Entrada de ordenamento 
Fim 
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3.2.3 Heurística de demanda agregada 
 
 O procedimento que neste trabalho é chamado de heurística de demanda agregada, 
tem a finalidade de perscrutar o cenário de busca para determinar, primeiramente, o instante 
em que a demanda agregada possui o maior valor corrente, e, em seguida, determinar o par 
de bateladas que será ordenado. 
 A heurística de demanda agregada foi concebida com o objetivo de restringir o 
número de pares de bateladas consideradas aptas ao ordenamento, de forma que não sejam 
cogitadas as bateladas não envolvidas no instante de máxima demanda agregada corrente. 
 Como já mencionado, o par de bateladas escolhido deve, necessariamente, estar 
envolvido no instante de maior demanda agregada vigente, e, além disso, ele não pode 
apresentar nenhuma relação de ordenamento fixada. Ou seja, o par escolhido será aquele 
com a maior contribuição para o gargalo de produção, tomando decisões, prioritariamente, 
sobre pares de bateladas com maiores restrições de ordenamento, de acordo com o critério 
da folga.  
 Esta abordagem se justifica quando o problema é submetido a um contexto de busca 
em árvore com o mecanismo de propagação de restrições, juntamente com a ação de 
backtracking (quando necessária), considerando-se que uma decisão sobre a região mais 
crítica do horizonte de planejamento, provocará uma grande redução no espaço de busca ou 
uma infactibilidade (corte de ramos na árvore de busca). Com isso, há redução significativa 
na dimensão do problema. 
 A escolha do par de bateladas pela heurística de demanda agregada é feita pelos 
seguintes passos: 
• Determinação do processador com o máximo de demanda agregada; 
• Determinação das bateladas envolvidas no instante de tempo que apresenta a maior 
demanda agregada; 
• Seleção do par de bateladas que apresenta o valor de folga igual ao mínimo 
apresentado por algum dos pares considerados aptos, habilitados no processador 
escolhido. 
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Quando o valor corrente de máxima demanda agregada pertence a um instante de 
tempo que contém bateladas cujos ordenamentos já foram anteriormente fixados, esse 
instante de tempo é descartado e um outro instante é determinado, como sendo o instante de 
maior demanda agregada atual, sendo analisadas as bateladas envolvidas nesse novo 
instante de tempo apurado. Este procedimento é repetido até que seja selecionado um par 
de bateladas que satisfaça todas as condições impostas. 
 A seguir, apresenta-se o fluxograma da heurística de demanda agregada. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.14 – Fluxograma da heurística de demanda agregada 
Início 
Determinação dos pares 
disponíveis 
(ainda não ordenados) 
Cálculo dos valores de folga 
para 
os pares disponíveis 
Determinação do valor mínimo
para a folga no conjunto de 
pares de bateladas envolvidas 
no instante de máxima demanda 
agregada 
Determinação dos pares aptos 
ao 
ordenamento 
Escolha de um par apto através 
do critério da folga mínima 
Entrada de ordenamento 
Fim 
Determinação do processador 
no qual ocorre o instante de 
máxima demanda agregada 
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3.3 Árvore de busca 
 
 Nas técnicas de CBS o emprego e o gerenciamento de árvores de busca é um 
procedimento muito difundido. O contexto da busca orientada por restrições pode implicar 
na necessidade de desenvolver uma forma de manter as informações (histórico) do processo 
de busca, de modo a ser possível prosseguir a busca no caso de atingir-se um cenário 
infactível em algum estágio do processo.  
 A árvore nada mais é do que um banco de dados referente às decisões de 
ordenamento tomadas durante o processo de busca, em termos dos cenários de busca 
apresentados nas diversas instâncias do processo, ou seja, em cada nó da árvore. 
 As informações guardadas nos nós da árvore de busca são basicamente relativas às 
variáveis que são passíveis de alguma modificação em função das ações de ordenamento, 
quais sejam: valores de início e fim das janelas de tempo e o montante de informações a 
respeito dos ordenamentos que vão sendo fixados no decorrer do processo de busca. Este 
aspecto da árvore de busca é retomado na discussão dos exemplos utilizados. 
 
3.3.1 A abertura de nós na árvore de busca 
 
 Nos dois itens desenvolvidos anteriormente, apresentou-se como é o funcionamento 
da árvore de busca e também, a definição para o tempo de folga para um par de bateladas. 
O entendimento da folga como medida de competição entre duas bateladas conduz 
intuitivamente à seguinte questão: como pode-se explorar o potencial dessa medida ao 
máximo, na análise de pares de bateladas? 
 A resposta à esta questão é a proposta de construir-se uma árvore de busca na qual, 
a cada par de bateladas escolhido, sejam gerados dois nós automaticamente, referentes aos 
dois ordenamentos, e que representem as conseqüências destes dois ordenamentos distintos 
(AÆB e BÆA) a partir de um mesmo cenário, ou seja, a partir de um mesmo nó-pai. 
 Geralmente, a folga é usada como uma heurística de escolha de variável (HEVar) e 
também como uma heurística de escolha de valor (HEVal), o que significa que a folga é 
usada para selecionar um par de bateladas dentre os pares de bateladas que porventura 
 43
estejam disponíveis para a arbitragem de ordenamento entre elas, e também, é usada para 
inferir o quão crítico são estes dois ordenamentos distintos. 
  No presente trabalho, explora-se a folga para a determinação de um par de bateladas 
que tem um valor mínimo para a folga – considerando as duas configurações de 
ordenamento. Após a escolha de um par, os dois ordenamentos possíveis são fixados, sendo 
que um dos ordenamentos representa a configuração que possui o menor valor de folga, e o 
outro, que representa a de maior valor. Portanto, são gerados automaticamente dois nós na 
árvore de busca, um que representa as conseqüências do ordenamento mais crítico e outro, 
menos crítico. É interessante mencionar o fato de que o valor para a folga igual a zero nas 
duas configurações de precedência possíveis, somente pode ocorrer quando as duas janelas 
de tempo são exatamente do mesmo tamanho, estejam totalmente sobrepostas e 
compreendam um intervalo igual à soma dos tempos de processamento das duas bateladas 
consideradas.  
 Este procedimento de abertura de nós na árvore de busca torna o processo de 
backtracking mais simples no caso do emprego do processo automatizado de busca em 
profundidade, já que, como sempre são abertos dois nós automaticamente, na busca em 
profundidade a abertura de nós obedecerá ao critério de proceder a abertura de novos nós 
sempre abaixo do nó que representa a conseqüência da estratégia de busca definida pelo 
usuário, ou seja, ser o produto do ordenamento mais crítico, ou menos crítico. Assim sendo, 
a busca em profundidade gera nós que não são sondados, e esses nós tornam-se os 
candidatos ao backtracking, caso esta ação seja necessária. 
 Se a abertura de novos nós na árvore de busca fosse efetuada de modo a gerar 
somente um nó, a ação de backtracking automatizado envolveria procedimentos mais 
complexos, pelo fato de não existirem nós ainda não sondados na árvore de busca. Assim, 
seria necessário implementar procedimentos que, quando o backtracking fosse necessário, 
tornassem possível a escolha de um nó já sondado e escolher, naquele cenário de busca, 
outro par de bateladas, de modo a tomar uma decisão de ordenamento cujas conseqüências 
sejam diferentes daquelas que ocorreram anteriormente, quando o nó considerado deu 
origem ao ramo que conduziu à infactibilidade. Outra possibilidade seria voltar a um nó 
anterior àquele que apresentou infactibilidade, e tomar o ordenamento oposto ao tomado 
originalmente, gerando um novo ramo. As alternativas descritas dependem de uma forma 
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excessivamente robusta de retenção de informações em cada nó aberto na árvore, o que 
torna necessário o emprego de recursos computacionais, que, atualmente, estão acima do 
comum. 
 
3.4 Critério de parada para o procedimento automático de busca 
 
Como critério de medida para o contexto do CBS, adotou-se a avaliação do número 
de disjunções a serem resolvidas a cada novo nó aberto na árvore de busca, com o objetivo 
de controlar o processo de busca automatizado em profundidade, pois essa medida 
possibilita seu uso como um critério de parada.  
 Uma vez que o procedimento de ordenamento entre bateladas é a base deste 
trabalho de mestrado, é de vital importância que seja garantido o fato de que os arcos 
disjuntivos iniciais estejam todos fixados no momento em que o procedimento automático 
de busca em profundidade seja finalizado. Portanto, a única medida que pode ser usada com 
segurança para esse fim é a avaliação do número de disjunções. Assim, alcançar uma etapa 
do processo de busca que apresente algum nó que seja caracterizado por um cenário no qual 
o número de disjunções ainda a resolver seja igual a zero, assinala o momento em que uma 
solução completa para o problema foi obtida. 
 Este critério de parada foi concebido em função do uso, como artifício 
computacional, de uma estrutura que possibilitasse a definição e retenção de relações de 
precedência arbitradas entre as bateladas, de modo que fosse possível a avaliação corrente 
do número restante de disjunções a cada etapa do processo de busca. 
 Como já mencionado, em cada nó aberto na árvore de busca, além de serem 
guardadas as informações de início e fim de janelas, também são guardadas as informações 
de precedência das bateladas que foram anteriormente ordenadas, o que torna o processo de 
backtracking possível. Ou seja, o histórico de todos os ordenamentos efetuados e suas 
conseqüências (cenário de busca) no nó escolhido pelo processo de backtracking podem ser 
retomados, objetivando o prosseguimento da busca em profundidade a partir do nó 
escolhido. 
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3.5 Implementação do backtracking 
 
 Um sistema automatizado de CBS que tem como objetivo a definição de todos os 
ordenamentos possíveis entre as bateladas que permitem ordenamento, torna a 
implementação de um sistema de backtracking de fundamental importância, visto que a 
estratégia de busca pode provocar a geração de um cenário infactível antes que seja atingida 
a solução final. 
 Para a operacionalização do backtracking, foi necessária a estruturação das 
informações referentes aos nós gerados na árvore de busca, de forma que estejam 
disponíveis os dados referentes aos nós não sondados. Os nós não sondados são 
classificados tendo como base o número de disjunções pertencentes a cada nó. 
 O procedimento de backtracking leva em consideração os seguintes aspectos: 
• Análise do número de disjunções na escolha do nó mais promissor para a ação de 
backtracking; 
• Procedimentos que permitam o gerenciamento das informações necessárias para a 
ação de backtracking. 
Levando em consideração os aspectos apresentados anteriormente, foi 
implementado no sistema um procedimento que gera uma lista que contém o número dos 
nós não sondados e outra que contém o número de disjunções que ainda precisam ser 
tratadas nesses nós. Com isto, a cada nó não sondado que é incluído na lista de nós 
candidatos ao backtracking, é feita a atualização desta lista de acordo com o número de 
disjunções de cada nó, de forma que o nó que possua o menor número de disjunções 
sempre esteja na primeira posição da lista. Assim, o nó mais promissor para a ação de 
backtracking, estará sempre na primeira posição da lista de nós não sondados. 
O nó mais promissor para o backtracking é tido como aquele que possua o menor 
número de disjunções, dentre os candidatos ao backtracking, porque presume-se que uma 
possível solução final possa ser atingida com a abertura de um número menor de nós do que 
o número necessário caso fosse escolhido um nó com um número maior de disjunções.  
Quando o backtracking é ativado, são levadas a efeito as seguintes ações: 
• O primeiro nó da lista de nós não sondados é tomado como sendo o nó corrente; 
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• O nó selecionado é retirado da lista de nós não sondados; 
• O mecanismo de busca automatizada em profundidade é novamente acionado. 
 
3.6 Versões manual/automatizada 
 
 No sistema desenvolvido há a possibilidade de executar a busca por uma solução de 
scheduling através do ordenamento de bateladas, lançando mão do emprego de um 
procedimento manual de busca, ou de um procedimento automatizado de busca em 
profundidade, que é o tema central do presente trabalho. 
 
3.6.1 Procedimento manual de busca 
 
 O procedimento manual de busca foi desenvolvido como base para o 
desenvolvimento do sistema automatizado, sendo que ele teve como diretrizes iniciais as 
idéias implementadas em um trabalho de mestrado anterior (Alvarenga, 2001). 
 No procedimento manual, a interação do usuário com o sistema é sistematicamente 
necessária, pois a escolha das bateladas que serão escolhidas para ordenamento e também o 
gerenciamento/manipulação da árvore de busca devem ser feitos manualmente.  
 Nesse procedimento, o usuário tem a opção de determinar quais as regiões de 
demanda agregada que deseja atacar, mediante a escolha de bateladas que estejam 
contribuindo para a formação de gargalos nessas regiões. Para tanto, o sistema disponibiliza 
ao usuário uma listagem de bateladas cujos ordenamentos ainda não foram fixados, 
tornando o usuário ciente do conjunto de pares de bateladas que ainda podem ser 
ordenadas, e, assim, evitando que o usuário perca tempo na avaliação de pares que já 
tenham sido ordenados. 
 Além disso, o usuário tem à disposição, para efeito de análise visual, um gráfico que 
traz a configuração corrente das janelas de tempo das bateladas e também o gráfico de 
demanda agregada correspondente, o que pode revelar ao usuário em quais intervalos de 
tempo a competição entre as bateladas envolvidas é mais pronunciado. 
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 Como conseqüência, o usuário pode escolher as bateladas mais criticas dentro de 
um intervalo de tempo no qual a demanda agregada apresenta um valor elevado, geralmente 
constituindo um intervalo de tempo que pode ser considerado um gargalo. Assim sendo, é 
provável que o impacto gerado pela entrada de um ordenamento com estas características 
provoque uma grande redução no espaço de busca, ou seja, provoque recortes induzidos em 
um número relativamente grande de janelas de tempo, em função da  observância das 
restrições às quais o problema está sujeito. 
 Aqui, é importante ressaltar que o usuário poderá contar com o auxílio das duas 
heurísticas implementadas, de modo que ele possa comparar as suas próprias escolhas com 
aquelas sugeridas através das heurísticas. Nesta etapa, o uso das heurísticas não implica 
necessariamente na efetivação dos ordenamentos. 
 Deve-se mencionar o fato de que os exemplos apresentados passo a passo no 
capítulo 4 formam obtidos com o emprego do procedimento manual de busca, efetivando-
se os ordenamentos sugeridos pelas heurísticas, de modo a poder apresentar os aspectos 
relevantes da estratégia de busca apresentada. Os resultados obtidos são os mesmos que os 
obtidos no procedimento automatizado. 
 
3.6.2 Procedimento automatizado de busca 
 
 Na concepção do processo de busca automatizado, o objetivo principal foi o de 
desenvolver um procedimento de busca em profundidade, perseguindo um ramo na árvore 
de busca, até que seja atingido um cenário no qual todas as disjunções iniciais estejam 
resolvidas, ou mesmo, até que seja atingido um cenário infactível.  
No procedimento automatizado, o usuário não precisa escolher as bateladas e 
efetuar seu ordenamento. Ele somente precisará selecionar a estratégia de busca que julgue 
ser mais apropriada, tendo como opções a abertura de nós orientada pelo menor valor de 
folga (mais crítico) e pelo maior valor de folga (menos crítico), em ambas as heurísticas 
disponíveis. 
 Na implementação do processo de busca automatizada, foi incorporada ao sistema 
uma lista ordenada de nós não sondados, que é a base para o processo de backtracking, 
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possibilitando o prosseguimento da busca em profundidade no caso de ocorrer uma 
infactibilidade. 
 
3.7 Aspectos de implementação 
 
3.7.1 Suspensão temporária da ação de backtracking 
 
 Como o sistema desenvolvido tem a característica fundamental de abertura 
concomitante de dois nós, relativos aos dois ordenamentos possíveis para o par de bateladas 
escolhido, e, além disso, pelo fato de que o usuário deve selecionar uma estratégia para o 
uso do procedimento automático de busca, foi necessária a implementação de um 
procedimento que orientasse o prosseguimento do processo de busca em profundidade 
quando ocorresse uma infactibilidade no nó que seria naturalmente tomado como novo nó 
pai. 
 Para tanto, é necessário que não ocorra infactibilidade nos dois últimos nós abertos. 
Pois, se assim ocorrer, a ação de backtracking é necessária e plenamente justificada. 
 Como ilustração, apresenta-se a figura abaixo, referente à estratégia de menor folga: 
 
Figura 3.15 – Ilustração do processo de suspensão temporária do backtracking 
 
 Quando o usuário determina que a estratégia de busca será pelo caminho de menor 
folga, por exemplo, a situação ilustrada na figura acima, a abertura de novos nós será 
realizada tendo como nó pai o nó de número ímpar. Se ocorrer infactibilidade no nó de 
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número ímpar, é escolhido como novo nó pai o nó de número par (nó 2), do mesmo nível 
daquele que apresentou infactibilidade (nó 1). 
 Este procedimento é justificado porque, mesmo que os dois nós tenham cenários de 
busca diferentes, estes nós são derivados de um mesmo nó pai, não comprometendo a busca 
no sentido de um número menor de disjunções a serem resolvidas. Essa afirmação é 
facilmente ratificada pela análise da figura 4.33 (nós [13 (infactível) e 14] ,  [17 (infactível) 
e 18], dentre outros que podem ser observados naquela árvore de busca). 
 Após a geração de dois novos nós, a partir do nó que não apresentou infactibilidade, 
a estratégia de busca volta a ser aquela escolhida pelo usuário, caso não ocorra uma nova 
infactibilidade aos moldes daquela descrita nesta seção. Ou seja, considerando-se o 
exemplo da figura 3.15, quando os nós 3 e 4 são gerados, e o nó 3 é factível, a busca é 
conduzida através do nó 3, de acordo com a estratégia escolhida pelo usuário, gerando os 
nós 5 e 6 abaixo deste. 
   
3.7.2 Fixação automática de ordenamentos 
 
 Em um sistema em que o interesse é o estabelecimento de ordenamentos entre pares 
de bateladas, de modo que os pares disponíveis sejam aqueles que permitam os dois 
ordenamentos possíveis, é imprescindível que o critério de contagem de disjunções (de 
forma corrente) seja corrigido de modo a excluir-se os pares que apresentam somente uma 
possibilidade de ordenamento. 
 Este procedimento é realizado verificando-se a disposição das janelas de tempo 
resultantes da propagação de restrições (podendo ser ativada após a definição de um 
ordenamento qualquer), detectando-se a existência de janelas que pertencem a pares de 
bateladas não ordenadas e que somente possibilitem a realização de um único ordenamento. 
Quando este fato se verifica, a relação de ordenamento possível é efetivada e o número 
corrente de disjunções é atualizado, sendo o par de bateladas considerado ordenado a partir 
de então, fato que exclui este par do conjunto de pares disponíveis. 
 Porém, os ordenamentos efetuados desta forma não geram nós na árvore de busca, 
como no caso de ordenamentos arbitrados, pois a geração automática de dois nós na árvore 
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levaria inevitavelmente à, pelo menos, um nó infactível, em função da impossibilidade de 
realizar um dos dois ordenamentos, em vista da disposição das janelas de tempo. 
 Para elucidar melhor esta questão, inicialmente calcula-se o número total de 
ordenamentos entre operações diferentes e que competem por um mesmo processador, mas 
após este cálculo inicial, são ordenados os pares que permitem somente um ordenamento 
entre suas bateladas, tento-se a partir daí um número realista de disjunções a serem 
resolvidas.  
Por exemplo, tendo-se duas operações que competem pelo mesmo processador, uma 
operação X com 10 bateladas (X1 a X10), e uma operação Y com 2 bateladas (Y1 e Y2), 
teríamos 20 ordenamentos possíveis, como mostra a figura abaixo. 
 
Figura 3.16 – Disposição temporal de janelas de tempo 
 
Porém, neste exemplo hipotético, somente existem efetivamente 4 pares de 
bateladas que têm uma configuração de suas janelas que oferece a real possibilidade de 
arbitragem de dois ordenamentos (AÆB e BÆA), ou seja, o número de ordenamentos 
fixados automaticamente é 16. Somente os pares (X6;Y1), (X7;Y1), (X7;Y2) e (X8;Y2) 
serão considerados passíveis de ordenamento.  
 
3.7.3 Marcação de ordenamentos fixados 
 
 A marcação de ordenamentos fixados tem como objetivo tornar impossível a 
disponibilização de pares de bateladas concorrentes que tiveram seus ordenamentos fixados 
em uma decisão de ordenamento anteriormente definida. 
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 Quando percorre-se um ramo da árvore de busca, elimina-se a possibilidade de que 
um par de bateladas com ordenamento fixado em um nó anterior continue disponível em 
um cenário de busca subseqüente, mesmo que a configuração das suas janelas de tempo 
continue dando condições para que os ordenamentos entre estas bateladas possam ser 
novamente arbitrados.  
 Para elucidar esta questão, apresentam-se as seguintes condições analisadas após a 
entrada do ordenamento de bateladas em que A precede B: 
 (i) se ESTB < ESTA + TPA então a janela de tempo de B deve ser recortada e seu 
início deve ser: 
 ESTB = ESTA + TPA      Eq. 3.3 
 (ii) se LFTA > LFTB – TPB então a janela de tempo de A deve ser recortada e seu 
fim deve ser: 
 LFTA = LFTB – TPB      Eq. 3.4 
 Estes cortes provocados nas janelas de tempo pela efetivação do ordenamento são 
executados de forma que sejam asseguradas, pelo menos à princípio, as possibilidades de 
alocação de A no início da sua janela de tempo, assim como a alocação de B no final de sua 
janela de tempo, caso as condições (i) e/ou (ii) sejam verdadeiras.  
 Pode-se retratar os casos descritos em (i) e (ii) pelas figuras a seguir. Na figura 3.17, 
a operação A tem TPA = 6 u.t., portanto, a janela B que, antes do ordenamento era 
compreendida por (6; 23), torna-se compreendida pelo intervalo (14; 23). A figura 3.18 
mostra o recorte no final da janela da operação A, sendo que TPB = 4 u.t. Nas duas figuras, 
as hachuras se referem aos recortes impostos às janelas. 
 
 
Figura 3.17 – Recorte na janela da batelada B segundo (i) 
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Figura 3.18 – Recorte na janela da batelada A segundo (ii) 
 Então, se as condições (i) e (ii) não forem verdadeiras, não haverá recorte nas 
janelas de tempo de A ou de B, ou seja, o cenário de busca não será alterado. Neste caso, o 
controle dos ordenamentos fixados é fundamental, pois a decisão de ordenamento A 
precede B tomada em uma dada etapa, deve ser respeitada nas etapas posteriores do 
processo de busca, o que impede a seleção de pares anteriormente ordenados. 
Como o sistema desenvolvido executa decisões seqüenciais, se não houvesse a 
marcação dos ordenamentos que vão sendo fixados ao longo do processo, certamente 
ocorreria um looping sem fim quando não houvesse recorte devido ao ordenamento de um 
dado par de bateladas, pois o par selecionado automaticamente em um cenário 
imediatamente anterior, seria exatamente o mesmo que o par selecionado num cenário 
atual. 
 
3.7.4 Mecanismo de controle de ordenamentos fixados 
 
 Com o intuito de simplificar a implementação do controle de ordenamentos fixados, 
foi usada a estrutura de grafos, de forma que as janelas de tempo das bateladas de cada 
operação fossem consideradas como sendo os vértices na estrutura do grafo. Contudo, 
deve-se deixar claro que o emprego da estrutura básica da Teoria de Grafos não se refere ao 
uso de técnicas matemáticas desenvolvidas para a modelagem e solução de problemas, ou 
seja, neste trabalho, é usada somente a essência do grafo, caracterizada pela representação 
de objetos interligados em um sistema, no qual as relações entre estes objetos representam a 
informação de interesse. Os grafos podem ser usados para representar redes, estruturas de 
dados, scheduling de processos, entre outras aplicações.  
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O grafo consiste em um conjunto de elementos denominados vértices, podendo estar 
conectados entre si por arestas ou arcos. A figura 3.19 mostra a representação geométrica 
de um grafo. Os vértices são mostrados como círculos, e os arcos como linhas conectando 
pares de círculos. 
A
B
C
1 2 3
 
Figura 3.19 – Representação de um grafo 
 No grafo apresentado acima, os arcos que unem os vértices indicam uma relação de 
precedência entre estes dois vértices. Alguns desses arcos não têm uma direção fixada, 
indicando que não existe um ordenamento definido, e outros possuem uma orientação, de 
forma que está fixado o ordenamento entre os dois vértices. 
 Como já mencionado anteriormente, neste trabalho, os vértices representam as 
bateladas e os arcos representam as relações de ordenamento entre elas. Como a natureza 
das decisões tomadas é de ordenamento entre bateladas, a identificação de ordenamentos 
que podem ser arbitrados e daqueles que já foram fixados, é feita através da análise de 
arcos disjuntivos (não orientados) e fixos (orientados), respectivamente.  
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Capítulo 4 – Exemplos de aplicação 
 
 Nesta seção, são apresentados dois exemplos considerados por Papageorgiou e 
Pantelides (1993 e 1996). A figura 4.1 representa o primeiro exemplo utilizado, que 
constitui o exemplo 1, apresentado por (Papageorgiou L. G., Pantelides C. C. 1993), sendo 
que as informações referentes à habilitação das operações aos processadores, as condições 
de armazenagem dos estados intermediários, e as demandas e datas de entrega dos produtos 
finais estão, respectivamente, nas tabelas 4.1, 4.2, e 4.3. 
 
Figura 4.1 – Representação STN do exemplo considerado1 
 
 
 
 
 
 
Produtos Massa Data de entrega Massa Data de entrega 
ProA 100 32 90 56 
ProB 270 32 - - 
ProC 75 56 - - 
Tabela 4.3 – Demanda de produtos finais e datas de entrega 
                                                 
1 A política de armazenagem intermediária ilimitada é designada como UIS (unlimited intermediate storage), 
sendo que esta política de armazenagem não tem efeito no mecanismo de propagação de restrições. 
Processador Operações 
P1 TA1,TC1 
P2 TA2,TA4 
P3 TB1 
P4 TB1,TC4 
P5 TB2,TC2 
P6 TB3,TC3 
P7 TA3,TC5 
Tabela 4.1 – Habilitação das operações 
Estados Armazenagem 
A1,B1,C1,C4 ZW 
A2,A3,B2,C2,C3 UIS 
Tabela 4.2 – Condições de armazenagem dos estados 
intermediários 
 55
 Da mesma forma, a seguir é caracterizado o segundo exemplo, de acordo com 
(Papageorgiou L. G., Pantelides C. C. 1996). 
 
 
Figura 4.2 – Representação STN do segundo exemplo considerado 
 
 
 
 
 
 
 
 
 
 
 
 
Equipamento Batelada 
P1 T10,T21 
P2 T32 
P3 T31,T72 
P4 T23,T30,T60 
P5 T20,T40,T50 
P6 T61,T70 
P7 T11,T22,T41 
P8 T51,T62,T71 
Tabela 4.4 – Habilitação das operações para o 
exemplo 2 
Estados Armazenagem
S10,S22,S40,S50,S70 ZW 
S20,S21,Int1,S30, 
S31, Int2,Int3,S60, 
S61, Int4,S71 
 
UIS 
Tabela 4.5 – Condições de armazenagem para o exemplo 2 
Produtos Massa Data de entrega 
Pro1 70 100 
Pro2 50 100 
Pro3 50 100 
Pro4 50 100 
Figura 4.6 – Demanda de produtos finais e datas de entrega para o 
exemplo 2 
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4.1 Exemplo 1 
 
 O exemplo 1, tal como foi definido, apresenta um cenário de alta competição, 
retratado pelo fato de que, quando considerados os tamanhos de algumas janelas de 
processamento juntamente com o tempo de processamento das bateladas associadas a elas, 
percebe-se que estas janelas são relativamente pequenas, o que constitui um quadro de 
menor flexibilidade para a efetivação de ordenamentos entre essas bateladas, e, até mesmo, 
no caso de alocação das tarefas associadas a essas janelas de processamento.  
 O cenário inicial de busca é o seguinte: 
 
Figura 4.3 – Cenário inicial do exemplo 1 
 Na figura acima estão apresentados os gráficos que representam as janelas de 
processamento (bateladas) e o gráfico de demanda agregada, respectivamente, à esquerda, e 
à direita desta figura. No gráfico de bateladas, as regiões envolvidas em tempos de 
ocupação obrigatória de processadores gerados pela competição entre duas ou mais 
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operações pelo mesmo processador, são marcadas por um contorno branco para que os 
intervalos de ocupação obrigatória do processador sejam realçados. 
 A seguir é apresentada a aplicação das heurísticas implementadas no sistema 
desenvolvido. 
 
4.1.1 Heurística de demanda agregada 
 
 Como descrito na seção 3.2.3, a heurística de demanda agregada elege um instante 
no horizonte de planejamento correspondente ao instante onde a demanda agregada 
apresenta um valor máximo. Este valor de demanda agregada está associado a um 
processador, e dessa forma, é possível determinar as bateladas envolvidas no instante de 
demanda agregada máxima.  
Além disso, somente são encarados pares de bateladas como aptos ao ordenamento 
os pares que, além de estarem envolvidos no instante de máxima demanda agregada, 
tenham um valor mínimo para a folga. Esta última consideração somente produz  efeito, 
caso mais de um par de bateladas estejam envolvidos no instante de máxima demanda 
agregada. 
 O exemplo 1 foi tratado com a heurística de demanda agregada de forma que o 
exemplo fosse submetido à estratégia de busca em profundidade perseguindo-se a abertura 
de nós pelo menor valor de folga e também pelo seu maior valor, possibilitando a 
comparação de resultados que estas duas estratégias distintas fornecem.  
 
4.1.1.1 Estratégia de busca em profundidade procedendo-se a abertura de nós pelo valor de 
menor folga. 
 A partir do cenário inicial da figura 4.3, inicia-se o procedimento de determinação 
do instante de maior demanda agregada no cenário do nó raiz, ou cenário inicial. Com a 
determinação desse instante, são determinadas as bateladas envolvidas nele. 
 De acordo com a figura 4.3, pode-se perceber que o valor máximo de demanda 
agregada no nó raiz é associado ao processador P1, no instante 32 do horizonte de 
planejamento. 
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 Os pares de bateladas que podem ser ordenados e os pares que são considerados 
candidatos ao ordenamento são os seguintes, com os respectivos valores de folga para os 
dois ordenamentos possíveis são apresentados na tabela abaixo: 
 
Bateladas que permitem ordenamento Bateladas envolvidas no máximo de demanda agregada 
P1:  TC1 1<->TA1 6   0/ 7 P1:  TA1 7<->TC1 1   0/ 7 
P1:  TC1 1<->TA1 7   7/ 0 P1:  TA1 8<->TC1 2   0/ 7 
P1:  TC1 2<->TA1 7   3/ 4  
P1:  TC1 2<->TA1 8   7/ 0  
P2:  TA4 2<->TA2 5   0/ 1  
P2:  TA4 3<->TA2 6   0/ 0  
P2:  TA4 6<->TA2 9   0/ 4  
P2:  TA4 6<->TA2 10   4/ 0  
P2:  TA4 7<->TA2 10   2/ 2  
P5:  TC2 1<->TB2 7   2/ 10  
P6:  TC3 1<->TB3 15   0/ 15  
P6:  TC3 1<->TB3 16   1/ 14  
P6:  TC3 1<->TB3 17   2/ 13  
P6:  TC3 2<->TB3 17   0/ 16  
P6:  TC3 1<->TB3 18   3/ 12  
P6:  TC3 2<->TB3 18   1/ 15  
P7:  TC5 1<->TA3 3   11/ 3  
P7:  TC5 2<->TA3 3   8/ 6  
P7:  TC5 3<->TA3 3   5/ 9  
P7:  TC5 4<->TA3 3   2/ 12  
P7:  TC5 3<->TA3 4   9/ 0  
P7:  TC5 4<->TA3 4   6/ 3  
P7:  TC5 5<->TA3 4   3/ 6  
Tabela 4.7 – Bateladas que podem ser ordenadas e aquelas que contribuem para o instante de máximo de demanda agregada 
 
 De acordo com o procedimento implementado, o par de bateladas que será 
escolhido para a ação de ordenamento será o par TA1/8 ↔ TC1/2, pois se houver mais de 
um par apto, de acordo com as condições descritas na seção 3.2.3, o par escolhido será o 
último da lista de pares aptos.  
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 Com a efetivação do ordenamento entre TA1/8 e TC1/2, tem-se um novo cenário 
para analisar, que é gerado partindo-se do ordenamento fixado de TA1/8 precede TC1/2. 
Esse novo cenário de busca é mostrado na figura 4.4. 
 
Figura 4.4 – Cenário de busca pertencente ao nó 1 
 
 No gráfico de bateladas acima, percebe-se que algumas janelas de tempo têm 
intervalos de ocupação obrigatória com um valor igual ao seu tempo de processamento. 
Esse fato acontece quando a operação associada a uma janela de tempo teve seu instante de 
início fixado, o que também determina, obrigatoriamente, seu instante de término. 
 O instante de máxima demanda agregada apresentado pelo cenário de busca do nó 1 
ocorre no instante 21 do horizonte de planejamento, no processador P1, como ocorreu no 
nó raiz. As bateladas envolvidas no intervalo com o máximo de demanda agregada e aptas à 
ação de ordenamento, juntamente com as bateladas que ainda não têm relações de 
ordenamento fixadas, são apresentadas na tabela 4.8. 
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Pares de bateladas que permitem ordenamento Par eleito para a ação de ordenamento 
P1:  TC1 1<->TA1 6   0/ 1 P1:  TC1 1<->TA1 6   0/ 1 
P2:  TA4 2<->TA2 5   0/ 1  
P2:  TA4 3<->TA2 6   0/ 0  
P2:  TA4 6<->TA2 9   0/ 1  
P2:  TA4 7<->TA2 10   1/ 1  
P5:  TC2 1<->TB2 7   2/ 4  
P6:  TC3 1<->TB3 15   0/ 12  
P6:  TC3 1<->TB3 16   1/ 11  
P6:  TC3 1<->TB3 17   2/ 10  
P6:  TC3 2<->TB3 17   0/ 13  
P6:  TC3 1<->TB3 18   3/ 9  
P6:  TC3 2<->TB3 18   1/ 12  
P7:  TC5 1<->TA3 3   9/ 0  
P7:  TC5 2<->TA3 3   6/ 3  
Tabela 4.8 – Bateladas que permitem ordenamento e a batelada apta à ação de ordenamento do nó número 1 
 
 No contexto pertencente ao nó 1, existe somente um par de bateladas apto à ação de 
ordenamento, como pode ser observado na tabela acima. No instante de máxima demanda 
agregada considerado nesta etapa do processo de busca, ou seja, o instante 21, tem-se que 
as janelas de tempo que estão envolvidas no intervalo são as janelas de tempo das bateladas 
TA1/5; TA1/6 e TC1/1. Como descrito na seção 3.7.2, o ordenamento entre bateladas 
concorrentes e de tarefas diferentes é fixado automaticamente em função da disposição das 
janelas de tempo, de forma que a relação de precedência entre TA1/5 e TC1/1 foi fixada na 
geração do nó 1, logo após a propagação de restrições acionada pela ação de ordenamento 
entre TA1/8 precede TC1/2 no cenário do nó raiz. Como a existência de relações de 
precedência é verificada e são descartadas as bateladas que já possuem alguma relação de 
precedência fixada entre elas, o par (TA1/5; TC1/1) não é incluído na lista de pares aptos 
ao ordenamento. 
 Após a ação de ordenamento fixando TC1/1 precede TA1/6, é gerado o nó 3 como 
tendo em si as conseqüências deste ordenamento a partir do cenário do nó 1, assim como é 
mostrado na figura 4.5. 
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Figura 4.5 – Cenário de busca pertencente ao nó número 3 
 No contexto do cenário de busca do nó 3, o processador que tem o instante de 
máxima demanda agregada é o processador P6. O instante considerado é o instante 29, 
gerado pelas bateladas (TC3/1...2; TB3/17...18). 
 As bateladas disponíveis para ordenamento no cenário de busca do nó número 3 são 
mostradas na tabela a seguir. 
Bateladas disponíveis Bateladas aptas 
P2:  TA4 6<->TA2 9   0/ 1 P6:  TC3 2<->TB3 17   0/ 9 
P2:  TA4 7<->TA2 10   1/ 1  
P6:  TC3 1<->TB3 15   0/ 12  
P6:  TC3 1<->TB3 16   1/ 11  
P6:  TC3 1<->TB3 17   2/ 6  
P6:  TC3 2<->TB3 17   0/ 9  
P6:  TC3 1<->TB3 18   3/ 5  
P6:  TC3 2<->TB3 18   1/ 8  
P7:  TC5 1<->TA3 3   9/ 0  
P7:  TC5 2<->TA3 3   6/ 3  
Tabela 4.9 – Bateladas disponíveis para ordenamento e bateladas aptas ao ordenamento 
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 Como conseqüência do ordenamento arbitrado de TC3/2 precede TB3/17, é gerado 
o nó 5. O nó 5, como já citado no caso do nó 3, guarda a história das conseqüências dos 
ordenamentos que foram arbitrados nos nós precedentes a ele, seguindo-se os nós 
pertencentes ao mesmo ramo, ligando este nó ao nó raiz. Ou seja, o cenário apresentado no 
nó 5 é conseqüência do ordenamento de TC3/2 precede TB3/17 no cenário do nó 3, cujo nó 
é conseqüência do ordenamento de TA1/6 precede TC1/1 no cenário de busca do nó 1, que 
por sua vez, é conseqüência do ordenamento arbitrado de TA1/8 precede TC1/2 no cenário 
do nó raiz. 
 O cenário de busca do nó 5 é apresentado na figura abaixo. 
 
Figura 4.6 – Cenário de busca pertencente ao nó 5 
 A partir de uma breve observação da figura acima, pode-se perceber que o maior 
pico apresentado no gráfico de demanda agregada está no processador P2, no instante 44. 
Porém, esse pico é devido à sobreposição das janelas de tempo de TA4/6 e TA4/7, que são 
bateladas de uma mesma operação (TA4) e não podem ser consideradas no processo de 
ordenamento arbitrado. Mesmo que TA2/9 não esteja participando deste instante de 
máxima demanda agregada, TA4/6 contribui diretamente com este instante. O mesmo 
ocorre com o par TA4/7 e TA2/10. Assim, como existe a possibilidade de ordenamento 
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envolvendo TA4/6 e TA2/9, sendo que a folga de TA4/6 precede TA2/9 tem um valor 
menor que as possibilidades de ordenamento entre TA4/7 e TA2/10, o par considerado apto 
é (TA4/6; TA2/9).  As bateladas disponíveis e aptas ao ordenamento são apresentadas na 
tabela 4.10. 
 
Bateladas disponíveis Bateladas aptas 
P2:  TA4 6<->TA2 9   0/ 1 P2:  TA4 6<->TA2 9   0/ 1 
P2:  TA4 7<->TA2 10   1/ 1  
P7:  TC5 1<->TA3 3   9/ 0  
P7:  TC5 2<->TA3 3   6/ 3  
Tabela 4.10 – Bateladas disponíveis para ordenamento e bataledas aptas ao ordenamento no cenário do nó 5 
 
  Com a entrada do ordenamento de TA4/6 precede TA2/9, é gerado o nó 7, 
que guarda em si o cenário de busca representado na figura abaixo. 
 
Figura 4.7 – Cenário de busca do nó número 7 
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 Pela observação da figura acima, pode-se perceber que já não existem mais instantes 
de demanda agregada que apresentam valores maiores que a unidade. E, com a observação 
da tabela 4.11, constata-se que ainda restam três pares de bateladas que permitem a 
arbitragem de ordenamento, ou seja, ainda restam três arcos disjuntivos.  
 A ocorrência descrita acima é uma evidência de que no caso do emprego da 
demanda agregada para auxiliar na escolha de pares de bateladas, não é razoável o uso de 
um valor fixo de demanda agregada como parâmetro de busca. Assim, foi adotado o valor 
de máximo corrente para a seleção de pares de bateladas. 
 A seguir, são apresentadas as bateladas disponíveis para ordenamento e as bateladas 
aptas no cenário de busca do nó 7. 
Bateladas disponíveis Bateladas aptas 
P2:  TA4 7<->TA2 10   1/ 1 P2:  TA2 10<->TA4 7   1/ 1 
P7:  TC5 1<->TA3 3   5/ 0  
P7:  TC5 2<->TA3 3   2/ 3  
Tabela 4.11 – Bateladas disponíveis para ordenamento e as bateladas aptas ao ordenamento 
 
 Procedendo-se o ordenamento de TA2/10 precede TA4/7, tem-se como 
conseqüência a geração do nó 9, cujo cenário de busca é apresentado na figura a seguir. 
 
Figura 4.8 – Cenário de busca do nó número 9 
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 Através da análise do máximo corrente de demanda agregada, que englobe pares de 
bateladas que permitem ordenamento, chega-se ao instante 37, pertencente ao processador 
P7. As bateladas disponíveis para ordenamento e também as bateladas aptas para 
ordenamento no cenário de busca do nó número 9 estão apresentadas na tabela 4.12. É 
interessante mencionar que a tabela 4.12 ilustra bem o critério de mínimo de folga para a 
determinação das bateladas aptas ao ordenamento. O par que aqui é considerado apto, é 
aquele que possui um valor mínimo para a folga em um dos dois ordenamentos possíveis, 
considerando-se o conjunto corrente de pares disponíveis, ou seja, TC5/1 precede TA3/3 
tem o valor de folga igual a zero, enquanto que para o ordenamento TA3/3 precede TC5/2 
tem um valor de folga igual a 2. 
Bateladas disponíveis Bateladas aptas 
P7:  TC5 1<->TA3 3   5/ 0 P7:  TA3 3<->TC5 1   0/ 5 
P7:  TC5 2<->TA3 3   2/ 3  
Tabela 4.12 – Bateladas disponíveis e aptas ao ordenamento 
 Após efetuar-se o ordenamento de TA3/3 precede TC5/1, é gerado o nó 11. Esse nó 
representa uma solução completa, observando-se o fato de que todas as disjunções iniciais 
estão resolvidas neste cenário. 
 A solução completa, de acordo com a estratégia de proceder-se a busca em 
profundidade de modo a perseguir a abertura de nós por aquele que seja fruto de  
ordenamento com o menor valor de folga, é apresentada na figura abaixo. 
 
Figura 4.9 – Solução completa e cenário pertencente ao nó 11 
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 A árvore de busca gerada pelo processo de busca descrito nesta seção é apresentada 
na figura 4.10. 
 
 
Figura 4.10 – Detalhe da árvore de busca ressaltando a solução final obtida no nó número 11 
 
4.1.1.2 Estratégia de busca em profundidade procedendo-se a abertura de nós pelo valor de 
maior folga. 
 Da mesma forma e seguindo os mesmos procedimentos que os descritos no item 
4.1.1.1, a única diferença entre as duas estratégias é o procedimento de abertura de novos 
nós. A estratégia de abertura de nós seguindo-se o caminho de maior folga tem como 
objetivo visar a obtenção de cenários de busca com a menor possibilidade na ocorrência de  
recortes nas janelas de tempo e, com isso, uma possibilidade menor de ocorrerem 
infactibilidades em decorrência de grandes reduções no espaço de busca. Para justificar a 
existência de um procedimento que tem como objetivo causar o menor impacto possível 
nas janelas de tempo, é razoável admitir que, ao tratar um problema em que as janelas de 
tempo tenham associadas a elas tempos de processamento pouco menores que os intervalos 
compreendidos por suas janelas de tempo, seja pouco provável que uma solução completa 
venha a ser obtida se a estratégia empregada for a de promover recortes nas janelas e uma 
conseqüente redução no espaço de busca.  
 A partir do cenário inicial, pertencente ao exemplo 1 e mostrado na figura 4.3, como 
já mencionado no item 4.1.1.1, inicia-se o procedimento de determinação do instante de 
maior crucialidade no cenário do nó raiz. Com a determinação desse intervalo, são 
determinadas as bateladas envolvidas nele. 
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 As bateladas disponíveis para ordenamento e as bateladas aptas são as mesmas que 
aquelas mostradas na descrição do nó raiz para a estratégia de busca anteriormente 
apresentada. Porém, o cenário de interesse e que será considerado aqui é aquele gerado pelo 
ordenamento de TC1/2 precede TA1/8, criando o cenário de busca do nó número 2, como 
mostrado na figura a seguir. 
 
Figura 4.11 – Cenário de busca do nó número 2 
 Comparando-se as conseqüências do ordenamento, a partir do mesmo nó raiz 
considerado, de TC1/2 precede TA1/8 com um valor de folga igual a 7, e do ordenamento 
de TA1/8 precede TC1/2 com um valor de folga igual a zero, gerando os cenários de busca 
dos nós 2 e 1, respectivamente, percebe-se que o primeiro ordenamento citado causa, 
primeiramente, somente o recorte na janela de TC1/2. Posteriormente, através da 
propagação de restrições, são efetuados recortes nos finais das janelas de TC1/1, TC2/1 e 
TC2/2. No segundo ordenamento, ocorrem obrigatoriamente as alocações das bateladas 
TA1/8 e TC1/2, fato que, pela propagação de restrições, gera as alocações de TA1/7, 
TA1/9...10, TA2/7...10, TA3/4, TA4/4...5, TA4/8...10, TC2/2, TC4/3 e TC5/3, e recortes 
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nas janelas de TA3/3, TA4/6...7, TC1/1, TC2/1, TC3/1...2, TC3/4...5, TC4/1...2, TC4/4...5, 
TC5/1...2, e TC5/4...5. 
 Como pode-se intuir desta comparação, pela entrada do ordenamento com maior 
folga, os recortes nas janelas são mínimos frente àqueles gerados pelo ordenamento de 
menor folga. Além disso, em problemas nos quais a competição é alta, assim como ocorre  
no exemplo 1, é razoável afirmar que a possível entrada de ordenamentos entre as bateladas 
a partir dos menores valores para a folga tendem a gerar maiores reduções nas janelas 
através da propagação de restrições, reduzindo consideravelmente o espaço de busca. 
 A partir do cenário de busca apresentado pelo nó número 2, o instante discriminado 
como sendo o que possui o maior valor de demanda agregada é o instante 32, no 
processador P1. Na figura abaixo, tem-se as bateladas disponíveis e aptas. 
Bateladas disponíveis para ordenamento Bateladas aptas ao ordenamento 
P1:  TC1 1<->TA1 6   0/ 3 P1:  TA1 7<->TC1 2   0/ 3 
P1:  TC1 2<->TA1 7   3/ 0  
P2:  TA4 2<->TA2 5   0/ 1  
P2:  TA4 3<->TA2 6   0/ 0  
P2:  TA4 6<->TA2 9   0/ 4  
P2:  TA4 6<->TA2 10   4/ 0  
P2:  TA4 7<->TA2 10   2/ 2  
P5:  TC2 1<->TB2 7   2/ 6  
P6:  TC3 1<->TB3 15   0/ 15  
P6:  TC3 1<->TB3 16   1/ 14  
P6:  TC3 1<->TB3 17   2/ 13  
P6:  TC3 2<->TB3 17   0/ 16  
P6:  TC3 1<->TB3 18   3/ 12  
P6:  TC3 2<->TB3 18   1/ 15  
P7:  TC5 1<->TA3 3   11/ 3  
P7:  TC5 2<->TA3 3   8/ 6  
P7:  TC5 3<->TA3 3   5/ 9  
P7:  TC5 4<->TA3 3   2/ 12  
P7:  TC5 3<->TA3 4   9/ 0  
P7:  TC5 4<->TA3 4   6/ 3  
P7:  TC5 5<->TA3 4   3/ 6  
Tabela 4.13 – Bateladas disponíveis e aptas para ordenamento no cenário de busca do nó número 2 
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 Efetuando-se a entrada do ordenamento de TC1/2 precede TA1/7, é gerado o nó 4, 
que tem em si o cenário de busca apresentado pela figura a seguir. 
 
Figura 4.12 – Cenário de busca do nó número 4 
 Como, a partir do nó número 2, não pode-se fazer comparações entre as 
conseqüências dos ordenamentos consecutivos entre os nós abertos seguindo-se a estratégia 
de abertura de nós pelos valores de menor e maior folga (estratégias referentes à seção 
4.1.1.1, e à presente seção, respectivamente), pelo simples fato de que os nós 4, apresentado 
nesta seção, e o nó 3, apresentado como tal na seção anterior, serem derivados de cenários 
distintos, ou seja, o nó 4 é derivado do ordenamento de TC1/2 precede TA1/7 no cenário 
pertencente ao nó 2 (desta seção), enquanto que o nó 3, apresentado como tal na seção 
anterior, é derivado do ordenamento de TC1/1 precede TA1/6 no cenário pertencente ao nó 
1, apresentado como tal naquela seção. Os únicos cenários que podem ser diretamente 
comparados são os cenários do nó 2 desta seção e o cenário do nó 1, apresentado na seção 
anterior, pois somente esses dois nós derivam do mesmo nó-pai, ou seja, o nó raiz do 
exemplo 1. 
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 Considerando o cenário de busca do nó 4, o instante com o maior valor de demanda 
agregada é o instante 25, no processador P1. As bateladas disponíveis e aptas ao 
ordenamento no cenário de busca do nó 4 são apresentadas a seguir. 
 
Bateladas disponíveis para ordenamento Bateladas aptas ao ordenamento 
P1:  TC1 1<->TA1 6   0/ 0 P1:  TA1 6<->TC1 1   0/ 0 
P2:  TA4 2<->TA2 5   0/ 1  
P2:  TA4 3<->TA2 6   0/ 0  
P2:  TA4 6<->TA2 9   0/ 4  
P2:  TA4 6<->TA2 10   4/ 0  
P2:  TA4 7<->TA2 10   2/ 2  
P5:  TC2 1<->TB2 7   2/ 3  
P6:  TC3 1<->TB3 15   0/ 15  
P6:  TC3 1<->TB3 16   1/ 14  
P6:  TC3 1<->TB3 17   2/ 13  
P6:  TC3 2<->TB3 17   0/ 16  
P6:  TC3 1<->TB3 18   3/ 12  
P6:  TC3 2<->TB3 18   1/ 15  
P7:  TC5 1<->TA3 3   11/ 3  
P7:  TC5 2<->TA3 3   8/ 6  
P7:  TC5 3<->TA3 3   5/ 9  
P7:  TC5 4<->TA3 3   2/ 12  
P7:  TC5 3<->TA3 4   9/ 0  
P7:  TC5 4<->TA3 4   6/ 3  
P7:  TC5 5<->TA3 4   3/ 6  
Tabela 4.14 – Bateladas disponíveis e aptas ao ordenamento no cenário de busca do nó número 4 
 
 Com a fixação do ordenamento de TC1/1 precede TA1/6, é gerado o nó número 6, 
de cujo cenário de busca é representado pela figura a seguir. 
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Figura 4.13 – Cenário de busca pertencente ao nó número 6 
  A ocorrência de uma considerável quantidade de recortes nas janelas de 
tempo apresentadas na figura anterior é devida ao ordenamento de TC1/1 precede TA1/6 no 
contexto do cenário de busca do nó 4, mediante um valor de folga igual a zero para este 
ordenamento. 
  Avançando-se no processo de busca em profundidade através da estratégia 
de busca descrita nesta seção, é alcançada a solução, representada pelo cenário do nó 32.  
 
Figura 4.14 – Solução completa e cenário pertencente ao nó número 32 
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 A seguir apresenta-se a árvore de busca completa, ilustrando o processo de busca 
efetuado na descrição deste exemplo.   
 
Figura 4.17 – Árvore de busca completa 
 
4.1.2 Heurística de folga 
 
 Como descrito na seção 3.2.2, a heurística de folga não leva em consideração os 
valores de demanda agregada, mas sim, os pares de bateladas de forma isolada, que tenham 
um valor mínimo de folga para um dos dois ordenamentos possíveis. Esta condição é a 
usada para determinar quais os pares de bateladas são candidatos aptos ao ordenamento. 
 Assim como na seção 4.1.1, o exemplo 1 foi tratado com a heurística de folga de 
forma que o exemplo fosse submetido à estratégia de busca em profundidade perseguindo-
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se a abertura de nós pelo menor valor de folga e também pelo seu maior valor, 
possibilitando a comparação de resultados que estas duas estratégias distintas fornecem.  
 
4.1.2.1 Estratégia de busca em profundidade procedendo-se a abertura de nós pelo valor de 
menor folga 
 A partir do cenário inicial da figura 4.3, procede-se a determinação das bateladas 
disponíveis e daquelas que possuem um valor de folga igual ao mínimo corrente. O cenário 
de busca do nó raiz é apresentado na tabela 4.15. 
 
Bateladas disponíveis para ordenamento Bateladas aptas ao ordenamento 
P1:  TC1 1<->TA1 6   0/ 7 P1:  TC1 1<->TA1 6   0/ 7 
P1:  TC1 1<->TA1 7   7/ 0 P1:  TA1 7<->TC1 1   0/ 7 
P1:  TC1 2<->TA1 7   3/ 4 P1:  TA1 8<->TC1 2   0/ 7 
P1:  TC1 2<->TA1 8   7/ 0 P2:  TA4 2<->TA2 5   0/ 1 
P2:  TA4 2<->TA2 5   0/ 1 P2:  TA4 3<->TA2 6   0/ 0 
P2:  TA4 3<->TA2 6   0/ 0 P2:  TA4 6<->TA2 9   0/ 4 
P2:  TA4 6<->TA2 9   0/ 4 P2:  TA2 6<->TA4 3   0/ 0 
P2:  TA4 6<->TA2 10   4/ 0 P2:  TA2 10<->TA4 6   0/ 4 
P2:  TA4 7<->TA2 10   2/ 2 P6:  TC3 1<->TB3 15   0/ 15 
P5:  TC2 1<->TB2 7   2/ 10 P6:  TC3 2<->TB3 17   0/ 16 
P6:  TC3 1<->TB3 15   0/ 15 P7:  TA3 4<->TC5 3   0/ 9 
P6:  TC3 1<->TB3 16   1/ 14  
P6:  TC3 1<->TB3 17   2/ 13  
P6:  TC3 2<->TB3 17   0/ 16  
P6:  TC3 1<->TB3 18   3/ 12  
P6:  TC3 2<->TB3 18   1/ 15  
P7:  TC5 1<->TA3 3   11/ 3  
P7:  TC5 2<->TA3 3   8/ 6  
P7:  TC5 3<->TA3 3   5/ 9  
P7:  TC5 4<->TA3 3   2/ 12  
P7:  TC5 3<->TA3 4   9/ 0  
P7:  TC5 4<->TA3 4   6/ 3  
P7:  TC5 5<->TA3 4   3/ 6  
Tabela 4.15 – Bateladas disponíveis e aptas ao ordenamento 
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 Como, neste caso existe mais de um par de bateladas aptas ao ordenamento, o par 
selecionado é o par TA3/4 e TC5/3, que é o par que ocupa a última posição da lista de pares 
aptos. 
 O resultado da entrada do ordenamento TA3/4 precede TC5/3, é a geração do nó 1, 
que tem o cenário de busca retratado pela figura abaixo. 
 
Figura 4.16 –Cenário de busca do nó número 1 
 
 No cenário de busca do nó número 1 as bateladas que podem ser ordenadas são 
apresentadas na tabela a seguir. 
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Bateladas disponíveis para ordenamento Bateladas aptas ao ordenamento 
P2:  TA4 6<->TA2 10   1/ 0 P2:  TA2 10<->TA4 6   0/ 1 
P6:  TC3 1<->TB3 15   0/ 14 P6:  TC3 1<->TB3 15   0/ 14 
P6:  TC3 1<->TB3 16   1/ 13 P6:  TC3 2<->TB3 17   0/ 11 
P6:  TC3 1<->TB3 17   2/ 8  
P6:  TC3 2<->TB3 17   0/ 11  
P6:  TC3 1<->TB3 18   3/ 7  
P6:  TC3 2<->TB3 18   1/ 10  
P7:  TC5 1<->TA3 3   11/ 1  
P7:  TC5 2<->TA3 3   8/ 4  
Tabela 4.16 – Bateladas disponíveis ao ordenamento no cenário do nó 1 
 
 Com a definição de ordenamento de TC3/2 precede TB3/17, é gerado o nó 3, que 
tem o cenário de busca apresentado na figura 4.17. 
 
Figura 4.17 – Cenário de busca do nó número 3 
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 As bateladas disponíveis para ordenamento são apresentadas na tabela abaixo. 
Bateladas disponíveis para ordenamento Bateladas aptas ao ordenamento 
P2:  TA4 6<->TA2 10   1/ 0 P2:  TA2 10<->TA4 6   0/ 1 
P7:  TC5 1<->TA3 3   11/ 1  
P7:  TC5 2<->TA3 3   8/ 4  
Tabela 4.17 – Bateladas disponíveis e aptas ao ordenamento no cenário de busca do nó 3 
 
 O ordenamento de TA2/10 precede TA4/6 gera o nó número 5, com um cenário de 
busca apresentado na figura 4.18. 
 
Figura 4.18 – Cenário de busca do nó número 5 
  As bateladas disponíveis para ordenamento no nó número 5 estão na tabela a 
seguir. 
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Bateladas disponíveis para ordenamento Bateladas aptas ao ordenamento 
P7:  TC5 1<->TA3 3   11/ 1 P7:  TA3 3<->TC5 1   1/ 11 
P7:  TC5 2<->TA3 3   8/ 4  
Tabela 4.18 – Bateladas disponíveis e aptas ao ordenamento 
 
  Com o ordenamento TA3/3 precede TC5/1, gera-se o nó número 7, que é a 
solução completa do problema. O cenário do nó número 7 é apresentado na figura a seguir. 
 
Figura 4.19 – Cenário do nó número 7 e solução completa 
 
  A seguir, apresenta-se a figura que ilustra a solução completa do exemplo 
discutido acima. 
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Figura 4.20 – Árvore de busca completa 
 
4.1.2.2 Estratégia de busca em profundidade procedendo-se a abertura de nós pelo valor de 
maior folga 
 A partir do cenário inicial da figura 4.3, procede-se a determinação das bateladas 
disponíveis e daquelas que possuem um valor de folga igual ao mínimo corrente. O cenário 
de busca do nó número 2 e as bateladas disponíveis para ordenamento são apresentados 
abaixo. 
 
Figura 4.21 – Cenário de busca do nó número 2 
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Bateladas disponíveis ao ordenamento Bateladas aptas ao ordenamento 
P1:  TC1 1<->TA1 6   0/ 3 P1:  TC1 1<->TA1 6   0/ 3 
P1:  TC1 2<->TA1 7   3/ 4 P1:  TA1 8<->TC1 2   0/ 7 
P1:  TC1 2<->TA1 8   7/ 0 P2:  TA4 2<->TA2 5   0/ 1 
P2:  TA4 2<->TA2 5   0/ 1 P2:  TA4 3<->TA2 6   0/ 0 
P2:  TA4 3<->TA2 6   0/ 0 P2:  TA4 6<->TA2 9   0/ 4 
P2:  TA4 6<->TA2 9   0/ 4 P2:  TA2 6<->TA4 3   0/ 0 
P2:  TA4 6<->TA2 10   4/ 0 P2:  TA2 10<->TA4 6   0/ 4 
P2:  TA4 7<->TA2 10   2/ 2 P6:  TC3 1<->TB3 15   0/ 12 
P5:  TC2 1<->TB2 7   2/ 6 P6:  TC3 2<->TB3 17   0/ 13 
P6:  TC3 1<->TB3 15   0/ 12 P7:  TA3 3<->TC5 1   0/ 11 
P6:  TC3 1<->TB3 16   1/ 11  
P6:  TC3 1<->TB3 17   2/ 10  
P6:  TC3 2<->TB3 17   0/ 13  
P6:  TC3 1<->TB3 18   3/ 9  
P6:  TC3 2<->TB3 18   1/ 12  
P7:  TC5 1<->TA3 3   11/ 0  
P7:  TC5 2<->TA3 3   8/ 3  
P7:  TC5 3<->TA3 3   5/ 6  
P7:  TC5 4<->TA3 3   2/ 12  
P7:  TC5 4<->TA3 4   6/ 3  
P7:  TC5 5<->TA3 4   3/ 6  
Tabela 4.19 – Bateladas disponíveis e aptas ao ordenamento  
 Como mostrado na tabela 4.19, nesta etapa do processo de busca, o ordenamento 
que será tomado é TC5/1 precede TA3/3. A entrada deste ordenamento gera o nó número 4, 
de cujo cenário de busca e bateladas que permitem ordenamento são apresentados na figura 
e tabela a seguir. 
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Figura 4.22 – Cenário de busca do nó número 4 
Bateladas disponíveis ao ordenamento Bateladas aptas ao ordenamento 
P1:  TC1 1<->TA1 6   0/ 3 P1:  TC1 1<->TA1 6   0/ 3 
P1:  TC1 2<->TA1 7   3/ 4 P1:  TA1 8<->TC1 2   0/ 7 
P1:  TC1 2<->TA1 8   7/ 0 P2:  TA4 2<->TA2 5   0/ 1 
P2:  TA4 2<->TA2 5   0/ 1 P2:  TA4 3<->TA2 6   0/ 0 
P2:  TA4 3<->TA2 6   0/ 0 P2:  TA4 6<->TA2 9   0/ 4 
P2:  TA4 6<->TA2 9   0/ 4 P2:  TA2 6<->TA4 3   0/ 0 
P2:  TA4 6<->TA2 10   4/ 0 P2:  TA2 10<->TA4 6   0/ 4 
P2:  TA4 7<->TA2 10   2/ 2 P6:  TC3 1<->TB3 15   0/ 12 
P5:  TC2 1<->TB2 7   2/ 6 P6:  TC3 2<->TB3 17   0/ 13 
P6:  TC3 1<->TB3 15   0/ 12  
P6:  TC3 1<->TB3 16   1/ 11  
P6:  TC3 1<->TB3 17   2/ 10  
P6:  TC3 2<->TB3 17   0/ 13  
P6:  TC3 1<->TB3 18   3/ 9  
P6:  TC3 2<->TB3 18   1/ 12  
P7:  TC5 2<->TA3 3   8/ 3  
P7:  TC5 3<->TA3 3   5/ 6  
P7:  TC5 4<->TA3 3   2/ 12  
P7:  TC5 4<->TA3 4   6/ 3  
P7:  TC5 5<->TA3 4   3/ 6  
Tabela 4.20 – Bateladas disponíveis e aptas ao ordenamento pertencentes ao cenário do nó número 4 
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 Assim como no item 4.1.1.2, omite-se a descrição passo a passo do processo de 
busca porque, de acordo com a estratégia de busca aqui empregada, não há ocorrência de 
fatos que mereçam ser citados ou comentados na obtenção da solução final. 
 O cenário da solução final é apresentado na figura abaixo. 
     
Figura 4.23 – Cenário da solução final pertencente ao nó número 38 
 A árvore de busca da solução completa representada pelo cenário do nó número 38 é 
apresentada na figura abaixo. 
 
Figura 4.24 – Árvore completa de busca para a estratégia de abertura de nós pelo valor de maior folga 
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4.2 Exemplo 2 
 
 O exemplo 2, tal como foi definido, apresenta um cenário de baixa competição, ou 
seja, as janelas de processamento são grandes, relativamente ao tempo de processamento 
das operações atribuídas a elas.  
 Como conseqüência desse fato, pode-se esperar um grande número de disjunções 
iniciais e por isso, também pode-se esperar que a solução dessas disjunções leve à geração 
de um grande número de nós na árvore de busca. 
 O cenário inicial de busca para o exemplo 2 é o seguinte: 
 
Figura 4.25 – Cenário inicial pertencente ao exemplo 2 
 No exemplo 2, o nó-raiz, que é comum às diversas estratégias de busca usadas nesta 
seção, apresenta 602 disjunções iniciais, o que torna a apresentação das bateladas 
disponíveis para ordenamento um procedimento desinteressante.  
 Omite-se também a apresentação da árvore de busca por não ser possível a 
apreciação da mesma em uma figura que permita uma visualização satisfatória.  
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 A apresentação do exemplo 2 tem fundamentação no fato de que este exemplo 
qualifica claramente um caso em que o emprego do sistema CBS não é vantajoso em 
termos de custo computacional, sobremaneira com relação à heurística de demanda 
agregada.  
 
4.2.1 Heurística de demanda agregada 
 
4.2.1.1 Estratégia de busca em profundidade procedendo-se a abertura de nós pelo valor de 
menor folga 
 
 Partindo-se do cenário inicial de busca, ilustrado na figura 4.25, são encontradas as 
bateladas aptas, como mostrado na tabela abaixo. 
Bateladas aptas ao ordenamento 
P5:  T50 7<->T40 7   0/ 5 
Tabela 4.21 – Bateladas aptas no cenário do nó raiz 
 Pela entrada do ordenamento de T50/7 precede T40/7, obtém-se o nó 1, que possui 
o cenário de busca apresentado na figura abaixo. 
 
Figura 4.26 – Cenário de busca do nó 1 
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 Na tabela 4.22, são apresentadas as bateladas aptas ao ordenamento para o cenário 
do nó 1. 
Bateladas aptas ao ordenamento 
P5:  T50 5<->T40 3   1/ 16 
P5:  T40 6<->T50 5   1/ 7 
Tabela 4.22 – Bateladas aptas ao ordenamento no nó 1 
 Seguindo-se a entrada de ordenamentos, conforme o procedimento já exposto na 
seção 4.1.1, chega-se à solução final para o problema de ordenamento entre as bateladas de 
operações diferentes e habilitadas no mesmo processador, como mostra a figura abaixo. A 
solução completa é alcançada após a abertura de 105 nós. 
 
Figura 4.27 – Solução final pertencente ao nó 105 
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4.2.1.2 Estratégia de busca em profundidade procedendo-se a abertura de nós pelo valor de 
maior folga 
 
 O procedimento de busca pela maior folga para o exemplo 2 não é apresentado aqui, 
pois a solução final não foi encontrada após seis horas e trinta minutos de processamento 
em um computador com processador AMD Athlon™ 2000+ (1,67 GHz) e 256 Mb de 
memória RAM, sendo o processamento, então, abortado. 
 O procedimento de busca empregado para alcançar a solução final no caso do 
exemplo 2, é o mesmo apresentado na seção 4.1.1.2, para o exemplo 1. 
 Como parâmetro de análise, já que não foi atingida a solução final para o exemplo 
2, pode-se mencionar aqui o emprego do STN usado no exemplo 1 (receita de produção), 
com modificações nas janelas de tempo, provocadas pela mudança de datas de entrega dos 
produtos, como mostra a tabela abaixo. 
 
Produtos Massa Data de entrega Massa Data de entrega 
ProA 100 50 90 100 
ProB 270 50 - - 
ProC 75 100 - - 
Tabela 4.23 – Demanda de produtos finais e datas de entrega 
 
 Com a mudança nas datas de entrega, as janelas de tempo geradas foram maiores 
que aquelas geradas com as datas de entrega usadas na geração das janelas iniciais 
pertencentes ao exemplo 1. A figura a seguir apresenta o cenário inicial de busca do 
exemplo modificado. 
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Figura 4.28 – Exemplo 1 com janelas de tempo modificadas 
 Mediante o uso do processo de busca através do maior valor de folga, foram abertos 
436 nós na árvore. Para tanto, foi necessário o tempo de quarenta minutos para que a 
solução final fosse atingida. 
 A apresentação desse exemplo, nesse momento, se justifica porque o exemplo 1 
modificado tem algumas condições semelhantes àquelas apresentadas pelo exemplo 2, 
quais sejam: janelas de tempo iniciais consideravelmente maiores do que os tempos de 
processamento associados a elas e restrições de armazenagem do tipo UIS e ZW. Porém, 
mesmo que as restrições de armazenagem sejam de mesma natureza, as receitas de 
produção do exemplo 1 modificado e do exemplo 2 são diferentes. Além disso, o impacto 
produzido pela propagação de restrições não é análogo, sendo que as relações de 
precedência advindas do balanço de massa são distintas nos exemplos 1 e 2, e as tarefas que 
possuem a restrição de armazenagem ZW não são equivalentes nos exemplos considerados. 
 Os pontos em comum entre o exemplo 1 modificado e o exemplo 2 dão respaldo ao 
pressuposto de que, como o exemplo 2 tem uma dimensão maior que o exemplo 
modificado, ou seja, o número de disjunções iniciais é de 602 para 251, o custo 
computacional em termos do tempo necessário à solução do exemplo 2 pelo maior valor de 
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folga é certamente maior do que o tempo gasto para chegar-se à solução final no exemplo 1 
modificado. 
 O cenário da solução final para o exemplo 1 modificado é apresentado na figura a 
seguir. 
 
Figura 4.29 – Cenário do nó 436 do exemplo 1 modificado 
 
 
4.2.2 Heurística folga 
 
4.2.2.1 Estratégia de busca em profundidade procedendo-se a abertura de nós pelo valor de 
menor folga 
  
 A partir do cenário inicial de busca do exemplo 2 (fig. 4.25), determina-se os pares 
aptos ao ordenamento. A tabela a seguir mostra as bateladas aptas no contexto de busca do 
nó raiz. 
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Bateladas aptas 
P3:  T72 2<->T31 5   0/ 53 
P3:  T72 5<->T31 7   0/ 52 
P3:  T72 7<->T31 10   0/ 48 
P5:  T50 6<->T20 2   0/ 57 
P5:  T50 5<->T40 1   0/ 32 
P5:  T50 6<->T40 4   0/ 20 
P5:  T50 7<->T40 7   0/ 5 
P7:  T41 6<->T11 5   0/ 48 
P7:  T41 5<->T22 2   0/ 51 
P7:  T41 6<->T22 5   0/ 47 
P7:  T41 7<->T22 8   0/ 43 
P8:  T51 5<->T62 3   0/ 52 
P8:  T51 5<->T71 3   0/ 50 
P8:  T51 6<->T71 6   0/ 47 
P8:  T51 7<->T71 9   0/ 41 
Tabela 4.24 – Bateladas aptas ao ordenamento no cenário do nó raiz 
 Assim como descrito anteriormente, quando existe mais de um par de bateladas 
aptas ao ordenamento, o par escolhido é o último. Com a entrada do ordenamento de T51/7 
precede T71/9, dá-se origem ao nó 1. O cenário do nó 1 é apresentado na figura a 4.30. 
 
Figura 4.30 – Cenário do nó 1 
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 No cenário de busca do nó 1, as bateladas disponíveis para ordenamento são as 
apresentadas na tabela a seguir. 
Bateladas aptas 
P3:  T72 1<->T31 5   0/ 52 
P3:  T72 4<->T31 7   0/ 51 
P5:  T50 6<->T20 2   0/ 53 
P5:  T50 7<->T40 7   0/ 1 
P7:  T41 6<->T11 5   0/ 45 
P7:  T41 5<->T22 2   0/ 48 
P7:  T41 6<->T22 5   0/ 44 
P7:  T41 7<->T22 8   0/ 43 
P8:  T51 5<->T62 3   0/ 48 
P8:  T51 5<->T71 3   0/ 46 
P8:  T51 6<->T71 6   0/ 43 
Tabela 4.25 – Bateladas aptas ao ordenamento no cenário do nó 1 
 Procedendo-se a entrada do ordenamento de T51/6 precede T71/6, tem-se a geração 
do nó 3, assim como o método descrito na seção anterior. 
 O resultado final obtido pela presente estratégia de busca é apresentado na figura a 
seguir. 
 
Figura 4.31 – Cenário do nó 67, representando uma solução completa 
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Figura 4.32 – Gráfico de bateladas referente ao nó 67 
 
 Durante o processo de busca explorado nesta seção, há a abertura de dois nós 
infactíveis em um mesmo nível, o que ilustra o método de backtracking implementado. Na 
figura a seguir, apresenta-se a região da árvore de busca que permite a visualização da ação 
de backtracking em dois pares de nós diferentes. 
 91
 
Figura 4.33 – Detalhe ilustrativo do processo de backtracking durante a obtenção da solução completa 
 
 A figura acima mostra a ação de backtracking na ocorrência de infactibilidade nos 
nós (25; 26) e (35; 36). Nos dois casos, a busca em profundidade é retomada a partir do nó 
candidato a backtracking que tenha em si o menor número de disjunções a serem resolvidas 
no momento em que ocorre infactibilidade em ambos os nós gerados, que, respectivamente, 
são os nós 20 e 34. 
 
 
 
 92
4.2.2.2 Estratégia de busca em profundidade procedendo-se a abertura de nós pelo valor de 
maior folga 
 
 A partir do cenário inicial do exemplo 2, apresentado na figura 4.25, são seguidos os 
mesmos passos descritos quando apresentou-se esta mesma estratégia de busca para o 
exemplo 1 (seção 4.1.2.2). Após a abertura de 1200 nós na árvore de busca, a solução final 
encontrada é apresentada na figura a seguir. 
 
 
Figura 4.34 – Solução final pertencente ao nó 1200 
 Como, neste caso, não ocorrem fatos que mereçam discussão, é suficiente a menção 
de que a árvore de busca completa apresenta uma configuração análoga àquela apresentada 
na figura 4.24, porém, contendo um número muito maior de nós. 
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Capítulo 5 – Discussão de resultados, conclusões e 
sugestões 
  
 Neste trabalho foram propostas e implementadas heurísticas para a solução de 
scheduling na área de busca orientada por restrições, com o emprego de janelas de tempo, 
que constituem um número adicional de restrições, visto que os limites impostos por elas 
devem ser respeitados. 
 Buscou-se a implementação de heurísticas que orientassem a busca de forma a 
atacar regiões críticas do horizonte de planejamento (espaço de busca), lançando-se mão 
dos valores de demanda agregada. Além disso, usa-se também os valores de folga, 
isoladamente, para a escolha de pares de bateladas que apresentam uma situação mais 
crítica para o ordenamento, detectando-se os pares que apresentam um mínimo corrente 
para a folga. 
 Os exemplos submetidos aos procedimentos heurísticos implementados 
contribuíram para o teste e aprimoramento do sistema, notadamente no tocante à ação de 
backtracking automatizado, que somente é necessário no exemplo 2, com o uso da 
heurística de folga (4.2.2.1).  
 Os dois exemplos abordados têm características distintas importantes quanto às suas 
dimensões, receitas de produção (STN) e no grau de concorrência das suas janelas de 
tempo iniciais. Essas diferenças permitem que seja verificada a eficiência geral das 
heurísticas implementadas em função do tempo consumido para a obtenção de uma solução 
completa, do grau de redução das janelas de tempo e do número de nós abertos na árvore de 
busca. 
 Para quantificar o grau de redução nas janelas de tempo, propõe-se uma medida de 
redução percentual média nos tamanhos das janelas de tempo correntes, relativamente aos 
tamanhos das janelas de tempo dos nós considerados e daqueles pertencentes ao cenário de 
seus nós pais, segundo a fórmula abaixo: 
( ) ( )
n
inifim
inifiminifim
p
∑ ⎥⎦
⎤⎢⎣
⎡
−
−−−
=
''
                                         Eq. 5.1 
  Na qual: 
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p é a porcentagem média de redução nas janelas de tempo; 
fim é o instante em que a janela de tempo do nó pai termina; 
ini é o instante em que a janela de tempo do nó pai inicia; 
fim’ é o instante em que a janela termina no nó corrente; 
ini’ é o instante em que a janela inicia no nó corrente; e 
n é o número de janelas (bateladas) do problema. 
 
 A medida acima fornece mais um parâmetro de análise dos resultados obtidos e 
também da qualidade do caminho percorrido pelo processo de busca, uma vez que o grau 
de redução nas janelas de tempo é sempre conseqüência do quão adequada é a escolha de 
um determinado par de bateladas para o ordenamento. 
 A seguir, faz-se a comparação das duas heurísticas implementadas, segundo a 
mesma estratégia de busca, para os dois exemplos utilizados. Foram confeccionados 
gráficos que mostram a evolução do processo de busca, relacionando-se o grau médio de 
redução nas janelas de tempo e o nó da árvore de busca considerado. 
 Para o exemplo 2, omite-se a apresentação dos gráficos relativos à estratégia de 
maior folga, por não ter sido possível alcançar uma solução completa com o uso dessa 
estratégia no emprego da heurística de demanda agregada, como discutido na seção 4.2.1.2. 
 Os gráficos para o exemplo 1, usando-se o caminho de menor folga são 
apresentados a seguir. 
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Gráfico 5.1 – Redução percentual média nos respectivos cenários de busca para o exemplo 1 usando-se a heurística de demanda agregada 
 
 
 
Ex. 1 - Heur. Folga (menor folga)
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Gráfico 5.2 – Redução percentual média nos respectivos cenários de busca para o exemplo 1 usando-se a heurística de folga 
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 Os gráficos para o exemplo 1, empregando-se o caminho de maior folga são os 
seguintes: 
Ex.1 - Heur. Demanda agregada (maior folga)
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Gráfico 5.3 – Redução percentual média nos respectivos cenários de busca para o exemplo 1 usando-se a heurística de demanda agregada 
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Gráfico 5.4 – Redução percentual média nos respectivos cenários de busca para o exemplo 1 usando-se a heurística de folga 
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 Abaixo são apresentados os gráficos relativos ao exemplo 2, tão somente referentes 
à estratégia de busca pelo menor valor de folga. 
 
Ex. 2 - Heur. Demanda agregada (menor folga)
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Gráfico 5.5 – Redução percentual média nos respectivos cenários de busca para o exemplo 2 usando-se a heurística de demanda agregada 
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Gráfico 5.6 – Redução percentual média nos respectivos cenários de busca para o exemplo 2 usando-se a heurística de folga 
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 Nos gráficos referentes ao exemplo 2, são observados pontos não consecutivos (em 
progressão aritmética) em função de ocorrem infactibilidades nos nós que seriam 
naturalmente, de acordo com a estratégia de busca escolhida, tomados como nós pais. 
Como já mencionado, na ocorrência de infactibilidade, é escolhido outro nó, para o 
prosseguimento do processo. 
 Esse fato não inviabiliza a abordagem de análise aqui proposta, pois o que os 
gráficos anteriores mostram é a evolução do processo de busca, sendo que a redução nas 
janelas de tempo de um dado nó é sempre relativa ao cenário do seu nó-pai. 
 Com a observação dos gráficos referentes ao exemplo 1, do qual foi possível obter 
soluções completas para ambas as heurísticas e para ambas as estratégias de busca, nota-se 
claramente que a estratégia do maior valor de folga é consideravelmente menos eficiente do 
que a de menor valor, do ponto de vista de redução nas janelas de tempo e, 
conseqüentemente, do número de nós abertos na árvore de busca. Além disso, com a 
análise dos resultados obtidos para o exemplo 2 (seção 4.2.2), espera-se um comportamento 
análogo na comparação das duas estratégias, para a heurística de demanda agregada. 
 Então, pode-se descartar a hipótese de que estratégia pelo maior valor de folga 
possa apresentar um desempenho compatível com a estratégia de menor folga para os 
problemas considerados neste trabalho, em ambas as heurísticas implementadas. 
 Ainda, como pode-se observar no gráfico 5.5, alguns ordenamentos são efetuados 
sem que ocorram recortes nas janelas de tempo. A redução do número de disjunções nestes 
casos é somente contábil, pois a configuração das janelas continua dando condições para 
que os dois ordenamentos pudessem ser efetuados novamente, caso não houvesse a 
marcação desses ordenamentos. Contudo, percebe-se também que ocorrem alguns pontos 
de maior redução nas janelas de tempo, notadamente no gráfico 5.3, que apresenta um pico 
com o valor de 20,4% de redução média, no nó 6, em função do cenário de busca desse nó 
ser gerado por um ordenamento com valor de folga igual a zero (tabela 4.14). Da mesma 
forma, ocorrem dois pontos com redução relativamente alta no gráfico 5.4, em função 
desses cenários serem gerados por ordenamentos com baixos valores de folga. Isso não é 
pretendido no emprego do caminho de maior folga, mas pode ocorrer no uso de abordagens 
heurísticas. 
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 Os gráficos 5.3 e 5.4 também dão uma contribuição muito importante para a 
compreensão dos fatores que contribuem para um maior grau de recorte nas janelas de 
tempo, pois eles revelam que as bateladas que foram ordenadas e que, com isso, deram 
origem a reduções relativamente altas nas janelas, têm características em comum. Essas 
características são: ordenamento de pares com valores baixos de folga e a existência de 
restrições de armazenagem ZW para pelo menos uma das bateladas envolvidas no 
ordenamento.  
 A influência dos valores baixos de folga no recorte das janelas de tempo tornou-se 
um fato conhecido desde o início dos testes na implementação das heurísticas, mas a 
quantificação da redução das janelas através de um valor percentual médio torna claro que 
as conseqüências da propagação de restrições devem ser levadas em consideração já no 
momento da avaliação dos pares que serão selecionados e tidos como pares aptos ao 
ordenamento. 
 Na análise do gráfico 5.3, percebe-se claramente que há um ponto de máximo na 
redução das janelas que é muito peculiar em relação aos demais. Esse ponto refere-se às 
conseqüências do ordenamento de TC1/1 precede TA1/6, que são bateladas pertencentes à 
tarefas que têm restrições de armazenagem ZW (vide STN do exemplo 1 – figura 4.1). Da 
mesma forma, no gráfico 5.4, observa-se dois pontos que se destacam. O ponto (14; 7,74%) 
se refere às conseqüências  do ordenamento de TA4/3 precede TA2/6, onde TA2/6 pertence 
a uma tarefa que tem relação de armazenagem ZW com a tarefa TA1, e, o ponto (22; 
13,47%) referente às conseqüências do ordenamento de TC1/2 precede TA1/7, que são 
bateladas pertencentes a tarefas que têm restrição de armazenagem ZW com as tarefas TC2 
e TA2, respectivamente. 
 Também, com a análise dos pontos de maior redução de janelas no gráfico 5.6 do 
exemplo 2, verifica-se que a influência da restrição de armazenagem ZW está presente nos 
pontos (1; 15,44%), (3; 8,72%), (5; 9,41%), (7; 10,87%), (15; 7,27%), (19; 13,81%), (33; 
10,64%), (43; 8,74%) e (53; 8,03%). Os pontos citados são os mais significativos, porém 
não são os únicos que representam reduções nas janelas devidas ao ordenamento de 
bateladas pertencentes a tarefas que possuem restrições de armazenagem. 
 Então, sugere-se que em trabalhos futuros haja a análise das restrições de 
armazenagem das tarefas a que as bateladas pertençam, juntamente com o cálculo da folga, 
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de forma a implementar um critério de escolha de pares, que em vista das evidências 
apresentadas aqui, constituiriam um método de escolha de pares mais eficiente na redução 
do espaço de busca do que somente o uso da folga. 
 No confronto das heurísticas implementadas, comparando-se o cenário do nó raiz e 
o cenário alcançado pela solução completa, verifica-se que o grau de redução nas janelas de 
tempo é muito próximo, o que permite o descarte da hipótese de que as heurísticas 
pudessem oferecer soluções completas com características consideravelmente distintas com 
relação a este aspecto.  
Exemplo Heurística Estratégia de busca Percentagem de redução média global (%) 
Menor Folga 52,23 Demanda 
agregada Maior Folga 30,85 
Menor Folga 50,77 
1 
 
 Folga Maior Folga 31 
Demanda 
agregada Menor Folga 75,53 2 
 Folga Menor Folga 76,54 
Tabela 5.1 – Valores globais de redução nas janelas de tempo 
 Portanto, o uso de valores de demanda agregada de forma conjunta com os valores 
de folga, não se revelou interessante, para os problemas analisados, a ponto de compensar o 
custo computacional elevado que a heurística de demanda agregada apresenta. A seguir, 
apresenta-se uma tabela com o tempo gasto em um computador com processador AMD 
Athlon™ 2000+ (1,67 GHz) e 256 Mb de memória RAM. 
Exemplo Heurística Estratégia de busca Tempo de CPU (s) 
Menor Folga 25 Demanda agregada 
 Maior Folga 26 
Menor Folga 2 
1 
 
 
Folga 
 Maior Folga 7 
Menor Folga 1112 Demanda agregada 
 Maior Folga Maior que 6h e 30 min
Menor Folga 25 
2 
 
 
Folga 
 Maior Folga 522 
Tabela 5.2 – Tempo gasto para a obtenção de solução completa 
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 Os dados apresentados na tabela acima permitem que sejam feitas algumas 
afirmações quanto ao custo computacional dos procedimentos que são exigidos por cada 
heurística.  
Na análise dos dados referentes ao exemplo 1, pelo uso da heurística de folga, 
percebe-se que a diferença no tempo decorrido para a obtenção de uma solução completa, 
referente aos caminhos de menor e maior folga, é, aproximadamente proporcional ao 
número de nós que são abertos nesses dois casos. O custo da propagação de restrições no 
decorrer do processo de busca é o que gera esse desvio na proporcionalidade entre o tempo 
gasto e o número de nós abertos no exemplo considerado. 
Avaliando-se os dados a respeito do exemplo 1, com o uso da heurística de demanda 
agregada, percebe-se que a diferença entre os tempos necessários para a obtenção de uma 
solução completa, pela estratégia de menor e maior folga, é desprezível, mesmo que os 
números de nós abertos nas duas estratégias sejam consideravelmente diferentes. Esse fato 
revela que a maior parcela do custo computacional dessa heurística é devida ao processo de 
seleção de pares aptos. Se o custo de seleção de pares aptos não fosse imperativo nesse 
caso, teria-se um comportamento próximo ao descrito no parágrafo anterior. 
 A partir dos dados referentes ao exemplo 2, mediante o caminho de menor folga, 
pode-se perceber claramente a grande desvantagem em termos de custo computacional que 
a heurística de demanda agregada apresenta em relação à heurística de folga, visto que a 
diferença entre os números de nós abertos não pode ser usada como justificativa para as 
discrepâncias entre os tempos consumidos nas heurísticas, no exemplo considerado.  
 Um ponto forte do presente trabalho é a simplicidade com que a ação de 
backtracking é executada. Isso é conseguido porque a gestão dos dados sobre os nós 
candidatos ao backtracking resume-se unicamente à condição de que o nó não sondado que 
possua o menor número de disjunções esteja sempre na primeira posição de uma lista de 
nós não sondados. Esse fato possibilita a comparação entre os custos computacionais feita 
no parágrafo anterior. Ou seja, se a gestão das informações sobre os nós candidatos a 
backtracking fosse complexa e custosa, a comparação referenciada não seria direta. 
 A discussão sobre o custo computacional aqui apresentada se justifica, pois em uma 
abordagem heurística, o tempo de processamento é um fator importante. Assim, 
comprovou-se que a heurística que apresenta o melhor desempenho, observando a 
 102
discussão sobre os resultados obtidos, é a heurística de folga, pela estratégia da menor 
folga. 
 Deve-se mencionar, entretanto, que a heurística de demanda agregada foi 
inicialmente concebida para proceder um ataque explícito a regiões do horizonte de 
planejamento que apresentem instantes de tempo que correspondam a máximos correntes 
no valor de demanda agregada, com o objetivo de resolver os gargalos mais graves de 
produção. Mas, pelo fato de que a redução nas janelas de tempo se dá de maneira mais 
pronunciada em função de fatores como o valor da folga e da influência da restrição de 
armazenagem, a limitação na escolha de pares aptos que a heurística de demanda agregada 
impõe pode fazer com que seja necessário um número maior de nós para que seja atingida 
uma solução final. 
 Todavia, a heurística de demanda agregada pode ser usada de forma que somente as 
regiões consideradas gargalos, ou seja, que apresentem valores de demanda agregada 
superiores a um dado valor, sejam atacadas por esta heurística, até que os gargalos sejam 
resolvidos, encerrando-se então o processo de busca. Através de testes feitos com os 
exemplos empregados e pela experiência do autor, a resolução de gargalos sempre se 
mostrou rápida para valores de demanda agregada próximos a 1, o que indica a 
possibilidade do uso desta heurística de forma a obter rapidamente um resultado parcial em 
que os gargalos estão resolvidos, e, transferir o cenário obtido para um sistema em que o 
interesse principal é a alocação das bateladas. Geralmente, esses sistemas não são 
adequados para a resolução de gargalos, mas têm como característica principal a velocidade 
de processamento. Os sistemas referenciados aqui são do tipo Advanced Planning and 
Scheduling (APS) em (Pessoa, 2003.) e (Montesco, 2003). 
 A seguir apresenta-se o caso descrito acima, usando-se o exemplo 2, pelo caminho 
da menor folga. A figura se refere ao cenário da solução parcial correspondente à condição 
de ataque a gargalos com demanda agregada mínima igual à unidade. 
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Figura 5.1 – Solução parcial com crucialidade máxima igual a 1, no nó 63 
 
 Acima percebe-se que ainda existem picos de crucialidade com valores maiores que 
1 no processador P7, mas as bateladas envolvidas nesses picos já estão ordenadas, fazendo 
com que esses picos sejam desconsiderados. 
 O tempo decorrido para a obtenção do cenário da figura 5.1 é de 24s. Esse tempo é 
muito menor que o necessário para a obtenção da solução completa, que é de 1112s (tabela 
5.2). 
 Como sugestão para trabalhos futuros, pode-se citar o desenvolvimento de uma 
abordagem mista para a resolução de problemas que têm alto grau de competição por 
processadores em regiões específicas do horizonte de planejamento, porém, baixo grau de 
competição em outras regiões. Este tipo de problema, após o ataque aos gargalos mais 
graves, é geralmente resolvido com facilidade por sistemas do tipo APS. Assim, tem-se a 
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oportunidade de desenvolver uma interface que proporcione a integração entre o sistema 
computacional desenvolvido e sistemas do tipo APS. Com isso, poderia-se desenvolver um 
mecanismo de escolha de pares de bateladas de um modo mais sofisticado do que somente 
o emprego da folga, levando-se em conta uma quantidade maior de informação no processo 
de busca, juntamente com o desenvolvimento de um mecanismo mais eficiente de 
identificação de gargalos, de modo a oferecer maior consistência no processo de obtenção 
de uma solução parcial através da busca orientada por restrições. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 105
Referências bibliográficas 
 
Alvarenga, W. L., 2001. Estudo da estratégia de busca orientada por restrições em                          
plantas multipropósito operando em batelada, Dissertação de mestrado, Faculdade de 
Engenharia Química, Universidade Estadual de Campinas, Campinas, São Paulo, 
Brasil. 
Caseau Y., Laburthe F., 1995. Improving branch and bound for job shop scheduling with 
constraint propagation. Proceedings of the 8th Franco-Japanese 4th Franco-Chinese 
Conference.  
CLAIRE SCHEDULE 1.0, 1999. Reference manual. http://www.ens.fr/~laburthe.  
Erschler J., 1976. Analyse sous contraintes et aide à la décision pour certains problèmes 
d’ordonnancement. Tese de doutorado, Universidade Paul Sabatier, Toulouse, França. 
Fox M. S., 1983. Constraint-Directed Search: A Case Study of Job Shop Scheduling. Tese 
de doutorado, School of Computer Science, Carnegie Mellon University, EUA. 
Gimeno L., Rodrigues M. T. M., Rodrigues L. A., 2000. Constraint propagation tools in 
multipurpose batch plants short term planning. Proceedings of 2nd Conference on 
Management and Control and Production and Logistics (em CD-Rom). Grenoble, 
França. 
ILOG, 1997. Scheduler 4.0 User’s Manual, ILOG. Mountain View, EUA.  
Keng N.P., Yun D.Y.Y., Rossi M., 1988. Interaction sensitive planning system for job 
shop scheduling. Expert systems and intelligent manufacturing, 57-69. Elsevier. 
Amsterdam, Holanda.  
Kirkpatrick S., Gelatt C.D., Vecchi P.M., 1983. Optimization by simulated annealing. 
Science, 220, 671-680. 
Kondili E., Pantelides C.C., Sargent R.W.H., 1993. A general algorithm for short term 
scheduling of batch operations – I. MILP formulation. Computers and Chemical 
Engineering, 17 (2), 211-227. 
Montesco, R. A. E., 2003. Heurísticas para sistemas APS utilizando janelas de 
processamento:Propostas, implementação e exemplos, Dissertação de mestrado, 
 106
Faculdade de Engenharia Elétrica e de Computação, Universidade Estadual de 
Campinas, Campinas, São Paulo, Brasil. 
Papageorgiou L.G., Pantelides C.C., 1993. A hierarchical approach for campaign 
planning of multipurpose batch plants. Computers and Chemical Engineering, 17 
(supplement), 27-32. 
Papageorgiou L.G., Pantelides C.C., 1996. Optimal campaign planning/ scheduling of 
multipurpose batch/semicontinuous plants. 2. A mathematical decomposition approach. 
Industrial Engineering and Chemical Research, 35, 510-529. 
Pessoa M. A. O., 2003. Heurísticas  para sistemas APS utilizando janelas de 
processamento: Interesse, conceitos e abordagens, Dissertação de mestrado, Faculdade 
de Engenharia Elétrica e de Computação, Universidade Estadual de Campinas, São 
Paulo, Brasil. 
Rodrigues L.C.A., 2000. Planejamento e programação da produção em plantas 
multipropósito operando em batelada: Proposta de uma estratégia de decomposição 
usando janelas de tempo. Tese de doutorado, Faculdade de Engenharia Elétrica e de 
Computação, Universidade Estadual de Campinas. 
Sadeh N., 1991. Look-ahead techniques for micro-opportunistic job shop scheduling, Tese 
de doutorado, School of Computer Science, Carnegie Mellon University. 
Smith S.F., Cheng C.C., 1993. Slack-based heuristics for constraint satisfaction 
scheduling. Proceedings of 11th National Conference on Artificial Intelligence, Wash 
DC, 139-144 
 
