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Introduction
Since the work of Granger and Newbold (1974) it is known that spurious correlations may arise if a least squares regression is fitted to uncorrelated time series which are integrated (at least) of order one (I(1)). To avoid this, separating between stationary and integrated series by means of unit root tests is a central aspect of time series econometrics. Dickey and Fuller (1979) (DF henceforth) show that for I (1) processes, the t-ratio from a first order autoregression converges to a nonstandard limiting distribution which can be expressed as a functional of a Brownian motion. Accordingly, the DF unit root test is conducted by comparing this t-ratio with simulated critical values drawn from the limiting distribution. Since then, the literature on unit root testing has been rapidly expanding. Major issues involve coping with residual autocorrelation (Said and Dickey, 1984, Phillips and Perron, 1988) and improving the power features of the tests (e.g. Elliott et al., 1996) . An alternative approach to unit root testing has been proposed by Stock (1999) 1 . Instead of directly testing the value of the autoregressive parameter, the so-called class of M type tests exploits the fact that the sum of squares of an integrated process is of higher order in probability than the sum of squares of a stationary process. Perron and Ng (1996) and Ng and Perron (2001) suggest modified variants of the M tests which perform well in terms of small type one errors under general forms of residual autocorrelation while retaining good power properties. Fully Nonparametric approaches to unit root testing which are robust against violations of standard assumptions have been proposed e.g. by Breitung and Gouriéroux (1997) and Aparico et al. (2006) .
In this paper we present a novel approach to unit root testing. We start by noting that the parameter from a spurious regression converges to a nondegenerated limiting distribution (Phillips, 1986) . In contrast, the parameter of an unbalanced regression of an I(0) variable on an I(1) regressor can be shown to converge towards zero at the rate O p (T
−1
). We show that a consistent unit root test can be based on this distinction. In particular, regressing the appropriately scaled data sufficiently 1 The paper dates back to 1990.
often on a random walk controlled by the analyst yields a sample of random variables from the limiting distribution derived by Phillips (1986) . Viable test statistics can then be constructed from ranges of that random variable, which have a nondegenerated distribution under H 0 but degenerate to a one point distribution under H 1 .
We conduct a simulation study to assess the empirical properties of the proposed procedure. To preview the results, it turns out that the simulation based testing approach on average offers most precise size estimates compared with ADF-and Mtype tests. In large samples, the proposed test achieves higher local power than the standard ADF test but is outperformed by the ADF GLS and the M test. However, there are finite sample scenarios with residual autocorrelation where the proposed test yields the highest power estimates among those tests that are characterized by correct empirical rejection frequencies under H 0 . As an empirical illustration we test for long run PPP in a sample of G6 economies. Two variants of the proposed test yield up to three rejections of the unit root null hypothesis whereas the benchmark tests obtain at most one rejection.
The remainder of the paper proceeds as follows: the testing idea is presented in Section 2. The Monte Carlo simulations are documented in Section 3. Section 4 contains the empirical application. Finally, Section 5 concludes and discusses further potential applications of the proposed test procedure.
The simulation based range unit root test
Consider the issue of testing for a unit root (ρ = 1) in the time series {y t }, generated by
where d t = z t ψ and z t is a vector of deterministic components and ψ is a parameter vector. In (1), the error term υ t = 
where s 2 is a consistent estimate of the long run variance
The testing principle
Our proposed simulation based approach is similar to the M -type statistics, in that we try to discriminate between integrated and stationary processes by means of their stochastic order rather than based on an autoregressive parameter estimate as e.g.
in the widely used DF test. However, unlike the M -type tests of Stock (1999) , the proposed test is based on the stochastic order of the slope parameter from a spurious regression. Since the work of Granger and Newbold (1974) and Phillips (1986) it is well known that the OLS estimator β from the regression
is not consistent for the true parameter β = 0 if y t and x t are two uncorrelated random walks. To make statements about the limiting distribution of β, we make the following assumptions Assumption 1 (A 1 ) Let x t = x t−1 + t and y t generated as in (1) 
Under the unit root null hypothesis ρ = 1 and (A 1 )-(A 2 ), it follows from the results in Phillips (1986) that the limiting distribution of β = ( ).
The testing idea is to exploit the distinct orders in probability under H 0 and H 1 , respectively. In the unit root case, the non-degenerated limiting distribution implies some finite range for a sample of R realizations of { β r } R r=1 , while in the stationary case, the range of the degenerated distribution of { β r } R r=1 becomes arbitrarily small for T → ∞. Hence, a test statistic could be constructed as the range of the sequence of regression coefficients { β r } R r=1 , obtained from regressing the data sufficiently often, say R times, on simulated random walks that are controlled by the econometrician, i.e. Alternative statistics which are independent of R can be obtained by using some inter quantile range of β R . Test statistics are then constructed as
where β α refers to the α% quantile of the empirical distribution of { β r }. Under assumption (A 1 ), the limiting distribution of J α depends on three parameters: the innovation standard deviations of x t and y t , σ and σ e , and the chosen quantile α. As σ and α are controlled by the econometrician, σ e is the only nuisance parameter. Since σ e can be estimated consistently from the data, the observed process can be standardized such that simulated critical values for a test based on J α generated with σ e = 1 remain valid.
Initial conditions and deterministic terms
The limiting distribution of β as given in (4) and, hence, the limiting distribution of J α , crucially depends on assumptions (A1) and (A2). Thus, we have to account for the more realistic cases of y t being a random walk with drift and initial values y 0 = 0. An easy solution to account for non-zero initial values is to subtract the first observation from the data. Moreover, OLS or GLS detrending schemes can be used to eliminate non-zero mean or drift terms. The OLS detrended series is obtained as
where ψ is the OLS estimate from the regression
and z t is collects the deterministic terms, i.e. z t = 1 in the intercept only case or z t = (1, t) in the trend case, respectively. Elliott et al. (1996) demonstrate that conducting DF type unit root tests on GLS detrended data leads to significant power gains compared with the standard DF test. Similarly, Ng and Perron (2001) show that GLS detrending improves the power of M -type unit root tests. GLS detrending proceeds by constructing quasi-differences of the data, i.e.
yᾱ t = y t −ᾱy t−1 , yᾱ 0 = y 0 , and t = 1, ..., T, withᾱ = 1 +c/T , wherec denotes the local-to-unity parameter. The detrended vector of deterministic components zᾱ t is constructed in analogy, i.e.
The local-to-unity parameterc is chosen according to Elliott et al. (1996) , such that
, respectively. The detrending parameter estimate ψ is then the OLS estimator from the regression
and the GLS detrended series is
Consistent estimation of the long run variance
As outlined in Section 2.1, a consistent estimate of the innovation variance σ 2 e is required to implement the proposed unit root test. Moreover, to account for (potential) serial dependence in the innovations e t , it appears preferable to consider serial correlation robust estimators, as, for example, kernel based estimators (Newey and West, 1987) . However, Perron and Ng (1996) show that the use of kernel based estimators as in Phillips and Perron (1988) often leads to poor empirical size features of the tests. Instead, they advocate to use an autoregressive spectral density estimator at frequency zero of υ t , denoted s 2 AR , in the construction of the M -statistic. Consider the augmented DF regression
where k denotes the (previously determined) lag order. The estimator s 2 AR is then constructed as
with σ
where β i and { e tk } are obtained from regression (10). Ng and Perron (2001) demonstrate that the finite sample size of the M -tests can be further improved by estimating s 2 AR from the regression
where y t denotes GLS detrended data as outlined in Section 2.2. To distinguish both estimators, we denote them as s (12), respectively.
Lag length selection
It is long recognized that underfitting of k in (10) leads to severe size distortions of most unit root tests. Ng and Perron (2001) point out that even the comparatively liberal Akaike Information Criterion (AIC) tends to select too small a lag order if there is a negative moving average (MA) root in the innovation process. Therefore, they propose the modified AIC (MAIC). It is given as
where
and σ
tk . The chosen lag length is then obtained as
], where q denotes the integer part of q. While Ng and Perron (2001) suggest to apply the MAIC to GLS detrended data, Perron and Qu (2007) recommend to base the information criterion on OLS detrended data (or an ordinary ADF regression), while still employing GLS detrending for the construction of s 2 AR and the test statistics. They argue that this hybrid procedure improves the small sample properties of the considered tests.
Critical values
Critical values for all considered detrending schemes of the simulation based unit root test are documented in Table 1 . Since neither OLS-nor GLS detrending ensures accordance with (A2), we also generate critical values for tests based on detrended data from which the first observation has been subtracted so that y 1 = 0 and y 1 = 0, respectively.
Critical values are generated using 100000 Monte Carlo replications and setting σ e = σ = 1, α = 10% and R = 50. Values in parentheses denote critical values obtained for detrended data from which the first observation has been subtracted.
Finite sample properties
We analyze the finite sample properties of the J α test by means of a Monte Carlo study. We simulate data according to model (1) for t = −49, ..., −1, 0, 1, ..., T and discard the pre-sample values. Besides the benchmark scenario with υ t ∼ iid N (0, 1), we also consider serially dependent innovation processes formalized by 
and AR(1) :
respectively. Both cases are simulated for parameter values Θ ∈ {−0.8, −0.5, 0.5, 0.8}
to capture a wide range of correlation patterns. The random walk {x t } needed for the construction of J α is generated according to (A 1 )-(A 2 ), as before. As already mentioned, due to the different detrending schemes we have four variants of the J α test at hand. We denote them as J α,1 -J α,4 , referring to the statistics based on OLS detrended data, OLS detrended data with y 1 = 0, GLS detrended data and GLS detrended data with y 1 = 0, respectively. To assess the relative performance of the proposed simulation based unit root test, we additionally include three commonly used unit root tests in our simulation, namely the standard ADF-test, the ADF-GLS test of Elliott et al. (1996) and theM GLS test proposed by Ng and Perron (2001) . The lag length is selected for all tests according to Perron and Qu (2007) If the random walk innovations follow an AR(1) process (Table 3) In the intercept case, empirical rejection frequencies between 7.1% (T = 100) and 27.8% (T = 25) are documented while in the trend case, these are between 11.6% (T = 100) and 35.2% (T = 25). As in the case of negative AR correlation, the J α statistics remain most robust in terms of empirical rejection frequencies close to the nominal level. Significant size distortions are mostly restricted to small time dimensions and less pronounced than those obtained by the benchmark statistics.
For moderate positive autocorrelation (Θ = 0.5) and T = 25, the J α statistics obtain rejection frequencies between 3.2% and 4.1% (intercept case) and between 2.0% and 2.6% (trend case), respectively. If Θ = 0.8, the J α statistics yield upward biased size estimates for T = 25, however, this bias is much smaller and vanishes faster than the bias observed for theM GLS statistic.
To conclude this section, the conducted Monte Carlo study confirms that the simulation based J α unit root tests are very competitive in terms their implied rejection frequencies under the unit root null hypothesis. The only exception is a scenario of (strong) negative MA processes, however, in this case none of the considered benchmark statistics yields fully satisfactory results either. Across all considered scenarios it turns out that subtracting the first observation from the data leads to more precise size estimates of the J α tests, while the chosen detrending scheme has at most marginal impact on rejection frequencies under H 0 .
Size adjusted local power
Size adjusted local power estimates for iid and MA innovations are documented in In the intercept only case, the results document that the proposed If tests are implemented to account for trending data, the ADF GLS andM GLS statistics remain most powerful in large samples. However, the power differential compared with the standard ADF test is less pronounced as in the intercept case, resembling a result of Elliott et al. (1996) . In contrast to the intercept case, J α,2 is now the least powerful variant among the J α tests with up to 7 percentage points lower rejection frequencies. As before, residual serial correlation reduces local power estimates in small samples. Table 5 lists local power estimates for data generated with AR(1) innovations.
The most notable differences compared with the case of MA innovations can be Table 4 persist.
To summarize local power estimates, it turns out that for large sample sizes the ADF GLS andM GLS statistics are the most powerful among the considered tests.
Moreover, if statistics are computet to account for a linear time trend, GLS detrending appears to be preferable to OLS detrending in the construction of the J α statistics.
Empirical illustration: PPP of G6 economies 4.1 Theoretical background
The purchasing power parity (PPP) hypothesis is an important building block of many international macroeconomic models. Strong form PPP postulates that one basket of goods has the same price across different countries when expressed in a common currency. The real exchange rate of country i at time t is defined as
where E it denotes the nominal exchange rate and P it and P * t are the domestic and foreign (numeraire) price levels, respectively. Under strong form PPP, one would expect that Q it = 1 in all periods t. However, there are many practical reasons why strong form PPP is too hard an assumption (see e.g. Wagner, 2008 and the references therein). Hence, empirical analyses of PPP usually test for prevalence of weak form long run PPP which can characterized as real exchange rates, fluctuating around a stationary mean. We follow the literature in formalizing the model in log terms and using the United States as numeraire country. Then, the real exchange rate of country i is given as
with lower case letters denoting logs of the variables defined in 2. There is a vast literature on the empirical validity of PPP (see Taylor and Taylor, 2004 for a survey).
Most studies based on univariate unit root tests conclude that PPP does not hold.
Since it has been argued that the inability of rejecting the unit root null hypothesis might be due to low power of univariate unit root tests, panel techniques have been employed which generally yield results more in favor of long run PPP. More recently however, it has repeatedly been pointed out that these results obtained by first generation panel unit root tests might have been induced by neglected cross sectional dependence and that evidence based on appropriate second generation panel unit root tests yield less support for long run PPP to hold (e.g. Wagner, 2008) .
We acknowledge that a thorough investigation of PPP should make use of (second generation) panel unit root tests. However, we use this small scale empirical illustration to highlight differences of the analyzed test procedures in an empirical context.
Data
We obtain annual data on price levels and exchange rates from the Penn World Tables (PWT) However, for those economies adopting the Euro in 1999, we restrict the sample to the observations prior to the introduction of the Euro. In the case of Germany, price level data availability only starts in 1970. Figure 2 displays the log real exchange rates of the G6 economies. 
Results
Construction of the test statistics proceeds in analogy to the Monte Carlo study and the same simulated critical values are used for the test decisions. The mixed evidence on PPP among the G6 economies obtained by the alternative unit root tests points out that the proposed simulation based testing principle can add additional insights in empirical applications of unit root tests.
Conclusions
In this paper, we introduce a new approach to unit root testing. The underlying motivation for the new test is that the regression coefficient from a spurious regression under the alternative hypothesis. We implement variants of these statistics based on the range between the 5 and 95 percentile of the simulated distribution. To account for higher order serial correlation, we apply the autoregressive spectral density variance estimator proposed by Perron and Ng (1998) in conjunction with the modified Akaike information criterion (MAIC) (Ng and Perron, 2001 ) to obtain a nuisance parameter free test statistic.
By means of a Monte Carlo study we assess the finite sample properties of the new test. It turns out that it has favorable size properties for most of the considered data generating processes, especially for relatively small time dimensions. In contrast to standard ADF tests, removal of deterministic terms by means of GLS detrending does not substantially improve finite sample power features of the test in the intercept case but appears to be preferable in the trend case. In terms of size adjusted local power, it turns out that the proposed test is more powerful than the standard ADF test in the intercept only case, while it is slightly less powerful than the ADF-GLS test of Elliott et al. (1996) and theM GLS test of Ng and Perron (2001) in large samples. However there are some scenarios of small samples with residual autocorrelation in which the proposed test yields highest power among those tests which achieve reasonable rejection frequencies under H 0 . In an empirical illustration on PPP among G6 economies, we show that the proposed test tends to support long run PPP for more economies than the benchmark tests. 6.9 2.1 17.7 9.7 10.7 10.3 6.4 6.9 2.1 500 10.6 7.8 7.5 7.5 5.8 6.9 2.7 12.5 7.8 8.8 8.8 6.0 6.4 1.2 1000 7.4 5.9 5.9 6.0 5.7 6.3 3.6 8.9 7.5 7.3 7.8 5. 4.2 5.4 6.3 5.7 6.1 6.0 2.6 3.3 6.1 1000 5.1 5.1 4.5 4.9 3.7 4.1 4.8 6.0 5.8 5.7 5.8 3.6 4.2 6.5
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