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Introduction
Spray combustion is one of the main ways to gain energy in the power and process industries. A great deal of effort is constantly being put into understanding of the fundamental phenomena and processes governing spray formation and swirling combustion. These efforts are motivated by the need to achieve better performance, lower emissions and longer lifetime of furnaces and combustors in various industrial applications.
For combustion purposes, effervescent atomizers are gaining on popularity. They were first introduced by Lefebvre and his colleagues in the late 1980s [1] . The spray formation process in this type of atomizers does not rely solely on high liquid pressure and aerodynamic forces, instead a small amount of gas (usually air) is introduced in the liquid before it exits the atomizer and a two phase flow is formed ( Figure 1 ) [2] . When the mixture exits through the nozzle, pressure suddenly drops, which causes fast expansion of gas bubbles andbreakup of the liquid fuel into droplets. This breakup mechanism allows to use lower injection pressures and larger nozzle diameters without compromising the drop-size distribution [3] .
Wall heat flux distribution
When designing a furnace or combustor one of the most important parameters is the distribution of wall heat fluxes, especially on cooled walls (heat exchanging areas). In the last two decades, a number of works can be found wherewall heat fluxes are investigatedeither experimentally (e.g. [4] )or numerically using computational fluid dynamics (CFD) tools (e.g. [5] ). Measurement of local heat loads in industrial conditions is however possible only using special heat flux probes that cannot provide reliable detailed data covering the whole heat transfer area, but only a limited number of discrete points. Additionally, industrial units typically have only rough estimates of the instantaneous total heat transfer rate (e.g. ± 4 % in [6] ).
The measurement of wall heat fluxes was traditionally connected mainly to the identification of fouling and slagging, especially in pulverised-coal boilers. Therefore many of the existing probes are designed to operate in harsh environments. In laboratory experiments the measured heat flux data are naturally more reliable than in M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT 2 industrial combustors. Even though, the accuracy of available measurement methods is on the order of several percent. E.g. for the measurements of thermal irradiation flux are often used ellipsoidal radiometers (accuracy ± 5 %) and water-cooled circular foil heat flux radiometers (accuracy ± 2 %) [4] . The ± 2 % accuracy is about the best one can achieve with heat flux metering probes. However, as reported in [4] , differences of values measured by these two methods may reach up to 12 %, thus decreasing the credibility of point heat flux measurements.
On the other hand, the measurement of heat transfer rate in a segmental experimental combustion chamber with water cooling may provide appreciably more precise values, as shown in [5] . This is also the method adopted in the present work.
Swirling nopremixed combustion
The problem complexity is further enhanced when taking into consideration, that the vast majority of power burners use swirl stabilizers, as discussed in [7] .The turbulent swirling flow is difficult to model even alone and when chemistry and radiation are added, the resulting problem becomes very complex. In the present,proven approaches that can deal with these complex flows include Large Eddy Simulations (LES) or direct numerical simulations coupled with advanced chemistry models, e.g. [8] .Those very detailed results come at a price of extremely high computational demands, which are generally unacceptable in industrial applications. That is why even authors of these advanced LES studies are unsure whether the use of LES strategy will in the future prevail over unsteady Reynolds-averaged Navier-Stokes (RANS) approach [8] .
More research is therefore needed to find simpler time-effective numerical models from the RANS or unsteady RANS class for the prediction of swirling nonpremixed flames that would yield practically relevant results.The issue of local wall heat flux prediction in swirling combustor has been recently investigated for the case of methane swirling combustion in [5] and it has been shown, that local wall heat flux predictions are very sensitive to the choice of models used to describe the physical and chemical processes occurring in flames. Results in [5] provide guidelines for the selection of several sub-models in computations of swirling nonpremixed gas flames.
Spray modelling
The presence of spray droplets in swirling spray combustion further increases complexity of predicting these flames. Clearly, to minimize the uncertainties and errors that are caused by numerical representation of sprays, appropriate spray models need to be found and validated.
At the present time, two predominant methods for numerical spray representation are used: the Euler -Euler and Euler -Lagrange approach [9] . The first approach is computationally demanding and so far is used almost exclusively for spray formation investigations without combustion as for example in [10, 11] . The latter approach is less demanding and allows employment in combustion applications as for example [12, 13] . The relative simplicity and low computational costs of the Euler -Lagrange approach are compensated by the need to find or develop appropriate sub-models for primary breakup (to determine initial droplet parameters like diameter and velocity and theirangular variations) and secondary breakup (breakup of droplets that occurs farther from the nozzle) as well as for all other processes concerning the droplets, like momentum, heat and mass transfer in the evaporating spray.
The most crucial step when modelling a spray in the Euler -Lagrangian framework is the primary breakup. The model responsible for this process should ideally provide us with an initial drop size distribution, velocity distribution and mass flow rates, all dependent on spray angle. Available advancedmethods that try to approach this idealized model include for example the Maximum Entropy Formalism (MEF) or Discrete Probability Function (DPF) method.These two methods are able to provide us with drop size and velocity distributions (in the case of DPF only with drop size distribution) and can also, to some extent, predict multimodal distributions, as demonstrated for example in [14] . Unfortunately both havealso significant drawbacks.MEF requires two representative drop diameters and good predictions are achieved only after adjustments of the model parameters in order to fit experimental data. In the case of DPF, probability density functions of the fluctuating initial conditions are needed. Such fluctuations can be caused by a number of factors, some of which are vibrations of the atomizer, fluctuations in liquid delivery rate, fluctuations in liquid properties (in the case of non-homogenous liquids), fluctuations in exit velocity, etc.However, at the present time we are not able to measure these functions [3] .So far these drawbacks disqualify such methods from being widely used in industrial applications, although they represent a promising research direction.
Since advanced models able to predict the whole range of diameters are not applicable at the moment, simpler primary breakup models are being used. These models usually focus on predictions of a single representative diameter. Papers can be found (e.g. [15] ) where authors propose empirical correlations between the representative diameter and various physical conditions based on measured data. Such correlations are unfortunately M A N U S C R I P T
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3 valid only for a small range of atomizers or even for a small range of operating conditions. In industrial combustion applications, operating conditions are not constant, therefore more flexible models need to be employed. To overcome this obstacle, analytical formulas derived from first principles are needed.
One of the analytical approaches to describe primary atomization was performed by Senecal [16] . He relates to the pioneering work on jet disintegration by Weber [17] . In his work he investigates liquid sheet atomization and develops the so called LISA (Linearized Instability Sheet Atomization) model. Primary atomization of effervescent atomizers has been assessed by Lund [18] . The approach of Lund is, similarly to the previous case, based on Weber's work [17] , but when formulating the model a simpler instability analysis is used. An improvement of Lund's model is proposed by Xiong [19] , by applying the more rigorous Senecal's instability analysis.
Once the initial drop diameter is obtained, we are interested in how will the drop change in space and time. When primary breakup model provides a single diameter, the expectation from the secondary breakup model is to create an approximation of the actual drop size distribution. There are two main branches of secondary breakup models. The first branch is based upon Taylor's analogy between an oscillating and distorting droplet and a spring mass system [20] and it is called Taylor Analogy Breakup (TAB) model (used for example in [16] ). The second model branch is based on the wave breakup model of Reitz [21] . Here the drop breakup is considered to be induced by the relative velocity between the liquid and gas phase. The relative velocity causes the growth of Kevin-Helmholtz instabilities which are responsible for the final breakup.The model was used for example in [22] .
There are also other approaches to secondary breakup modelling. Xiong [19] employs Cascade Analogy Breakup model proposed by Tanner [23] to simulate an effervescent atomizer.The secondary breakup model based on Fokker -Planck equation proposed Apte [24] is adopted by Vuorinen [25] . These recent models however yet have to be extensively validated and thus have not reached wide acceptance.
1.4Spray model validations
In the area of combustion, spray models are usually validated based on their ability to predict the Sauter Mean Diameter (SMD). This is a very rough approach as follows from the discussion in the preceding section. Significantly more detailed information would be needed to make really sensible validations. Namely, data about radial (or equivalently depending on spray angle) distribution of droplet size and velocity would be desirable, especially for the case of large nozzles in industrial burners. Currently, spray model validation studies compare numerical results with experiments usually only in terms of axial SMD evolution. This validation concept is adopted for example in [15, 19, 24, 26, 27] .Apte [24] predicts axial SMD evolution in a diesel engine using a proposed hybrid particle-parcel model coupled with a LES solver,but only a single experimental SMD value is used in the comparison. A model for atomization of viscous and non-Newtonian liquids in an air-blast atomizer is described by Aliseda et al. [26] . The model was validated in terms of axial SMD evolution and good agreement has been achieved in the spray region farther from certain distance downstream from the nozzle. Tembley [27] used MEF to predict drop size distribution in ultrasonic atomizers. He developed a model able to predict initial drop size distribution as well as how does the distribution change along the spray axis. However, this model only predicts the overall drop size distribution of a spray cross-section at a specified axial distance.
Recently, few papers can be found that address the issue of radial drop size distribution and radial SMD evolution. Park et al. [22] employed the wave breakup model to investigate biodiesel spray in various fuel and ambient conditions in terms of axial and radial SMD evolution. Along with axial SMD evolution, also radial SMD evolution was reported. Unfortunately, only three radial SMD were disclosed.In [28] a new Euler -Euler spray model is presented and applied to water air-assisted atomization. Radial drop diameter evolution is predicted at various axial positions, but regrettably, no comparison with experimental data has been made. This illustrates the pressing need for validated spray models that would include sufficient information for an informed choice of models by CFD analysts in the industry.
Although many research papers have been published about atomization and drop breakup, only little attention is given to radial SMD or more detailed spatial drop-size distribution, especially in effervescent atomizers.The present work suggeststhat the drop diameter evolution in radial direction plays an important role in combustion applications and spray models should be able to predict this feature.
The approach adopted in the present work is the Euler -Lagrange with improved Lund's model (according to Xiong [19] ) applied to account for primary breakup. The secondary breakup is then governed by Reitz's wave model [21] . The motivation of the current study is the prediction of radial drop-size distributions and double experimental validation by isothermal spray measurement and precise local wall heat flux measurement in a largescale laboratory combustion facility.
Experiments
This workreports data obtained from two different experiments. In the first experimentthe effervescent atomizer was analysedin terms of radial drop-size distribution. The purpose of the second experiment was to collect local wall heat flux data in a large-scale combustion chamber (for duties up to 2 MW). Both experimental results are later compared with data obtained from numerical simulations.
Spray measurement and data processing
The measured spray of extra-light fuel-oil was generated using the effervescent atomizer in a vertical position described in [29] as configuration E38. The atomizer had a single orifice (2.5 mm in diameter) and consisted of a cylindrical body with an inserted aerator tube. The aerator had 80 holes, each 1 mm in diameter, through which the air entered into the liquid.The volume of the mixing chamber inside the aerator tube is given by the length downstream of the last row of air holes (35 mm) and the internal diameter of the aerator tube (14 mm). The oil density, dynamic viscosity and surface tension was 874 kg/m 3 , 0.0185 kg/ms and 0.0297 N/m respectively. The atomizing pressure was 0.3 MPa which corresponded to an oil mass flow rate of 21.8 g/s and atomizing air mass flow rate of 2.18 g/s (gas-liquid ratio of 10%). Drop sizes and drop velocities were measured using a Dantec phase/Doppler particle analyser (P/DPA) in 6 radially equidistant sampling points at 150 mm from the atomizer orifice. The drawing in Figure 2shows the measurement pointsin a half-angle of the spray (between the axis and the farthermost measurement point).A detailed description of the measurement can be found in [29] . At each of the six measurement points more than 30,000 particles were sampled, leading to a total of approximately 200,000 sampled particles.
For the purpose of data analysis a software with graphical user interface was created using MATLAB programming environment. The software was designed for the processing of experimental data from multiple measuring points as generated by the measuring device. The spray cone was supposed to be symmetrical. The circular cross section of the spray cone at the measurement distance was divided into annular areas corresponding to each measurement point (clearly, for the innermost measurement point the area was circular). The drop-size distribution in each measurement point was assumed to be identical for the whole corresponding area (piecewise constant). From the analysis detailed data were acquiredabout the total drop-size distribution as well as about the radial evolution of the drop-size distribution as shown in Figure 3 .
A similar discrepancy, as seen in the work of Babinski and Sojka [3] , has been found between measured and calculated mass flow rates of the atomized liquid. The calculated mass flow rate was approximately 60% smaller. Such behaviour is probably caused by a non-zero error rate of the measurement technique causing rejection of particles.
The number-based drop-size distributions in several of the sampling points in the measured spray were bimodal. The distributions obtained from the measurement points close to the atomizer centreline exhibited unimodal behaviour, but bimodality manifested itself as the distance from the centreline increased (see Figure 3 ). The overall number-based drop-size distribution is slightly bimodal.
The volume-based drop-size distributions for respective measurement points on the other hand do not display bimodality, but they generally exhibit discontinuities in the large drop size end of the distribution. These discontinuities might be again caused by the rejection of particles during measurement or by insufficient sampling time. The second option would mean that the number of sampled particles is not high enough to provide statistically meaningful results.Cleary [30] and Jedelský [31] both sample 20,000 particles per measuring point while Liu samples 50,000 to 100,000 droplets per measuring point [32] . A definitive answer to this issue is unfortunately unavailable and a more detailed experimental study would be necessary to provide it.
Large-scale combustion facility
Wall heat fluxes in combustion chambers, furnaces and boilers are one of the most important parameters in process and power applications. The distribution of local heat flux across heat exchanging areas is of special interest due to material strength and durability implications. It is therefore very important to have experimental data for validation of computational predictions.In this worklocal wall heat flux data were obtained from a swirling spray combustion experiment in the test facility locatedat the Institute of Process and Environmental Engineering of Brno University of Technology ( Figure 4 ).
The combustion experiment has been performed in a water-cooled horizontal combustion chamber (1 m internal diameter and 4 m length). The shell of the chamber is divided into seven sections; each of which has a separate water inlet and outlet and is equipped with a water flow meter and temperature sensors, allowing for accurate local heat transfer rate measurement along the flame as described in [5] . The experimental facility is [7, 33] . The fuel was atomized using a single nozzle effervescent atomizer described in the previous section.In Figure 5 is a simple sketch of the burner and combustion air supply duct.
In order to reduce liquid fuel consumption (due to limited storage capacity), the combustion chamber was preheated using natural gas. The liquid fuel and air operating parameters and propertiesare reported inTable 1. Thermal duty in the experiment was set to 928.7 kW; HHV of the liquid fuel was 42.6 MJ/kg.Stabilization of the experiment was established with respect tolocal wall heat fluxes in all sections of the furnace, which were monitored continuously. After reaching a steady state, the measurement procedure began and data were collected for about 30 minutes.
Modelling
This section outlines the models applied in the computational part of this work.The objective is to evaluate models that are routinely applied in the industrial practice due to their computational manageability. This implies that tradeoffs between accuracy and computational demands were required in the selection of all sub-models (for turbulence, chemistry, radiation, spray formation and secondary breakup).
The modellingwork includes two separate simulations. First is a validation of the primary and secondary atomization model in a setup that mimics conditions during the spray measurements.Numerical drops are sampled in 6 areas corresponding to the experimental measurement points and emphasis is placed on the prediction of drop size distributions in those radial locations and their comparison with experimental results. In the second simulation the same spray model is used to compute the reacting flow in a large-scale oil-fired combustion chamber, focusing on wall heat flux predictions.
The computations were performed in Ansys Fluent code [34] .To track the liquid particles Discrete Phase model (DPM) has been used, which is based on the Euler -Lagrange approach. The particles were tracked in an unsteady fashion. The particle time step size was set to 0.0001 s and Step Length Factor (SLF) to 15. The SLF controls the accuracy of particle trajectory computation and the chosen value is equal to that recommended in [35] .
To predict the particle trajectory, one has to integrate the force-balance equation, which can be written (for the x direction in Cartesian coordinates) as follows:
where u p is the particle velocity, u the surrounding air flow velocity, g x gravity in x direction, ρ l and ρ g are the densities of the liquid and gaseous phase. F D (u-u p ) is the drag force per unit particle mass. 2 
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where d is drop diameter, µ g is the molecular viscosity of the fluid (air), C D is the drag coefficient (will be defined in the following sections) and Re rel is the relative Reynolds number defined as
In order to take into account the turbulent flow effects on particle motion, the Discrete Random Walk (DRW) model has been applied. Time scale constant in the DRW model was set to 0.15, which is appropriate for the k-ε turbulence model according to [34] and references therein. The DRW model simulates interactions of a particle with a succession of discrete stylized fluid phase turbulent eddies.
Spray model
Ansys Fluent offers a variety of atomizer models and injections. Unfortunately, it does not offer any atomizer model that corresponds to the atomizer used in the experiments; therefore it was decided to use a so-called solid coneinjection instead. The spray is axially symmetrical and therefore, to reduce computational costs, only a 30° cylinder section has been meshed using 15,720 hexahedral cells, with approximately 50, 40 and 8 grid nodes in the axial, radial and tangential directions respectively. The dimensions of the cylindrical computational domain were as M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT 6 follows: 800 mm height and 400 mm diameter. The domain was filled with air and the spray originated on the centreline 200 mm from the air inlet base of the cylinder(seeFigure 6). The spray was injected from a small circular area of diameter 2.5 mm representing the actual nozzle orifice. In the position of measuring location 150 mm downstream from the injection a series of concentric annular control surfaces have been set up that enabled the virtual measurement of droplets. A small air co-flow (0.5 m/s) was introduced to improve solution stability, periodic boundary condition was enforced on the sides of the 30° cylinder section in order to obtain meaningful results for the whole cylinder and finally a pressure outlet condition was used for flow exit. A porous zone was introduced at the end of the domain to preventpossible backflow. The backflow would not have any effect on the spray in the analysed locations due to the large size of the domain, but it is undesirable as it causes problems in simulation convergence. Turbulence was modelled using k-ε realizable model [36] with the original values of model constants, namely C 1ε and C 2 equal to 1.44 and 1.9 respectively, and turbulent Prandtl numbers σ k and σ ε equal to 1 and 1.2 respectively.
The spray measurement was performed in vertical downward configuration and the influence of gravity on drop velocity in the sampling location wastherefore negligible.
Primary breakup
As pointed out in [19] , in numerous experimental observations of effervescent atomizers it was concluded, that the primary atomization of the liquid undergoes three stages. First, assuming that the two phase flow in the nozzle is annular, an annular sheet forms and breaks up into cylindrical filaments. Second, the filaments break into ligament fragments. Finally, the ligament fragments stabilize to form individual droplets. In this work, a one-dimensional breakup model based on Lund [18] and further developedin [19] is used to predict the spray SMD after primary breakup. The model assumes that the annular liquid sheet breaks into several cylindrical filaments with almost the same diameter as the thickness of the annular sheet. The filaments then break into ligament fragments at the wavelength of the most rapidly growing wave and each fragment only forms one drop.
Regrettably, the model does not give any information about the initial droplet velocity nor about the spray angle. These parameters therefore need to be estimated alternatively. The initial particle velocity was approximated as 154 m/s using the formula ( ) ( ) 2
derived by Jedelský and Sláma in Appendix 2 of [29] , where w 2 is the discharge velocity, w 1 is the velocity of the two-phase mixture in the mixing chamber, p 2 is the pressure at the discharge orifice, p 1 is the pressure inside the mixing chamber, v l is the specific volume of the liquid phase, v g1 is the specific volume of the gas phase inside the mixing chamber, x is the gas-liquid ratio and K is the isentropic exponent of the two-phase mixture. The spray angle 18.44° was determined from the experimental measurement ( Figure 2 ). Lund's model is entirely based on first principles and its variations are often adopted due to its simplicity and satisfactory predictions [19, 37] . The predicted SMD is later used as the initial diameter of injected droplets during the numerical simulation.
Secondary breakup
Secondary breakup was taken into account by including the wave model by Reitz [21] . This model was developed for high-Weber-number flows and considers the breakup to be induced by the relative velocity between the gas and liquid phases. The model assumes that the time of breakup and the resulting droplet size are related to the fastestgrowing Kelvin-Helmholtz instability. The wavelength and growth rate of this instability are used to predict details of the newly-formed droplets.This model is also often used in the area of internal combustionengines [38] . The wave model requires two parameters. The first parameter (C 1 ) affects the radius of the child droplets and has been set to 0.61 based on the work of Reitz [21] . The breakup time scale is governed by the second parameter (C 2 ), which can range from 1 to 60 depending on the spray characteristics. The parameter C 2 is a measure of how quicklythe parent droplet will lose mass. A larger value means that it takes longer for a droplet to lose a given amount of mass. In their work Liu et al. [39] recommended 1.73 as a default value. In this work, together with the default value, two other values are tested, namely C 2 = 2.5 and C 2 = 10. By using this model it is assumed, that atomization occurs only in the region close to the spray nozzle, since farther downstream the relative velocity decreases due to aerodynamic drag and the model no longer predicts any breakup. In reality, secondary breakup occurs even further downstream from the nozzle.However, for the M A N U S C R I P T
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7 current case a reasonable assumption is made that the highest rate of drop breakup is concentrated in the region close to the spray nozzle and therefore breakup in low-velocity regions is neglected.
Droplet collision
The algorithm of O'Rourke [40] was used to determine the outcome of drop collisions. Rather than calculating exact trajectories to see if parcel paths intersect, O'Rourke's method is a stochastic estimate of collisions.Two particles can collide only if they are in the same computational cell. Once it is decided that two parcels of droplets collide, the algorithm further determines the type of collision. Only coalescence and bouncing outcomes are considered. The probability of each outcome is calculated from the collisional Weber number (We c ) and a fit to experimental observations. Here,
where U rel is the relative velocity between two droplets, D is the arithmetic mean diameter of the two drops, ρ is the liquid density and σ the surface tension. The O'Rourke algorithm does not take into account the shattering outcome of the collision, which occurs at high Weber numbers. This drawback does not necessarily need to be significant, as the Weber number is expected to decrease rapidly [15] .However, this can cause absence of small droplets in the region close to the spray nozzle.
Droplet drag model
Accurate determination of droplet drag coefficients is crucial for accurate spray modelling. Ansys Fluent provides a method that determines the droplet drag coefficient dynamically, accounting for variations in the droplet shape. The shape of drops is often assumed to be spherical, but in the case of high Weber numbers, this assumption can distort the final results. The dynamic drag model accounts for the effects of droplet distortion, linearly varying the drag between that of a sphere and a value of 1.54 corresponding to a disk. The drag coefficient is given by
where C D,sph is the drag coefficient of a sphere and y is the distortion, as determined by the solution of 
where t is time, r the undisturbed drop radius, µ l the drop viscosity and C F , C k , C b , C d are dimensionless constantsequal to 1/3, 8, 0.5 and 5, respectively, as determined by O'Rourke and co-workers in [41] .
Combustion model
The swirling combustion simulation wasperformed using commercial CFD code Ansys Fluent as well. The main goal of these simulations was to predict heat fluxes absorbed by the cylindricalwater-cooled combustion chamber walls. For the purposes of numerical analysis a mesh was constructed in the software Gambit (Figure 7) . The total number of computational cells (97% of which are hexahedral) was nearly 1,200,000, with approximately 200, 65 and 135 grid nodes in the axial, radial and tangential directions respectively. Four boundary conditions were applied -mass flow inlet (for combustion air, seeTable 1), pressure outlet, prescribed temperature on the water-cooled walls (80°C [42] ) and adiabatic condition for the remaining walls. The flow field was obtained by solving the unsteady Reynolds-averaged Navier-Stokes equations together with turbulent mixing controlled eddy breakupmodel [43] to account for turbulence chemistry interactions. Turbulence was modelled using the k-ε realizable modelused for the isothermal spray simulation. In combustion chambers, the main mechanism of heat transfer is radiation. As shown by Baek [44] , the discrete ordinates model offers good results and reasonable computational demand. The absorption coefficients were obtained using the domain-based approach of the weighted sum of grey gases model, which reportedly gives good prediction for heat transfer according to [45] .The fuel droplets were modelled as discrete Lagrangian entities -particles. The atomized fuel was modelled using the models specified in section 3. (Table 1 ) and gravity was taken into account, since the combustion chamber is in horizontal position.
Evaporation
As the droplets are heated up by the reaction heat, mass transfer occurs between the discrete Lagrangian entities (fuel droplets) and the continuous gas phase. To take into account such interaction between phases, mass source terms are introduced to the gas phase in appropriate cells, whereas the mass and temperatureof droplets areadjustedsimultaneously. The evaporative mass fluxes are governed by gradient diffusion, with the flux of droplet vapour into the gas phase related to the difference in vapour concentration at the droplet surface and the bulk gas. No flow inside the droplet is considered and droplet properties such as temperature and density are considered to be uniformover the droplet volume.
Results and discussion
In the following subsections results will be presented and compared with experimental data. Shortcomings will be mentioned and their sources will be discussed. First, the results of the isothermal effervescent spray simulation will be presented and discussed, followed by the combustion simulation of large-scale combustor.
Spray simulations
The initialization, motion and breakup of droplets and their interaction with the gaseous phase weregoverned by sub-models presented in section 3. For this isothermal non-reactive simulation the sub-model for droplet evaporation was disabled.The initial droplet diameter predicted by the primary atomization model was 225.2 µm.
Data on the resulting numerical spray were collected in a similar manner as in the experiment. The only difference was that data were collected from concentric annular areas and not points as in the physical experiment. The raw data were imported into Matlab environment and further analysed and visualized in the same way as the experimental data.The objective was to investigate predictive capabilities of the selected spray model in terms of radial and overall drop size distributions.
Form Figure 8 it is apparent that the model in all three cases (as defined in section 3.1.2) fails to predict drop diameters smaller than approximately 31 µm and on the other hand the maximal predicted diameter is greater (245 µm) than the maximal experimentally measured diameter (194 µm). This may be caused by the wave model, which does not predict any breakup at low Weber numbers. Additionally, drop coalescence is not diminished in these conditions,thus increasing the drop diameter in spray regions with low Weber number. Also, for all the three cases the maximal diameter decreases while moving radially to the spray peripheral region, which is contradictory to the experimental results.
The overall SMD obtained from simulations (67.6 µm) under predicts the experimental value (83.2 µm). This mismatch is opposite than the one reported in [37] , where the simulated SMD over predicted experimental SMD.
The radial evolution of predicted and measured SMD is shown in Figure 9 . The experimental measurement shows that SMD is smallest at the spray core and then increases when moving radially to the edge of the spray. The predicted SMD evolution is however different. At the spray core the biggest SMD value is predicted and SMD further decreases. After the third measurement point it remains almost constant. This discrepancy clearly shows the poor prediction of radial spray drop-size distribution regardless of the C 2 parameter value.
The comparison of radial evolution of the number-based drop-size distributions at the sampling locations 150 mm downstream from the atomizer (same as in the experiment)are shown in Figure 10 . In the first three measuring points a shift towards the right hand side of the predicted distribution is observed for all three C 2 parameters. In addition,bimodal behaviour is predicted in all measurement points for the case C 2 = 1.73 and in the last two measurement points for the case C 2 = 10. The predicted drop sizes in the peripheral regions are also smaller than the experimentally measured values.
In Figure 11 are presented volume-based drop-size distributions corresponding to appropriate measuring points at the same locations as in the previous paragraph. Except for the measurement point on the spray axis (r=0mm), all three cases give very similar results and are relatively closer to the experimentally measured distribution than in the case of number-based distributions. In all measurement points the case C 2 = 10 has the "heaviest" tail, meaning it predicts the largest droplets. This is expected, since as mentioned in section 3.1.2 the higher the value of C 2 , the slower the atomization process is.
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The phenomenon of bimodality manifested itself in both experimental as well as in the simulated drop size distributions (mainly in the case C2 = 1.73). Such behaviour is not uncommon in spray applications and it would be a significantaid to be able to predict it. Bimodality, in some cases even multimodality, also raises the question about legitimacy of using a single representative diameters (e.g. SMD) to represent the drop size distributions.
For areally detailed analysis of the quality of the secondary breakup model,more experimental data at different axial locations would be desirable, but are unfortunately not available.
Combustion simulation
This section presents a comparison between experimentally obtained local heat transfer rates and numerical prediction.Although none of the three cases discussed in the previous sections can be claimed to be superior, in the combustion simulation the case C 2 = 1.73 has been used. The reason is that it captured the bimodality phenomena better with respect to the other cases. The numerical results are also compared with the results of authors' previously proposed model [46] , where no breakup was taken into account and the particle diameters were initialized with a Rosin-Rammler drop size distribution, which was based on experimental results. The previous spray model was therefore based a priory on experimental data, which is not the case in this study.Despite the older results do not present a better alternative, they have been compared with the current simulation in order to point out someinteresting consequences.
Numerous experimental measurements have been performed in the last few years for the case of natural gas combustion in the same testing facility [5, 47] . Repeatability of the applied heat flux measurements and accuracy of the method that measures heat extracted in individual sections of the furnace has been addressed in [47] . Overall, the method provides highly reliable and accurate data, unlike point measurements using heat flux probes as discussed in the Introduction.
In Figure 13it can be seen that the wall heat fluxes obtained from simulations do not agree well with the experimental measurements. The simulation peak occurs between the 5 th and 6 th section while the experiment suggests the peak is around the 4 th section. The simulation also under predicts the maximal wall heat flux. One of the reasons of these discrepancies is clearly the representation of the effervescent spray, whose drawbacks were discussed in the previous section. The figure suggests that the smallest drops might be missing and therefore it takes longer for the spray to evaporate and subsequently to burn, thus moving the flame farther downstream.
It is interesting that the predicted wall heat fluxes are quite close to the results obtained using author's previous model [35] despite significant differences in the spray representation.This may be caused by the fact that both spray representations suffer from significant deficiencies.At this point it is difficult to tell the reason of this occurrence, since also other phenomena involved in the simulation (turbulence, radiation, chemistry) present a great deal of uncertainty. Further examination is needed in order to determine the nature of this behaviour. Related work focusing on the case of natural gas combustion as documented e.g.in [5] shows these effects of other modelling options. Swirling combustion applications clearly present a very complex task for numerical modelling.
Another possible cause could be the simplification of the effervescent atomizer model. The simulations did not take into account the atomizing air exiting the atomizer nozzle together with the liquid drops. Although the flow rate of the atomizing air is very small compared to the combustion air (0.5 %), it might have important effects on the mixing process of the evaporated fuel with air. This issue is closely related to turbulence modelling, which has major effects on the predicted wall heat fluxes as observed in the investigations concerning natural gas combustion [5, 42] .
Conclusions
The present work provides a detailed analysis and an unsuccessful validationattempt of a modern industrially relevant (i.e. computationally manageable) effervescent spray modelling approach. The investigated application is a 1 MW swirling flame of light fuel oil in a large-scale water-cooled laboratory furnace. Data for validation include spray characteristics in six locations along the spray radius at 150 mm axial distance from the nozzle and distribution of local heat flux along furnace walls. The following conclusions were drawn:
• The measured number-based drop size distribution of effervescent spray is unimodal around the axis and bimodal in the external part of the spray. Volume-based distributions are much less smooth and M A N U S C R I P T
A C C E P T E D ACCEPTED MANUSCRIPT
rather than bimodality they display irregularities among the larger drops. The volume-based distributions are clearly much more sensitive to the number of measured drops. • The measurements prove that in effervescent sprays it is insufficient to measure a single total drop size distribution for a given axial position, as the distributions change very significantly in the radial direction. Single SMD value that is often provided in the literature is even less representative.
• Comparisons between predicted and experimentally measured radial drop size distributions show that the spray model implemented in this work based on Lund's primary breakup model [18] and secondary breakup model by Reitz [21] is insufficient to describe the formation of effervescent spray. • The computational model does not predict the formation of small drops below 30 µm, which is in contrast with drops down to 3 µm observed in the measurements.
• Comparison of the predicted and measured heat loads on furnace walls shows that the real flame is significantly shorter. As predictions for natural gas combustion in the same furnace with a similar gas burner do not display this discrepancy [5] , it may be attributed to the deficiencies of the spray model, mainly to the missing small drops below 30 µm.
• Drop dynamics at the atomizer exit seems to be an important factor that should be reflected by the primary breakup model. Drop size, velocity, and mass flow rate should be functions of the spray angle.
• The C 2 parameter value in the secondary breakup sub-model [21] is shown to have only little effect on the drop size distributions studied in this case.
• The proposed method of spray model validation by analysing radial (i.e. depending on spray angle) drop size distributions provides valuable insightsand indeed seems to be necessary for effervescent sprays. Hajek [46] 
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