Prediction of satellite altimeter derived fields of sea level anomaly (SLA) has been carried out in the Arabian Sea using genetic algorithm (GA). For compressing the spatial variability into a few eigenmodes, a preliminary empirical orthogonal function (EOF) analysis has been carried out on the training set of fields of SLA and GA has been applied to the time series of the principal components (PC). The forecast equations have been applied to an independent validation data set. It has been found that GA is able to improve upon persistence forecast in all the cases and the improvement varies from 6% to 23%. Correlation between actual and predicted PCs exceeds 0.9. Forecast SLA fields have been computed by weighting the spatial eigenmodes by the corresponding forecast PCs. Forecast quality has been evaluated by computing the RMS error of forecast. It has been found that the RMS forecast error is much less than the natural variability of the data represented by its standard deviation. It can thus be concluded that the performance of the forecast is quite satisfactory.
INTRODUCTION
Prediction of the state of an ocean (also known as ocean state forecast) is an important and challenging problem in oceanography. Traditionally, this prediction has been carried out by numerical models based on dynamical evolution equations. These models are integrated starting from a set of initial conditions over the entire ocean basin. It is well known that with present day technology for observing the ocean, it is impossible to gather detailed knowledge of these initial conditions. Moreover, the wind stress, which is a major forcing for these models, can not be forecast with desired accuracy by numerical weather prediction models. Hence, the ocean model predictions lack the desired accuracy.
An alternative data adaptive approach of extracting evolution equations directly from the data is quite appealing. One such interesting data adaptive approach based on GA [Szpiro, 1997; Alvarez et al., 2001] has been used in recent years for predicting various ocean surface parameters, e.g., Alvarez et al. [2000] have developed predictive model of satellite-observed fields of sea surface temperature (SST) in the Alboran Sea using GA. Later, Alvarez et al. [2004] developed predictive models of satelliteobserved fields of SST and SLA in the Ligurian Sea. More recently, Sharma et al. [2007a,b] have developed predictive models of satellite scatterometer observed ocean surface wind fields in the Arabian Sea and Bay of Bengal separately. Later, Basu et al [2009] extended this forecast to the entire north Indian Ocean.
However, prediction of satellite altimeter derived SLA has not been attempted so far in the north Indian Ocean which occupies a special place among the world oceans because of its seasonally reversing winds. Also, the result of prediction of SLA in the Ligurian Sea by Alvarez et al. [2004] can not be called an encouraging one because the GA forecast could not improve upon the persistence forecast. It is well known that a forecast is of limited use if it is not able to beat the persistence forecast. Hence, it is instructive to examine whether GA is able to beat the persistence forecast in other basins of the world oceans. In the present work the combined approach of GA and EOF analysis has been used to predict satellite altimeter derived SLA in the Arabian Sea. GA has been applied to the Arabian Sea and not to the entire north Indian Ocean because of the following reason. North Indian Ocean consists of Arabian Sea and Bay of Bengal. These two basins are oceanographically distinct. In the Bay of Bengal fresh water discharge by rivers has important implications on salinity variability and hence on the sea level variability. The fresh water discharge is much less in the Arabian Sea, which is thus more saline with different kind of sea level variability. It is thus natural to treat these basins separately for carrying out forecast of SLA. The EOF technique is used to compress the spatial variability into a few eigenmodes (also known as EOFs). The temporal variability is contained in the corresponding PCs, which are predicted using GA. Later, the predicted PCs are weighted by the EOFs for generating the forecast fields of SLA.
GENETIC ALGORITHM
The method has been described in detail by many authors earlier [Alvarez et al., 2001 , 2004 , Basu et al., 2005 2009; Sharma et al., 2007a,b] . Hence we sketch below only the essential details. Theoretical foundation of the algorithm is provided by Takens' theorem [Takens, 1981] , which establishes that given a deterministic time series {x(t i )}, (t i = i ∆t, i =1, ...,N, ∆t being the sampling interval, 3.5 day, in our case), there exists a smooth map β : R m → R satisfying
Moreover, m +1 ≤ t ≤ T, T being the length of the time series under consideration and m being the embedding dimension. Further, τ is a time lag unit. Takens' theorem guarantees that detailed knowledge of the dynamics underlying system evolution is not required for predicting the time evolution of a single parameter (like sea level anomaly). It is possible, in principle, to predict the evolution of the system in time, if the mapping β can be derived from the observed time series of the parameter concerned. The GA tries to obtain the function β in equation (1) that best represents the amplitude function of the given time series, which can then be used to predict the future state of the system. First, for an amplitude function x(t), a set of candidate equations for β is randomly generated. An equation is stored in the computer as a set of characters that define the independent variables x(t − ∆t), x(t − 2∆t), ....., x(t − m∆t) etc. in equation (1) , and four elementary arithmetic operators (+, −, * and /). A criterion that measures how well the equation strings perform on a training set of the data is its fitness to the data, defined as sum of the squared difference between data and forecast from the equation string. The strongest individuals (equations with best fits) are then selected to exchange parts of the character strings between them (reproduction and crossover) while individuals less fitted to the data are discarded. Finally, a small percentage of the equation strings most basic elements, single operators and variables, are mutated at random. The process is repeated a large number of times to improve the fitness of the evolving population of equations. The fitness strength of an individual equation string is defined as:
where ∆ 2 = ∑ (x c − x 0 ) 2 , x c being the parameter value estimated by the equation string, x 0 being the corresponding "true value" and < x 0 > being the mean of the "true" values of x. The major steps of the algorithm are summarized below:
A certain number (120 in our case) of equation strings is selected.. A string consists of real numbers, terms of the data series (known as arguments ) and one or more of the four arithmetic operators. These are randomly selected. The abovementioned steps are run and rerun for a certain number of generations, or until some stopping criterion is satisfied, e.g., when the strength index no longer increases. Finally , the top-ranked equation is selected and broken down into a concise formula.
EOF ANALYSIS
GA is a prediction technique which can be applied to an individual time series. In the present case, however, prediction of a two dimensional field of SLA is required. Hence the EOF technique has been used to compress the spatial variability into a few eigenmodes following the studies by Alvarez et al. [2000] , Sharma et al. [2007a,b] and Basu et al. [2009] . This technique decomposes the space-time distributed SLA into spatial modes ranked by their temporal amplitudes. The temporal amplitudes describe the dynamics and can be forecast using GA. Although EOF technique has been elaborately described elsewhere [Preseindorfer,1988; Basu et al., 1995] , the salient features are described below for the sake of self-consistency of this paper. In this technique the parameter vector is expanded in a series of empirical orthogonal vectors, which are nothing but the eigenvectors of the covariance matrix of the data set, in the following manner.
(3)
Here η(x,y,p) denotes altimeter derived sea level anomaly at the spatial grid location denoted by (x,y) and denotes the temporal mean at the corresponding grid location. p is the temporal index and increases by 3.5 days. N is the total number of grid points considered in the study. Further, P n (x,y) denotes the n th EOF, and Cn (p) is the n th PC at p th time step. If the real and positive eigenvalues (because of the symmetry and positive definiteness of the covariance matrix) are found to be all distinct (true in our case), the eigenvectors (EOFs) are mutually orthogonal. They can be conveniently normalized. By virtue of the orthonormality of the EOFs, one can find the j th PC for the p th step by taking the scalar product:
By repeating the above procedure for all p, one obtains the complete time series of all the PCs. These PCs have to be later subjected to GA for generating forecast equations. Although there are N terms in the sum in (3), in practice it has to be severely truncated, since it is impossible to forecast all the N PCs. Moreover, the PCs other than the leading ones represent mostly noise and do not significantly contribute to the forecast or reconstruction of the forecast fields. There are two criteria for selecting the number of modes to be retained in the expansion. The first one is cumulative variance explained by the leading EOFs, which is sum of the leading eigenvalues divided by sum of all the eigenvalues. This should be sufficiently high, about 80-90%. The second one is the stability of the EOFs. Unless the EOFs are stable , the result is not bound to be robust enough. This means that a different data set with more or less number of points may give completely different result. By definition [Basu et al. 1995] , an EOF is stable if δα k / ∆α k is significantly smaller than one, where δα k (= α k √ (2/M) ) is the sampling error of the kth eigenvalue α k and ∆α k is the difference between the k th and (k + 1) th eigenvalues. Here, M denotes the total number of observations. In our study, the first nine leading modes explained 90% of variance and, fortunately, all of them satisfied the stability criteria.
DATA
The time series of 3.5 day averaged SLA data in the Arabian Sea has been used in the present work. It is a merged product of all available satellite altimeters (Jason-1, Topex/Poseidon, ERS-2 and Envisat) and the fields are provided on 1°× 1°grid. The data have been obtained from AVISO site (www.aviso.oceanobs.com). The merged product is consistent and homogeneous. 
RESULTS
The spatial fields of SLA in the training set have been subjected to EOF analysis and it has been found that the first nine leading modes explain 90% of variance. All the EOFs have been found to satisfy the stability criterion outlined above.
Map of the study area is shown in Figure 1 and the first three EOFs alongwith the corresponding PCs are displayed in Figure 2 . Zeroth contour is represented by dark thick line and negative contours are represented by dashed lines. The first EOF accounts for 33.5% and the second EOF for 29.6% of the total variance in the SLA fields. These EOFs represent annual signals as clearly seen from the corresponding PCs. The spatial pattern of the first EOF is characterized by a region of strong activity near the Somali region. By observing the spatial patterns of the first two EOFs one can infer that the Arabian Sea in general and the southern part in particular are dominated by negative anomalies. These negative anomalies are due to the strong Somali upwelling. This strong activity centre falls just south of atmospheric south west monsoon jet. North of this jet, the activities are quite weak. In the second EOF, there is an additional centre of maxima in the southeastern Arabian Sea. These two maxima are of opposite signs. Together with the time series, it is inferred that during summer monsoon season, all along the Indian coast there is strong upwelling signature culminating in negative SLA. In the southeastern Arabian Sea there is a signature of a westward propagating Rossby wave (upwelling Rossby wave during summer monsoon and downwelling during winter monsoon). The positive SLA in the central Arabian Sea is due to the presence of anticyclonic eddies, which are formed due to negative wind stress curl (Bruce, 1979) . In the first two EOFs, zonal gradients in SLA are stronger than the meridional gradients. Unlike the first two EOFs representing annual periodicity, the third EOF exhibits semiannual cycle, as seen from the corresponding PC. This mode represents 8.9% of the total variability. In this case the meridional gradient of SLA is more pronounced. The centre of activity lies north and south of the Findlater jet. North Arabian Sea represents maximum variability. This oscillation could be due to the local winds prevailing in this region.
GA has been applied to the univariate time series of PCs (taken one at a time) for approximating the mapping β in equation (1). The total number of arguments and operators allowed is 20 in each of the cases (3.5day, 7day and 10.5 day ahead prediction). Here argument means a real number or an element of the time series. The allowed range for the real numbers is [−10, +10] . The mutation rate chosen is 0.1. There are 120 numbers of randomly generated equations in each population. The embedding dimension m varied from 2 to 9. The values are fixed by trial and error so as to achieve optimum forecast performance evaluated by computing the improvement of GA forecast over that of corresponding persistence forecast(to be described below). Equation set (consisting of 3 separate equations for forecasts with three different lead times) is then used for carrying out forecasts in the independent validation data set consisting of 108 points ranging from 18 th June 2005 till 28 th June 2006. The PCs in the validation set are computed in the usual manner (by taking scalar product of the data field organized as 1-D vector with the EOFs of various orders). A simple test of the performance of any forecast algorithm is to compare it with persistence forecast. Persistence method assumes that the conditions at the time of forecast will not change. In other words it assumes that A(t + n) = A(t) for n th step ahead forecast. Here A(t) denotes any particular PC at time t. It was found that in each of the cases of forecast (nine PCs and 1,2 and 3 steps ahead forecast) GA was able to improve over persistence forecast. However , the improvement was variable. The minimum was 6 % and the maximum was 23%. It is to be noted that Alvarez et al. [2004] did not find any significant improvement over persistence in the forecast of SLA in the Ligurian Sea using GA. Thus it seems that in the Arabian Sea GA exhibits 5°E 45°E 6 5°E 75°E 55°E 3 5°E 45°E 6 5°E 75°E 55°E 3 5°E 45°E 6 5°E 75°E 55°E F Fi ig gu ur re e 2 2. . The first three EOFs (in cm) for the training data set (lower panel) and the corresponding PCs (upper panel).
reasonable skill of forecast. In Figure 3 the results of forecast are shown as scatter plots of predicted vs actual PCs (1 st and 2 nd modes) for forecast with lead times of 3.5 days, 7 days and 10.5 days represented in the Fig. as 1 st step , 2 nd step and 3 rd step ahead prediction following GA convention. It can be seen that for all the cases the correlation between the actual and predicted PCs is very high (R 2 > 0.9). There is, however, a gradual degradation in the forecast quality as the lead time increases, as expected.
As ususal, the forecast PCs (in the validation set) are multiplied by the corresponding EOFs to generate the spatial fields of SLA. Afterwards, these SLA fields are compared with the original SLA fields. In Figure 4 we show the RMS errors for 1 st step, 2 nd step and 3 rd step ahead prediction in the validation data set. For better appreciation of the result of forecast, the RMS reconstruction error in the original validation data set is also provided. Here reconstruction error means the error of truncating the EOF expansion by retaining only nine modes. It is quite obvious that GA forecast error will be necessarily more than this reconstruction error. It can at best be equal to this error in some regions. Given this limitation, the performance of the GA is quite encouraging. The gradual degradation of the quality of forecast with the increase in forecast horizon, as seen in Figure 4 is a characteristic feature of GA forecast. This is not surprising, as GA is based on Takens' theorem which follows from the theory of deterministic chaos. Apart from evaluating the performance of the forecast vis-a-vis persistence, one can also compare the RMS error of forecast with the standard deviation of the data set which is a measure of the natural variability. For the forecast to be of high quality the RMS error should be much less than the standard deviation. The standard deviation of the data is shown in Figure 5 . By comparing F Fi ig gu ur re e 4 4. . The RMS errors (in cm) of reconstruction of SLA in the validation set (top left) and for forecast with lead time of 3.5 days, 7 days and 10.5 days.
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CONCLUSION
Ocean state forecast is a challenging task for the oceanographic community. Traditionally, ocean state forecast is carried out by numerical models. Unfortunately, however, these models are computer intensive and requires huge amount of input information, which are not easily available with sufficient accuracy. An attractive alternate technique of prediction is genetic algorithm which uses only past observations of the parameter to be predicted,.
In the present study, this method has been used to predict satellite altimeter derived fields of sea level anomaly in the Arabian Sea with lead times of 3.5, 7 and 10.5 days. Since GA is a method applicable to an individual time series, a preliminary EOF analysis has been carried out on a training set for compressing the spatial variability into a few dominant eigenmodes and the resulting principal components have been predicted using GA. Forecast equations generated by the technique have been applied to an independent validation set. GA has been able to improve upon persistence forecast in all the cases and the improvement varies from 6% to 23 %. Another test of a successful forecast is the comparison of the RMS error of forecast with the natural variability of the parameter concerned. Hence, the RMS forecast error has been compared with the standard deviation of the data, which is a measure of the natural variability. It has been found that the RMS error is much less than the standard deviation in our case. This signifies that the forecast is of high quality. The major advantage of GA forecast over forecast using numerical ocean circulation model is its relative computational simplicity An added advantage is that much less input information is required by this algorithm compared to numerical models. Moreover, GA provides explicit analytical forecast equations and can be operationalized. with relative ease.
APPENDIX: EQUATIONS FOR PC FORECAST
For the economy of space we provide only the equations for the first three PCs and for one step ahead forecast. t = time for which prediction of SLA is made. pc1(t) is first PC at time t, pc1(t − 1)is first PC at time (t − 1) and so on.
Similar notations hold good for other PCs and for other time steps. pc1(t) = (pc1(t − 1) − ((pc1(t − 1) − pc1(t − 3))/((−5.48)+((−7.30)/((4.65)*((pc1(t − 1)+ ((7.76) − pc1(t − 3)))/(4.75))))))) pc2(t) = (((pc2(t − 3) − ((pc2(t − 1) − pc2(t − 2))+(pc2(t − 1) + (pc2(t − 4)/(((− 0.44) + (− 4. 48)) + (−7.86))))))/(−4.93)) + pc2(t − 1)) pc3(t) = (pc3(t − 1) − ((pc3(t − 1) − (pc3(t − 2) − ((((4.18)/pc3(t − 1)) − pc3(t − 7))/((8.18) − (pc3(t − 4)/pc3(t − 5))))))/(−2.64)))
