Abstract. Considered are linear algebraic systems of equations and/or inequalities involving linear dependencies between interval-valued parameters. The goal is to characterize weak and strong solvability of such systems. Since any parametric interval equation is equivalent to a system of parametric interval inequalities, the focus is on the latter. We discuss an algorithmic procedure for characterizing the weak solutions, and thus weak solvability, of the considered systems. The set of strong solutions to a mixed system of parametric interval equations and inequalities is described explicitly. Applying the theory of weak solvability of parametric interval systems we prove necessary and sufficient conditions for strong solvability of parametric interval inequalities. In this work we consider linear algebraic systems of equations and/or inequalities which involve general linear dependencies between interval-valued parameters. The goal is to characterize weak and strong solvability, as well as, the strong solutions to such systems. Contrary to the nonparametric interval systems (see [10] ), any parametric system of interval equations can be represented as an equivalent system of
1.
Introduction. The problems of weak and strong solvability of systems of linear interval equations or inequalities, where the input data are independent intervals, have been studied for a long time - [20] contains a detailed overview. For some recent results and generalizations see, for example, [10] , [19] , [21] , [25] and the references given therein.
The quest for high level of detail and realism in modeling of practical problems requires considering of linear algebraic systems of equations or/and inequalities involving dependencies between the interval model parameters, see, e.g., [2] , [4] and the references given therein. Solutions of various problems related to parametric systems of interval equations are mainly considered so far. For example, [1] , [7] , [15] , [17] discuss how to obtain explicit description of the set of all weak solutions (called united parametric solution set) to a parametric system of interval equations; methods for outer interval estimation of the united parametric solution set are proposed by many authors, see the overviews presented, e.g., in [4] , [11] , [14] . While strong solvability of interval equations or inequalities is studied mainly in the nonparametric case, a recent work of Hladík [11] proves necessary and sufficient conditions for strong solvability of interval inequalities involving some simple data dependencies. Strong solutions to parametric systems of interval equations can be considered as a special case of the more general class of parametric AE-solution sets [18] ; the latter generalize the nonparametric AE-solution sets of interval equations [23] . Weak and strong solvability of interval equations or/and inequalities are closely related to the solution concepts of interval linear programming problems, [8] , [9] , [12] , [13] . Therefore, interval linear programming is a large application domain for the results on weak and strong solvability of parametric interval systems. In [8] the characterization of strong solvability for parametric interval linear systems is mentioned as an open problem.
In this work we consider linear algebraic systems of equations and/or inequalities which involve general linear dependencies between interval-valued parameters. The goal is to characterize weak and strong solvability, as well as, the strong solutions to such systems. Contrary to the nonparametric interval systems (see [10] ), any parametric system of interval equations can be represented as an equivalent system of parametric interval inequalities. The same is true for any mixed system of parametric equations and inequalities. Therefore, the main focus of this work is parametric systems of interval inequalities. All the results for the latter are applicable to the other classes of parametric interval systems. In Section 2 we discuss how to obtain an explicit description of the set of weak solutions to a parametric interval system. This problem was considered so far for parametric systems of interval equations [1] , [7] , [15] , [17] . Interval systems of equations and inequalities involving some very specific dependencies are considered in [6] . Here, the so-called Fourier-Motzkin elimination of existentially quantified parameters is presented for parametric systems of interval inequalities. Explicit description of the set of strong solutions to a parametric interval system of equations and inequalities is derived in Section 3. Systems of equations or inequalities are considered as special cases. A nonempty strong solution set presents a sufficient condition for strong solvability of the considered parametric interval system. In Section 4 we prove necessary and sufficient conditions for strong solvability of parametric interval inequalities involving either general or some particular linear dependencies. The proofs in this section apply the theory of weak solvability of parametric interval systems. The paper ends by some conclusions.
Denote by R m×n and R m := R m×1 the set of real m × n matrices and the set of real vectors with m components, respectively. A real compact interval is a = [a, a] :
we denote the sets of interval m × n matrices and interval m-vectors, respectively. Consider a parametric system of linear algebraic equations
and/or linear algebraic inequalities
where the parameters p 1 , . . . , p K are considered as uncertain and varying within given intervals
Although the dependencies between the parameters in (1.1) and/or (1.2) may be nonlinear in general, in this paper we consider parametric linear systems (1.1) and/or (1.2) involving only linear structure of the uncertain (interval) parameters. That is,
where
given real matrices and vectors, respectively, m 1 , m 2 , n 1 , n 2 are positive integers.
For a = [a, a], define midpointǎ := (a + a)/2, radiusâ := (a − a)/2 and absolute value (magnitude) |a| := max{|a|, |a|}. These functions are applied to interval vectors and matrices componentwise. Without loss of generality and in order to have a unique representation (1.4), we assume thatp
, ∨ denote the logical "Or", , ∧ denote the logical "And" and , denote union and intersection, respectively. For a matrix Under a system of parametric interval linear equations
we understand the family of all systems of parametric linear equations (1.1) with data satisfying (1.3), (1.4) . Similarly, a system of parametric interval linear inequalities will be denoted by
and a mixed system of parametric interval linear equations and inequalities will be denoted by
In the system (1.7) or (1.1)-(1.2) the vector x may appear instead of y. All results presented in this paper are valid in this case, too. When an assertion is valid for any of the three systems (1.5)-(1.7), we will say just parametric interval system not specifying its type. The well-known and most studied nonparametric interval linear systems of equations Ax = b and/or inequalities Cy ≤ d can be considered as special cases of the corresponding parametric interval systems. For example,
m , can be considered as a special case of the corresponding parametric system involving mn + m independent parameters c ij ∈ c ij , 
Any parametric vector b(q), which is independent 1 of the parametric matrix A(p), involves only column dependencies.
Following the notions introduced in [20] , a system of real linear equations (inequalities or a mixed system) is called solvable if it has a solution, and feasible if it has a nonnegative solution. A parametric interval system (1.5) (or (1.6), or (1.7)) is said to be weakly solvable (feasible) if there exist a numerical value of the parameter vector (1.3) such that the corresponding real system (1.1) (or (1.2), or (1.1)-(1.2), respectively) is solvable (feasible). A system (1.5) (or (1.6), or (1.7)) is said to be strongly solvable (feasible) if each real system (1.1) (or (1.2), or (1.1)-(1.2), respectively), obtained for particular value of the parameter vector (1.3), is solvable (feasible). A real system (1.1) (or (1.2), or (1.1)-(1.2), respectively), obtained for a numerical vector p ∈ p, is also called a realization of the parametric interval system.
Weak Solvability of Parametric Interval
2) for some p ∈ p. If m 2 = 0 or m 1 = 0, we obtain a weak solution of (1.5) or (1.6), respectively. A parametric interval system is weakly solvable if it has a weak solution.
The set of all weak solutions to (1.7), called united (or weak) parametric solution set 2 , is
Similarly, we define the united parametric solution set Σ
, p) of (1.5) and the united parametric solution set Σ
Thus, a parametric interval system is weakly solvable if its united parametric solution set is not empty.
The solution set Σ = uni is characterized as follows, by a trivial set of inequalities
Starting from such a description, Theorem 2.1 below shows how the parameters in this set can be eliminated successively in order to obtain a new description not involving
This parameter elimination process resembles the so-called FourierMotzkin elimination of variables, see, e.g., [24] , and will be called Fourier-Motzkin elimination of existentially quantified parameters.
where inequalities (2.4), (2.5) and (2.6) , respectively, are given by The following corollary simplifies the parameter elimination process.
Corollary 2.2 ([1]). With the notations and the assumptions of Theorem 2.1 let
respectively. The application of Theorem 2.1, based on the endpoint inequalities (2.3), leads to a very large number of solution set characterizing inequalities. Therefore, in [17] it was proposed to employ the equivalent inequalitiesp k −p k ≤ p k ≤p k +p k , instead of the inequalities (2.3), and Theorem 2.1 was modified accordingly for the elimination of existentially quantified parameters in a system of linear algebraic equations. Here we do not recall Theorem 3.1 from [17] . Instead, in this section we consider only systems of parametric interval inequalities since any parametric interval system of equations (1.5) is equivalent to the system of parametric interval inequalities
and similarly any parametric interval system (1.7) is equivalent to a system of parametric interval inequalities. The representation (2.7) is equivalent to the representation (2.2)-(2.3). However, working with two-sided inequalities (2.2) has several advantages when characterizing weak solutions of parametric interval equations.
is characterized by the following trivial set of inequalities
Starting from such a description, the theorem below shows how the parameters in this set can be eliminated successively in order to obtain a new description not involving 
. , t} and define the sets
where inequalities (2.8) , (2.9) and (2.10), (2.11) , respectively, are given by
(Trivial inequalities which are true for any y ∈ R n can be omitted.) Then
such that the set I corresponds to the index set β from Theorem 2.1 and the set J corresponds to the index set γ from Theorem 2.1. Obviously, in each set I, J there is at least one inequality where the coefficient function of p 1 is positive. Thus, applying Theorem 2.1 we obtain
14)
The inequality (2.15) holds true for any y in the domain D. Inequalities (2.13) and (2.14) are equivalent to (2.10). 
Gerlach's theorem [5] is a special case of Corollary 2.4. Theorem 2.3, applied to a parametric interval system of equations (2.7), provides a parametric generalization of the Oettli-Prager theorem [16] . An explicit description of the united parametric solution set Σ = uni is obtained in the special cases of systems with symmetric or skew-symmetric matrices [15] , any two-dimensional united parametric solution set [17] , and when every parameter is involved in only one equation of the system.
The inequalities (2.11) are called "cross-inequalities" [17] . The elimination of any parameter involved in only one inequality of (1.6) (or one equation of (1.5), similarly one equation or inequality of (1.7)) does not generate cross-inequalities. 
Example 2.1. Find the explicit description of the united (weak) solution set to the following parametric interval system of mixed equations and inequalities 
Then, the elimination of p 2 from the latter inequalities together with the two initial inequalities generates the endpoint inequalities
and the following cross inequalities
The united solution set is presented on Fig. 2.1 . 
Strong Solutions of Parametric Equations and Inequalities.
A strong solution to (1.7) is any vector (x , y ) , x ∈ R n1 , y ∈ R n2 such that it solves (1.1)-(1.2) for all p ∈ p. If m 2 = 0 or m 1 = 0, we obtain a strong solution of (1.5) or (1.6), respectively. The set of all strong solutions to (1.7) is defined by 
Proof. The proof goes by successive elimination of the interval parameters p 1 ∈ p 1 ,. . . , p K ∈ p K from (1.7). Due to the distributivity of universal quantifiers over conjunctions, we apply the elimination of every interval parameter separately to each equation and each inequality of the system (1.7). In the parameter elimination we also use the following two relations
The
system of equations is equivalent to A(p)x − b(p) ≤ 0 ≤ A(p)x − b(p) which is rearranged to
The application of relation (3.4), with p 1 instead of t, to the latter two-sided inequality yields
The application of (3.4) to the components of −p 1 (
Hence (3.5) is equivalent to
which is rearranged to the system of two-sided inequalities
for the elimination of p 2 ∈ p2. Similarly, the elimination of the remaining interval parameters p 2 , . . . , p K finally yields
which is equivalent to
The latter inequality holds true if and only if its two sides are equal to zero, which gives (3.1).
The inequalities C(p)y ≤ d(p)
are processed in the same way as the equalities.
The application of (3.3) implies
which is rearranged to 
Proof. According to the proof of Theorem 3.1 the following inequality describes the set of strong solutions to the considered system
This inequality holds true if its both sides are equal to the zero vector, which implies
The latter is equivalent to (3.6).
Example 3.1. The parametric interval system ⎛
has a nonempty strong solution set that is
It is easy to verify that (−t, 0, t) belongs to both
N (A 1 ), N (A 2 ) and A 0 · (−t, 0, t) = (−t, 3t, −2t) . Corollary 3.5. y ∈ R n2
is a strong solution of the system C(p)y ≤ d(p), p ∈ p, if and only if y satisfies (3.2).
Since the inequality (3.2) is equivalent to
for all vectors u k ∈ {±1} m , 1 ≤ k ≤ K, checking the existence of a strong solution to a parametric interval system C(p)y ≤ d(p), p ∈ p, reduces to checking solvability of K · 2 m systems of real inequalities (3.7) . (A(p), b(q) ).
Proposition 3.6. For a parametric matrix A(p) C(p) involving only column dependencies of the parameters, Σ
=,≤ str (A(p), C(p), b(q), d(q), p, q) ≡ Σ =,≤ str (A(p), C(p),
b(q), d(q)). Similarly for A(p) involving only column dependencies and the strong solution sets Σ
Proof. The proof goes by finding explicit characterization of the strong solution sets mentioned as equivalent. Due to the distributivity of universal quantifiers over conjunctions, the elimination of the parameters in (1.7) is done independently for each equation and inequality in the parametric system (see the proof of Theorem 3.1). Since the parametric system involves only column dependencies, every parameter appears only once in each equation and inequality. Then, applying Theorem 3.1 to each equation and inequality of the parametric system and to the corresponding nonparametric system, the latter considered as a parametric one involving (m 1 + m 2 )(n 1 + n 2 + 1) interval parameters, we obtain equivalent representations.
Clearly, if a parametric interval system has a nonempty strong solution set, it is strongly solvable 5 . However, the next example shows that a (parametric) interval system of equations may not have a strong solution while the system is strongly solvable.
Example 3.2. The system of parametric interval equations
does not have any strong solution, while the system is solvable for every p ∈ p. Hence, the conditions (3.1), (3.2) are only sufficient conditions for strong solvability of the respective parametric interval system. Therefore, strong solvability of parametric interval systems deserves a separate study.
Strong Solvability of Parametric Interval Systems. In this section we consider strong solvability of parametric interval inequalities
The results are applicable to parametric interval systems of equations or mixed systems. In this section it will be assumed that A(p) ∈ R m×n , b(p) ∈ R m , where m, n are arbitrary positive integers. The basic result concerning feasibility of real linear equations Ax = b is proven by Farkas in [3] , for another proof see [20] . In this section we apply two versions of the Farkas' theorem. 
The definition is at the end of Section 1.
solvable.
Proof. Apply the relation (3.3) and sum up the obtained inequalities. For x ∈ R we define its sign by sign(
, be a parametric matrix involving only column dependencies such that sign(a k,ij ) =const for all elements a k,ij = 0 of A k and every
is strongly solvable if and only if the corresponding nonparametric system
Proof. We prove the assertion by negation. Letp ∈ p,q ∈ q be such that
This means that y is a weak solution of the system
Since every parameter in A (p) is involved in only one equation of the above system and the latter has only one inequality b (q)y ≤ −1, by Corollary 2.5, y is a weak solution of the above system if and only if y satisfies the system
Due to Lemma 4.4 and due to the appearance of each parameter p k in only one row of the above two-sided system of inequalities, (4.2) is equivalent to
We use the Farkas' Lemma 4.2 to prove nonsolvability of the system 
Proof. The proof follows from Theorem 4.5 and [20, Theorem 2.23] (see also [22] ).
The next two theorems reveal the relations between the strong solvability and the strong solutions of parametric interval inequalities involving only column dependencies as those in Theorem 4.5. 
(iv) x + := max{x, 0}, x − := max{−x, 0} (max is applied entrywise) satisfy
The next theorem considers general column dependencies in a parametric interval system. A(p) and for every k ∈ K p,2 there exist 1 ≤ j ≤ n, i 1 , i 2 ∈ {1, . . . , m},  i 1 = i 2 such that sign(a k,i1j ) = sign(a k,i2j ), a k,i1j = 0, a k, 
be the index set of the remaining parameters involved in A(p).
3)
Proof. The proof goes as the proof of Theorem 4.5 up to the system (4.1). Let K j be the index sets of the parameters that appear in the j-th column of A(p), respectively. The first inequality of system (4.1) is equivalent to
The second inequality in (4.1) is equivalent to
for some δ k ∈ {±1}, k ∈ K q,2 . Then, applying Lemma 4.4 we obtain that the system (4.1) is equivalent to the system
wherein C, C and d are defined by (4.4) and (4.5) respectively, for some 
This system involves column dependencies between the only parameter q 1 . Below we check strong solvability of (4.6) 
in three ways a)-c). a) By Theorem 3.1 the set of strong solutions to (4.6) is described by the inequalities
whose solution set (found in Mathematica ) is (
. Since the set of strong solutions to (4.6) is not empty, the parametric interval system (4.6) is strongly solvable. b) By Proposition 3.6, the set of strong solutions to (4.6 ) is equivalent to the set of strong solutions to the nonparametric interval system
If the latter nonparametric interval system has a strong solution then the parametric system (4.6) 
is not solvable.
Proof. We proof the assertion by negation. Letp ∈ p be such that the system A(p)x ≤ b(p) is not solvable. By Farkas' Lemma 4.1 there exists y ≥ 0 such that
This means that y ∈ R m is a weak solution of the mixed system
Successively eliminating the parameters p 1 , . . . , p K in the latter system by applying Theorem 2.3 we obtain a new system of inequalities which do not involve the parameters p and the vector y ∈ R m satisfies this system. Theorem 4.10 generalizes Theorem 8 in [11] . It is obvious that the application of Theorem 4.10 requires much more efforts than the application of Proposition 3.6 in the cases not covered by Theorem 4.9. 
Conclusion.
The decision problems related to weak or strong solvability of interval equations and/or inequalities are put in a general framework of arbitrary linear dependencies between interval-valued parameters. We presented some general approaches and conditions for proving weak or strong solvability of parametric interval systems of equations and/or inequalities. Since practical problems involve rather dependent than independent interval data, the above results will help obtaining more realistic results. An example illustrating the difference between parametric and nonparametric solvability is given in [11] . The examples of the present paper illustrate the application of the methodology discussed here.
Since weak and strong solvability of interval equations or/and inequalities are closely related to the solution concepts of interval linear programming problems, the results presented here are applicable to linear programming problems involving linear parameter dependencies. For example, in [8] a general algorithm to determine the optimal value range in linear programming is proposed. This algorithm requires proving weak and strong solvability of parametric interval linear systems, the latter mentioned as an open problem. Thus, the results presented in this paper allow a further parametric generalization of the approach from [8] and for an expansion of its applicability.
