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An elegant argument that P 6= NP
Craig Alan Feinstein
2712 Willow Glen Drive, Baltimore, Maryland 21209
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Abstract: In this note, we present an elegant argument that P 6= NP
by demonstrating that the Meet-in-the-Middle algorithm must have the
fastest running-time of all deterministic and exact algorithms which solve the
SUBSET-SUM problem on a classical computer.
Disclaimer: This article was authored by Craig Alan Feinstein in his pri-
vate capacity. No official support or endorsement by the U.S. Government is
intended or should be inferred.
“This one’s from The Book !” - Paul Erdo¨s (1913-1996)
Consider the following problem: Let {s1, . . . , sn} be
a set of n integers and t be another integer. We want to
determine whether there exists a subset of {s1, . . . , sn}
for which the sum of its elements equals t. We shall
consider the sum of the elements of the empty set to be
zero. This problem is called the SUBSET-SUM problem
[2, 4]. Let
S+k =
{ ∑
i∈I+
si | I+ ⊆ {1, . . . , k}
}
and
S−k =
{ ∑
i∈I−
si | I− ⊆ {k + 1, . . . , n}
}
,
where k ∈ {1, . . . , n}. Notice that for any k ∈ {1, . . . , n},
the SUBSET-SUM problem is equivalent to the prob-
lem of determining whether set S+k + S
−
k intersects set
{t}; therefore, for any k ∈ {1, . . . , n}, the SUBSET-
SUM problem is equivalent to the problem of determin-
ing whether set S+k intersects set t − S−k . Now consider
the following algorithm for solving the SUBSET-SUM
problem:
Meet-in-the-Middle Algorithm - Sort the sets S+⌊n/2⌋
and t− S−⌊n/2⌋ in ascending order. Compare the first el-
ements in both of the lists. If they match, then output
“YES”. If not, then compare the greater element with
the next element in the other list. Continue this process
until there is a match, in which case the computer out-
puts “YES”, or until one of the lists runs out of elements,
in which case the computer outputs “NO”.
This algorithm takes Θ(
√
2n) time, since it takes
Θ(
√
2n) steps to sort sets S+⌊n/2⌋ and t − S−⌊n/2⌋ and
O(
√
2n) steps to compare elements from each of the two
sets. It turns out that no deterministic and exact al-
gorithm with a better worst-case running-time has ever
been found since Horowitz and Sahni published this al-
gorithm in 1974 [3, 5]. We give a simple proof that it is
impossible for such an algorithm to exist:
Let k ∈ {1, . . . , n}. Then the SUBSET-SUM problem
is to determine whether there exist sets I+ ⊆ {1, . . . , k}
and I− ⊆ {k + 1, . . . , n} such that∑
i∈I+
si = t−
∑
i∈I−
si.
There is nothing that can be done to make this equation
simpler. Then since there are 2k possible expressions
on the left-hand side of this equation and 2n−k possible
expressions on the right-hand side of this equation, we
can find a lower-bound for the worst-case running-time
of an algorithm that solves the SUBSET-SUM problem
by minimizing 2k + 2n−k subject to k ∈ {1, . . . , n}.
When we do this, we find that 2k + 2n−k = 2⌊n/2⌋ +
2n−⌊n/2⌋ = Θ(
√
2n) is the solution, so it is impossible
to solve the SUBSET-SUM problem in o(
√
2n) time;
thus, because the Meet-in-the-Middle algorithm achieves
a running-time of Θ(
√
2n), we can conclude that Θ(
√
2n)
is a tight lower-bound for the worst-case running-time
of any deterministic and exact algorithm which solves
SUBSET-SUM. And this conclusion implies that P 6= NP
[1, 2].
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