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A B S T  RAC T
Some practical extensions to digital signal processing 
techniques are presented. F irs tly , an account is given of a curve- 
f itt in g  procedure designed to give a detailed analysis of time 
functions, either wholly or in part d ominated by a single sinewave, 
such as an amplitude or frequency-modulated carrier.
The remainder, and large majority, of the thesis is devoted 
to the discrete Fourier transform (D .F.T.) and power spectral 
estimation.
Two binary transforms, the Walsh and the new Intermediate 
Binary Transform, are related theoretically to the D.F.T. to give 
practical computational procedures, which prove to be more flex ib le  
than the 'fas t' Fourier transform and more effic ien t for short length 
data sequences.
Approximations in the calculations leading to power spectral 
estimates are proposed and examined. In particular, round-off to the 
nearest integer power o f  two is applied to the transform coefficients 
of the D.F.T. procedures. An important principle here is the phase 
invariance property which permits harmonics to be normalised 
individually, and the errors to be viewed purely in terms of harmonic 
leakage.
An isometric plotting routine is used to provide a convenient 
form of display for fu n c tio n s  of three variables, and examples are given 
of both time-varying power spectra of a single channel electroencephalo­
gram recording and the harmonic leakage due to the said round-off.
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C H A P I  £  R 1 
INTRODUCTIONSUMMARY. AND . CONCLUSIONS
1.1 INTRODUCTION
The decade between 1960 and 1970 saw unprecedented advances 
in digital electronics; developments such as large-scale integration 
now make feasible new approaches to problems in a number of diverse 
fie lds, often demanding a revision of both theory and practice.
Signal processing is one example. For fundamental to d ig ita l 
computer technology, whether in the form of general-purpose machine, 
or a specialised instrument, is the ab ility  to store and manipulate 
information-bearing data with relative ease. Consequently, alongside 
the advances in hardware, digital signal processing is evolving to 
stand almost as a subject in its  own right, based largely on well 
established principles for continuous systems.
This thesis presents some theoretical and practical extensions 
to digital signal processing, the principal theme being the discrete 
Fourier transform and power spectral estimation.
Nowin attempting to identify unknown characteristics of a real 
time-varying function x ( t ) ,  i t  is often useful to perform some form 
of transformation, usually into the frequency domain. D igital forms 
of this identification, or signal processing, often implies the use of
1
the discrete Fourier transform (D.F.T.)
N-l
1/N; I X exp(-i27rr k/N)
r=0
1.1.1
and sometimes the power spectrum
1.1.2
where : Xr is the data series representing x ( t ) ,
F^  is the complex D.F.T.
P. is the power spectrum.
= 0, 1,  N-l
k = 0, 1, .......... N/2-1 assuming X^  is real
In the past, two major advances in theory have reduced significantly  
the practical d ifficu lties  associated with the calculations of the 
D.F.T. and the power spectrum. Chronologically, the auto-correlation 
function^^ ¥n  :
{*0
Limit
T  ->• co
rT /2
'/■ \ x (t) x (t + t ) d t 1.1.3
in 1950 was the f ir s t ,  and forms a transform pair (commonly known as 
the Wiener-Khinchin transform) with the power spectrum :
¥ li ( t) cos(wt) d T 1.1.4
where P(w) is the equivalent in continuous terms to Pj,.
■ 2
This enables the power spectrum to be derived via the 
in d ire c t^  or ‘ lagged product' route which generally proves computa­
tionally  less arduous than the serial implementation of equations 1.1.1 
and 1.1.2.
However, the ‘fast* Fourier transform (F.F.T.) essentially 
reverses this situation. For the broad aim of Cooley and Tukey^ in 
1965was to improve the efficiency of the calculations leading to the 
D.F.T., and their work is regarded generally as the most significant 
contribution to the advent of the F .F .T .^  As a result, rapid 
conversion between the time and frequency domains is possible, important 
in a large number of signal processing applications. The calculation 
of the power spectrum is one example, and the F.F.T. reverses the 
situation in as much that the direct route to (equation 1.1.1 and 
1.1 .2), when using the F.F.T. to calculate F^, is generally more 
effic ient than the auto-correlation function approach^.
The F.F.T. in its  many different forms ^  has been the subject 
of extensive studies, and a large number of practical applications 
have emerged, demanding special-purpose instruments dedicated to 
performing the algorithm. Now such interest indicates not only the 
importance of the efficiency afforded by the F .F .T ., but also clearly  
the importance of the D.F.T. its e lf .
The thesis proposes and examines two procedures which may 
prove to be useful alternatives to the F.F.T. under certain conditions, 
and which are based on binary transforms. There are several motives 
for this work. The f ir s t  is simply the importance of the D.F.T. in
3
signal processing. Secondly, the F.F.T. has certain limitations 
and disadvantages : b rie fly , i t  is not particularly e ffic ien t for 
small numbers of data, and i t  is relatively inflexible in that a ll  
the D.F.T. terms from d.c. up to the Nyquist frequency are calculated 
concurrently. To date, there has been l i t t l e  or no successful work 
aimed at producing an e ffic ien t algorithm, either for short data 
sequences (say up to 128), or one which permits the evaluation of 
just a sub-group of the D.F.T. terms. Two examples of where such 
an algorithm might be useful are : in the auto-correlation function 
approach to the power spectrum where only the real part of the trans­
form is of interest; and in Welch's method^ for calculating 
stabilised estimates, which implies the use of short data sequences.
Lastly, binary transforms are chosen as a possible aid to 
computation si nee,with only two levels, they are inherently compatible 
with digital computers.
Consider now the power spectrum as defined in 1 .1 .4 , rewritten 
in the direct form as :
Limit y
*T* *
r T/ 
'2
6. ■
P(<0) = x (t) exp(-/wt) d t 1.1.5
T *>00 1 T, 
~ / 2
and compare this with the f in ite  discrete form :
N-l 2
1  I Xr exp(-y2irr k /  N) 1.1.6
r=0 .
In practice, clearly the lim its of integration (and summation) must 
be fin ite ; a common in terpretation^9^ 5^  is to view the 'in f in ite '
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x (t) multiplied by a truncating window, which is zero outside the 
f in ite  interval T. I t  is well known that the effect of this m ulti­
plication is equivalent to convolving the Fourier transform of x (t)  
with the Fourier transform of the window. Only i f  x (t) is periodic :
x (t) = x (t + n T )
does the window have no effect, and under such conditions P^  may be
' 1viewed as samples of the continuous P(a))» spaced at intervals yj-.
However, tru ly  periodic functions are s tH c tly  non-existent
from practical experimentation. For an -a-periodic function, however, P^
may be computed for N data samples spanning an interval T, (T = N At)
with the view either to reveal characteristics of x (t) over that
interval, or when x (t) is ‘almost1 periodic, then P^  may serve as an
approximation to P(to). I t  should be noted, however, that whether x (t)
is periodic or not, providing the sampling interval At satisfies the
Nyquist criterion, then P^  is a series of regular spaced samples 
representing the continuous function P. (to) :
p ((■>)
fT/  '21-  x (t) exp(-jcot) d t 1.1.6
similar to the relationship between Xr and x (t) .
Lastly, i t  is perhaps appropriate to consider b rie fly  c lassifica­
tions of the ‘signal‘ to be processed.
Any time functions, x ( t ) ,  may be described loosely as either 
deterministic or non-deterministic. Bendat and P ierso l^^give an account
5
of these two broad categories, identifying the principal charter- 
istics of each in both qualitative and mathematical terms. Now, for 
the present purpose, i t  is convenient to consider two alternative  
groups, which are equally broad, with equally loose definitions but 
which are more appropriate for the material in this thesis. The 
single sinewave is the f ir s t  category, and includes any function 
which is dominated by a sinewave or which has the general appearance 
of a sinewave, such as a frequency or amplitude modulated carrier.
The second category is the converse of the f i r s t ,  and is 
formed by those functions which at any instant in time comprise of 
the^summation of a number of sinewaves of different frequencies. The 
two groups may often require completely different forms of analysis, 
depending on the application, and this point is illustra ted  in the 
thesis.
1.2 SUMMARY
This thesis presents some practical and theoretical extensions 
to digital signal processing and, in particular, examines procedures 
for the calculation of the discrete Fourier transform (D .F.T.) and 
power spectral estimates.
Chapter 2, however, departs from the main theme to consider 
a form of curve-fitting analysis. This work is linked to the
Fourier-based material in the remainder of the thesis by the broad 
objective to estimate frequency and amplitude of sinewaves; but the 
curve-fitting is designed for the analysis of the single sinewave
6
type of function (see 1 .1 ), and aimed to give a much greater degree 
of detail than is generally possible using a Fourier approach.
In Chapter 3, two binary transforms, namely the well known 
Walsh and the new Intermediate Binary Transform, are related 
theoretically to the discrete Fourier transform in order to design 
flexib le and effic ient procedures for the evaluation of the D.F.T. 
These procedures are then compared with the well known 'fa s t' Fourier 
transform.
Power spectral estimation is the theme of Chapter 4. 
Approximations in the transform coefficients, aimed at improving 
the efficiency of the calculation procedures without incurring 
excessive loss in accuracy, are proposed and examined. Two forms 
are considered : round-off to the nearest integer pov/er of two, and
an imposed threshold on the coefficients of the transform from the 
binary to the Fourier domain. Errors due to the approximations are 
assessed in terms of harmonic leakage. This is made possible by 
the phase invariance property and the normalising of harmonics 
individually.
A 'three-dimensional' display offers one approach to the 
problems of data reduction and convenient forms of visual presentation 
of information. In Chapter 5 examples are given, f ir s t ly  of 
time-varying power spectral estimates of a single channel electro­
encephalogram recording, and also of the harmonic leakage effects 
due to the approximations described in Chapter 4.
7
An extension to the auto-correlation function approach to 
calculating power spectra (equation 1.1.4) is presented in Appendix 1. 
Beginning with an interpretation of the term 'instantaneous* power 
spectra, the idea of two distinct classes is developed; the f ir s t  
from theoretical definitions, and the second from a more practical 
standpoint based on d ig ital f i lte rs . Then, from the linking of these 
two classes, evolves a new approach to computing stabilised time- 
varying spectral estimates. However, this work reflects the jo in t  
effort of M.S.Hodgart and the Author, and for this reason is included 
in the form of a departmental report as an Appendix.
1.3 CONCLUSIONS
Two very different forms of digital analysis procedures are 
considered ; a curve-fitting approach is examined f i r s t ,  followed by 
a more extensive study of some Fourier-based procedures.
The curve-fitting is designed to measure frequency (and 
amplitude) of the single sinewave class of function. The trade-off 
between time and frequency resolution is contained in the plots of 
frequency errors against arc span, for an input of a pure sinewave 
plus noise. Errors are at least an order of magnitude below those for 
a simple zero-crossing detector system.
Possibly one of the most useful developments is the 
Intermediate Binary Transform ( I.B .T .) .  Now the somewhat complex relation  
between the Walsh and the Fourier domains severely lim its  the situations
8
where this binary transform provides an effic ient route to the D.F.T. 
However, the new I.B .T. is more effic ient than the F.F.T. for sequences 
containing up to 128 data, and unlike the F.F .T., the I.B .T . affords the 
f le x ib ility  to calculate sub-groups of the fu ll D.F.T. range, with 
the computational e ffo rt essentially proportional to the size of the 
sub-group. Also, experience suggests that the I.B .T . is easier to 
implement in a high-level language than the F .F .T ., and i t  is thought
that this may prove to be true for both machine-code level and implementa­
tion in hardware.
One interesting and possibly surprising result is the smallness 
of the errors due to the severe quantisation of the multipliers in the 
conventional F . F . T . A n  important principle here is the phase 
invariance property, which permits harmonics to be normalised individually  
and by different factors, thus enabling the errors to be viewed purely 
in terms of harmonic leakage. The same principle applies also to both 
the round-off of the binary to Fourier coefficients, and to the threshold 
form of approximation; the la tte r  fac ilita tes  a trade-off between 
accuracy and computational e ffo rt. An extension of this area of the
work would be to carry the round-off to the lim its of ±1 and zero;
the resulting transform could be used to produce a crude approximation 
to the power spectrum, and would have the advantage that in the 
calculations, multiplications would be required only to square the real 
and imaginary components, and to normalise.
Thus, in summary, some extensions to d ig ital signal processing 
are presented in the thesis; two of the more important ones, thought to
9
be new and of direct practical use, are f irs t ly  the I.B .T ., designed 
specifically for a flexib le  and effic ient computation procedure fo r  
the D.F.T., and secondly, the principle of normalising individual 
harmonics when approximations are introduced into power spectrum 
calculations.
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C H A P T E R  2
CURVE FITTING
2.1 INTRODUCTION
Often in communications, instrumentation, control, and 
other fie lds, i t  is required to estimate the frequency and perhaps 
amplitude (or power), of a time function x (t) which is predominantly 
sinusoidal, and to repeat these estimates so that they themselves 
become functions of time.
With x (t) in continuous form, there are standard 
approaches to such measurements. Some, such as those based on 
the phase-lock loop principle, make use of the information that x (t) 
is sinusoidal, while others depend on detecting and timing zero- 
crossings and/or peaks, thus relying on sample points only. One 
possible advantage of the la tte r approach is the inherent time 
resolution, for up to four estimates of frequency are possible for 
each cycle; but the fact that the signal might be sinusoidal is 
not fu lly  used.
The curve f it t in g  procedures are aimed at achieving both 
high time resolution and the utilisation of the sinusoidal informa­
tion in x ( t ) .  A sinewave A sin(wt + <f>) is f it te d  to a small 
number of regularly spaced data points, representing x (t)  ; and 
the f i t  is repeated while sliding along the time record, giving 
estimates of together with A and <j), a ll as functions of time. 
Thus, use is made of the sinusoidaT information, and the time resolu­
tion is essentially controlled by the number of data points in each 
f i t  together with the sampling rate.'
Below, two curve f itt in g  procedures are examined. The
f irs t  is an exact f i t ,  so called because at each step the number 
of data points is equal to the number of unknowns : three for 
A sin {(# t + <J>), and four when a d.c. term is included. This exact 
form is found to be dependent on the relative phases of the 
sampling instants and to such a degree that this proves to be a 
severe lim itation; and so a brief qualitative account only is 
presented, serving as an introduction to the second, generally 
more successful, approach - a 'best* f i t .  Here, the number of 
data points exceeds that of the unknowns, and a least squares 
criterion is adopted as the interpretation of 'best'.
is purely d ig ita l, with x (t) represented by a series of regularly 
spaced samples, X^, with the known sampling in terval, A t, satisfying 
the Nyquist criterion.
2.2 EXACT FIT
Figure 2.1 shows a sinewave sampled at intervals of A t. 
Writing the equation in the discrete form :
and following the derivation of Appendix 2.1 , the instantaneous 
frequency w may be calculated from three successive data 
points :
For both forms,the exact and the best f i t ,  the computation
X = A sin(wrAt + <}>) 2 .2.1
O)r 2 .2.2
12
0SP
FIG. 2.1 SAMPLED SINEWAVE
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Similarly, the instantaneous amplitude from
and
Ar
10 /COS
2.2.3
2.2.4
where 0. <f> + torAt + tt/2
Thus, by stepping along the data record in steps of 
one or more samples, the solutions of equations 2.2.2 and
2.2.3 at each step produce estimates of 'instantaneous' frequency 
and amplitude respectively.
The inclusion of a d.c. term, such that :
Xr = A sin(wrAt + tf>) + d.c. 2.2.5
introduces a fourth unknown, and the corresponding equations 
are : .
wr = l /^ t  •jcos"1 V 2  - V i  ~ V l  + Xr
2 ( V i  - Xr )
2 .2 .6 .
1 +
«
Xr - T  2Xr + V T V r V l *  Xr+2_Xr~
1 v2
1S~
X1tX 
 ^
\ _3Xr+1+Xr - r Xr+2 -3Xr
V
4
2 .2 .7 ,
and cos"1 ( (Xr - d.c.) /  A J 2 .2 .8 .
where 0M = wrAt + $ r
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Limitations of the Exact F it
The results for to and A using the above equations 
are highly dependent on the distribution of the samples. For 
the three-point case, when approaches zero (when the arc 
span ^ a p p ro a c h e s  a symmetry about a zero-crossing -  see 
Figure 2 .1 ), then any error in the value of w ill have a 
relatively large effect on both and Ar . In the lim it , when 
4>s . is symmetrical, the equations for both ay and Ar become 
indeterminate, the numerators and denominators being zero.
In the four-point case, the same is true for symmetries 
about a peak, where again both equations 2.2.6 and 2.2.7 become 
indeterminate.
Thus, the distributions of the points, which in general 
are quite arbitrary, govern directly the valid ity of the calculations. 
This proves to be a severe lim itation. Prior tests might be 
employed to detect adverse symmetries and to preclude the calculations 
of w and A^  , or perhaps to bias the results according to the 
distributions. However, i t  is the dependence of the exact f i t  
approach on the relative phase of <f>Sp which motivated the study 
of an alternative - a 'b e s t'f it  approach.
2 . 3  BEST FIT
As before, the principle is to estimate instantaneous 
frequency by stepping a curve f it t in g  procedure along the data 
record (the evaluation of amplitude and phase is inherent in the 
calculations, but these are regarded here as of secondary importance
15
compared with the frequency measurement). The least squares 
criterion is adopted to f i t  the best sinewave to an arbitrary  
number of points, one obvious stipulation being that this number 
exceeds the number of unknowns.
Consider the set of equations :
Z- = X ^ . + e.j = A sin(wiAt + <J> ) 2 .3 .1 .
= A-j cos(wiAt) + A^  sin(wiAt) 2 .3 .2 .
where Z. = i^h sample of the best f i t ;
e^  = error at the i"^ sample;
i = 0, 1, ..... m-1;
m = number of data points per f i t .
Now, minimising with respect to u leads to non-linear 
equations, but i t  is possible to perform a conventional least 
squares approximation to give A-j and A^  for a fixed w, and 
numerically optimise with respect to w. R ean/^  shows that 
derivative methods are appropriate, and :
v m-1 v
= 2 At I  e. i (A^ cos (mi At}-A j sin(coiAt)J 2.3.3
v
where E = minimum square error;
v v v\:
e. = least squares residue ; and
A. AA-j A^  = least squares estimates.
16
The proposed curve f it t in g  procedure takes two tr ia l  
values of w which, for the optimisation to be successful, must 
bracket the true value of frequency. Then i t  evaluates A-j and
A
for both, and substitutes into equation 2 .3 .3 . to give two
points on the error derivative curve; then, either by linear
interpolation or by interval halving, repeats with further
v
values of oj,  driving 9 E/3w towards zero.
An Example : The frequency estimates for a modulated
sinewave in Figure 2.2 are calculated using five points per f i t
(m = 5 ). The number of samples per cycle of carrier Nc is 5;
the frequency modulation index 3 =1  and the modulating signal 
1
frequency is /10th of the carrier frequency. The calculated
frequencies and errors are shown in Figures 2 .2 .b and 2.2 .c  .
respectively and, as might be expected, the largest errors tend
to occur at the highest rate of change of frequency. Here, arid
for the r.m.s. errors below, the ‘true1 frequency is taken as
the instantaneous value at the centre of $ .
SP
2.3.1 Errors in Frequency Measurement
In the above example of sinusoidal modulation there 
is a maximum frequency deviation of ±10%, and with the somewhat 
arbitrary choice of m = 5, tf>Sp lies within the range 360°± 10%. 
However, with exactly the same data, m = 4, 6, 7, . . . .  are 
equally valid choices for each f i t ,  giving the same percentage 
variation about a corresponding mean , and with the following 
r.m .s. errors :
17
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FIG.2.-2 INSTANTANEOUS FREQUENCY MEASUREMENTS
CARRIER : MODULATING FREQUENCY = 10: 1  
B= 1; 5 SAMPLES/CYCLE OF CARRIER 
5 SAMPLES/MEASUREMENT
( a )  DATA
(b )  MEASURED FREQUENCY DEVIATION
( c )  ERROR/CENTRE FREQUENCY
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>^s p mean
(degrees)
288 360 432 504 576 648 720
r.m.s.frequency 
error 
(% of carrier 
frequency)
.23 0CO• .14 .30 .27 .30 .37
Note that these errors are derived from a re la tive ly  small 
number of calculations (<50) covering just one cycle of the 
modulating signal; but some observations may be made. F irs tly ,
<j> _ may prove to be a useful parameter in the assessment of errors 
of this nature, for i t  links directly the two independent,control!able, 
parameters m and (^Sp = 360 m/N^). Secondly, the assumption 
at each step that $Sp is the arc of a pure sinewave becomes less 
valid as <f>Sp increases, clearly due to the variations in the 
signal frequency; thus the errors tend to increase as <{> increases.
Now in order to gain further insight into these errors in
terms of m and <j>Sp* i t  is useful to consider input data generated
from a pure sinewave.
. ' v
Pure Sinewave : Consider the error function, 3E/3w defined
in equation 2 .3 .3 . and the four examples plotted against normalised 
frequency, wq9 so that the curve crosses the abscissa at w0 = 1 
(Figure 2 .3 ). Now these plots are examples from a vast family of 
curves, for the overall shape of each plot is governed generally by 
three parameters :
( i )  the number of points per f i t  m ;
( i i )  the arc span, <f> = mA t . 360/2 degrees ;
( i i i )  the phase, <p , of <j>s ■ (see-Figure 2 .1 ).
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In general, a given shape repeats for phases of $ ± nTr. The 
units adopted for <fr and <f> are degrees and radians respectively, 
to ensure differentiation between the two.
Now there are two characteristics common to a ll such plots of
- v :3E/9w : for O'< < ^ <  360., the functions are always negative for ta0
between zero and unity, and always positive immediately above unity, 
irrespective of m or <f>. This information may be used at the 
beginning of the optimisation procedure, to test whether the chosen 
values of frequency bound the 'true1 ones; that is , whether or not an 
optimisation is possible with the two in it ia l values.
v
However, the overall shape of 3E/3uj is sensitive to changes
in m, <j> and $ in a manner such that the curves cannot be readily 
H
rationalised in order to give simple information about the parameters 
m and 4>$p which might minimise errors in the frequency measurements 
for various input conditions. To this end, an alternative approach 
is adopted, and that is to consider directly the effects on the measure- - 
ments when noise is added to a pure sinewave.
Sinewave plus Noise ;
Consider data generated from a pure sinewave of known frequency, 
w, and with added noise from a pseudo-random generator.* The frequency 
is then estimated, to, using the curve f it t in g  procedure, and the 
estimate subtracted from the true frequency to give the difference or 
error, ^ , due to the noise :
A
e -  uj - to 2 .3 .4 .to
-• ’ •*  DEC PDP-11 BASIC features such a generator.
' - ’ : 21
Then, to get a reliable estimate of the error, the process is 
repeated a number of times with different noise sequences, so that 
an r.m.s. value e can be derived.
(X)
v
Now i t  follows from the description of 3E/3w above that 
e  ^ is a function not only of the added noise but also of the 
three parameters m, <J> , and <J>, and since of the three, the
. r
value of $ is usually quite arbitrary, a more general error 
function results from averaging a form of ew its e lf ,  so that i t  
becomes independent of phase. Ew is such an error function, 
defi ned as :
Em (ra. *sp) = ■ / ■ !  [W(iM (m.-*sp. « ) 2 :d.♦
* ,
0
V
The limits of integration are 0 and tt since e, like 3E/3w 9 is 
periodic with period tt. As a consequence of the two averaging 
processes, the evaluation of E^  is a result of a large number of 
evaluations of e^, (up to 1000 for each point in Figure 2 .4 ).
Plots of E^  against S^p in Figure 2.4 include curves 
for m = 4, 5, and 10 ; those for m = 6 , 7, 8 , and 9 are omitted' 
for c la rity , but a ll lie  between the two for m = 5 and 10, with 
the last three being very close to that for m = 1 0 .
Two noise levels are considered; the f ir s t  has amplitude 
limits of ±5% of the base sinewave, and the second lim its of ±15%. 
These correspond to r.m.s. levels of approximately 4.06%, and a
2.3.5
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value 3 /sf times larger.
The plots of vs can be used to indicate
appropriate values for m in the curve f itt in g  procedure; for 
example, for an r.m.s. noise level of say 4% and <j> of 240°,
r
a frequency error of some 0 .0 2 % is predicted, and m is given 
by :
m >  Nc . ^p/360 2.
And since Nc (the number of points per cycle of the carrier) 
is governed directly by the frequency w , and the fixed sampling 
rate At, an adaptive system can be envisaged whereby m is 
controlled by previous measurements, and takes the nearest 
integer value to
2.4 ZERO CROSSING SYSTEM
I t  is perhaps appropriate here to compare the performance 
of the curve-fitting procedure with a zero-crossing approach. Consider 
the following simple derivation.
The frequency of a sinewave is to be estimated by measuring 
the time intervals between zero-crossings, and the signal has added 
pseudo-random noise of imposed amplitude lim its of ± h :
x ( t ) A sin(u)t + <f>) + p.r.noise
+h
-h
2.4.1
Clearly, the noise can lead to a maximum error tmax in detecting 
the instant of a zero-crossing of the sinewave :
max sin“1 (X) /  to 2.4.2
... h.where * is the amplitude ratio
The r.m.s. error may be written as :
zc
T
2  ^max -
2  tmax
( W  -  4  p ( t )  d t 2.4.3
where p(t) is the probability of a zero-crossing occurring a t time t .  
Now, assuming X «  1, and a ll amplitudes of the noise within ± h are 
equally lik e ly , then equation 2.4.3. becomes :
’zc
“ { “ max
, 2 t,max
^max ” ^  Y t   ^ 2 .4.4.
max >
25
= 0.57 X/to
= 9.1 X % of sinewave period 2.4.5
This error relates to the detection of a single zero-crossing, but 
i t  leads readily to r.m.s. error in measuring the interval between 
successive zero crossings, ey :
eT = / Z  ezc = 12.8 X % of sinewave period. 2.4.6
Clearly, the average error,taken over a sufficient number of measure­
ments, tends to zero.
Now the derivation implies that the instantaneous amplitude
of the noise is constant over the interval 0  to 2 t  „ . and atmax
firs t  sight this might seem to be somewhat unrealistic; for unless 
the noise is limited to low frequencies, its  value is lik e ly  to change 
during the interval. However, a digital simulation of a simple 
zero-crossing detector corroborates the results. Using a sinewave 
plus pseudo-random noise from the same source as used for the curve- 
f it t in g , the simulation results suggest that equations 2 . 4 . 5  and
2 .4 .6  give good indication of the errors, providing the instantaneous 
amplitude does not fluctuate rapidly during the interval 0  to 2 t  _ . 
For example, i f  the zero-crossing rate of the noise is up to 25 times 
that of the sinewave, then the simulation gives values of ey within 
20% of the value predicted by equation 2.4.6 for X < 15%; the
differences increase for larger X, with ey fa llin g  more rapidly 
as the zero-crossing rate is increased. Some empirical results are 
as follows :
26
For X = 5%
Zero-crossing rate of Noise/Signal 1 25.0 50.0 1 0 0 . 0
eT /X
{% of sinewave period)
13.2 11.7 1 0 . 0 8.3
ez c ^
{% of sinewave period)
9.4 8.4 7*5 7.6
For the higher zero-crossing rates, the probability that the 
zero-detector triggers too early is increased, giving a positive average 
time error in the detection of a single zero-crossing, but a decreasing 
r.m.s. error in measuring the time interval;clearly,in  the lim its , with 
very high frequency noise ey tends to zero and ezc tends to 
sin^(X) / 2 ir.
Now the conditions for the curve-fitting in terms of the zero- 
crossing rates are such that equation 2 .4 . 6  may be used for the purpose 
of comparison. The relevant r.m.s. errors in measuring the intervals 
between zero-crossings are :
X = ±5% ey = 0.64 % from equation 2.4.6
ey = 0 . 6 6  % from simulation
X = ±15% ey = 1.92 % from equation 2.4.6
ey = 1.98 % from simulation
and these values may be compared directly with those for -  180°
in Figure 2.4; for m = 5  the corresponding errors are :
27
X = 5% r.m.s. error = .04% J
X = 15% r.m.s. error = .09%
Thus, for the type of noise considered, the errors encountered
in the curve-fitting approach are at least an order of magnitude
below those for the simple zero-crossing detector. The curve-fitting  
technique may be viewed as a f i l t e r  sliding along the time record and 
attenuating the noise. Clearly, this effect is not present in the 
zero-crossing approach, and hence the improved performance of the 
former.
SUMMARY
The curve-fitting procedures are designed to measure the 
frequency (and amplitude) of signals in the single sinewave class 
(see 1 . 1 ) .
The performance of the exact form is governed by the d is tr i­
bution of the data, and this is a severe lim itation. The 'best f i t '  
approach, using a least squares criterion, gives much better results, 
and for a pure sinewave plus noise is at least an order of magnitude 
more accurate in frequency measurement than a simple zero-crossing 
system.
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C H A P  T E R  3
BINARY TRANSFORMS AND THE DISCRETE 
FOURIER TRANSFORM
3.1 INTRODUCTION
Binary transforms,requiring additions and subtractions only, 
have been the subject of much research in the last five  years, mainly 
owing to their inherent compatibility with digital electronic 
equipment, suggesting possibilities of improved performance and 
re lia b ility . Binary functions may be defined as including both 
functions which have just two levels ( ± 1 ) ,such as the Walsh^30^, 
and also those which have, in addition, a zero level such as the 
normalised Haar f u n c t i o n s . T h e  la tte r  s tr ic tly  have three levels 
but, since additions and subtractions only are required, the same 
advantageous characteristics possessed by the true two-level type 
apply, and as Walsh himself^33  ^ states, such functions are essentially 
two-level.
Now the Walsh functions in particular have received 
considerable attention, with applications in the fie lds of image 
coding, voice signal compression, multiplexing, and many others; 
the bibliography of Harmuth's book^33) gives a comprehensive index 
to the work. However, i t  is perhaps true to say that in attempting 
to identify the characteristics of arbitrary time functions, Fourier 
analysis has no equal; for descriptions in the dimensions of time 
and frequency are readily accepted and invariably enable in te r ­
pretation in physical terms. Also, the phase invariance :
cos2 0 + s in2 © = 1
29
is most important in power spectral estimation, and this property 
gives the Fourier a distinct advantage over-the Walsh transorm.
Thus, in general terms, binary transforms have an advantage 
in ease of computation, whereas results from the discrete Fourier 
transform (D.F.T.) are more readily interpreted. In this Chapter 
two binary transforms are related to the D.F.T. with the view to 
computing the la tte r  from the former.
F irs tly , the Walsh transform is examined in a role whereby 
i t  provides an intermediate domain for the conversion between the 
time and frequency domains; that is , the D.F.T. of a data sequence 
is derived via the Walsh transform, or the inverse.
Now* like  the D.F.T., the Walsh transform has a fast computation 
procedure (F.W.T.); the term 'fas t' here describes procedures which 
perform concurrently the calculations leading to the resultant trans­
formation and which, by taking advantage of factorising properties, 
reduce the number of inherent operations. Both the F.F.T. and the 
F.W.T. may be represented by a similar Cooley-Tukey (C-T) type flow 
graph. I f  a ll the cosine terms of the F.F.T. are set to unity, and 
a ll the sine terms to zero, the result is an F.W.T., a lbeit an 
ineffic ient one. In the ligh t of these s im ilarities , the choice of 
the Walsh transform for this particular application of deriving the 
D.F.T. appears to be reasonable, and the idea.is examined in 3.2. and 
extended in Chapter 4 for calculating power spectral estimates.
However, the exact mathematical relationship between the Walsh 
and Fourier transforms is not simple and, as a result, the above
30
application leads to computational advantages over conventional 
procedures in very limited circumstances only. Thus, a new transform 
is presented in 3.3. I t  is termed the 'Intermediate Binary Transform' 
( I.B .T .) ,  and its  purpose is to speed up the calculation of the D.F.T. 
The I.B .T . has a 'fas t' computation procedure, conveniently defined 
by a C-T flow graph, and in this form there are some sim ilarities with 
the 'fas t' Haar transform.
Definitions in this and subsequent chapters are in discrete 
mathematical form, using matrices where these offer convenience in
notation. The variable 1N' is restricted to positive integer powers of
8,two, (N = 2 ) ,  and N is related to the time interval 'T' and the 
continuous function x (t) of the previous Chapter by the sampling 
rate, A t, T = N At.
3.2 THE FOURIER TRANSFORM VIA THE WALSH TRANSFORM
The Walsh functions are linked to trigonometric functions 
in terminology, attributed generally to Harmuth^35^. Sequency, Cal, 
Sal, and Walsh-Fourier a ll have connections with sinusoidal functions, 
and some authors have related the two sets of functions mathematically. 
Bosswetter^) presents the 'mutual spectral description' using a 
three dimensional representation. Schreiber^3^  establishes the 
bandwidth requirements of the Walsh functions, and Ream^ 38  ^ has 
evolved a simple method for identifying the sequency components 
of a given harmonic, and the converse.
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Here, the Walsh transform is considered as an intermediate
stage in the evaluation of the D.F.T
Walsh
Transform D.F.TData
This may he compared v/ith the direct route
Data D.F.T
F.W.T
Fourier
Walsh
F.F.T
One possible advantage of the two-stage approach is the use 
of the inherently fast F.W.T.,. which may be up to an order faster 
than the F.F.T. A second possibility is useful data reduction 
by filte rin g  the Walsh domain. A key factor in realising these 
advantages is the Walsh to D.F.T. conversion; an immediate aim of 
the data reduction is to simplify this conversion, but i f ,  nonetheless 
i t  proves computationally arduous, then the speed of the F.W.T. is 
neutralised.
In this Chapter an exact transform between the two domains 
is considered. The question of data reduction is le f t  to Chapter 4, 
where approximations in the transform are proposed.
I t  is perhaps unfortunate terminology that the term 
( 35')‘Walsh-Fourier Transform1^  1 is generally accepted to mean simply
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an ordering and grouping of the Walsh transform into even and odd 
Cal and Sal functions; this then gives another sim ilarity to 
the Fourier transform, where the real and imaginery terms -  from 
the cosine and sine functions - are treated separately. However, 
i t  should be stressed that i t  is not the intention here to evaluate 
the Walsh-Fourier transform, for this would mean additional 
computations for the unnecessary 'shuffling* of the Walsh transform 
prior to the conversion to the D.F.T.
3.2.1 Walsh to Fourier Conversion
The unnormalised Walsh transform and D.F.T. may be defined 
respectively as ;
B = H X 3.2.1
and F = _C X -  j  S> X 3.2.2
Twhere. X = (Xq, X-j, .......... ^N-l) a vector representing an
arbitrary real data sequence
H, is a N x N Hadamard matrix
T
_B = (Bq, B ,^ . . . . .  B^ j^ -j) is the resulting Walsh 
transform vector
C , are N x N matrices representing the real and
imaginary parts respectively of exp - 1T  ^ r-—j
and _F — £ Rq + j  ^ 0  * ^1 *^"  ^  ^1 * • * • • •  3 N^—l ) ^  the
resulting complex D.F.T. vector.
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Further, define the transform matrices £  and £  as :
D = (H C ) T and E = ( H S ) T 3.2.3
then the Walsh to Fourier conversion, as derived in Appendix 3.1a, 
may be written :
F = 1/N { D B - j  E B } 3.2.4
which may be re-written in the form :
Fk = VN f I  Dkr Br - j  I  Ek r Br|  3.2.5
r  r
Equation 3.2.5. suggests a practicable approach to computing the 
D.F.T. via the Walsh transform, which may be summarised by the 
following four steps :
Step 1 : Evaluate and store ID and £  :
Compute the Walsh transforms of expf --T and store
N
the results in a ‘ look-up1 table.
Step 2 : Compute the Walsh transform of the data.
Step 3 : Convert the Walsh transform to the D.F.T. using
equation 3.2.5.
Step 4 : Repeat steps (2) and (3) for any subsequent
data sets.
There is no known 'fas t' computation procedure for the 
Walsh to Fourier transform of Step 3, and each term is calculated
34
individually. The fu ll range for real data is from zero to the 
Nyquist cut-off frequency, i.e . k = 0 ,  1 , . . . .  N/2-1. The number 
of computer operations may be assessed from the elements of D and E.
3.2.2 The Transform Matrices
plications and additions; however, this number may be reduced, since 
£  and £  contain many zeros, and these may be omitted from the 
calculations.
Zeros of D and £  : Now more general definitions of D
and £  result from including phase <{> iin  the trigonometric functions, 
such that for equation 3.2.3. the elements of £  and £  are given by :
For the resulting D.F.T. defined by equation 3.2 .5 . the 
magnitude is independent of $ , and the phase contains <f> as an 
offset. Hence, i t  is reasonable to adopt a value of <f> which aids 
computation, should one exist.
Now in general the elements of £  and £  , for a given N, 
are a function of frequency k and $ . A distinct computational
advantage is gained by specifying $ such that the trigonometric 
functions are sampled symmetrically about (N -l)/2  , i .e .
p
Direct implementation of equation 3.2.5. requires N multi
3.2.6.a
3.2.6.b
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2 ir(r + l / 2 ) k
N
2  ir(r + 1 / 2 ) k
N
This optimal value of phase ( <J>. = ttk/N ± mr) minimises the
number of non-zero elements in every row of £  and £, and results
from arranging the sampling instants of the trigonometric functions 
to be symmetrically displaced about the half period centre point. 
Table 3.1 in Appendix 3.1 lis ts  the non-zero elements for optimal 
phase conditions for N =64; and by inspection, the number of non-
zeros, Z^, for row k is :
and in general :
for both D and E.
the binary form of k)
For phases not approaching the optimum Zk is double, and 
in a ll future reference to the matrices £  and E the 
optimum is assumed.
For a given N summing Zk for k = 0, 1, . . . .  N/2-1 gives
(N = 2^; z is the number of least significant zeros in
for the fu ll rangethe total number of non-zero elements
of frequency
36
N/2-1
^ 3.2.8
and 2  Zj0^a-j is the number of multiplications (and additions) for 
the complete Walsh to Fourier conversion when the operations on the 
zero elements of £  and £  are omitted.
Some examples of zj 0tal are given in 3.4, when the Walsh 
approach is compared with the I.B .T . and the F.F.T.
SUMMARY ,
A practicable approach for calculating the discrete Fourier 
transform of a data set via the Walsh transform of that set is 
presented. The number of operations essential to the calculations 
may be estimated from the transform matrices \D and E , and these 
are examined further in 3.4 and Appendix 3.1.
3.3 THE INTERMEDIATE BINARY TRANSFORM
In 3.2 a link is established between the Walsh and frequency 
domains which enables the D.F.T. to be calculated via the Walsh 
transform. But the link is not simple, and the conversion is 
performed seria lly . However, one may think in terms of a new transform, 
purely as a computational device :
D.F.TNew to Fourier 
Conversion
New Transform
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Such a transform is presented here, and termed the 
‘ Intermediate Binary Transform'. As with the Walsh approach, the 
procedure contains two distinct stages. The f ir s t ,  the binary 
transform its e lf ,  combines data in a manner specifically designed 
to minimise the number of subsequent calculations (multiplications 
and additions/subtractions) required to calculate ar\y arbitrary 
D.F.T. term; the second stage is the derivation of the D.F.T. its e lf
from the binary transformation.
3.3.1 Genesis and Definition of the I.B .T .
In Figure 3.1a a data vector X is shown containing
16 samples, numbered 0 to 15, some of which are designated ■'yV.
Now in finding the real part of the term F  ^ for instance, the 
samples are multiplied by cos(2 ttk r/N  ) for different values of 
r corresponding to each sample. As can be seen from Figure 3 .1(d ), 
the fourth harmonic, the magnitudes of cos(2'irr4/N) for even 
numbered samples are equal, with alternate polarities /the same.
Hence the magnitude of these samples can be summed and then multiplied 
by cos(2tt4 / N ) to obtain the real part of F^, provided that in 
the summation account is taken of the differeing polarities of equal 
values of cos(2*irr4/N). The same is true for the third harmonic, 
Figure 3 .1(c), where for example, in finding the real part of F^  
the f ir s t  and seventh samples are multiplied by the same magnitude, 
but different sign, cosine value; and the fourth and tenth samples 
are multiplied by the same cosine value which, with opposite sign, 
also multiplies the second and twelfth samples. The fundamental and
38
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a ll the other harmonics may be treated in the same way, systematically 
combining subsets of data by addition and subtraction to give a new 
transform vector - that of the I.B.T.
Definition of the I.B .T . : The I.B .T. is a discrete 
orthogonal transform defined in matrix form as :
B = M . X 3 . 3 . 1
where X = (Xq, Xp . . . . .  is the data vector
J  ...£  = (BQ, Bp . . . . .  is the resulting I.B .T . vector,
and M is the transform matrix defined by the recurrence relation :
(p + 1 ) =
M(p) M(p) 
i(p )  -0(P)
3 . 3 . 2
M(0) 1 , & = logg N , 0 (0 ) = 1 , and for example.
0(2} =
1 0  0 0 
0  1 o - l  
0 0  1 0 
0 1 0  1
and, in general,
the elements of J are specified as
° u
1 for i = j ,
1 for i = 2 P - j ,
1 for i = 2 P - j ,
j  = 0 , 1 , . . . . .  2 P - 1
j  = 1 , 2 , ........  2 P ' 1 - 1
j  = 2 p _ 1  + 1 , 2 p _ 1  + 2 , . . .  2 p -  1
0  otherwise.
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i . e . ,  £  has two diagonals with ± 1  values, and zeros elsewhere.
A matrix and a Cooley- Tukey (C-T) type signal flow diagram for 
the 'fast* computation of the I.B .T. are shown in Figure 3.2 for 
N >  16.
The I.B .T. may be compared with the 'modified'Walsh Hadamard 
transform of Ahmed( 3 4  \  who uses a similar C-T type algorithm to 
arrive at the Haar transform. The only computational differences 
are that the I.B .T. has neither coefficient re-ordering nor multi­
plication factors of /? ,  but does have some further additions and 
subtractions at each stage.
3.3.2 The I.B .T. to D.F.T. Conversion
The order of the I.B .T. coefficients (or the row ordering 
of the matrix) is arbitrary, but that shown in Figure 3.2 groups the 
harmonic components of in a convenient form for the conversion to 
the D.F.T.
Now following similar steps to those for the Walsh to Fourier 
conversion, but with £ , £ , and EJ, redefined as :
i  = M . X
D = (H . C )T and E = ('m . C )T
then the I.B .T. to Fourier transform is defined by :
F = D B - j  E B
A
where "M is a normalised version of M, derived by dividing each row
3.3.3
3.3.4
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( b)
THE INTERMEDIATE BINARY TRANSFORM FOR N 
( a )  THE MATRIX
lb )  THE C-T SIGNAL FLOW GRAPH
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TERMS
of M by the number of non-zero elements in that row. The proof 
follows that of Appendix 3.2 b , and relies on the fact that :
- 1M 1 = M1 3.3.5
Now the elements of d and JE above are similar to their  
counterparts for the Walsh (equation 3.2.4) inasmuch that the 
numbers of non-zero elements correspond. But there is a major 
difference which affords a distinct computational advantage : a ll
the elements of D and E for the I.B .T . are of the form 
cos(2 Trr k /  N) , (compare with the Walsh, Appendix 3.1) and, as 
explained below, this leads to relatively simple and effic ient 
algorithms for the I.B .T . to D.F.T. conversion.
thLet _B be the r coefficient of for an arbitrary
data set _X• The D.F.T. coefficients are then given by :
F0  = bq + F^ j/ 2  = B-j + jO
Z,,-l
3.3.6
where x = - 1  for values of k given by :
k = (4 i- l )2J i = 1,2,....... .....N/4
j  = 0 , 1 , 2
and x = 1 otherwise ( i .e .  x governs the sign of the
imaginary terms)
as defined in 3.2.2. is th e  number of non-zero elements  in row k 
r = 0 , 1 , 2 , . . . . .  Z^ - 1
I  cos(2 itr  k /N) 
r= 0 2^ Z “ 3 x ^ 3 7^zk+r 6l k+r
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Equation 3.3.6 follows from an examination of the 
transform matrices J) and ji and expresses the I.B .T . to D.F.T. 
conversion in a convenient form for the development of algorithms. 
An example in flow diagram form is given in Figure 3.3.
Thus, an alternative approach to computing the D.F.T. is 
defined,; and may be sunmarised in the following three steps :
Step 1
Compute the I.B .T. for the data set using the 'fa s t' in ter­
mediate binary transform.
Step 2
Use equation 3.3.6. to convert from the I.B .T . to the D.F.T.
Step 3
Repeat steps 1 and 2 for subsequent data sets.
The operations may be represented in block diagram form as :
Real Data 'Fast' I.B .T. . Intermediate
I.B.T. to Fourier
3.3.3 Computing the Transform
To convert from the I.B .T . to the D.F.T. at frequency k, 
equation 3.3.6. indicates that 2Z  ^ multiplications and additions 
are required; this is the same as the number for the Walsh to 
Fourier given in 3.2.2. However, inspection of equation 3 .3 .6 . 
reveals that in many cases a given cos(8 ) is multiplied by a given
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START
YESNO
YES NO
NO YES
•P- STOP
CALCULATE z
OUTPUT F|<
CALCULATE Z k
SELECT 
B3Zk + r 
FOR r = 0
SELECT
CALCULATE 
&3Zk + r COS (2rrr
FOR r=r +1
CALCULATE 
B2Zk + r
FOR r= r +1
F IG .  , 3 . 3 . INTERMEDIATE BINARY TRANSFORM TO D FT CONVERSION
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I.B .T . coefficient for more than one frequency. I f  these repeated 
multiplications are avoided, then the D.F.T. coefficients are no 
longer calculated seria lly , but in a parllel form. The simplest 
example results from noting that :
cos(2 Trr k /  N) = (-1) cos(2Trr (N/2 - k) /  N )
thus calculating terns at frequencies k and N/2 -k concurrently 
essentially halves the amount of computation. This is easy to 
implement and is used in the Algol program, Appendix 5. However, 
to avoid a ll repeated multiplications, the required algorithm is 
much more complex, and is warranted for large N only.
Auxiliary Storage : The I.B.T. its e lf  may be computed
'in place1, but the I.B .T. to D.F.T. cannot be (for N > 16). For a
simple algorithm, N additional locations are needed for N D.F.T. 
terms.
SUMMARY
A new orthogonal transform, the Intermediate Binary Transform, 
is defined. Designed to speed up the calculation of the D.F.T., i t  
has a 'fas t' computation procedure, and the transform from the binary 
to the Fourier domain may be performed readily, either in a serial 
or in a simple parallel form.
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3.4 COMPARISON AND DISCUSSION
Two binary transforms, the Walsh and the I.B .T ., are
proposed in the previous sections as computational procedures 
leading to the D.F.T. Applications of, and modifications to 
these procedures follow in Chapter 4, but f i r s t  a comparison is 
made in terms of approximate numbers of calculations and f le x ib il ity .  
The F.F.T. is accepted generally as an effic ient method of computing 
the D.F.T. and is used for the purpose of comparison.
3.4.1 Number of Calculations
Equations below indicate the number of operations inherent 
in the transforms. No attempt is made to assess calculations 
which may be described as 'bookkeeping', since these are governed 
largely by the form and efficiency of the computing procedure.
Assume the D.F.T. is to be evaluated for the range zero up
to the Nyquist cut-off frequency. The number of non-zero elements, 
Zfotal* in binary-to-Fourier transform matrices defined in
3.2 and 3.3 is :
N/2-1
ZTotal = ,J 0  h  3 , 4
From the definitions of Z. i t  follows that :
ZTotal = J n (22m) + 1 3 * 4m=u
' where m is an integer and &= log£ N,
The values listed below indicate that :
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ZTotal ?  n 2 / 1 2 3.4.3
N 16 32 64 128 256
^ o ta l 2 2 8 6 342 1366 5462
ZTotaI^ 2 .0869 .0841 .0835 .0832 .0832
Let Mx be the nunber of multiplications and Ss the number 
of additions and subtractions combined; then for the three procedures, 
these may be defined as follows :
(a) The Walsh 
The F.W.T. (35) .
Ss = Nil
The Walsh-to-D.F.T. : from 3.2.2.
Mx = 2  ZTotal
> . =  2 ZTotaTN
(b) The I.B .T.
The 'fa s t' I.B .T . :
Ss for the 'fas t' Haar transform'2^' is 
2(N-1) ; the I.B .T . has an additional (N-2&), deduced from 
the C-T diagram. Thus :
Ss = 3N - 2(£+l)
The I.B .T.-to -D .F .T. :
( i )  Serial conversion :
The numbers are similar to those for the Walsh conversion.
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except that for each of the D.F.T. terms the f ir s t  multi 
plication is by unity, and thus discounted :
Mx = Ss = 2  ZT o ta fN
( i i )  Simple Parallel Conversion : 
Essentially one half of the numbers for ( i )
= ZTotaT N ' 2  
Ss = ZTotal+ N / 2
(c) The F.F.T.
Mx = N&
Ss = 2 U
using an effic ient procedure for real data.
2  2In Figure 3.4 the normalised Mx/N and Ss/N are plotted 
for (a), (b) and (c) over the range of N listed above. The parallel 
form, (b ) ( i i ) ,  is shown for the I.B .T . and, of the three, this approach, 
which calculates concurrently the D.F.T. at k and N/2-k, has 
distinct computational advantages for the smaller values of N.
To a good approximation :
(a) Walsh-to-Fourier :
Mx = N2 / 6  N > 16
(b) I.B .T.-to-Fourier :
Mx = N2/12 N > 32
In comparison5 the F.F.T. becomes significantly more e ffic ien t as 
N increases beyond 128.
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3.4.2 F lex ib ility
Up to this point the comparison assumes the fu ll D.F.T. 
evaluation for the range 0  < 1 < N /2 -l. Applications such as 
power spectral estimation (Chapter 4) may require selected 
frequencies or bands of frequencies only. For this situation, the 
calculation numbers are essentially unaltered when using the F.F.T. 
since i t  is a parallel procedure, calculating concurrently a ll the 
D.F.T. coefficients. However, the serial forms of the I.B .T . and
the Walsh are governed largely by the range of k , and thus a
reduced transform may extend the range of N for which these 
approaches have computational advantages.
Should either the sine or the cosine transform only be 
required (e.g. deriving power spectra via the auto-correlation 
function), the computation numbers are essentially halved for the 
binary-to-Fourier conversion procedures of (a ), (b )( i)  and - (b ) ( i i ) 
merely by omitting sections of the algorithms; but no equivalent
saving is apparent in the F.F.T.
The I.B .T. is relatively simple to program; there are no 
awkward 1bit-reversal1 counters required, and the binary-to-Fourier 
conversion uses cosine values. An Algol form is given in Appendix 5, 
and at present a 'low' level language version is being considered 
for a general-purpose micro-computer.
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SUMMARY
The discrete Fourier transform may be computed via the 
Walsh, but the complex relationship and the serial conversion 
makes the approach generally computationally arduous, particularly  
i f  the fu ll range of the D.F.T. is required.
The Intermediate Binary Transform is designed specifically  
to provide an e ffic ien t and flexib le  procedure for calculating 
the D.F.T; i t  is particularly e ffic ien t for short data sequences 
(up to 128), and the use of cosine values for the binary to Fourier 
conversion makes the algorithm easy to implement.
C H A P T E R 4
SPECTRAL ESTIMATES AND THE DISCRETE 
FOURIER TRANSFORM
4.1 INTRODUCTION
The work of Wiener^^ in 1950 led to the widespread use
of the auto-correlation function as a means of calculating power
spectral estimates. An extension to this 'lagged product1 approach 
is presented in Appendix 1. Now a generally more e ffic ien t alternative  
is to transform the data directly, using a 'fa s t' computation 
procedure, and Cooley and Tukey's w ork^  in 1965 was instrumental 
in effecting a large-scale swing from the use of the auto-correlation 
function to this direct approach. Continuing with the matrix 
notation and definitions of Chapter 3, i f  _P is the power spectrum 
vector, P = (PQ, Pp . . . . .  Pk, . . . . .  pm/ 2 _ 1 T^»
then
k = 0, 1, . . . . .  N/2-1 4 .1 .1 .
and is often termed the 'raw' periodogram -  raw referring to the
fact that the power spectrum is unstabilised; that is , no attempt 
is made to reduce the sampling variance. £  is the D.F.T. of an 
arbitrary data set £  which may be either a series of discrete 
observations or measurements, or data derived from .sampling a 
continuous function x ( t ) .  A common interpretation of the la tte r  
is to view x (t) as having been multiplied by a truncating window
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so that the spectrum refers to a f in ite  interval I  (see Chapter 1 
and Appendix 1).
Now the fine detail of _P is usually of no assistance 
in characterising x ( t ) ,  for £  w ill exhibit small fluctuations, 
equivalent to a background noise, when either the shape or duration 
of the window is changed, and v/ith relatively short time shifts  
in the position of the window. The analysis of electroencephalogram 
data in Chapter 5 demonstrates the la tte r . Consequently, 
approximations may be introduced into the calculations, providing 
the principal characteristics of £ , remain essentially unaltered.
Thus, in the following sections, modifications to the procedures 
described in Chapter 3 (and to the F.F.T.) are proposed, with the 
aim to improve the efficiency without incurring excessive loss in 
accuracy.
4.2 BINARY POWER ROUND-OFF
Two computational procedures leading to the discrete 
Fourier transform are proposed in Chapter 3, namely the well-known 
Walsh transform, and the new intermediate binary transform. 
Approximations, aimed at improving the efficiency of the calculations, 
may be introduced both into these two procedures and into the F.F.T. 
Below an account is given of severe quantisation in the form of 
round-off to the nearest integer power of two (binary power round-off). 
Clearly, such approximations enable multiplications to be simplified  
to a series of shifts in a binary register.
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Firs tly , the Walsh is considered, followed by the I.B .T .,  
and the F.F.T.; for each, transform coefficients are rounded-off, 
and the resultant errors are measured by simulating a discrete 
frequency sweep of harmonic inputs.
4.2.1 Approximating the Walsh to Fourier Transform
Consider equation 3.2.4. which is re-written here for 
convenience :
F = 1/N (D -  jE) B 4 .2 .1 .
The proposed approximations are applied to the transform matrices,
D and _E. In the f ir s t  instance, a ll the elements are rounded-off 
to the nearest integer power of 2 , while data reduction in the form 
of omitting elements follows in 4.3.
Let the matrices with the binary round-off be denoted by 
D_ and E (in Appendix 4.1 values of JD are listed alongside 
those of D for N = 64); then the resulting transform, corresponding 
to equation 4.2.1, is :
F' = 1/N (D1 -  jE 1) B 4.2
And from this approximate D.F.T., define the power spectrian P* as
Pk 4 . 2
so that the overall process of computing spectral estimates may 
be represented in block diagram form as :
Walsh
TransformData
F.W.T
Square
and
Add
Approximate
Walsh-to-Fourier
Now taking £  defined in equation 4 .1 .1 . as the norm, the 
differences between £  and £ ‘ constitute the errors introduced by 
the round-off. Assessment of these errors is deferred until a fte r the 
I.B .T , and the F.F.T. have been considered, since these are found to 
possess comparable properties when subjected to similar round-off.
4.2.2 Approximating the I.B .T. to Fourier Transform 
Using the definitions of equation 3.2.2 :
F = (D - jE) B 4 .2 .4 .
As before, the approximate £ ' and £ ' are obtained by replacing 
£  and E by £ ' and £ ' ,  the elements assuming the nearest integer 
power of 2 , which in this case w ill be negative powers since a ll 
the elements have magnitudes less than unity.
F* = (£' - jE ’ ) B 4 .2 .5 .
and
4.2.3 Approximating the F ,F .T .^ )
Using the definitions of 3 .2 .1 . :
F = (C - jS) X 4.2.7.
4 .2 .6 .
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i\cjji i n o 1 1 ly a n u  o u i  i c u u i y  uy  cut; r u u n u c Q —OTT O '  ana " , the
approximate D.F.T. and power spectrum respectively becomes :
F* = (C* - jS ')  X 4.2.8
and
pk = I Fk I2 4 - 2 - 9
F* is calculated using the F.F.T,
4.2.4 Normalising the Approximate Power Spectra .
Three definitions of _P1 are given in equations 4 .2 .3 ,
4 .2 .6 , and 4.2 .9 . For each the differences between JP and _P' 
constitute the errors introduced by the binary round-off.
Orthogonality
In order to gain some insight into the effects of the 
round-off, i t  is useful to examine the orthogonality relationships.
Consider the data vector _X to be no longer arbitrary, but to 
contain a single harmonic component normalised to unity amplitude;
J . L
for instance, consider the s harmonic, so that :
Xr = cos(2Trrs/N + (J>) 4.2.10.
then the D.F.T. and power spectrum of X becomes :
F = (C -  jS) X 4.2.11.
2and
pk -  I Fk 4.2.12.
for s = k = 0
= N2/4 for s = k i  0
= 0  for s I  k
s,k = 0 , 1 ,  . . . .  N/2-1
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Now consider the power spectra _P' derived from the 
approximate transforms described above for the three cases :
where
(b)
where
For the Walsh :
i
From equations 4.2 .2 . and 4 .2 .3 . may be defined as
pk -  1 /N2  o;k t g 2 + (>. E;k Br)2} 4.2.13.
A„ for s = k s ■
thB is the Walsh transform vector of the s harmonic
NOTE : Unless otherwise specified^ the lower and upper limit
of all summation signs one 0 and N-l respectively.
For the I.B .T. :
From equations 3 .3 .6 ., 4 .2 .5 . and 4.2 .6 . JP* may be defined as
H ' V 1 .E C , B„,r= 0  rk k+r- f k 1 r > nr= 0  rK 6Lk+ r ; !} 4.2.14
= A$ for s = k
= Ask for s 1 k
thB is now the I.B .T. vector of the s harmonic.
For the F.F.T. :
i
From equations 4.2 .8 . and 4.2 .9 . P may be defined as :
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4.2.15
k  for s s k
Ask f o r  s 4 k
I t  is perhaps worth recalling that the present purpose of
defining £  as above is to gain an insight into the effects of 
the round-off, and thus equations 4.2 .13., 4 .2 .14., and 4.2.15. are 
to be compared with equation 4.2.12. To this end, some empirical 
results are now presented.
The numerical values of Ag and Agk in (a ), (b), and (c)
in general are not the same; however, the two principal results
apply to a ll three definitions of £ ' .
Principal Results :
For any one of the above three definitions :
( i )  As is a function of both s and N, but independent of <f>.
( i -*) A . is sometimes zero, and always much less than A .
S K S
due to the round-off is small. The combination of ( i )  and ( i i ) ,
The f irs t  means that the spectra may be normalised at each- 
harmonic, P ,^ and the second indicates that any leakage (s 4 k)
I f U
remembering that here £  is the spectrum of the s harmonic 
leads to :
4.2 .16
for s = k
0 or -  0 for  s 4 k
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Further empirical results for harmonic data sets are 
presented in 4 .2 .6 . and 4.2 .7 , but f irs t  consider the imp!ifications 
of ( i )  and ( i i )  above in more general terms. For an arbitrary  
data set X. the spectral estimates P^  w ill d iffe r from in 
detail only; a definition of the la tte r is given in equation 4 .1 .1 .
Now the division by normalises P^  to P^  and, by definition, 
the result is unity 'power1 for a sinusoidal harmonic input of 
unity amplitude; hence, a direct comparison may be made after 
normalising P^  ;
p ' = 1/N2  P. for k = 0
K K 4.2.17.
= 4 /N2  Pk for k = 1, 2, . . . .  N/2-1
Furthermore, the differences may be viewed entirely in terms of 
leakage introduced by the round-off.
4.2.5 Filter-Bank Interpretation
The filter-bank in Figure 4.1 is derived from a 64-point 
D.F.T. for a discrete frequency sweep (s = 6  to s = 10) with 
increments of 0.1 between computations. Plots 1 and 2 relate to
the Walsh procedure, 3 and 4 relate to the I.B .T ., while 5 and 6
relate to the F.F.T. Plots 2, 4, and 6  are computed with binary 
power round-off of the transform coefficients. The I.B .T . and 
F.F.T. pairs appear to be almost the same, demonstrating that the 
round-off introduces negligible differences on the scale used.
And for the Walsh pair, the minor differences occurring primarily 
around s = 7 and s = 9 are small compared with principal side-lobe
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FIG. 4 .1 . BAND-PASS FILTER INTERPRETATION PLOTS 2,4- AND 6 
‘ WITH BINARY POWER ROUND OFF
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leakage. Thus, equation 4.2.17. is corroborated by this 
alternative interpretation.
4.2.6 Round-off Errors and Normalising Factors-
Measure of Leakage : A measure of the leakage due to
the binary power round-off is £ /-defined as :
and from Parseval's theorem, i t  may be viewed as the error 
introduced either into the spectrum as additional leakage, or into 
the original function, cos(2 7r r s /  N + <{>), prior to the trans­
formation.
Normalising Factors, Ag :
These are independent of <j> (see result ( i )  of 4 .2 .4 ); hence 
for the Walsh-to-Fourier conversion, choosing a rb itra rily  the 
optimal (f> = tt k/N as defined in 3 .2 .2 ., i t  follows directly from 
the definition of 'A- in equation 4.2.14. that :
N/2-1
4.2.18
i.L
Thus, represents the mean square error for the s harmonic
s = 0, 1, . . . . .  N/2-1
And thus, i t  follows that Ag may be calculated conveniently 
while deriving the conversion matrices (see ‘Step I 1 in 3 .2 .1 ). 
Numerical values for N = 64 appear below the l is t  for each 
frequency in Appendix 4.1.
For the I.B .T . and F.F.T. values of Ag may be calculated 
from equations 4.2.14. and 4.2.15. respectively, with harmonic 
inputs of arbitrary phase.
4.2.7 Some Detailed Empirical Results
Below are some detailed empirical results concerning 
symmetries, errors, and normalising factors :
(a) The Walsh
( i)  S' and As are symmetrical about N/4, i .e .
'N/4+r _ 5 N/4-r and AN/4+r “ AN/4-r
r = 0, 1, . . . .  N/4
( i i )  ^$ ~ 0 for s = 0 and N/4
( i i i )  In the binary representations of s and k, when the 
number of least significant zeros is the same, then . A  ^ /  0 , 
otherwise A  ^ = 0 .
(iv ) When JD and ji are replaced by J)' and E% , the total 
number of distinct element magnitudes is reduced from Z . / 2  to
£ + 2 , *  = ] 0 g2  m)
63
(b) The I.B .T .
( i )  I  and As depend on the number of least significant
zeros, z, in the binary form of s ; values of s with common
z have both common and A .s s
( i i )  is a maximum for s = N/16 and the three other 
harmonics with the same z , namely 3N/16, 5N/16 and 7N/16 
(N  ^ 16 and 0  « s < N/2-1)
( i i i )  In the binary representations of s and k , when 'the 
number of least significant zeros is the same, then A  ^ f  0,
otherwise A ^ = 0 -
(iv ) When D and JE are replaced by d '  and E* the number 
of distinct element magnitudes is reduced from N/4 to £-1.
(c) The F.F.T.
( i )  and Ag are symmetrical about N/ 8  and N/4 , i .e
?N/8 ±r “ S3N/8±r and AN/8 ±r ~ A3N/8±r
r = 0, 1, . . . .  N/ 8
( i i )  is a maximum for s N / 8 ±l and 3N/8±1S and its  val 
is a function of N only. £s = 0 for s = 0 and N/4
( i i i )  In the binary representations of s and k, when the 
number of least significant zeros is the same, then A  ^ /  0,
otherwise A^ = 0 .
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(iv ) When C. and JS are replaced by C and S> the number 
of distinct element magnitudes is reduced from N/4 to £ - 1 .
Table 4.1 contains some numerical results; f ir s t ly ,  maximum
values of ^  are given as a function of N , and below these, , £s
and Ag are listed for N = 64. The results lend further proof
to Equation 4.2.17. Take as an example a sinewave sampled at 64
points (N = 64), then the maximum leakage defined by i  is :
smax
•18% for the Walsh
•10% for the I.B .T .
and *16% for the F.F.T.
and these are measures of the leakage introduced by the round-off 
approximations.
SUMMARY
Round-off to the nearest integer power of 2 is applied to 
the transform coefficients of the three procedures : the Walsh,
the I.B .T ., and the F.F .T ., and the resulting errors in the power 
spectrum are independent of the phase of the sinusoidal harmonic 
inputs. This phase invariance property, which pertains to a ll 
three procedures, enables each term of the power spectrum to be 
normalised individually, restoring the appropriate term to unity 
for an input harmonic of unity amplitude; and this enables the 
errors due to the round-off to be viewed purely as harmonic leakage.
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( i )
(a) Walsh
’max
x 1 0
16 26.2 3 , 5
32 19.1 5 , n
64 17.8 7 , 25
128 9.8 25 , 39
256 4.8 47 ,8 1
(b) I.B.T.
i _
k
max
x 1 0
640/N
N/16, 
3N/16, 
s 5N/16, 
and 
7N/16
(c) F.F.T.
^max 
x 1 0 4
42.2 
25.6 
15.8
10.2 
7.5
N/8 ±l
and
3N/8±1
( i i )  N = 64
A A A.
x 1 0 x4/N‘ x 1 0 x4/N/ x 1 0 x4/N‘
1
2
3
4
5
6
7
8 
9
10
11
12
13
14
15
16
2.8
2.5
6.3
2.3
9.4
6.5 
17.6
1.6
4.6
9.5
9.7
6.5 
9.9 
3.1
6.5 
0.0
.671 
.669 
.883 
.659 
1.015 
.835 
.225 
.622 
.838 
.956 
1.073 
.765 
1.033 
1.179 
1.184 
0.500
6.0
7.0
6.0 
10.0
6.0
7.0
6.0 
9.2 
6.0
7.0
6.0 
10.0
6.0
7.0
6.0 
0.0
1.090
1.054
1.090 
0.969
1.090
1.054
1.090 
0.728
1.090
1.054
1.090 
0.969
1.090
1.054
1.090 
1.000
11.0
10.9 
13ol
10.5
13.9 
12.8
15.8 
9.1
15.8
12.8
13.9
10.5 
13.1
10.9 
11.0
0.0
0.847
0.841
0.939
0.816
1.022
0.912
0.931
0.729
0.931
0.912
1.022
0.816
0.939
0.841
0.847
1 . 0 0 0
TABLE 4.1 ROUND-OFF LEAKAGE £ AND NORMALISING
FACTORS A .s
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4.3 THRESHOLD APPROXIMATION
4.3.1 The Reduced Transform
When deriving power spectra via binary transforms, data
reduction in the intermediate domain is possible by omitting
coefficients from the binary-to-Fourier transformation. This idea, 
applied to the Walsh transform, is mentioned in 3.2. I t  may be 
visualised as a 'reduced* Fourier spectrum, achieved by imposing 
an arbitrary threshold, g, on the elements o f _D and _E. Thus 
the multiplications (and summations) implied in equation 4.2.1 
are performed only over those r for which the magnitude of the 
elements exceeds the threshold. Again, i t  is useful to consider 
harmonic inputs of unity amplitude in order to gain an insight 
into the effects of the reduction.
4.3.2 Harmonic Inputs
With the same notation as used for the binary power 
round-off, le t the 'reduced' D.F.T. and power spectrum for the "
harmonic data set be defined respectively as :
I *  = H* B - j  E* B 4 .3 .1 .
and
where J)V and Jl1 contain only the non-zero elements of JD and 
_E which exceed in magnitude a given g , and _B is the Walsh 
transform vector of the s*^ harmonic.
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Also, le t
Pk* = As for s = k
= Asj< for s i  k
The principal results are :
( i )  As is a function of N , s 9 and g , but independent of <P .
( i i ) 0   ^ Ask < Ag , and Ask is a function N 9 s 9 k 9 and g9
but independent of .
From ( i ) 9 P '^ may be normalised at each harmonic :
?k’ = pk ‘ / \
= 1 for s = k
= Ask /  Ak for s y k
Thus the phase invariance property described in 4.2. for the binary 
round-off applies also to this form of threshold approximation.
This result is perhaps a l i t t l e  unexpected; however, i t  does 
fa c ilita te  a trade-off between computational e ffo rt and the leakage
A$k /  As 9 which in general increases as g increases, and may not
be small compared with unit.
4.3.3 The Trade-off
For simplicity, g may be considered as a function purely 
of N. In Figure 4.2, the reduced number of elements of D* and e '
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are plotted as a ratio , 2 j /  zTotap  against g/N for N = 64, 128
and 256. The same figure includes E defined in equation 4.2.18
smax
and Figure 4.3 shows the maximum leakage from a single harmonic into
any other harmonic, A , . These two variables are plotted both
SKmax
for the threshold approximation and the combination of the threshold 
and binary power round-off. Clearly the la tte r , as g/N tends to 
zero, tends to values for round-off alone.
Interpretation of the Plots :
As g/N is increased and the number of non-zero element:
Zfg is reduced, there is a direct saving in the number of computer 
operations for the transformation from the Walsh to the approximate 
D.F.T., but with a corresponding increase in errors.
Note that i t  would be wrong to interpolate the points for
and A , by smooth curves, especially for the larger values
max sKmax
of g/N for the nature of both the threshold and the round-off
approximations is very much discontinuous. Take, for instance,
N = 128 and g/N = *16 for which A . increases significantly
SKmax
when round-off is included. This point corresponds to k = 13 and 
s =51,  and the magnitudes of the elements of D* for these two rows 
are the same and are 59.0, 56.2, 23.3, and 24.4. Note the elements 
have been reduced in number from 32 to only 4. The comparatively 
large increase at this point on the graph when round-off is included 
is possibly due to the relatively large differences when the round-off 
elements 64, 64, T6 , and 32 are used. Now the leakage between the 
two harmonics 13 and 51 remains at 0.109 (without round-off)
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until g/N reaches .182, when the element of magnitude 23.3
fa lls  below the threshold. Then, with g/N = .191, the next one,
24.4 is below,but after that the elements do not change until g/N
reaches .44. In the meantime, however, A , w ill occur
SKmax
between two other harmonics. Thus, the plots of A . give
SKmax
some values of the peak leakage taken from across the spectrum 
and are aimed at complementing the information given by the plots
Some salient features of the plots (Figures 4 .2 . and 4.3)
are :
(1) For the combination of threshold and binary power round-off
approximations, is accumulative, whereas A , forsmax skmax
g/N > 0.08 is largely unaffected by the presence of the round-off.
(2) For a given threshold ratio between the lim its
0.04 < g/N < 0.2, the three values of 6  corresponding to
max
N =64,  128, and 256, a ll Tie within a band of approximately 
-32.4 x 10 , both for the combination of the threshold and round-off,
and for threshold alone; i .e . ,  two relatively  narrow bands are 
formed as g/N varies.
(3) g/N -  0.1 seems a good compromise between accuracy and
- - 3
reduced numbers in the conversion matrix; for N = 128, € -  0.3 x 10 ,
smax
A . -  0.05, and ZT . , has been reduced by about 70%.
sKjnax 10-ca 1
Referring to Figure 3.4, the number of multiplications is now down
2to approximately 0.05 N , and almost the same as the F.F.T.
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4.3.4. In General
In the general case, for an arbitrary data set )(, the 
approximate power spectrum P^ ' may be derived using a reduced 
Walsh-to-Fourier transform (with or without binary power round-off). 
The differences between P^ * and the normalised (see 4.2.5) 
are governed largely by the threshold g ; for very coarse 
spectra estimates, where high leakage errors can be tolerated, 
a large value of g may be acceptable, with the corresponding 
saving in computation.
The main results above, which pertain also to the I.B .T . 
approach, demonstrate that applications of the principle of 
normalising individual harmonics may be extended readily to forms 
of approximation other than severe round-off. A simple threshold 
criterion to produce a 'reduced1 transform is adopted here, but 
alternative crite ria  may improve the trade-off between accuracy 
and computation.
SUMMARY
Approximations are proposed to improve the efficiency of 
the calculations of power spectra without incurring excessive loss 
in accuracy.
F irs tly , coefficients in the procedures leading to the 
D.F.T. are rounded-off to the nearest integer power of 2 ; secondly, 
thresholds are imposed on the transform matrices for the binary to 
Fourier conversion, significantly reducing the number of non-zero
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elements. The resulting errors are assessed by examining 
the power spectrum for harmonic inputs.
For both forms of approximation the important phase 
invariance property pertains, enabling the power spectrum output 
terms to be normalised individually and the errors due to the 
approximations to be viewed purely in terms of harmonic leakage.
74
C H A P T  E R 5
DISPLAY OF TIME-VARYING SPECTRA
5.1 INTRODUCTION
Signals derived from physical systems sometimes require 
a form of analysis capable of identifying certain changes in the 
characteristics as they occur along the time course. In medicine, 
as in many other fie lds, some signals are monitored and analysed 
continuously in order to detect either sudden changes from a norm, 
or perhaps a trend. In such situations, often the closely-linked 
problems of data reduction and convenient forms of visual presenta­
tion are experienced.
In this chapter, time-varying power spectra of a single 
channel electroencephalogram recording (E.E.G.) are computed and 
displayed in '3-dimension1. The calculation procedures incorporate 
the approximations described in the previous chapter, thus enabling 
the effects to be examined in the analysis of a practical example. 
The E.E.G. is treated here purely as an interesting source of data, 
requiring analysis which aids classification and interpretation.
Now an isometric plotting routine provides a convenient 
form of presenting information; i t  may prove to be a useful tool 
in the interpretation of the E.E.G.(51*52,53)^ Differences between 
groups of spectra may be seen readily, each spectrum overlapping in
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time its  neighbours, with the result that a confusion of detail 
is reduced by a smoothing process, which is not dissimilar from 
that of calculating a running mean.
The plotting routine is put to a second use in 5.3, where 
a discrete frequency sweep is simulated as the input signal to the 
time-varying analysis procedure, and arranged so that the output, 
displayed in ’3-dimensions', shows the harmonic leakage patterns 
described in Chapter 4. ' *
5.2 DISPLAY OF THE ELECTROENCEPHALOGRAM
Time-varying power spectra are computed for a single 
channel E.E.G. recording by stepping a data window along the time 
course in fixed increments and at each step calculating the spectrum 
by the direct approach (see Chapter 1). The spectrum derived for 
each epoch thus becomes a function of time, corresponding to P (t ,f )  
in Appendix 1. Each spectrum, or periodogram as i t  is sometimes 
known, spans 2.56 seconds (128 samples), and a new spectrum is 
commenced every 0.64 seconds. The frequency range is therefore 
0 to 12.5 Hz in increments of approximately 0.39 Hz.
Now the spectra are unstabilised, but a smoothing effect
is gained by the overlap in time of the data window; clearly this
improves the time resolution compared with abutting the w indow ^).
The window its e lf  is rectangular. Now there is some disagreement
( 5 4 )
to the advantages of shaping the window; Otnes and Enochsonv 1 
mention that in their experience some form is usually necessary,
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and that they disagree with Sloan^^ who suggests that the 
resulting loss in time resolution nu llifies  the advantages of 
shaping for spectral estimates of Gaussian signals. In the event, 
the window here is rectangular, and the spectra unstabilised; the 
computation requirements are reduced accordingly, and the results 
are found to be satisfactory.
The plots of Figures 5.1 and 5.2 refer to two subjects : 
in the f ir s t  a-rhythm, ( i .e .  energy in the band 9 to 12 Hz) for 
subject number 1 predominates both in the 'eyes-open' and in the 
*eyes-closed‘ condition, although for the la tte r  i t  is much stronger; 
whereas for the second subject (Figure 5.2) there is a relative  
absence of a-rhythm for the 'eyes-open' condition.
5.3 HARMONIC LEAKAGE
In Chapter 4 approximations in power spectrum calculations 
are proposed and the resulting errors are assessed in terms of 
some peak and r.m.s. values. Now the conclusion that the errors 
are small is corroborated here by plots of one of the E.E.G. 
samples from 5.2, computed using four different approaches (Figure 5.3)
Plot 1 relates to the I.B .T. with round-off
Plot 2 relates to the Walsh with round-off
Plot 3 relates to the F.F.T. with round-off
Plot 4 relates to the F .F .T ., the same as in Figure 5.2,
and may be regarded as the norm.
There are minor, negligible, differences only in any of the four.
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Fig. 5.
(1) Subject with eyes open
(2) Subject with eyes closed
i  TIME VARYING SPECTRAL ESTIMATES
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(1) Subject with eyes open
(2) Subject w ith  eyes closed
jjJ .-J iri- t i m e  v a r y i n g  s p e c t r a l  e s t i m a t e s
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f ig . s .3 . TiME VARYING SPECTRAL ES TI M AT ES
Plot 1 I.B.T. with round-off 
Plot 2 Walsh with round-off 
Plot 3 F.F.T. with round-off 
Plot 4 F.F .T., as in Fig .5.
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The remaining four plots (Figures 5.4 to 5.7) show the 
harmonic leakage effects in the D.F.T. due to both the round-off 
and round-off plus threshold approximations. The input to each 
may be viewed as an incremental frequency sweep, arranged so that
at each step the frequency is a harmonic, and in the absence of
the approximations there would be no leakage. S tr ic tly , the plots 
should show a series of unit height impulses, running along the 
diagonal from the extreme le ft  corner to the fa r right, but a ll bar 
the f ir s t  one have been removed a r t if ic ia lly ,  so as not to mask the 
top half of the plot. The one impulse remaining, the f ir s t  harmonic, 
serves as a reference of scale.
Figure 5.4 relates to the I.B .T. with round-off
Figure 5.5 relates to the Walsh with round-off
Figure 5.6 relates to the Walsh with round-off plus a
threshold which reduces the number of elements in the 
Walsh to Fourier transform matrices by approximately 50%,
i .e .  g/N = .1 (see Figure 4 .1 ).
Figure 5.7 relates to the F.F.T. with round-off.
For a ll four plots N = 64.
I t  should be stressed that i t  is necessary to show 
amplitudes here, rather than power as in the preceding work, in order
that the leakage is visible alongside the unity height reference.
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ABSTRACT
The p a p e r p re s e n ts  a new a p p ro a ch  t o  c o m p u tin g  s t a b i l i s e d  
t im e - v a r y in g  s p e c t r a l  e s t im a te s s th e  m ethod b e in g  an e x te n s io n  o f  
th e  o r i g i n a l  m ethod based  on la g g e d  d a ta  p ro d u c ts  (a s  d e s c r ib e d  b y  
B lackm an and T u k e y ) .
The th e o r y  l i n k s  up fu n d a m e n ta l d e f i n i t i o n s  o f  s ig n a l  e n e rg y  
d i s t r i b u t i o n s  in  t im e  and f re q u e n c y  w i th  th e  c o n v e n t io n a l s p e c t r a l  
e s t im a t in g  te c h n iq u e s  o f  d a ta  v.’ in d o w in g  fo l lo v re d  b y  F o u r ie r  
t r a n s fo r m a t io n .
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A b s t r a c t  ..
I n t r o d u c t io n  •
T h e o r e t ic a l  t im e  f re q u e n c y  e n e rg y  d i s t r i b u t i o n  Z ( t 9f )
S p e c t r a l  e s t im a te  P ( t 9f )  fro m  d a ta  w indow  and - F o u r ie r  T ra n s fo rm
F i l t e r  bank i n t e r p r e t a t i o n  
S t a b i l i s a t i o n
R ev iew  o f  O b je c t iv e s
T h e o r e t ic a l  c o n n e c t io n  be tw een  th e  tw o  c la s s e s  o f  s p e c t r a l
e s t im a te .
P r a c t i c a l  r e a l i s a t i o n  
A cknow ledg em en ts
R e fe re n c e s  * -
A p p e n d ix
1 . INTRODUCTION
In  a t te m p t in g  t o  i d e n t i f y  unknown c h a r a c t e r i s t i c s  o f  a t im e -  
v a r y in g  f u n c t io n ,  x ( t ) ,  i t  i s  o f t e n  u s e fu l  t o  d i s t r i b u t e  th e  e n e rg y ,
-{•OP
/  x 2( t )  d t ,  i n  th e  v a r ia b le s  o f  t im e  and f re q u e n c y .  F o r  th e  p u rp o s e  o f
-CO
t h i s  p a p e r such a r e p r e s e n ta t io n  i s  te rm e d  an in s ta n ta n e o u s  pow er, s p e c tru m , 
w h ic h  i s  d e f in e d  in f o r m a l l y  as th e  r e s u l t  o f  any  k in d  o f  o p e r a t io n  on th e  
f u n c t io n  w h ic h .e s t im a te s ' th e  d i s t r i b u t i o n  o f  e n e rg y  o v e r  a f r e q u e n c y  b a n d , 
and w here  t h i s  e s t im a te ,  a t  a n y  f r e q u e n c y ,  i s  a l lo w e d  t o  be a f u n c t io n  o f  
t im e .
So d e f in e d ,  in s ta n ta n e o u s  pow er s p e c t r a  may be s u b - d iv id e d  i n t o  tw o  
c la s s e s :
( 1 )  The t h e o r e t i c a l  t im e  and fre q u e n c y  e n e rg y  d i s t r i b u t i o n s  
Z ( t , f )  as  fo rm u la te d  b y  P a g e ^ \  L e v i n a n d  o th e r s ,  
and w h ic h  a re  d e r iv e d  d i r e c t l y  fro m  x ( t )
( 2 )  T im e -v a ry in g  s p e c t r a l  e s t im a te s  P ( t , f )  w h ic h ,  u n l i k e  ( 1 ) ,  
a re  r e a l i s e d  b y  p r a c t i c a l  a n a lo g u e  s y s te m s , such  as  th e  
f i l t e r - b a n k ,  o r  b y  d i g i t a l  c o m p u ta t io n s  ba se d  on th e  FFT.
(3)I t  has  been p o in te d  o u t  b y  R ih a c z e k  °  t h a t  th e r e  a re  a d v a n ta g e s  
t o  in t e g r a t in g  Z ( t , f )  o v e r  a r e g io n  o f  t im e  and f re q u e n c y  s p a c e . T h is  
i s  a c o n v o lv in g  o p e r a t io n  -where th e  c o n v o lv in g  f u n c t io n  i s  a r b i t r a r y .
The p u rp o s e  o f  t h i s  p a p e r i s  t o  show t h a t  i f  t h i s  i s  d o n e , th e n  th e  • 
c la s s  o f  th e  in s ta n ta n e o u s  p cw e r s p e c tru m  has been changed f ro m  1 t o  2 -
( 1 )  P age , C .G .,  " In s ta n ta n e o u s  Power S p e c t r a " ,  J . A u p l . P h y s . ,  v o l . 2 3 , 
p p . 1 0 3 -1 0 6 , 1952.
( 2 )  L e v in ,  M .J . ,  " In s ta n ta n e o u s  S p e c tra  and A m b ig u ity  F u n c t io n s " ,
I . E . E . E .  T ra n s . In fo rm .T h e o ry  (C o r re s p o n d e n c e ) ,  v o l . I T - 1 0 ,
p p . 9 5 -9 7 , J a n u a ry  1954 .
( 3 )  R ic h a c z e k , A .W ., " S ig n a l  E n e rg y  D is t r ib u t io n "  i n  T im e and F re q u e n c y " , 
I .E .E .E .T r a n s . I n f o r m .  T h e o ry ,  v o l . I T - 1 4 ,  p p .3 G 9 -3 7 4 , May 195 8 .
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whence a g e n e ra l r e s u l t :  a two dimensional convolution of the
theoretical time and frequency energy distribution may be made identical 
to the instantaneous power spectra, produced by conventional estimating- 
procedures-using the Fourier Transform. F u r t h e r ,  t h i s  i n t e r p r e t a t i o n  
s u g g e s ts  a new te c h n iq u e  f o r . c o m p u t in g - t im e - v a r y in g  s p e c t r a l  e s t im a te s .
By way o f  p r e l im in a r ie s  and in  o r d e r  t o  e s t a b l is h  a t h e o r e t i c a l  
n o t a t io n ,  th e  d e f i n i t i o n s  and th e  p r o p e r t ie s  o f  b o th  th e s e  c la s s e s  w i l l  
f i r s t  be p re s e n te d .
2 TIME AND FREQUENCY ENERGY DISTRIBUTION Z ( t , f )
( 3 )
R ih a c z e k  g iv e s  a good re v ie w  o f  th e  l i t e r a t u r e  and u n i f i c a t i o n  
o f  th e  fu n d a m e n ta l id e a s  f o r  c la s s  1 . M ost o f  th e  l i t e r a t u r e  i s  c o n c e rn e d  
w i t h  f i n d in g  exact e x p re s s io n s  f o r  th e  2 -D  d i s t r i b u t i o n  o f  e n e rg y ,  i . e .  
g iv e n  t h a t
-J-00
e n e rg y  = /  x 2( t )  d t  ■
-00
f i n d  a 2 -B  d i s t r i b u t i o n ,  Z ( t , f )  w h ic h  o b e ys
-{-CO -}CO
/ /  Z ( t , f )  d t  d f  = j x 2( t )  d t  •
-C O  —CO
o r  even
too -
/  Z ( t , f ) d f  = x 2( t )
*“C0
H ere re fe re n c e  i s  made t o  tw o fo r m u la t io n s :
e i t h e r
o r
-foo
Z ( t , f )  = /  x ( t  ) x * ( t - x ) e x p ( - 2 7 r j f x )  dx
•-^ CO
(a s y m m e tr ic  fo rm )  O .a )
Z ( t , f )  = /  x ( t + x / 2 )yf:( t - x / 2 ) exp( — 2';Tj f t ) dx
-00  , x
( s y m m e tr ic  fo rm )  ( l b )
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x ( t )  i s  p u t  in s id e  th e  i n t e g r a l  s ig n  o f  ( l a )  fo r*  c o n s is te n c y  o n ly ;  i t
may be c o m p le x , hence th e  co m p le x  c o n ju g a te  s ig n .  I t  may be n o te d  t h a t :
( i )  B o th  fo rm s  a r e : -  ( a )  f u n c t i o n s 'o f  t im e  and fre q u e n c y
( b )  use p a s t  and f u t u r e  in f o r m a t io n  i n  x ( t )  t o
d e te rm in e  th e  s p e c tru m  a t  a n y  i n s t a n t  t  . 
T h is  m ig h t be th o u g h t  u n r e a l i s t i c ,  and i n
( i )
f a c t  t h e  f i r s t  f o r m u la t io n  b y  Page , 
v d tic h  uses  p a s t  in fo r m a t io n  o n ly  i s :
CO
Z ( t , f )  -  2 J x ( t  ) x ( t - T  )cos2TTfT dx ( l c )
o
f o r  r e a l  d a ta .
( i i )  The a s y m m e tr ic  fo rm  o f  Z ( t , f )  i s  co m p le x  v/hereas th e  
s y m m e tr ic  fo rm  i s  r e a l , even i f  x ( t )  i s  co m p le x .
( i i i )  I f  x ( t )  i s  c o m p le x , Z ( t , f )  r e q u ir e s  e v a lu a t io n  f o r  b o th
p o s i t i v e  and n e g a t iv e  v a lu e s  o f  f  . I f  x ( t )  i s  r e a l  th e n
Z ( t , f )  needs e v a lu a t io n  f o r  p o s i t i v e  v a lu e s  o f  f  o n ly .
( i v )  Z ( t , f )  o f  ( 1 )  has been te rm e d  th e  'c o m p le x  e n e rg y  
d i s t r i b u t i o n ’ b y  R ih a c z e k .
3 . TIME VARYING SPECTRAL ESTIMATE P ( t , f )
W ith  x ( t )  r e p re s e n te d  b y  e q u is p a c e d  sam p les  ( r e f e r r e d  t o  as  
'd a t a ' )  th e r e  i s  a s ta n d a rd  m ethod  o f  c o m p u tin g  s p e c t r a l  e s t im a te s :  
m u l t i p l y  th e  d a ta  b y  a w indow  h ( t )  lo c a te d  a t  some a r b i t r a r y  t im e
t  ; com pute th e  D is c r e te  F o u r ie r  T ra n s fo rm  o f ' t h e i r  p r o d u c t ;  s q u a re
and add th e  s in e  and c o s in e  F o u r ie r  c o e f f i c i e n t s  a t  each  f r e q u e n c y ;  t im e -  
v a r y in g  e s t im a te s  come fro m  s te p p in g  th e  w indow  a lo n g  th e  d a ta  by. th e  
d e s ir e d  am ount and th e n  r e p e a t in g  th e  p ro c e s s . U s in g  c o n t in u o u s  f u n c t io n  
m a th e m a tic s  ( f o r  s im p l i c i t y )  t h i s  may be v.rr i t t e n  as
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P ( t , f )  =. | j x ( t - A ) h ( A ) e x p ( t2 7 7 j fA )  dA | 2 *  ( 2 )
-CO
w here  A i s  a t in e ,  v a r ia b le  o f  i n t e g r a t io n  and P ( t , f )  i s  th e  d e r iv e d  
t im e - v a r y in g  s p e c t r a l  e s t im a te .
One f u n c t io n  o f  th e  w indow  h ( t )  i s  t o  t r u n c a te  th e  d a ta ;  b u t  . 
i f  t h i s  w ere  th e  o n ly  . p u rp o s e  th e  w indow  w o u ld  be r e c ta n g u la r  and o f  u n i t  
h e ig h t j . s o  m a k in g  th e  m u l t i p l i c a t i o n  n o n - e x is te n t  i n  p r a c t i c e . . H o w e ve rj 
b y  s u i t a b le  s h a p in g  ( B a r t l e t t , H a n n i n g ) ^ t h e  w indow  re d u c e s  ’ le a k a g e ’ , 
i . e .  th e  o v e r s p i l l  o f  e n e rg y  i n  a g iv e n  fre q u e n c y  band i n t o  n e ig h b o u r in g  
o n e s . The w id th  o f  t h i s  w in d o w 'd e te rm in e s  th e  t im e  and f r e q u e n c y  
r e s o lu t io n  o f  th e  e s t im a te ,  a l lo w in g  one t o  be t r a d e d  f o r  th e  o t h e r .
F i l t e r - b a n k  I n t e r p r e t a t i o n . A d i f f e r e n t  in te r p r e te d : io n  t o  E q n .2 .  r e s u l t s  
fro m  i d e n t i f y i n g  th e  in t e g r a l  w i t h in  th e  m odu lus  s ig n s  as th e  o u tp u t  o f  a 
filter a t  t im e . . t  , w here  t h i s  f i l t e r  has an im p u ls e  re s p o n s e
h ( t ) e x p ( + 2 iT j fT )  .
V a r ia b le # f  may be i d e n t i f i e d  as th e  c e n t r e  f r e q u e n c y  o f  t h i s  b a n d  
pass  f i l t e r ,  w h ic h  has a lo w -p a s s  e q u iv a le n t  re s p o n s e  h ( t ) .  I n  o t h e r  
w o rd s j E q n .2 . e q u a l ly  w e l l  d e s c r ib e s  an id e a l is e d  f i l t e r - b a n k  whose f i l t e r s  
a l l  have  a common lo w -p a s s  e q u iv a le n t .  The i n t e r p r e t a t i o n  g iv e s  an 
i n t u i t i v e l y  m ore u n d e rs ta n d a b le  a p p ro a c h  t o  s p e c t r a l  e s t im a t io n .  A r e a l  
f i l t e r  ba n k  can  o n ly  a p p ro x im a te  t o  t h i s  c o n d i t io n ,  a n d , o f  c o u r s e ,  c a n  o n ly  
p ro d u c e  P ( t , f )  a t  sam p led  v a lu e s  o f  f re q u e n c y  f  . ( F i g . i ) .
S t a b i l i s a t i o n  o f  S p e c t r a l  E s t im a te . N o rm a lly  an e s t im a te  nee d s  some d e g re e  
o f  s t a b i l i s i n g ,  t o  be a c h ie v e d  a t  th e  expense  o f  r e s o lu t i o n .  I n  th e  
e x tre m e  c a s e , when x ( t )  m ig h t  have  th e  p r o p e r t ie s  o f  a b a n d - l im i t e d  
s to c h a s t ic  p ro c e s s ,  th e  ’ r a w ’ s p e c t r a l  e s t im a te  w i l l  show m e a n in g le s s
*  By th e  c o n v e n t io n  o f  t h i s  p a p e r t h i s  i s  in  f a c t  an in v e r s e  F o u r ie r
T ra n s fo rm ,
(4 )  B ingham , 0 . ,  G o d fre y ,  M .D ., and T u k e y , J .W . ,  "M odern  T e c h n iq u e s  o f
Power S pec trum  E s t im a t io n " , I . E . E . E . ,  T ra n s .A u d io  B le c t r o a c c u s t .
V o l.A U -1 5 ,  p p . 5 6 -5 6 , June  1967 .
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f l u c t u a t io n s  in  le v e l  f o r  s m a ll  changes in  t im e  and f r e q u e n c y ;  t h i s  i s  
w e ll- k n o w n ;  P ( t , f )  m ust be s t a b i l i s e d ,  and t h i s  i s  a c h ie v e d  m o s t s im p ly  
b y  a fo rm  o f  lo w -p a s s  f i l t e r i n g  i n  e i t h e r  o r  b o th  d im e n s io n s *  We d e f in e
P ( t , f )  as a s t a b i l i s e d  s p e c t r a l  e s t im a te :
{-«* . \  
P ( t , f )  = / /  P (X 5X ’ ) a ( t - X ) B ( f - X ’ ) dX dX ’ ( 3 )
-CO
T h is  i s  a d o u b le  c o n v o lu t io n  u s in g  a t im e  w indow  a ( t )  and  a 
fre q u e n c y  w indow  B ( f ) .  S in c e  t h i s  i s  g e n e r a l ly  to o  e la b o r a te ,  i t  may. be 
s im p l i f i e d  b y  s e t t i n g  e i t h e r  c o n v o lv in g  vdndow t o  be a 5 - f u n c t i o n ,  and
re d u c in g  th e  c o n v o lu t io n  t o  one d im e n s io n .
+cx>
E i t h e r  P ( t , f )  = /  P ( X , f ) a ( t - X j  dX (3 a )
— CO
o r  P ( t , f )  = /  P ( t , X ! ) B ( f - X ’ ) dX ’ (3 b )
—00 ,
• The t im e  c o n v o lv in g  e q u a t io n ,  Eqn. ( 3 a ) ,  may r e a d i l y  be g iv e n  a 
’ p h y s ic a l ’ i n t e r p r e t a t i o n  v ia  th e  f i l t e r - b a n k  a n a lo g y : P ( t , f )  i s  th e
o u tp u t  o f  th e  f i l t e r  bank  after p o s t - d e te c t io n  f i l t e r i n g ,  and  . a ( t )  may. 
be i d e n t i f i e d  as th e  im p u ls e  re s p o n s e  o f  th e  lo w -p a s s  f i l t e r s  
in d ic a te d  i n  F i g . 1 . .
A p o in t  t o  n o te  i s  t h a t ,  c o m p u ta t io n a l ly ,  a tw o -s ta g e  o p e r a t io n  i s  
r e q u ir e d :  f i r s t  t o  p ro d u c e  th e  u n s t a b i l i s e d  e s t im a te  P ( t . f ) ,  and
second  t o  c o n v o lv e  t h i s  t o  make th e  s t a b i l i s e d  e s t im a te  P ( t , f ) .
h . REVIEW OF OBJECTIVES
B e fo re  p r e s e n t in g  th e  m a in  r e s u l t s  o f  t h i s  p a p e r ,  i t  i s  r e le v a n t  t o  
re v ie w  th e  o b je c t iv e s  b e h in d  th e  fo r m u la t io n  o f  e i t h e r  Z ( t , f )  o r .  P ( t , f )  
( o r  ( P ( t , f ) ) .  The o b je c t  o f  d i s t r i b u t i n g  th e  e n e rg y  o f  x ( t )  i n  an 
o rg a n is e d  m anner o v e r  th e  tw o  d im e n s io n s  o f  t im e  and f re q u e n c y  i s  c l e a r l y  
t o  lo c a te  t im e  and fre q u e n c y  e v e n ts  in  th e  w a v e fo rm ; f o r  e x a m p le , i f  th e  
e n v iro n m e n t p ro d u c in g  x ( t )  c o n s is te d  o f  a num ber o f  s in e  wave o r  n o is e  
g e n e ra to rs  whose o u tp u ts  w ere  added t o g e t h e r ,• w i t h •a r b i t r a r y  f r e q u e n c ie s
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and p o w e rs , s w itc h e d  on and o f f  a t  random  t im e s ,  th e  id e a l  in s ta n ta n e o u s  
pow er - s p e c tru m  w o u ld  r e s o lv e  a l l  th e s e  p ro c e s s e s  and e s t im a te  th e  
r e s p e c t iv e  p a ra m e te rs .
The t h e o r e t i c a l  f u n c t io n s  Z ( t , f ) ,  as  d e f in e d  by  i n t e g r a l  
E q n . ( la )  o r  E q n . ( lb )  go some way t o  m e e tin g  th e s e  re q u ir e m e n ts .  T h e i r  
c la im  f o r  a t t e n t i o n ,  a n d 'w h a t d is t in g u is h e s  them  fro m  p r a c t i c a l  s p e c t r a l  
e s t im a te s  P ( t , f )  ( o r  ( P ( t , f ) }  i s  t h a t  th e y  depend wiiquety on x ( t )  
and no f u r t h e r  in fo r m a t io n .  H ow ever, i n  g e n e ra l the}*- d o .n o t  m eet th e  
re q u ire m e n ts  as  s u c c e s s fu l ly  as th e  p r a c t i c a l  e s t im a te s ,  w he re  th e  l a t t e r  
a re  h ig h ly  depen<jgnt on th e  a n a ly s in g  p ro c e d u re  o r  s y s te m . A t  f i r s t  
s ig h t  i t  seems u n u s u a l t h a t  th e  m ore u s e fu l  d e r iv a t io n s  a re  th e s e .  B u t 
one may show t h a t  th e  d is a d v a n ta g e  t o  f o r m u la t in g  Z ( t , f )  i s  t h a t ,  f o r  
m ost i n t e r e s t i n g  w a v e fo rm s , i t  w i l l  show n c n - s ig n i f i c a n t  f l u c t u a t i o n s  
f o r  s m a l l  changes in  t im e  and f r e q u e n c y ;  t h i s  i s  t r u e  n o t  o n ly  f o r  
s t o c h a s t i c - l i k e  in p u t s ,  when th e  same c r i t i c i s m  may be a p p l ie d  t o  P ( t , f )  
(b u t  n o t  P ( t , f ) ) ,  b u t  a ls o  t o  d e t e r m in is t i c  s ig n a ls .  . F ig . 2 ( a )  i s  an 
is o m e t r ic  p l o t  o f  th e  Z ( t , f )  o f  tw o  r e c ta n g u la r  p u ls e s  s e p a ra te d  i n  
t im e  and f re q u e n c y .  T h is  i s  th e  r e a l  s y m m e tr ic a l fo rm ,  as d e f in e d  b y  
E q n . ( lb ) .  The f i g u r e  shows tw o  w e ll-b e h a v e d  re g io n s  w i th  p e a ks  
c o r re s p o n d in g  e x a c t ly  t o  th e  t im e  and fre q u e n c y  lo c a t io n  o f  th e  p u ls e s ; 
th e r e  i s  a ls o  a c o m p le te ly  s p u r io u s ,  f a s t - v a r y in g  r e g io n ,  w h ic h  may be  
in t e r p r e t e d  as a s o r t  o f  c ro s s  m o d u la t io n  e f f e c t .  The a s y m m e tr ic  fo rm  
o f  Z ( t , f )  i s  e q u a l ly  p ro n e  t o  t h i s  c r i t i c i s m ;  i t  le s s  e a s i l y  p l o t t e d  
because  i t  i s  a co m p le x  f u n c t io n .
F ig . 2 ( b )  shows th e  Z ( t , f )  o f  tw o  t im e  o v e r la p p e d  r e c t a n g u la r  
p u ls e s  and a g a in  shows t h i s  s p u r io u s  r e g io n .  N o t ic in g  t h a t  Z ( t , f ) ,  i n -  
t h i s  s p u r io u s  r e g io n ,  v a r ie s  be tw een  p o s i t i v e  and n e g a t iv e  v a lu e s ,  
th e r e  i s  a c le a r  h i n t  t h a t  a more s a t i s f a c t o r y  s p e c t r a l  e s t im a te  c o u ld  be 
a c h ie v e d  b y  c o n v o lv in g  Z ( t , f )  i n  tw o  d im e n s io n s . T h is  le a v e s  th e  
a n a l y t i c a l  q u e s t io n  a b o u t w ha t r e l a t i o n  such  a- c o n v o lv e d  Z ( t , f ) w o u ld  have
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to tho usual estimates P(t,f) or p(-fc,f).
5 . THEORETICAL CONNECTION PKTWESE THE TUO CLASSES OF INSTANTANEOUS
P0V?£R. SPECTRUM
The t im e - f r e q u e n c y  e n e rg y  d i s t r i b u t i o n  Z ( t , f ) may be c o n v o lv e d  
so as t o  make i t  i d e n t i c a l  t o  th e  s p e c t r a l  e s t im a te  P ( t , f )  as d e f in e d  
by  E q n .2 ,  b y  s u i t a b le  c h o ic e  o f  c o n v o lv in g  f u n c t io n .  More i n t e r e s t i n g l y ,  
i t  can be made i d e n t i c a l  t o  th e  s t a b i l i s e d  e s t im a te  P ( t , f )  as  d e f in e d  
by  E q n .2  and -E q n .3 . T h is  second  s ta te m e n t i s  m a th e m a t ic a l ly ' .n e t  o b v io u s .
R e s u l t :
P ( t , f )  . = Z ( t 5f )  * . * . 7 ( t , f )  ( l0
w here  y ( t , f )  i s  a c o n v o lv in g  f u n c t io n ,  w h ic h  may be t i e d  t o .  and  in c lu d e  
a l l  th e  in fo r m a t io n  in  w indow  f u n c t io n s  h ( t ) ,  a ( t )  and B ( f )  ..
I f  f i r s t  th e  in v e r s e  F o u r ie r  T ra n s fo rm  o f  y ( t , f )  i s  d e f in e d
V/Ctj.T) y ( t , f ) ( 5 )
th e n  one may show t h a t
V?( t , t ) = h ( t ) h ( t + T ) b ( x )  *  a ( t )
a s y m m e tr ic a l (6 a )
o r  '
W ( t ,T )  = h ( t - T / 2 ) h '( t + T / 2 ) b ( T )  *  a ( t )
s y m m e tr ic a l ( 5 b )
T.7 ( t ,T )  i s  r e f e r r e d  t o  as a w e ig h t in g  f u n c t io n .
These e q u a t io n s ,  in  p a r t i c u l a r  Eqn.M and e i t h e r  E q n .6 ( a )  o r  E q n .5 (b )  
show t h a t  th e  u s u a l .w in d o w in g •fu n c t io n s  can be made t o . 1 d is a p p e a r 1 o r  lo s e  
t h e i r  i n d i v id u a l  i d e n t i t y  in s id e  a g e n e ra l w e ig h t in g  f u n c t io n  W( t , T ) ,  and 
t h a t  i t s  F o u r ie r  T ra n s fo rm , th e  c o n v o lv in g  f u n c t io n ,  a c t in g  on th e
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...-v   -w  . ^ a r u c u  ci;-i d  - s i g n a l ’; w i l l  r e a l i s e
a u s e fu l  pow e r s p e c t r a l  e s t im a te .
The v a r ia b le '  T may be i d e n t i f i e d  as a d e la y  v a r ia b le .  The 
w indow  f u n c t io n  b ( t )  a p p e a r in g  i n  E q n .6 (a )  and 6 (b )  i s  th e  F o u r ie r  T ra n s fo rm  
o f  th e  fre q u e n c y  w indow  B ( f )  d e f in e d  in  E q n .3 .
b ( t )  <-* B ( f )  ( 6 c )
B o th  th e s e  fu n c t io n s  a re  assum ed t o  be real and even. The w indow  
h ( t ) ,  in t e r p r e t a b le  as th e  im p u ls e  re s p o n s e  o f  an  e q u iv a le n t  . lo w -p a s s  
f i l t e r  r e p r e s e n t in g  a f i l t e r  b a n k , . i s  assumed to  be real. The s m o o th in g  
w indow. a ( t )  i s  a ls o  assumed t o  be real. C o n s e q u e n tly  W ( t , x )  is real.
I f  w indow  h ( t )  and a ( t )  a re  even th e n  th e  ’ s y m m e t r ic a l ’ 
w e ig h t in g  f u n c t io n  W ( t ,T ) ,  as d e f in e d  b y  E q n .6 ( b ) ,  i s  even in b o th  v a r ia b le s .  
A l t e r n a t i v e l y ,  i f  th e  w indow s h ( t )  and a ( t )  a re  causal th e n  th e  
’ a s y m m e tr ic a l ’ w e ig h t in g  f u n c t io n  as d e f in e d  b y  E qn . 6 (a )  i s  accusal i n  th e  ’ r e a l 1 
t im e  v a r ia b le  t  f o r  d e la y  v a r ia b le  t  p o s i t i v e .
I t  f o l lo w s  t h a t  th e  ’ s y m m e tr ic a l ’ c o n v o lv in g  f u n c t io n  y ( t , f )
( o r  y ( t , f ) )  i s  a real and even f u n c t io n .  B u t th e  ’ a s y m m e t r ic a l ’ fo rm
o f  c o n v o lv in g  f u n c t i o n - w i l l  be c o m p le x , and i t s  i n t e r a c t io n  w i t h  th e  
a s y m m e tr ic  fo rm  o f  Z ( t , f ) ,  R ih a c z e k ’ s co 'm p lex e n e rg y  d i s t r i b u t i o n ,  i s  n o t  
easy  t c  v i s u a l i s e .  N o te , h o w e v e r, t h a t  th e  c o n v o lu t io n  o f  th e s e  tw o  co m p le x  
fu n c t io n s  w i l l  a lw a y s  g e n e ra te  a real P ( t , f ) .
T h e re  i s  no d i f f i c u l t y  in  d e r iv in g  th e  e q u iv a le n t  unstabvlised.
e s t im a te  P ( t , f )  . I f  th e  b a rs  a re  rem oved t o  d e f in e  f u n c t io n s  y ( t , f )
and W (t , t ) ’where
P ( t , f )  =' Z ( t , f )  *  *  y ( t , f ) . ( 7 )
V? ( t  ,t ) y ( t , f )  ^ ( 8 )
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th e n  th e  fo rm u la e  f o r  V 7 (t,T ) s i m p l i f y  t o
17 ( t , T ) = h ( t  ) h ( t t T ) (9 a )
o r
Vi ( t , T ) -  h ( t - t / 2 )h  ( t t t / 2  ) * (9 b )
F ig .  2 ( c )  shows th e  r e s u l t  o f  c o n v o lv in g  th e  Z ( t , f )  o f  th e
tw o  .o v e r la p p in g  p u ls e s  o f  F ig . 2 ( b ) .  T h is  shows c le a r l y  t h a t  th e  s p u r io u s
c o n te n t  has been la r g e l y  e l im in a te d .  The c o n v o lv in g  f u n c t i o n ’ s t r a n s fo r m ,
th e  w e ig h t in g  f u n c t io n  W ( t , T ) 5 was d e s c r ib e d  b y
(.1. + c o s p £ ( t -  | 0  ) ( l  + c o s | ~ ( t + x / 2 ) j ]
I n  t h i s  case  th e  p l o t  c o u ld  have e q u a l ly  been o b ta in e d ,  and m ore 
s im p ly ,  b y  m u l t i p l y in g  th e  w a ve fo rm  x ( t )  b y  a c o s in e  b e l l ,  i . e .
2 iTt^
[ 1  -I- C O S - y - J
and d i r e c t  a p p l i c a t io n  o f  th e  F o u r ie r  T ra n s fo rm , as i n  E q n .2 . The p l o t  was 
i n . f a c t  p ro d u c e d  by  a m ethod  d e s c r ib e d  b e lo w ,-w h ic h  e x p lo i t s  th e  g e n e r a l i t y  
o f  th e  m a in  e q u a t io n ,  E q n .4 .
E q n .4  i s  e n t i r e l y  g e n e r a l ,  i n  th e  sense  t h a t  a P ( t , f )  may be 
p ro d u c e d  b y  an a r b i t r a r y  c h o ic e  o f  f u n c t io n  y ( t , f ) ,  an a r b i t r a r y  c h o ic e  
u n r e la te d  t o  t im e  o r  f re q u e n c y -w in d o w s  h ( t ) ,  a ( t )  and B ( f ) .  E q n s .2 ,  3 ,
3a , 3b , 6 (a )  o r  6 (b )  a n d /o r  9 ( a ) ,  9 (b )  need no lo n g e r  a p p ly ,  and  th e  
d i s t i n c t i o n  be tw een  s t a b i l i s e d  and u n s t a b i l i s e d  s p e c t r a l  e s t im a te s  d is a p p e a r s .  
Q u e s tio n s  o f  t im e  r e s o lu t i o n ,  fre q u e n c y  r e s o lu t i o n ,  d e g re e  o f  s t a b i l i t y  o f  th e  
e s t im a te  may be answ e red  b y - .c o n s id e r in g  th e  shape o f  th e  c o n v o lv in g  f u n c t io n  
y ( t , f ) .  As an a p p ro x im a te  g u id e ,  and a ssu m in g  a ’ w e l l- b e h a v e d ’ f u n c t io n  w i th
a . w e l l - d e f in e d  maximum a t  and in  th e  r e g io n  o f  t  = 0 and f  = 0 ,  i t  i s  c lc .m  
t h a t  th e  e f f e c t i v e  w id th  i n  th e  t  and f  v a r ia b le s  c o n t r o l  th e  t im e  and 
f re q u e n c y  r e s o lu t io n  r e s p e c t i v e ly ;  a f t e r  some th o u g h t,  i t .  i s  r e a l i s e d  t h a t  
th e  e f f e c t i v e  area o f  th e  f u n c t io n  d e te rm in e s  th e  d e g re e  o f  s t a b i l i t y  t o  th e
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e s t im a te ;  an a re a  o f  a b o u t u n i t y  g iv e s  no s t a b i l i t y  vrhereas an a re a  o f ,  
s a y 5 10 s t a b i l i s e s  th e  e s t im a te  by t h a t  a m o u n t; t h i s  means t h a t ,  i f  x ( t )  
re s e m b le d  band l im i t e d  n o is e  th e  e s t im a te  o f  th e  pow er a t  any one f re q u e n c y  
w o u ld  have  a f r a c t i o n a l  v a r ia n c e  in  th e  o r d e r  o f  one t e n t h .
6 . ' PRACTICAL REALISATION
I t  has been s ta te d  t h a t 5 fro m  o u r  c o n v o lv in g  f u n c t io n  a p p ro a c h  t o  
s p e c t r a l  e s t im a t io n ,  no w o rk in g  d i f f e r e n c e  e x is t s  be tw een  fo rm in g  an 
u n s t a b i l i s e d  ’ ra w ’ e s t im a te  o r  a s t a b i l i s e d  e s t im a te ,  th e  d i f f e r e n c e  a p p e a r in g  
o n ly  in  th e  s p e c i f i c a t io n  c f  th e  f u n c t io n  y ( t , f ) .  A c c o r d in g ly  E qn.H  and  
E q n .7  say th e  same t h in g ,  and th e  ’ b a r ’ n o t a t io n  may be d ro p p e d .
I f  f i r s t  th e  in v e r s e  F o u r ie r  T ra n s fo rm  o f  P ( t , f )  i s  d e f in e d
R . ( t ,  T) ++ p ( t ,  f )  ( 1 1 )
and  a ls o  o f  th e  t im e - f r e q u e n c y  e n e rg y  d i s t r i b u t i o n  Z ( t , f )
G ( t , t ) ^ Z ( t , f )  (1 2 )
th e n  i t  may be e a s i l y  shown t h a t  ....
G ( t , t ) = x ( t ) x * ( t ~ X )
a s y m m e tr ic a l (1 3 a )
= x  ( t + x / 2 ) x * ( t - T /2 )
s y m m e tr ic a l (1 3 b )
By an in v e r s e  F .T .  o f  b o th  s id e s  o f  E q n .7 . one o b ta in s
t
. R ( t , x )  = G ( t , x )  *  W ( t , x )  ( 1 4 )
t
w here th e  *  r e p re s e n ts  c o n v o lu t io n  i n  ’ r e a l 1 t im e  t ,  R ( t , x )  i s  seen t o  
be a t im e - v a r y in g  a u to - c o r r e la t i . o n  f u n c t io n .
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T h is  e q u a t io n  in d ic a te s  th e  f o l l o w in g  p r a c t ic a b le  m ethod  o f  
c o m p u tin g  a t im e - v a r y in g  s p e c t r a l  e s t im a te  o f  x ( t ) .
( i )  fo rm  la g g e d  (d e la y e d )  p ro d u c ts  o f  x ( t ) ,  g iv in g  G ( t , x )
( i f )  a p p ly  a s u i t a b le  w in d o w , s p e c i f ie d  b y  W ( t , x )  .and th e n
com pute a ’ l o c a l *  a u t o - c o r r e la t io n  e s t im a te 5 u s in g  E o n . lh .
( i i i )  com pute th e  F o u r ie r  T ra n s fo rm  o f  R ( t j )  i n  v a r ia b le  x  o.t
i n t e r v a l s  i n  t  t o  o b ta in  P ( t , f ) .
I t  i s  n o t  n e c e s s a ry  t o  e v a lu a te  R ( t , x )  f o r  n e g a t iv e  v a lu e s  o f  x . 
P ( t , f )  may be re c o v e re d  fro m
r  oo
R e a l p a r t (1 5 a )2 j R ( t , x ) e x p ( - 2 x j f x )  dx 
‘ o
w h ic h  s im p l i f i e s  when x ( t )  i s  real (and R ( t , x )  becomes real] t o
CO
2 /  R ( t , x ) c o s ( 2 7 r fx )  ax (1 5 b )
o
R e a l i t y  can be g iv e n  t o  E q n . lLl b y  a sys tem  in t e r p r e t a t i o n .
A t  a g iv e n  d e la y ,  G ( t , x )  may be th o u g h t  o f  as a ’ s ig n a l '  e x i s t i n g  in  r e a l  
t im e  t  . Eqn,. 1^ i s  th e n  th e  s ta n d a rd  r e s u l t  f o r  f i n d in g  th e  o u tp u t  o r  
a lo w  p>ass filter o f  im p u ls e  re s p o n s e  W ( t , x )  i n  v a r ia b le  t  and R ( t , x )
i s  th e  o u tp u t ,  a l l  a t  f i x e d  x .
One may e n v is a g e  a h ie r a r c h y  o f  such  f i l t e r s ,  each b e in g  fe d  d3ta~
p ro d u c ts  a t  s p e c i f i c  d e la y s .  A t i n t e r v a l s ,  and  o n ly  when i t  i s  d e s i r e d  t o  
’ s e e ’ th e  s p e c t r a l  e s t im a te ,  th e  f i l t e r  o u tp u ts  a re  a l l  e xa m in e d  
s im u lta n e o u s ly .  A ssum ing  t h a t  th e  d e la y s  a re . chosen  in  e q u a l ly  in c re m e n te d  
am ounts (w h ic h  w i l l  happen a u to m a t ic a l ly  i f  x ( t )  i s  d e r iv e d  f r o m  e q u i -  
spaced  d a ta  p r o d u c ts ) ,  th e  d e s ir e d  r e s u l t  i s  th e  D is c r e te  F o u r ie r  
T ra n s fo rm  o f  th e  s im u lta n e o u s  o u tp u ts ,  (se e  F i g . 3 ) .  E v a lu a t io n  o f  R ( t , x )  
i s  seen t h e r e fo r e  as a m u l t ip le  p a r a l l e l  d i g i t a l  f i l t e r i n g  o p e r a t io n  cn  
la g g e d  p ro d u c ts .
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u n ly  a f i n i t e  Dumber o f  c h a n n e ls  e x i s t  so t h a t  th e  i n t e g r a l  l i m i t  
in  E q n .15 w i l l  e x te n d  t o  a f i n i t e  t im e  in  p r a c t i c e 5 n o t  i n f i n i t y .
E i t h e r  th e  s y m m e tr ic a l o r  th e  a s y m m e tr ic a l fo rm  o f  th e  la g g e d  p ro d u e  
G ( t 5t )  ma}' be g e n e ra te d . I t  i s  s u g g e s te d  t h a t  f o r .th e  fo r m e r ,  th e  m ost 
s u i t a b le  c h o ic e  o f  W (t , t ) .  i s  one w h ic h  i s  r-cal and even. F o r  th e  . l a t t e r ,  
th e  m ost s u i t a b le  c h o ic e  o f  W ( t ,T )  i s  one w h ic h  i s  real. and cr.usaZ5 i . e .  i  
z e ro  f o r  t  < 0 .
These p r o p e r t ie s  f o l l o w  l o g i c a l l y  when th e  w e ig h t in g * f u n c t io n  i s  
r e la t e d  t o  th e  w indow s h ( t ) ,  a ( t )  and B ( f )  as has been d is c u s s e d ;  
i t  i s  s u g g e s te d  t h a t  th e s e  p r o p e r t ie s  be m a in ta in e d ,  even /w he n  th e  w e ig h t in  
f u n c t io n  i s  th o u g h t  o f  as  a ' t h i n g  in  i t s e l f ,  u n r e la te d  t o  th e s e  w in d o w s . ’
I t  f o l lo w s  fro m  th e  above  re m a rk s  t h a t  th e  c h o ic e  o f  d i g i t a l  
f i l t e r i n g  te c h n iq u e  d ic t a t e s  th e  ty p e  o f  la g g e d  p ro d u c t  t o  g e n e ra te t
( i )  s y m m e tr ic a l .lagged p ro d u c ts  a re  g e n e ra te d  f o r  any
n o n - r e c u r s iv e  te c h n iq u e  w h ic h  r e a l i s e s  a s y m m e tr ic a l w in d o w , 
( im p u ls e  r e s p o n s e ) ;  t h i s  m ethod .was a d o p te d  in  o r d e r  t o  
d e r iv e  F ig .  2 c .
( i i )  a s y m m e tr ic a l la g g e d  p ro d u c ts  a re  g e n e ra te d  f o r  any r e c u r s iv e  
te c h n iq u e  (w h e re  th e  re s p o n s e ' i s  n e c e s s a r i ly  c a u s a l ) .
Any m ethod based  on Eqn. 14 i s  a g e n e r a l is a t io n  o f  th e  f o r m u la t io n  
by7 B lackm ann and T u k e y , w here  th e  c o n v e n t io n a l ( n o n - t im e - v a r y in g ) ,  povrer 
s p e c tru m  i s  e s t im a te d ,  h a v in g  e v a lu a te d  an a u t o - c o r r e la t io n  f u n c t io n ,
W ith  th e  a d v e n t o f  th e  F a s t F o u r ie r  T ra n s fo rm  t h i s
a p p ro a c h  has l o s t  fa v o u r  com pared w i t h  th e  d i r e c t  DFT o f
th e  w indow ed d a ta ,  fo l lo w e d  by s q u a r in g  and a d d in g  o f  th e  s in e  and c o s in e
te rm s ;  t h i s  d i r e c t  m ethod i s  o b v io u s ly  e x te n d e d  to  e v a lu a t io n ,  o f  t im e -
v a r y in g  s p e c t r a ;  i t s  a n a l y t i c a l  p r o p e r t ie s  have been d e s c r ib e d  i n  s e c t io n
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As i s  w e ll- k n o w n ,.  th e  num ber o f  m u l t i p l i c a t i o n s  needed, f o r  FFT d i r e c t l y  
o f  th e  d a ta  i s  g re a t ly  re d u c e d  in  c o m p a ris o n  w ith ,  th e  la g g e d  p r o d u c t  
a p p ro a c h  a s  th e  num ber o f  d a ta  v a lu e s  i s  in c re a s e d .
The s i t u a t i o n  i s  n o t  th e  same when i t  comes t o  e v a lu a t in g  t im e -  
v a r y in g  pow er s p e c t r a .  Twch e f f e c t s - d e t r a c t  fro m  th e  ! o b v io u s 1 s u p e r i o r i t y  
o f  th e  d i r e c t  FFT a p p ro a c h .
One re a s o n  i s  t h a t  s p e c t r a l  e s t im a te s  w i l l  u s u a l ly  be r e q u i r e d  a t .  
i n t e r v a l s  le s s  th a n  th e  o v e r a l l  w id th  o f  th e  data, w indow ' h ( t ) ,  f o r  e xa m p le  
when th e  a n a ly s is  i s  d e s ig n e d  t o  lo c a te  in  t im e  and m easure th e  e n e rg y  o f  
an a r r i v i n g  p u ls e  whose shape i s  known b u t  whose c e n t r e  f r e q u e n c y  i s  n o t .
The w indow  h ( t )  needs t o  be o v e r la p p e d , and  t h i s  r e q u i r e s  m ore 
s q u a r in g  and a d d in g  o f  th e  F o u r ie r  c o e f f i c i e n t s .
The second  re a s o n  i s  t h a t  th e  num ber o f  d a ta  v a lu e s  i n  each  
w indow  may be s m a l l ,  as lo w  as 32 ( f o r  c o a rs e  s p e c t r a l  e s t im a te ) ,  i n  w h ic h  
case  th e  FFT i s  n o t  f a s t .
The c o n c lu s io n s  i s  t h a t  th e  p ro p o s e d  m ethod  i s  n o t  
s u b s t a n t ia l l y  a t  a d is a d v a n ta g e  in  c e r t a in  r e a l i s t i c  c o n d i t io n s .  I t s  
im m e d ia te  in t e r e s t  i s  i n  th e  c o n c e p tu a l s i m p l i c i t y ;  i t  p r o v id e s  an 
im m e d ia te  a p p r e c ia t io n  o f  th e  t r a d e - o f f s 'b e tw e e n  t im e  r e s o lu t io n  ,  f r e q u e n c y  
r e s o lu t io n  and s p e c t r a l  s t a b i l i s a t i o n ,  a l l  th e  in f o r m a t io n  b e in g  c o n ta in e d  
i n  th e  s p e c i f i c a t io n  o f  th e  w e ig h t in g  f u n c t io n  W ( t ,T ) ,  i n t e r a c t i n g  on th e  
d e la y e d  ( la g g e d ) p ro d u c ts .
In  th e  t im e - f r e q u e n c y  d o m a in , th e  o p e r a t io n  i s  seen t o  be t h a t  
o f  tw o -d im e n s io n a l c o n v o lu t io n  b y  a f u n c t io n  y ( t , f ) , o r  s m o o th in g  o u t  o f  
f a s t  " a c "  f l u c t u a t io n s  in  th e  fu n d a m e n ta l t im e - f r e q u e n c y  e n e rg y  
d i s t r i b u t i o n s ,  a l r e a d y  d e s c r ib e d  in  th e  l i t e r a t u r e .  A m ore fu n d a m e n ta l 
d e f i n i t i o n  o f  pow er s p e c t r a l  e s t im a t io n  has been a c h ie v e d .
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107
8 . R E F E R E N C E S
( 1 )  P age , C .G . , ' ' In s ta n ta n e o u s  pow er s p e c t r a " , _ J .A p p l.P h y s . ,
V o l . 2 3 , p p . 1 0 3 -1 0 6 , 1952.
( 2 )  L e v in ,  M .J , , " In s ta n ta n e o u s  s p e c t ra  and a m b ig u ity  f u n c t i o n s " ,  
I . E . E . E .  T ra n s . In fo rm .T h e o ry  C o r re s p o n d e n c e ) , V o l . I T - 1 0 ,
p p . 9 5 -9 7 , J a n u a ry  1964.
(3 )  R ih a c z e k , A .W ., " S ig n a l  e n e rg y  d i s t r i b u t i o n  i n  t im e  and 
f r e q u e n c y " , I . E . E . E .  T r a n s . In fo r m ,T h e o ry ,  V o l . I T - 1 4 ,  
p p . 3 6 9 -3 7 4 , May 1968 .
( 4 )  B ingham , C. , G o d fre y , M. D . ,  and T u k e y , J . W. ,  "M odern  te c h n iq u e s  
o f  pow er s p e c tru m  e s t im a t io n " ,  I .E .E .E .T r a n s .  A u d io  E le c t r o -  
a c o u s t . ,  V o l.  A U -1 5 , p p . 5 6 -6 6 , June 1967 .
108
APPENDIX
In  t h i s  a p p e n d ix  i s  d e r iv e d  th e  b a s ic  r e s u l t  o f  t h i s  p a p e r .
A t im e - v a r y in s  s p e c t r a l  e s t im a te  i s  d e f in e d  b y  th e  e q u a t io n  •
■ -[-CO '
P ( t j f )  = |J  ■ > :(t-X )h (X )e x p (2 T T jfX ) dA | ^ (2.)
—00
vjhere. x ( t )  i s  an i n p u t .w a ve fo rm  and h ( t )  i s  a w indov: f u n c t io n ;  
t h i s  e s t im a te  i s  th e n  s t a b i l i s e d  b y  a c o n v o lu t io n ,  w h ic h  f o r  th e  sake  o f  
g e n e r a l i t y  may be e x p re s s e d  i n  tw o  d im e n s io n s ;
-{-CO
P ( t , f )  SI P (A ,A ' ) a ( t - A ) B ( f * A ' ) dA c A ' . ( 3 )
—co ■
The o b je c t  i s  t o  shew t h a t
t  f
P ( t , f )  = Z ( t , f )  *  *  Y ( t , f )
w here  Z ( t 9f )  i s  th e  t im e - f r e q u e n c y  e n e rg y  d i s t r i b u t i o n  d e r iv e d  e n t i r e l y  
fro m  th e  in p u t  w ave fo rm  x ( t )  ( e i t h e r  e q u a t io n  1 ( a )  o r  l ( b ) ) a n d  Y ( t 3f )
i s  a g e n e ra l c o n v o lv in g  f u n c t io n  d e r iv e d  d i r e c t l y  fro m  th e  w indow 's h ( t ) 5
a ( t ) ,  and B ( f  )•.
PROOF
In v e rs e  F o u r ie r  T ra n s fo rm  P ( t , f )  t o  d e f in e  R ( t , x )
i . e .  R ( t , t ) -«->■ P ( t , f )  
and fro m  Eqn. 3.
-{-CO
R ( t jT )  = b ( T ) x /  R (X sT ) a ( t - / \ )  dA
—CO
w here  •
R ( t , t ) P ( t , f )
( A . JL)
(A . 2 )
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E q n . ''A . .1 "may be w ri/e  to n
„  ■ t
R ( t #t )  = b ( T )R ( t> T )  *  a ( t )  . ( A . l )
2 . VJe now r e la t e  th e  f u n c t io n  R ( t , T )  t o  th e  w a ve fo rm  x ( t )  and 
th e  w indow  f u n c t io n  h ( t ) .
E qn. 2 . may be r e w r i t t e n  as :
*|00
P ( t , f )  = / /  x ( t " A 1 )h (X 1 )x*’; ( t " A 2 )h (X 2 )e x p (2 T r jfA 1-2 7 r jfA 2 ) dA^ dX2 ( A . 2 '
H ence5 b y  Eqn. A2 
-{-00
R ( t . t )  = | f  J x ( t - X 1 ) h ( A ^ ) x " ( t - X 2 )h (X 2 )e x p (2 7 r jfX ^ “ 2 'n jfX 2^ 2 ,iT j fT )  aA^ dA2 d f  (A . 3 )
w h ic h  s im p l i f i e s  t o :
-{-CO
/ /  x ( t - A  )h (A  ) x * ( t - A  ) hCA ) 6 ( A -A 9+t ) dA dA,
—CO •
and th e n  t o  ‘
-J-CO '
/  x ( t - A  ) x ;' ( t - A  ~ T ) h ( L ) l i ( A  n )  dA (t ^
- J. X  X  X  X  v a . - r y
H ow evers t h i s  i s  a c o n v o lu t io n ;  i t  .may be r e w r i t t e n  as
t r N
R ( t , T )  = { x ( t ) x * ( t - T ) )  *  ( h ( t ) h ( t + x ) J  (A .k a
T h e re fo re  t o  d e r iv e  R ( t , T )  i s  a q u e s t io n  o f  a d o u b le  c o n v o lu t io n ;
S u b s t i t u t in g  in  Eqn A . la  d e r iv e s
_  t  t
R ( t jT )  = ( x ( t ) x * ( t ~ i ) }  *  . ( h ( t ) h ( t + T ) : *  a ( t ) x  b ( T ) )  (A .5 a
The second  te rm  in  th e  la r g e  b r a c k e ts  c o n ta in s  a l l  th e  1 w in d o w in g r 
in fo r m a t io n .
I t  has been d e f in e d  e ls e w h e re  as a w e ig h t in g  f u n c t io n  v.T( t , x ) .
no
R ( t , t ) = G ( t , x )  *  V /( 'tsT) ( A . 6
v?nere  ^ .
G ( t , x )  = x ( t ) x ( t ~ t )  (1 3 a )
and w here  ^ :
\<( t , t ) -• h ( t ) h ( t - f - x )  r s ( t )  x b ( x )  ( 6 a )
T h is  i s  th e  a s y m m e tr ic  • f o r m u la t io n ; s im p ly  b y  m a n ip u la t io n  o f  '.the 
v a r ia b le s  in  Eqn. A .A  one may o b ta in  a s y m m e tr ic a l fo - r m u la t io n .
_  ' t  *h
R ( t , x )  = ( x ( t + x / 2 ) x * ( t - x / 2 ) )  *  ( h ( t ~ x / 2 ) h ( t f x / 2 )  -  a ( t )  * b ( x ) }  
(A 6 b )
and c o n s e q u e n t ly  Eqn .A. 6 i s  s t i l l  t r u e  , p r o v id e d  t h a t
G ( t , x )  = x ( t - i - x / 2 ) x * ( t - x / 2 )  (1 3 b )
and
t
V?(t, t ) = h ( t - x / 2 ) h ( t t x / 2 )  *  a ( t )  > 'b (x ) (6 b )
4 . F i n a l l y ,  th e  m a in  r e s u l t  i s  o b ta in e d  b y  F o u r ie r  T r a n s fo r m a t io n
o f  E qn . 1H.
R ( t , x )  •<->■ P ( t , f ) ,  s t a b i l i s e d  s p e c t r a l  e s t im a te  
G ( t , t )  <-+ Z ( t , f ), t im e - f r e q u e n c y  e n e rg y  d i s t r i b u t i o n
and
Y J ( t ,x )  «-*- y C t5f ) , a  g e n e ra l c o n v o lv in g  f u n c t io n .
m
FIG.1.
The f i l t e r - b a n k  in t e r p r e t a t i o n  o f  th e  c o n v e n t io n a l D .F .T .  
based  d e r iv a t io n  o f  t im e - v a r y in g  s p e c t r a l  e s t im a te s .  A l l  th e  b a n d ­
p a ss  f i l t e r s  have a common lo w -p a s s  e q u iv a le n t • im p u ls e  re s p o n s e , h ( t ) . 
and a l l  th e  lo w  pass  f i l t e r s  have  a common im p u ls e  re s p o n s e , a ( t ) .
F IG .2 .
2 ( a )  T h e o r e t ic a l  e n e rg y  d i s t r i b u t i o n  f o r  tw o  s in e  vraves o f  
d i f f e r e n t  f r e q u e n c ie s ,  w i t h  th e  same d u r a t io n  b u t  w i t h  no t im e  o v e r la p ,
4-co •
Z ( t , f )  =. /  x ( t * * T /2 ) x ( t+ T /2 )e x p (2 T T jfT )  dx
—CO ■
f o r  x ( t )  =' ■ 0 t  < t ^
= s in (2 T r f  t )  t 1 < t  < t 2
= °  t 2 < t  < t g
= s in (2 7 T f2t )  t 3 < t  < t  '
■■■ -  0 A  < t
2 (b )  as ( a )  b u t  w i t h  t im e  o v e r la p .
x ( t ) = 0 ' ’ t  < t
1
= s i n ^ U ^ t )  ■ ' \  < t < t.
= . sin(2irfjLt.)+sin(2Trf2t) t0 < t <
= sin(27rf2t) t < t < t
2 ( c )  T im e -v a ry in g  s p e c t r a l  e s t im a te s  o f  tw o  s in e  waves w i t h  t i n *  
o v e r la p .  .
P ( t , f )  .= Z ( l : , f )  *  y ( t , f )  .
112
FIG,3.
System  in t e r p r e t a t i o n  o f  th e  new te c h n iq u e  o f  e v a lu a t in g  t im e -  
v a r y in g  s p e c t r a l  e s t im a te s .
icar n a J
r  i “^ i
frV-eaae^ ig f lia iJsgaira^s^TragraBg'icapgareaggaassrBasefoTOSHiaig x j^
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For the ’ exact* curve f i t  in 2.2,2, i t  is required to solve 
for A and to the three non-linear equations :
= A sin(w(r-l)A t  + )
A sin (air A t + <|>)
r^+1 = A sin(oj(r+ 1) At + § )
0 )
( 2 )
(3)
For convenience, redefine the constant phase term as
<j) -to r At + it/  2 (4)
so that :
cos 6  -  Xf /A (5)
then i t  foTlows readily, by expanding equations (1) and (3) that
2 cos(o) At) = Xr+! + Xr - 1 (6 )
or to 1 /  At f . - 1ycos Xr + 1  + xr - l
2 X. }
Q.E.D0 ( i )
For A, expanding equation (3) gives :
(7)
V+l cos (to At) cos (0) -  sin(toAt) sin(0 ) ( 8 )
Substituting for the 4 terms on the R.H„S. and rearranging, gives :
119
With a d„c. term there are four equations to solve :
Y - l  = A sin(o) (r -1 ) At + 4>) + d c
A sin(to rAt + ) + d c
xr+l = A sin(a) (r+1) At + <f>) + dc
Xr + 2  = A sin(w (r+2) At + (f>) + dc
( 1 0 )
(11)
( 12)
(13)
Now redefine the phase, this time as
0 = to r A t  + <f) (14)
then, by expanding and subtracting, the four equations may be solved 
readily to give :
2 cos (to At ) = xr+ 2  " xr - 1  " (Xr + 1  “ Xr)
Xr + 1  “ Xr
(15)
or to 1 /A t cos- 1 Xr+ 2  ~ Xr - 1  " V t -1 + Xr
L 2(Xr+1 " xr) J j
\ (16)
Q.E.D. ( i i i )
For A, expanding equations (10), (11) and (12) and subtracting
to remove d .c ., gives :
tan 0  >  V 1 ~..2Xr *  Xf + 1  f , , s in foA t) V  
Xr + 1  " X^_i v (1 -  cos oj At) J
and from equation (1 1 ) :
snin 6  = (X'r -  d c} /  A
whence :
| [  1 + . (tan " 1 e )2)]* ^
{ '  *(■
Xr + 1  " Xr - 1
Xr + 1  ‘ X,
3)W i + X
2
- 1 +Xr+2 - y j V2}
r - 1  * “r+2~ 3Xr
Q.E.D. (iv )
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A P P E N D I X 3
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TABLE 3.1a Walsh-to-Fourier Transform Matrix D for N = 64
K ■ o
K ■ 1
K » 3
K •  5
K * 6
K * 7
K « 6
K « 10
K *  11
K •  12
K *  13
K ■ 14
K « 15
33
40
48
37
17
24
33
40
48
57
33
40
48
57
17
24
33
40
46
57
33
40
48
57
17
24
33
40
48
57
33
40
46
57
17
24
33
4046
57
64 .000
2 , 0 0 2
1 6 . 8 8 3
4 0 . 7 60
- 0 . 8 2 9
4 . 0 1 9
4 0 . 8 0 9
2.022
3 2 . 9 0 7
■13.630
4 .8 81
8 . 1 5 7
2 , 0 6 2
■19.872
8.231
4 . 9 7 8
4 . 1 8 0
- 1 3 . 7 8 0
2 , 1 2 4
- 2 . 4 5 9
* 5 . 9 3 7
* 0 , 8 6 0
1 7 . 3 1 8
2 .212
1 . 9 3 8
4 . 6 7 8
• 0 ,9 16
4 . 5 3 6
8 , 4 8 5
2 . 3 3 2
9 . 3 9 2
- 3 . 8 9 0
5 . 6 2 9
9 . 6 2 2
2 , 4 9 0
•8 . 10 5
3 , 3 5 7
6.011
5 , 1 7 5
•6 . 30 5
2 . 6 99  
• 1 . 23 4  
■2.978  
- 1 . 1 1 8
Vk
34 4 . 0 1 5 36 - 8 , 1 0 8 39 - 0 . 0 3 9
43 - 0 , 0 8 2 45 • 0 , 1 6 5 46 - 0 . 3 3 1
51 - 0 . 1 9 7 53 • 0 , 3 9 8 54 - 0 . 7 V 9
• 1 . 6 6 3 60 - 3 . 3 5 8 63 0 . 0 1 6
18 8 . 1 1 7 20 16 . 90 4 23 • 0 , 3 3 1
27 - 0 . 7 9 9 29 • 1 , 6 6 5 30 - 3 , 3 6 2
34 4 . 1 3 5 36 9 . 1 0 8 39 - 0 . 4 1 0
43 - 1 , 4 8 1 45 - 3 , 2 6 2 46 - 6 , 6 7 0
51 0 , 6 1 3 53 1,351 54 2 , 7 6 3
58 9 . 9 8 2 60 . 21 , 98 8 63 - 0 , 9 8 9
10 16 . 9 8 6 12 4 1 .0 07 15 - 3 , 3 7 9
34 4 . 4 0 0 36 12 , 31 9 39 - 1 . 6 4 9
43 2,661 45 7 . 450 46 1 5 , 8 9 6
51 * 1 . 1 0 2 53 - 3 , 0 8 6 54 - 6 , 5 8 5
58 1 0 .6 22 60 29 , 7 4 0 63 - 3 . 9 8 2
16 9 . 2 0 7 20 3 3 .2 67 23 - 6 , 7 4 3
27 2 . 7 9 3 29 10 ,091 30 2 2 , 2 2 8
34 4 , 8 72 36 2 9 , 8 46 39 - 8 , 7 6 4
43 0 , 7 22 45 4 , 4 23 46 1 0 , 1 4 6
51 1 , 7 4 3 53 1 0 .679 54 2 4 . 4 9 4
58 * 2 . 0 1 8 60 - 1 2 , 3 6 2 63 3 , 6 3 0
6 4 1 ,8 10
34 5 , 700 36 * 2 3 . 5 1 7 39 1 3 . 5 5 3
43 - 1 , 1 1 7 45 4 , 6 0 7 46 1 1 . 8 6 9
51 * 2 , 6 9 6 53 11 ,123 54 2 8 , 6 5 5
58 . - 2 . 3 6 1 60 9 ,7 41 63 - 5 , 6 1 4
18 1 2 .699 20 * 2 0 , 4 8 6 23 1 6 , 3 8 8
27 - 6 , 7 8 8 29 1 0 ,950 30 3 0 , 6 5 9
34 7 , 278 36 - 5 , 8 2 2 39 6 . 5 2 9
43 - 1 0 . 5 3 2 45 8 , 4 25 46 2 6 , 2 9 7
51 4 .3 62 53 - 3 . 4 9 0 54 - 1 0 . 8 9 3
58 17.571 60 - 1 4 , 0 5 6 63 1 5 , 7 6 2
10 3 4 . 7 64 12 - 1 4 , 4 0 0 15 2 3 , 2 2 8
34 11 , 06 8 36 - 2 , 2 4 3 39 5 , 4 8 5
43 1 9 , 8 17 45 - 4 . 0 1 7 46 - 1 7 , 8 5 4
51 - 8 , 2 0 8 53 1 ,6 6 4 54 7 , 3 9  5
58 26 , 72 0 60 * 5 , 4 1 6 63 13 .241
18 31 , 699 20 - 2 , 6 1 2 23 1 0 . 7 7 5
27 2 6 , 014 29 - 2 , 1 4 3 30 - 1 3 , 1 5 0
34 3 0 .2 38 36 • 0 , 5 9 2 39 5 .4 51
43 11 . 352 45 - 0 , 2 2 2 46 - 2 , 4 9 1
51 27 . 406 33 - 0 , 5 3 7 54 - 6 . 0 1 5
50 - 1 2 . 5 2 5 60 0 ,2 45 63 - 7 . 2 5 8
»C » 16
3 4 5 , 2 3 5
123
Table 3.1a (contd.)
33 2 . 9 7 8
* 0  1 , 1 1 8
48 2 . 6 9 9
57 - 1 . 2 3 4
34 - 2 7 , 4 0 6
43 1 2 ,525
51 - 3 0 . 2 3 8
58 1 1 . 3 52
36 0 , 5 37
45 - 0 , 2 4 5
53 * 0 , 5 9 2
60 - 0 , 2 2 2
39 6 . 0 1 5
46 2 , 2 5 8
54 5 ,451
63 - 2 , 4 9 1
1C « 18
17 6 . 3 0 5
24 5 . 1 7 5
1C *  19
33 3 . 3 5 7
40 6 .0 11
48 - 2 . 4 9 0
57 8 , 1 0 5
18 - 2 6 . 0 1 4
27 3 1 .6 99
34 - 8 , 2 0 8
43 2 6 . 7 20
51 - 1 1 . 0 6 8
58 - 1 9 , 8 1 7
20 2 ,1 43
29 - 2 , 6 1 2
36 1 , 6 64
45 - 5 . 4 1 6
53 2 ,2 43
60 4 , 0 1 7
23 1 3 ,130
30 1 0 ,7 75
39 ‘ 7 , 3 9 5
46 13 ,241
54 - 5 , 4 8 5
63 1 7 , 8 54
K « 20
14.400 10 - 2 3 . 2 2 8 12 9 . 6 2 2 15 3 4 , 7 6 4
33 3 . 8 9 0
40 - 5 . 6 2 9
48 2 , 3 3 2
57 9 . 3 9 2
34 - 4 , 3 6 2
43 - 1 7 , 5 7 1
51 7 , 2 7 8
58 - 1 0 . 5 3 2
36 3 ,4 90
45 1 4 ,056
53 - 5 . 8 2 2
60 8 . 4 25
39 1 0 , 8 9 3
46 - 1 5 , 7 6 2
54 6 . 5 2 9
63 2 6 . 2 9 7
t « 22
17
24
8 . 4 8 5
- 4 . 5 3 6
18
27
- 6 . 7 8 8
• 12 ,699
20
29
10 , 950
2 0 , 46 6
23
30
3 0 , 6 5 9
• 1 6 , 3 6 8
•C *  23
33
40
46
57
4 . 6 7 8
- 0 . 9 1 6
- 2 . 2 1 2
- 1 . 9 3 8
34
43
51
58
- 2 , 6 9 6
- 2 , 3 6 1
- 5 , 7 0 0
1 . 1 1 7
36
45
53
60
1 1 , 123
9.741
23 , 517
- 4 , 6 0 7
39
46
54
63
2 8 . 6 5 5
. 5 , 6 1 4
• 1 3 . 5 5 3
• 11 . 869
»C « 24
4 1 , 8 1 0 - 1 7 , 3 1 8
1C *  25
33
40
46
57
5 . 9 3 7
0 . 8 8 0
2 . 1 2 4
■2.459
34
43
51
58
- 1 . 7 4 3
2 . 0 1 8
4 . 8 7 2
0 . 7 2 2
36
45
53
60
•10 ,679
12 , 362
29 , 846
4 ,4 23
39
46
54
63
■24,494
- 3 . 6 3 0
- 8 , 7 6 4
1 0 , 1 4 6
•C *  26
17
24
1 3 . 7 8 0
4 , 1 8 0
18
27
- 2 , 7 9 3
9 . 2 0 7
20
29
•10,091
3 3 .267
23
30
• 2 2 , 2 2 8
• 6 , 7 4 3
K 27
33
40
48
57
8 .231
4 . 9 7 8
- 2 . 0 6 2
1 9 . 8 72
34
43
51
58
- 1 . 1 0 2
1 0 .622
- 4 . 4 0 0
- 2 , 6 6 1
36
45
53
60
- 3 , 0 8 6
29 , 740
• 12 .319
- 7 , 4 5 0
39
46
54
63
- 6 . 5 8 5
- 3 . 9 8 2
1 , 6 4 9
• 1 5 , 8 9 6
K *  28
4 1 . 0 0 7 10 - 3 . 3 7 9 12 - 8 , 1 5 7 15 - 1 6 , 9 8 6
K « 29
33
40
48
57
1 3 . 6 3 0
- 4 . 8 8 1
2 , 0 2 2
3 2 , 9 0 7
34
43
51
58
• 0 , 6 1 3
■9,982
4 . 1 35
• 1 .481
36
45
53
60
- 1 , 3 5 1  
■21.988  
9 , 1 0 8  
- 3 , 2 6 2
39
46
54
63
- 2 , 7 6 3
0 . 9 8 9
- 0 , 4 1 0
- 6 , 6 7 0
17
24
40 . 80 9
- 4 , 0 1 9
18
27
• 0 . 79 9
• 8 . 11 7
20
29
- 1 . 6 6 5  
•16 .904
23
30
• 3 . 3 6 2
0 . 331
1C -  31
33
40
48
5?
4 0 , 7 60-P,0?o 
-2 ,0 0 2  
■16.883
34
43
51
58
■0,197
• 1 . 66 3
•4 , 01 5
0 . 0 3 2
36
45
5360
- 0 , 3 9 8
- 3 , 3 5 8
- 8 , 1 0 8
0 ,1 65
39
46
54
63
- 0 . 7 V 9  
0 , 0 1 6  
0,  0 3V 
0.  331
124
TABLE 3.1 b Walsh-to-Fourier Transform Matrix E for N « 64
r ®Vk
32 4 0 , 7 6 0 35 - 0 . 1 9 7 37 - 0 , 3 9 8 38 - 0 . 7 9 9
41 - 0 . 8 2 9 42 • - 1 . 6 6 3 44 • 3 , 3 5 8 47 0 , 0 1 6
49 - 2 . 0 0 2 50 - 4 . 0 1 5 52 • 8 , 1 0 8 55 0 . 0 3 9
56 - 1 6 . 8 8 3 59 0 . 0 8 2 61 0 .1 65 62 0 .3 31
16 4 0 . 8 0 9 19 - 0 . 7 9 9 21 - 1 . 6 6 5 22 - 3 . 3 6 2
25 - 4 . 0 1 9 26 - 8 . 1 1 7 28 - 1 6 , 9 0 4 31 0 ,3 31
K ■ 3
32 1 3 . 6 3 0 35 - 0 . 6 1 3 37 - 1 . 3 5 1 38 - 2 , 7 6 3
41 - 4 . 8 8 1 42 - 9 . 9 8 2 44 • 2 1 . 9 8 8 47 0 , 9 8 9
49 2 , 0 2 2 50 4 , 1 35 52 9 . 1 0 8 55 - 0 , 4 1 0
56 3 2 . 9 0 7 59 - 1 . 4 8 1 61 - 3 , 2 6 2 62 • 6 , 6 7 0
1C *  4
8 4 1 . 0 0 7 11 - 3 . 3 7 9 13 - 8 , 1 5 7 14 - 1 6 . 9 8 6
K *  .5
K » 6
K * 7
K *  8
K « 9
K *=10
K « 11
K *= 12
32 8.231 35 - 1 , 1 0 2 37 - 3 , 0 8 6 38
41 4 . 9 7 8 42 1 0 , 62 2 44 29 , 740 47
49 - 2 . 0 6 2 50 - 4 , 4 0 0 52 - 1 2 , 3 1 9 55
56 1 9 . 8 7 2 59 ' - 2 . 6 6 1 61 - 7 , 4 5 0 62
16 13 .7B0 19 - 2 . 7 9 3 21 - 1 0 , 09 1 22
25 4 , 1 8 0 26 9 . 2 0 7 28 3 3 ,267 31
32 5 . 9 3 7 35 - 1 . 7 4 3 37 - 1 0 . 6 7 9
- 38
41 0 . 8 8 0 42 2 . 0 1 8 44 1 2 . 362 47
49 2 . 1 2 4 50 4 . 8 7 2 52 2 9 , 846 55
56 - 2 . 4 5 9 59 0 , 7 2 2 4 ,4 23 62
4 4 1 ;8 10 7 - 1 7 . 3 1 8
32 4 , 6 7 8 35 - 2 , 6 9 6 37 1 1 , 123 38
41 - 0 . 9 1 6 42 - 2 , 3 6 1 44 9 .741 47
49 - 2 . 2 1 2 50 - 5 , 7 0 0 52 2 3 , 517 55
56 - 1 , 9 3 8 59 1 , 117 61 - 4 , 6 0 7 62
16 8 . 4 8 5 19 - 6 . 7 8 8 21 10 , 950 22
25 - 4 . 5 3 6 26 - 1 2 . 6 9 9 28 20 . 486 31
32 3 . 8 9 0 35 - 4 . 3 6 2 37 3 . 490 38
41 - 5 . 6 2 9 42 - 1 7 , 5 7 1 44 14 , 056 47
49 2 . 3 3 2 50 7 . 2 7 8 52 - 5 , 8 2 2 55
56 9 . 3 9 2 59 • - 1 0 . 5 3 2 61 8 .4 25 62
8 1 4 . 4 0 0 11 - 2 3 . 2 2 8 13 9 , 6 2 2 14
- 6 . 5 8 5  
- 3 . 9 8 2  
1 . 6 4 9  
• 1 5 . 8 96
• 22 .2 2 8
- 6 . 7 4 3
• 2 4 , 4 9 4
- 3 , 6 3 0
- 8 . 7 6 4
1 0 , 1 4 6
2 8 . 6 5 5  
- 5 . 6 1 4  
• 1 3 . 553  
■11.869
30 , 6 5 9
• 1 6 , 3 8 8
1 0 . 8 9 3
• 15 . 7 6 2
6 , 5 2 9
2 6 , 2 9 7
3 4 , 7 6 4
K *  13
32 3 . 3 5 7
41 6 .011
49 - 2 . 4 9 0
56 8 . 1 0 5
35 - 8 . 2 0 8
42 2 6 ,7 20
50 - 1 1 . 0 6 8
5V - 1 9 . 8 1 7
37 1 ,6 64
44 - 5 , 4 1 6
52 2 ,2 43
61 4 ,017
36 7 , 3 9  5
47 13 .241
55 - 5 . 4 8 5
62 1 7 .8 54
K *  14
16
25
6 , 3 0 5
5 . 1 7 5
19
26
• 26 .014
3 1 . 699
21
28
2 .1 43
• 2 .612
22
31
1 3 . 1 3 0
1 0 . 7 75
K •  15
32
41
49
56
2 . 9 7 8  
1 , 1 1 8  
2 .6 99  
■1.234
35
42
50
59
•27.406  
12 .525  
30 . 238  
11 .352
37
44
5261
0 .5 37
•0 .245
•0.5V2•0 ,2 2 2
38
47
55
62
6 , 0 1 5  
2 . 2 5 6  
5.451  
•2.  4V1
K * 16
45 . 255
125
Table 3.1 b (contd.)
K •  17
K « 18 
K *  19
K *  20 
K » 21
K « 22 
K *  23
K > 2t 
K *  25
K *  26 
K *  27
K *  28 
K * 29
K « 30 
1C « 31
r
- ^ t k
32 2 . 6 99 35 3 0 . 23 8 37 - 0 , 5 9 2 38 5,451
41 - 1 . 2 3 4 42 1 1 ,352 44 • 0 . 2 2 2 47 - 2 , 4 9 1
49 • 2 . 9 7 8 50 2 7 . 40 6 52 - 0 . 5 3 7 55 - 6 , 0 1 5
S6 - 1 . 1 1 8 59 - 1 2 . 5 2 5 61 0 .2 4 5 62 - 2 , 2 5 8
16 5 . 1 7 5 19 31 .699 21 - 2 , 6 1 2 22 1 0 .7 75
25 - 6 . 3 0 5 26 2 6 . 01 4 28 * 2 . 1 4 3 31 - 1 3 , 1 3 0
32 2 . 4 9 0 35 1 1 . 06 8 37 • 2 , 2 4 3 38 5 . 4 8 5
41 - 8 . 1 0 5 42 1 9 , 81 7 44 - 4 , 0 1 7 47 - 1 7 . 8 5 4
49 3 . 3 5 7 50 • 8 , 2 0 8 52 1 ,6 6 4 55 7 , 3 9 5
56 6.011 59 26 ,720 61 - 5 , 4 1 6 62 13 ,241
8 9 . 6 2 2 11 - 34 , 76 4 13 - 1 4 , 4 0 0 14 2 3 . 2 2 8
32 2 , 3 3 2 35 7 , 2 7 8 37 - 5 , 8 2 2 38 6 , 5 2 9
41 9 . 3 9 2 42 - 1 0 . 5 3 2 44 8 ,4 25 47 2 6 , 2 9 7
49 - 3 . 8 9 0 50 4 . 3 62 52 - 3 , 4 9 0 55 - 1 0 , 8 9 3
56 5 . 6 29 59 17 .571 61 - 1 4 , 0 5 6 62 1 5 , 7 6 2
16 4 . 5 3 6 19 1 2 ,6 99 21 - 2 0 , 4 8 6 22 1 6 , 3 8 8
25 8 . 4 8 5 26 - 6 . 7 8 8 28 1 0 .9 50 31 3 0 . 6 5 9
32 2 . 2 12 35 5 .7 0 0 37 - 2 3 , 5 1 7 38 1 3 . 5 5 3
41 1 , 9 3 8 42 - 1 . 1 1 7 44 4 , 6 0 7 47 1 1 . 8 6 9
49 4 . 6 7 8 50 - 2 . 6 9 6 52 11 , 1 2 3 55 2 8 . 6 5 5
56 - 0 , 9 1 6 59 - 2 . 3 6 1 61 9 . 741 62 - 5 , 6 1 4
4 1 7 . 3 1 8 7 4 1 , 810
32 2 . 1 2 4 35 4 . 8 7 2 37 29 , 84 6 38 - 8 . 7 6 4
41 - 2 . 4 5 9 42 0 . 7 22 44 4 , 4 2 3 47 1 0 . 1 4 6
49 - 5 . 9 3 7 50 1 . 7 43 52 1 0 , 679 55 2 4 . 4 9 4
56 - 0 , 8 8 0 59 - 2 . 0 1 8 61 - 1 2 , 3 6 2 62 3 , 6 3 0
16 4 . 1 8 0 19 9 . 2 0 7 21 3 3 .267 22 - 6 , 7 4 3
25 - 1 3 , 7 8 0 26 2 , 7 9 3 28 10 .091 31 2 2 . 2 2 8
32 2 . 0 62 35 4 . 4 0 0 37 1 2 , 319 38 - 1 . 6 4 9
41 - 1 9 . 8 7 2 42 2.661 44 7 . 4 5 0 47 1 5 , 6 9 6
49 8.231 50 - 1 . 1 0 2 52 - 3 , o e 6 55 - 6 . 5 8 5
56 4 , 9 7 5 59 10 . 622 61 2 9 , 7 40 62 - 3 . 9 8 2
8 8 . 1 5 ? 11 16 . 986 13 4 1 .0 07 14 - 3 , 3 7 9
32 2 . 0 2 2 35 4 . 1 3 5 37 9 , 1 0 8 38 - 0 . 4 1 0
41 3 2 . 9 0 7 42 - 1 . 4 8 1  • 44 - 3 , 2 6 2 47 - 6 , 6 7 0
49 - 1 3 . 6 3 0 50 0 . 613 52 1,351 55 2 , 7 6 3
56 4.881 59 9 . 9 8 2 61 2 1 , 9 88 62 - 0 . 9 8 9
16 4 . 019 19 8 . 117 21 1 6 .9 04 22 - 0 , 3 3 1
25 4 0 ,809 26 - 0 . 7 9 9 28 - 1 . 6 6 5 31 - 3 , 3 6 2
32 2 . 0 0 2 35 4 .0 1 5 37 £ . 1 0 8 38 - 0 , 0 3 9
41 1 6 . 88 3 42 - 0 , 0 8 2 44 - 0 , 1 6 5 47 - 0 . 3 3 1
4V 4 0 ,7 60 50 - 0 . 1 9 7 52 - 0 . 3 9 8 55 - 0 . 7V9
56 - 0 , 8 2 9 59 - 1 , 6 6 3 61 - 3 , 3 5 8 62 0 . 0 1 6
K « 32
1 6 4 , 00 0
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APPENDIX 3.2 a .
I t  is to be shown that the D.F.T. may be derived from 
the Walsh transform for an arbitrary, real data sequence.
Define the Walsh transform for the data sequence as :
B = HX ( 1 )
and for a series of trigonometric functions as :
D = (H C)T (2 )
E = (H S)T (3)
T
where X. i s the data vector ( 0  : N-l)
JB is the resultant Walsh vector (0 : N-l)^
H is the N x N Hadamard matrix
C , S are N x N matrices whose elements are defined
respectively as :
> 27rrk
. rk  = cos —
and 0
Srk = sin
The D.F.T. ( un-normalised) define as :
F = C X - j  S X (4)
then i t  is required to show that
F = V n (D B - j  E B) (5)
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Now two properties of N x N Hadamard matrix are :
H' 1 = 1  H and H = Ht
and since _C = and = S
then considering the real and imaginary parts of (4) separately 
from (1) C X = C H' 1 B
from ( 6 ) = |  (H C)T B
from ( 2 ) = ] D B
Similarly, S X  = 4  — — "
Q E.D.
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A P P E N D I X  3.2b
I t  is to be shown that the D.F.T. may be derived directly  
from the I.B.T. for an arbitrary real data set; furthermore, that
this derivation may be defined by equation 3.3.3.
Again, define the D.F.T. as :
F >  (C - jS )  X (1)
the I.B .T. of the data vector as :
B >  MX
and the transformation matrices as ;
D = ( |  T)T
and
E = (M S)T
where .X » £  anc* £  are as defined in Appendix 3.2 a
M is the N x N I.B .T. matrix defined in 3.3
a
is a normalised version, derived by dividing 
the elements of each row o f\M  by the number of non-zero elements 
in that row.
I t  is required to show that ;
F = (D -  j E )  B (5)
(2)
(3)
(4)
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Now the normalising of M to give M is such that :
-1  A TM 1 = M 1 ( 6 )
thus CM- 1  = ( £ c ) T and S M" 1 (MS)
Hence, considering the real and imaginary terms separately :
From 2
C X
by definition
CM- 1  B
(ft C) T B 
D B
Similarly, for the imaginary :
S X = E B
Q.EoD. ( i )
Further, examination of the elements of D and E shows that
N( i )  for k = 0  and k = / 2
Vk
rk
for r = 0, 1 o o. N - 1
( i i )
( i i i )
Vk cos(2Trrk /N ) for r = ' 2 Z ^ ,  2 + 1 , , . . 3  7.v -  1
0  otherwi se
rk cos(2rrrk/N) for r = 3  Z  ^ , 3 Z  ^+ 1 , . . . 4  Zk -  1
0  otherwise 
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where is as defined in 3.2.3, and for ( i i )  and ( i i i )  
k = 1 , 2  . . . .  N/ 2-  1
Q.E.D. ( i i )
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TABLE 4.1 Walsh-to-Fourier Transform Matrix o' for N *  64
K •  0 
K • 1
2
K *  3
K * 4
K « 5
K * 6
K •  7
K * 8
K *  9
K * 10 
K * 11
K « 12 
K « 13
K « 14
K * 15
K * 16
0 6 4 . 0 0 0
4 0 9 6 . 0 0 0
64
r Dr k Dr k
33 2 . 0 0 2 2 34 4 , 0 1 5 4
40 1 6 . 8 8 3 16 43 - 0 , 0 8 2 0
48 4 0 . 7 6 0 32 51 - 0 , 1 9 7 0
57 - 0 , 8 2 9
68 7 . 23 1
-1 58 - 1 . 6 6 3 - 2
17 4 . 0 1 9 4 18 8 . 1 1 7 8
24 4 0 . 8 0 9
6 8 4 , 9 2 6
32 27 - 0 . 7 9 9 -1
33 2 . 0 2 2 2 34 4 . 1 35 4
40 3 2 . 9 0 7 32 43 - 1 . 4 8 1 -1
48 - 1 3 . 6 3 0 - 1 6 51 0 . 6 1 3 0
57 4.881
8 7 3 , 4 6 4
4 58 9 , 9 8 2 8
9 8 . 1 5 7
6 7 4 , 9 8 4
8 10 1 6 . 9 8 6 16
33 2 . 0 6 2 2 34 4 . 4 0 0 4
40 - 1 9 , 8 7 2 - 1 6 43 2.661 2
48 8 .231 8 51 - 1 . 1 0 2 -1
57 4 . 9 7 8
1 0 3 9 , 8 5 2
4 58 1 0 . 62 2 8
17 4 , 1 8 0 4 18 9 . 2 0 7 8
24 - 1 3 . 7 8 0
8 5 4 , 9 2 3
- 1 6 27 2 . 7 9 3 2
33 2 . 1 2 4 2 34 4 , 872 4
40 - 2 . 4 5 9 - 2 43 0 . 722 0
48 - 5 . 9 3 7 - 4 51 1 , 7 43 2
57 - 0 . 8 8 0
1 2 5 4 , 0 2 4
-1 58 - 2 , 0 1 8 - 2
5 1 7 , 3 1 8
6 3 6 , 7 8 4
i 6 6 4 1 . 81 0 32
33 2 . 2 1 2 2 34 5 , 700 4
40 1 , 9 3 8 2 43 - 1 , 1 1 7 -1
48 4 . 6 7 8 4 51 - 2 . 6 9 6 - 2
57 - 0 . 9 1 6
8 5 8 , 10 7
-1 58 - 2 , 3 6 1 - 2
17 4 . 5 3 6 4 18 1 2 , 699 16
24 8 . 4 8 5
9 7 6 , 6 8 4
8 27 - 6 , 7 8 8 - 8
33 2 , 3 3 2 2 34 7 . 2 7 8 8
40 9 , 3 9 2 8 43 - 1 0 , 5 3 2 - 8
48 - 3 , 8 9 0 >4 51 4 . 3 6 2 4
57 5 , 6 20
1 0 9 8 . 8 7 2
4 58 17 .571 16
9 9 . 6 2 2
7 8 3 . 5 2 8
8 10 3 4 . 7 6 4 32
33 2 . 4 9 0 2 34 1 1 . 0 6 8 8
40 - 8 . 1 0 5 - 8 43 1 9 , 81 7 16
48 3 , 3 5 7 4 51 - 8 . 2 0 3 - 8
57 6 ,0 11
1 0 5 8 , 1 2 2
8 58 2 6 , 720 32
17 5 . 1 7 5 4 18 3 1 . 699 32
24 - 6 . 3 0 5 - 8 27 2 6 , 01 4 32
1 2 0 7 . 2 8 0
33 2 , 6 99 2 34 3 0 .238 32
40 - 1 . 2 3 4 -1 43 1 1 .352 8
48 - 2 . 9 7 8 - 2 51 2 7 . 40 6 32
57 - 1 . 1 1 8
1 2 1 2 . 9 2 0
-1 58 - 1 2 , 5 2 5 - 1 6
36 - 8 , 1 0 8 8 39 - 0 , 0 3 9 0
45 • 0 , 1 6 5 0 46 - 0 , 3 3 1 0
53 • 0 , 3 9 8 0 54 - 0 , 7 9 9 - 1
60 • 3 , 3 5 8 - 4 63 0 , 0 1 6 0
20 16 ,904 16 23 - 0 , 3 3 1 0
29 - 1 , 6 6 5 - 2 30 - 3 , 3 6 2 - 4
36 9 , 1 0 8 8 39 - 0 , 4 1 0 0
45 - 3 . 2 6 2 - 4 46 - 6 , 6 7 0 - 8
53 1 ,351 1 54 2 , 7 6 3 2
60 2 1 ,988 16 63 - 0 , 9 6 9 -1
12 4 1 ,0 07 32 15 - 3 , 3 7 9 - 4
36 12 , 319 16 39 - 1 , 6 4 9 - 2
45 7 ,4 50 8 46 1 5 , 89 6 16
53 - 3 , 0 8 6 - 4 54 - 6 . 5 8 5 - 8
60 2 9 .740 32 63 - 3 , 9 8 2 - 4
20 3 3 , 26 7 32 23 - 6 , 7 4 3 - 8
29 10.091 8 30 2 2 . 2 2 8 16
36 2 9 . 846 32 39 - 8 , 7 6 4 - 8
45 4 , 4 23 4 46 1 0 , 1 4 6 8
53 10 , 679 8 54 2 4 . 4 94 32
60 - 1 2 , 3 6 2 - 1 6 63 3 , 6 3 0 4
36 - 2 3 , 5 1 7 - 1 6 39 1 3 , 5 5 3 16
45 4 , 607 4 46 11 , 8c>9 8
53 1 1 , 12 3 8 54 2 8 , 6 5 5 32
60 9,741 6 63 - 5 , 6 1 4 - 4
20 - 2 0 , 4 8 6 - 1 6 23 1 6 , 3 8 8 16
29 1 0 , 950 8 30 3 0 , 6 59 32
36 - 5 , 8 2 2 - 4 39 6 . 5 29 8
45 8 .4 25 8 46 26 , 29 7 32
53 - 3 , 4 9 0 - 4 54 - 1 0 . 8 9 3 - 8
60 - 1 4 , 0 5 6 - 1 6 63 1 5 , 7 62 16
12 - 1 4 , 4 0 0 - 1 6 15 2 3 . 2 2 8 1*
36 - 2 , 2 4 3 - 2 39 5 , 4 85 4
45 - 4 , 0 1 7 - 4 46 - 1 7 . 8 5 4 - 1 6
53 1 ,6 64 2 54 7 . 3 9 5 8
60 - 5 . 4 1 6 - 4 63 13 ,241 16
20 - 2 , 6 1 2 - 2 23 10 . 77 5 8
29 - 2 , 1 4 3 - 2 30 - 1 3 , 1 3 0 - 1 6
36 - 0 , 5 9 2 0 39 5,451 4
45 - 0 . 2 2 2 0 46 - 2 . 4 V 1 • 2
53 - 0 . 5 3 7 0 54 - 6 . 0 1 5 - 8
60 0 .2 45 0 63 - 2 , 2 5 8 •2
3 4 5 . 2 5 5  32
5 1 2 . 000
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« 17
*  18
19
20
K  « 21
22
1C *  23
1C « 24
K *  25
K  *  26
K *  27
K  *  28
K *  29
K ■ 30
IC » 31
r Dr k °rVc
33 2 . 9 7 8 2 34 - 2 7 . 4 0 6 - 3 2 36 0 , 5 3 7 0 39 6 , 0 1 5 8
40 1 . 1 1 8 1 43 12 , 525 16 45 - 0 , 2 4 5 0 46 2 . 2 5 8 2
48 2 , 6 99 2 51 3 0 . 23 8 32 53 * 0 , 5 9 2 0 54 5,451 4
57 - 1 . 2 3 4
1 2 12 ,9 2 0
-1 58 11 . 35 2 8 60 - 0 , 2 2 2 0 63 - 2 , 4 9 1 •  2
17 6 . 3 0 5 8 18 - 2 6 . 0 1 4 - 3 2 20 2 , 1 4 3 2 23 1 3 . 1 3 0 16
24 5 . 175
1 2 0 7 . 2 88
4 27 31 . 6 9 9 32 29 • 2 , 6 1 2 - 2 30 1 0 , 7 7 5 8
33 3 . 3 5 7 4 34 - 8 , 2 0 8 - 8 36 1 , 664 2 39 7 . 3 9 5 8
40 6.011 8 43 . 2 6 , 7 2 0 32 45 * 5 , 4 1 6 - 4 46 13 . 241 16
48 - 2 . 4 9 0 - 2 51 - 1 1 , 0 6 8 - 8 53 2 .2 4 3 2 54 - 5 , 4 8 5 - 4
57 8 . 1 05
1 0 58 , 1 2 2
8 '  58 - 1 9 , 8 1 7 - 1 6  . 60 4 , 0 1 7 4 63 1 7 , 8 5 4 16
■ 9 14 , 40 0
7 8 3 . 5 2 8
16 10 - 2 3 . 2 2 8 - 1 6 12 9 , 6 2 2 8 15 3 4 . 7 6 4 32
33 3 . 8 90 4 34 - 4 . 3 6 2 - 4 36 3 . 4 90 4 39 1 0 . 8 9 3 8
40 - 5 . 6 2 9 - 4 43 - 1 7 , 5 7 1 - 1 6 45 14 , 056 16 46 - 1 5 . 7 6 2 - 1 6
46 2 . 3 3 2 2 51 7 , 2 7 8 8 53 - 5 , 8 2 2 - 4 54 6 . 5 2 9 8
57 9 . 3 9 2
1 0 9 8 , 8 7 2
8 * 8 - 1 0 , 5 3 2 - 8  . 60 8 ,4 25 8 63 2 6 , 2 9 7 32
17 8 . 485 8 18 - 6 , 7 6 8 - 8 20 1 0 . 950 8 23 3 0 , 6 5 9 • 32
24 - 4 . 5 3 6
9 7 8 , 68 4
- 4 27 - 1 2 , 6 9 9 - 1 6 2V 2 0 .4 86 16 30 - 1 6 , 3 8 8 - 1 6
33 4 . 6 7 8 4 34 - 2 . 6 9 6 - 2 36 1 1 .123 8 39 2 8 , 6 5 5 32
40 - 0 . 9 1 6 -1 43 - 2 . 3 6 1 - 2 45 9 ,7 41 8 46 - 5 . 6 1 4 -  4
48 - 2 . 2 1 2 - 2 51 - 5 . 7 0 0 - 4 53 2 3 .5 17 16 54 - 1 3 . 5 5 3 - 1 6
57
5
- 1 . 9 3 8
8 5 8 , 1 0 7
4 1 . 61 0
6 36 ,7 8 4
- 2
32
58
6
1 . 1 1 7
- 1 7 . 3 1 8
1
- 1 6
60 - 4 , 6 0 7 - 4 63 - 1 1 . 8 6 9 - U
33 5 . 9 3 7 4 34 - 1 , 7 4 3 - 2 36 - 1 0 , 6 7 9 - 8 39 - 2 4 . 4 9 4 - 3 2
40 0 , 8 8 0 1 43 2 . 0 1 8 2 45 12 , 362 16 46 • 3 , 6 3 0 - 4
48 2 , 1 2 4 2 51 4 , 8 7 2 4 53 2 9 ,846 32 54 - 8 , 7 6 4 •  8
57 - 2 . 4 5 9
1 2 5 4 . 0 24
- 2 58 0 . 7 2 2 0 60 4 , 4 23 4 63 1 0 , 1 4 6 8
17 1 3 . 78 0 16 18 - 2 . 7 9 3 - 2 20 - 1 0 . 0 9 1 - 8 23 - 2 2 , 2 2 8 - 1 6
24 4 .1 80
8 5 4 . 9 2 3
. 4 27 9 , 2 0  7 8 2V 3 3 , 26 7 32 30 - 6 , 7 4 3 - 8
33 8.231 8 34 - 1 . 1 0 2 -1 36 - 3 . 0 8 6 - 4 39 - 6 , 5 8 5 - 8
40 4 . 9 7 8 4 43 1 0 ,6 22 8 45 2 9 , 740 32 46 - 3 , 9 8 2 -  4
48 - 2 . 0 6 2 - 2 51 - 4 , 4 0 0 - 4 53 - 1 2 , 3 1 9 - 1 6 54 1 , 6 4 9 2
57 1 9 . 87 2
1 039 , 852
16 58 - 2 . 6 6 1 - 2 60 - 7 , 4 5 0 - 8 63 - 1 5 , 8 y 6 - 1 6
9 4 1 , 0 07
6 7 4 , 98 4
32 10 - 3 , 3 7 9 - 4 12 - 8 , 1 5 7 - 8 15 - 1 6 . 9 8 6 - 1 6
33 1 3 . 6 30 16 34 - 0 . 6 1 3 0 36 - 1 . 3 5 1 -1 39 - 2 , 7 6 3 •  7
40 - 4 , 8 8 1 - 4 43 - 9 . 9 8 2 - 8 45 - 2 1 . 9 6 8 - 1 6 46 0 . 9 8 9 1
48 2 . 0 22 2 51 4 , 1 3 5 4 53 9 , 1 0 3 8 54 - 0 , 4 1 0 0
57 3 2 , 9 0 7
8 7 3 , 46 4
32 58 - 1 , 4 8 1 -1 60 - 3 , 2 6 2 - 4 63 - 6 . 6 7 0 - 8
17 4 0 . 80 9 32 18 - 0 . 7 9 9 -1 20 - 1 , 6 6 5 - 2 23 - 3 . 3 6 2 - 4
24 - 4 , 0 1 9
6 8 4 , 92 6
- 4 27 - S . 117 - 8 29 - 1 6 , 9 0 4 - 1 6 30 0 ,3 31 . U
33 4 0 .760 32 34 - 0 . 1 9 7 0 36 - 0 . 3 9 8 0 ' 3V - 0 . 7 V 9 -1
40 - 0 , 8 2 9 -1 43 - 1 . 6 6 3 - 2 46 - 3 , 3 5 8 - 4 46 U . 0 1 6 (}
4K - 2. 00? ** i! 51 - 4 . 6 1 5 4 63 - 8 , 1 0 8 - 8 54 0 , 0 3 V . V
57 -1 f t .  833 
6 3 7. 2  31
- 16 58 0,062 0 60 0 ,1 65 0 63 0 , 3 3 1 . !l
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A P P E N D I X  5
COMPUTER . PROGRAMS
Much of the material presented in the thesis is backed by 
results derived from computer programming. Almost a ll the programmes 
are original to the Author, and written in Algol to run on an 
I.C.L.1900 series computer. In addition, some programmes are written 
in Fortran, Basic, and Focal, to run on a PDP-11 and PDP-8 , but these 
are in the minority.
Listings are included here of some programmes selected on 
the grounds that they might prove to be of interest or use to the 
reader. The f ir s t  three relate to the three approaches for calculating 
the D.F.T. (Chapter 3 ), and of particular interest may be the I.B .T. 
procedure, Listing 2. The isometric plotting routine is Listing 4, 
and this algorithm was developed largely by C.Hall, National Physics 
Laboratories, Teddington.
Listing 1 Walsh to Fourier
" 2 I.B .T.
3 F.F.T.
M 4 Isometric Plotting
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3 •CUnnE’M '  I WALSII TU FOURIER TRANSFORM 
6  ( INCLUDING A F . W . T . ) ;
r
e ’ BEGIN*
9  *REAL* U,RHr, ,RHST,FlHC,PSUH, ISUHl
10 ’ REAL* PI2,LTD,PCENT#MAG,MAG2I
11 ’ i n t e g e r *  p , q , r ,  n , m , k # f , n p t s ;
12 ' • • I N T E G E R *  F2 #F1 #Mt'ATA# TH,TF#S#ST,NP#NP2# NS,NC#D#D2;
13 NPTS|«REA0;
14 f I N C l « 1 ;
15 FI 1*01 F 2 ; » N P T S / 2 - l :
T6 D 2 l * N P T S * < F 2 - F 1 * 1 > / 5 ;
1? ’ BEGIN*
18 ’ ARRAY* DATAfOfNPTS-13;
10 ’ ARRAY* S lWt t  :D 2» 1* j2 ] # FREQC1 : F2#1:SJ J
20
21 . *PROCEDUr E*FWT<THT,FPTS,DATA);
22 ’ VALUE* TNT# FPTSI
23 ' ’ INTEGER* TNT# FpTSI
24 ’ ARRAY* OATA:
25 ’ BEGIN* »INTF.GER* HNT, NT#N2,N4#PNT,PN#P#N1 #K#R#QJ
26  ’ INTEGER* M,HJ
27 ’ REAL' C 0 , S I , Y # Y 1 , Z # Z 1 # B # P I 2 , P I ;
28 N 2: =T NT /2 ;  N 4: » TN T / 4 ;
20 NT: *1J  Pt" TNT;
30 REPEAT:
31 P i » P / 2 ;
32 «HT:»NT;  H T : “ NT*2» -
33 ’ F O R' N i - O ’ S T E P ' l ' U N T U ' H N T - l ' O O *
34 ’ BEGIN’ *
35 * F 0 R ' H l «1»S TE P' 1 ' UN TI L* P*D 0*
36 ’ BEGIN'
37 • Yl«t>ATA[hJ J Z*«DATACN*HNT1;
38 BATAtNJ:a Y+Z«
39 0ATAtN4KNT3i»Y-Z;
40 N l “ f i *NT;
41 *END*M#
42 K: * t I -TNT;
43 »e n d * h ;
44 * IF*P>2*THEH"G0T0»REPEATJ
45 • HNTs* n t ;
46 * F 0 R * H :» 0 *S TE P ' 1 ' U N TI L ' F PT S- 1 ' D O *
47 «BFG1H*
48 Y**DATA[NJI  Z j *OATA tN+HNTJ;
49 0ATACN3:=Y+Z;
50 DATAtN*HNT]j « y - z ;
51 ’ ENO'N;
52 *EHO* PROC FWT.*
53
54 P I2 : * ARCTAN(1) *3J
55 ' COMMENT' CALCULATION OF CONVERSION MATRIX;
56 NSl*=NC j * 1 ;
57 • FOR' F I °F1  * ST EP * 1* UN T IL 'F 2 'D 0*
58 'BEGIN*
59 FREQ[F,33:«NPTS*NPTS/2:
60 FREQl F #13: =l.’S*
61 U :« P I 2 *F / NP TS ;
62 *FOR*N:*0 'STEP»1 ' UNTIL ' I IPTS-1  *00*
63 P A TA tN j ; =C 0S( N* U* W/ 2 ) ;
64 FWT(NPTS#NPTS/2,DATA);
6.5 *FOR*N|»0'STEP*1 * UN TU *N PTS -1 *D 0*
66 ‘ BEGIN*
67 MAG:* ABS CDATAIN3)«
68  ’ IF *  MAG > 0 .0 01  'THEN'
69 'BEGIN* SIU[NS#131 = DATA[NJ; S I Wl NS. 23X*NI  NS:*NS*1J
. 70  ’ END*I
71 *E.*it>«H; ,
72 FR£QtF#23:»NS-1;
73 ' E N D ' f ;
74 ’ COMMENT* END CON, CALC. — (NS-1 > “ NUMBER OF ELEMENTS IN MATRIX I
75  PRINT<t>Z#6,0) ;  PRIHTCHS-1# 6 , 0 ) ;  NEWL1NEC5) ;
76  F 1 : * 1 ;
77 *FOR*H:“ 0 ' S T £ P * 1 ' U N T I L * H P T S - 1 ' 0 0 *
78 DATA[N3:*SI t i<N*U>:
79 FWTCNPTS#NPTS/2,0ATA);
80 * FOR* F: “ F1 * S T £ P ' 1 ' U N T I L ' F 2 ' D 0 *
81 'BEGIN'
82 NPi=NPTS; ST l * S I WCF REQ[ f ,13 #23 ;
83 OI VI O:
84 NP: *NP/2 ;
85 * IF * ST <NP 'THEN* 'GOTO* M V l o ;
86 NP2:»NP/2;
87 ISUHi=RSUH:=0;
88 ’ FOR’  M:*FP.EQ[F#13 'STEP* 1 * U N T I l *  FREQCF#23 ’ DO*
89 ’ BEGIN*
* 0  N:BSIWtM# 23;
91 I SUn»* ISUH+SlW[n ,13*DATAtN3;
92 ' I F *  N<NP*NP2 'THEN'
9 3 '  RSUM:=KSUIt*5IWCM.13*OATAlN-»MP23
94 ’ ELSE*
95 RSl tK»*RSUH-5IWCM,13*PATAlH-HP23;
96 ’ I NB ' N;
97 RSUH|=PSUH*PSUN*lSUI I * ISt ’M;
«8  RSUH;“ f i5UM/FREQtF.31/FRrciCF,33 J
99 PCENTi»PCEr:T+R5UM;
100 * IF * P.SUM>O.Ono1 'THEN'
101 • BCG IN *
102 SPACEI11) ;
103 PRINT { F # 3 . 0 ) I PPI  NTCRSUM,0 , 4 ) I
104 »f m >*:
105 ' tKD• F J
106 NEVL1NEC1);
107 • f h c * array  b l o c k ;
l o e  . * t »m*  p p o o ; •  /
109 'TWO*;
0 LISTING 2
1 •#•*••****•
2 S4
5 »COHHe HT» * INTERMEDIATE b i n a r y  t r a n s f o r m  -PROC, »BINT*
6 AND CONVERSION TO THE D . F . T .  -  PROC. ' IBTCON*
7
8 * BEGIN*
9 'REAL'  F I N C . U . F . P I 2 . R L . I M , C o . R E H . S I . B , L E V E L ;
10 * INTEGER * N . N 2 , N 4 , N P T S , F l , F U . M , J , K , P , Q , T H , T F » l . 2 :
11 S £l ECT l NPUT(3 ) ;  SELECTOUTPUTtO)I
12 U * r e a d ;
15 N D r s i e2 t L ;
14 F l : ® F I H C : « 1 ;
15 FU:®NPTS/2-1?
16 T F : « C F U - F L ) / F I H C * 1 ;  .
17  p i 2 : * a r c t a n < i > * b ?  '  :
18 'BEGIN*
19 ‘ ARRAY' DATAC0;NPTS-1J;  70
21 'PROCEDURE' IBTCON?
22 ' b e g i n *
25 'REAL* F.W;
24 'FOR* F I *1 'STEP'  1 'UNTIL*  FU *DO'
25 'BEGIN*  U : =P I2 * F / NP TS ;
26 'COMMENT' FIND NUMBER OF t .  S.  2EROSJ
2? 2 s » - 1 ;  N 2 j * f ;
28 SUBj Z : * 2 * 1 ;  REHj=N2: N 2 : * N 2 / 2 ;
29 ' I F '  H2*2 ■ REM 'THEN* 'GOTO* SUB;
50 H i * 2 m - Z - 2 ) ;
31 K L i c I H :® 0;
32 'FOR* N:=0 'STEP* 1 ‘ UNTIL*  H-1 'DO*
33 'BEGIN* CO:=COS(N*W):
34 Rlx«=RL+DATAt2*f^N]*COj
35 IM;*>IH+DATA(3*f ' *NJ«COj
36 . 'END*
37 RL:»RL*P.L* IM* IH;
38 RLj *RL/NPTS/NPTS*4;
39 'END'  FI
40 'END'  PROC IBTCON?
41
42 'PROCEDURE' BI NT(NPTS, DATA)?
43 'VALUE'  KPTS; ' INTEGER* HPTS? 'ARRAY' DATA?
44 'BEGIN'
45 ' INTEGER'  N2 ,NA,N,n ,K7  'REAL* X / Y . Z?
46 N2 i «=nPTS; N4:®H2/ 2;
47 AGAIN; N 2 ; * N 2 / 2 ;  N4j» N2 / 2 ;
48 'FOR'  N;»0 'STEP* 1 ’ UNTIL*  M2-1 *DO»
49 'BEGIN*
50 X t t DATAINl}  Y : s DATAtH*N23I
51 DATACN3;«X+Y; DATAIH+N23l *X-Yj
52 'EHD'H;
53 'FOR'  Nl® 1 'STEP* 1 ' U N TI L '  N4-1 'DO'
54 'BEGIN'
55 X«*DATArN*H73;  Y:«OATA[ n2 * 2 - N 3 ;
56 DATAIN+N2J :®X-Y:  DATA(N2*2- Nl ;»X*Y?
57 'END'  N?
58 ' I F '  N2> 2 'THEN* 'GOTO* AGAIN;
59 'END* PROCEDURE BINT?
60
61 'FOR* F : a FL 'STEP* FINC ' UNTIL*  FU 'DO*
62 'BEGIN*
63 M; e F*Pl2 /NPTS ?
64
65 »F0R» N i * 0 'STEP'  1 'U N T J l *  NPTS-1 'DO'
66 d a t a i n J : c c o s <u * n ) ;
67
68 BINT(NPTS.DATA) ;
69 IBTCON?
70 'END'  FI
71 'END'  OF ARRAY BLOCK;
72 * END1 OF PROGAH;
73 * * * *
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0 LISTING 3
1 -«••*****•**
234
5 'COMMENT' 1 FAST FOURIER TRANSFORM
6 ARRAY DATACOi TNT] IS TO BF TRANSFORMED AND
7  * FPTS* IS NUMBER OF O/P TERHS REQUIRED;
8
9 »p r o c e d u r e ' f f t <d a t a , t n t #f p t s ) ;
10 ' VAtUE'  DATA,TNT,FPTS;
11 * i n t e c e r * d a t a , t n t , f p t s ;
12. 'ARRAY* d a t a ;
13  •BEGIN* • INTEGER* HNT, N T , N 2 , N 4 , P hT , P N , P , N 1 , K , R , Q
14 •REAL' CO,SI,Y,YI«Z,ZI,B,PI2,PI;
15 • ARRAY* X I 0 s T N T - 1 ) . X I t 0 j T N T - 1 J , W [ 0 : T N T / 2 3 ;
14 P I 2 s*ARCTAN(1)*R;
12 P l : e p I 2 / 2 ;
18 R2: =T NT / 2 ;  N4:t=TNT/4J
19 w £ o i : * i ;
20 *FOR’ N:«1 ' STEP*1 ' U?!TH. ' N2»1 ' DO'
21 WtNJi * C O S ( P I 2 * N / T NT )  ; .
2 2  Xt03;«DATAIOj; X I C 0 ] :=0;
23 K:BKi*P:*Q»=1J
24 REPEAT2:
25 »FOR'N: *P 'STEp*1 * OUT I L ' H ' DO *
24 'BEGIN* H 1 j B0; PNj=N;
2? AGAIN:
28 N 1 : « N1 * n2 / K :
29 PN:npN-K;
30 ' IF ' PNaP'THEN* 'GOTO*ASSIGN;
31 DIV IDE:
32 K : = K / 2 ;
33 * I F* K> PN* TNEN' * GOTO*DIVIDE;
34 'GOTO’ AGAIN;
35 ASSIGN: XINDATAtQJ3 := l ;  XI£N1] :=>0;
36 Q;oQ+1;
37 r:»p;
38 »END‘ n ;
39 p : « p * 2 ; . k : » p ; H : * p * 2 - 1 ;
40 ' I F ' H ' L E ' T N T - I ’ THEN**G0T0»REPEAT2;
41 NT: =1;  p : b t h t ;
42 REPEAT:
43 P i * P / 2 ;
44 HNTjeUTI  HT:»NT*2;
45  •FORr N:»0»STEP*1* UUTIL , HNT-1 , DO*
46 'BEGIN*
47 PN: b p * n ;
48 C0:rMlPN3; SI ABS(PN~N4) J ;
49 • F0 R* H: s1 'S TE P t 1 * Uf I T I l ' ' p ' D 0 *
50 'BEGIN*
51 Y r c x t N l ;  y i : bx h n ] ;
52 2 : c x I n4Hn t ] * co- x i i n * h n t j * s i ;
53 21 :®XI  tN«-HHT}*C0*X[K + H N T 3 * s i :
54 X t t n : eY * z ;  X I I N 3 : » Y I * Z I ;
55 X I N * h n t J : bY - z ; x i [ n+ h n t J : * y i - z i ;
56 W:C*N«NT;
57 * e n d * h ;
58 n : Br;-THT;
59 * e n d * n ;
60 • I F ' P > 2 * T H E H * ’ GOTO'REPEAT;
61 HNT:«NT;
62 ' F 0 R * H ; e0*STEP, 1 'U NTI L ' FP TS “ 1 , D0*
63 f BEGIN*
64 C O: e u tN j ;  s i : » w r A B S ( N - H 4 ) I ;
65 Y:«=X£n ] ; Y i : > x i ( N i ;
66 2 ; c x l N »H N T3 * CO - X I [N *H N T1 *S I ;
67 21 : *XJ l N* HNT] *CO«- Xf N*HN7j * SI»
66 X I N 1 : * Y + Z ;  XI  [NJ :» YI  + Z1 ;
69 XtN+HNTJ:eY-Z i  X I t N* HN T l  : « Y l - Z I  I
70 'EHD'N;
71 'END* PROC FFTI
138
6 M3  S H OU L D  BE SET TQUAL TO M OR N W H I C H E V E R  IS L A RG E S T
7 IS1ZE IS A H E A S U R E O F  THE C I R C U M F E R E N C E  OF PLOT
8 YP IS A S C AL I N G  O K H E I G H T "  AS A FN. OF I S U E
9 (YP ■ 2,0 IS NORMAL)
10
11
12 1P R O C F D U R E  * 1 S 0 P L T ( M | N # M 3 «S ! Z F # Y P , T A ) ;
13 •v a l u e ' N , N # H 3 . YP , S I 2 E;
16 •ARRAY* TAJ
15 •REAL' YPJ
16 •INTEGER' M # N , M 3 , S I Z E J
17 •BEGIN' '
18 • PROCFDURE' PL0T1 (A,D,C)J
19 •VALUE' A ,B ,C J
20 •INTEGER' A»D,C;
21 •BEGIN*
22 •OWN' 'INTEGER* I S W . 1 X 1 » 1 Y 1 ,IX.IYJ
23 IXj«AJ
26 I Y i® b ;
25 'IF' C*3 'THEN'
26 •BEGIN'
27 isw:»3:
28 1X1 :«=ix;
29 I Y 1 : * I y ;
30 •END'
31 'ELSE'
32 •BEGIN'
33 M F ' C ' N E ' I S W  * T H E N '
36 •BEGIN'
35 PENUPJ
36 h o v e p e n < i x i » i y d ;
37 p e n d o w n ;
38 ISU:«*2;
39 •END*;
60 M O V E P E N ( I X * I Y ) J
61 •END';
62 •END' PLOT 1 J
63 'REAL' 'PROCEDURE* H A X K A , M , N > ;
66 •VALUE' H,NJ
65 •INTEGER' M»N;
66 ' R E A L 1 'A R R A Y ' AJ
67 •BEGIN'
68 •REAL' t e h f .a b s a :
69 T E M P : * A B S ( A n  .11) J
50 'FOR' J : = 1 'STEP' 1 'UNTIL* H 'DO*
51 •FOR* J ?c 1 'STEP' 1 'UNTIL' N 'DO'
52 « O E C I N '
53 A B S A i = A B S ( A [ I , J ] > ;
56 •IF' A B S A > T E M P  'THEN' T E MP i * A B S A J
55 'END'J
56 M A X I i e TEHPj
57 •END' H A X U
58
59 •PROCEDURE' P L 0 T 2 ( H i N f l 1 f J 1 > ;
60 «v a l u e 'm ,n :
61 » IN TE G E R ' M , N , 1 1 , J 1 J
62 •BEGIN'
63 •FOR' I:»H 'STEP* -1 'UMTI.L' 1 'DO'
66 'BEGIN'
65 X s eX~DXJ
66 Y J c 0 ,0 J
67 •FOR' J:*1 'STEP' 1 'UNTIL' N 'DO'
68 •BEGIN'
69 U (J J : ® A N G * ( X + Y ) + 1 2 0 0 j
70 V [J J :° CS*(Y-X> «■ T A [ I 1 , J 1 3 / Z S C A L E + 3 0 0 ;
71 YjcY + D Y J
72 •END'J
73 N E W L I N E (I ) ;
76 L 0W E R J « 'F A L S E 'J
75 P L 0 T 1 ( U C 1 3 # V t 1 3 * 3 > J
76 •'IF' K M  'THEN'
77 'BEGIN'
78 DOWN s *' I F ' V E 2 K T I 2 3  ' THEN "  FALSE "  ELSE "  TRUE • J
79 U T E H P d  J : * s m  : = U [ 1 3:
80 V T E H P [ 1 ) s c T I 1 ) : cV(13;
81 • f o r * Kl°2 'STEP* 1 'UNTIL* N 'DO'
82 •BEGIN'
83 •IF* ( v m - T U ]  ' GE ’O.O ' AND ' ' NOT ' DOWN)
86 •OR' ( v m - T m < 0 . O  'AND' DOWN) 'THEN'
85 •BEGIN'
86 H1j = ( T t K J - T r K - 1 ] ) / ( S m - S [ | f - 1 3 > ;
87 •IF' A B S ( U ( K ] " U t K - 1 3 ) > E R  'THEN'
88 'BEGIN'
89 n 2 : e ( v m - v n : - i ] ) / ( u m - u r f > i  j);
90 SS:«=<M?*U(K-13“ M 1 * S [ K - 1 ] * T I X - 1 3 - V E X - 1 3 ) / ( K 2 - M 1 )
91 •END'
92 •ELSE'
93 s s j * u m ;
96 T T | « M 1 * ( S S - S C X- 1 3 > * T ( K - 1 J l
95 ' 1F ' 1 N O T ' DOWN 'THEN'
96 •BEGIN'
97 P L 0 T 1 < S S * T T , 3 > J
98 P L 0 T l < u m # v m , 2 ) ;
99 D OWN:» 'TPHE'J
100 U T E N P t n  SMIIK] ;
101 VTEMPtKl
102 • r  n d •
103 •rLSE'
106 •BEGIN'
105 P L 0 T 1 ( 5 S . T T . 2 ) J
106 P l OT l ( u i x i « v t x i » 3 ) ;  .
107 DOWN j o 'FAI.St';
1 01! ■ U T F N P f K ) ? * s r  t ) ;
1 09 VT£ N P ( K );* f l K ] ; .
110 * C H D ': Q
115 UTEMPm j - s m  J
116 VTEMPlK) l *TtKJ J
117 'END'
118 ’ ELSE*
119 'BEGIN*
120 P L O T l < l ' t K 3 , v m , 2 > :
121 UTEMP(Klt  * u [ K] ;
122 VTENPIK3!*V[KJ;
123 ' END1)
126 ' I F *  V U l - L T t K J ' l E ' O . O  'THEN* LOWER;* 'TRUE'.*
125 'END'  KJ
126 'FOR'  M * 2  'STEP'  1 ' UNTI L'  N 'DO'
127 'BEGIN'
128 s m  :«UTEMPfK-1 3;
129 T I X ] j  *VTEMP[K-13!
130 ' END' ;  *
131 LUTEMpH 3 : *L St 1 3 : = Ut 1 3;
132 LVTEMp[13; *LTt13: t :Vt13;
133 ' I F '  LOWER 'THEN'
136 'BEGIN'
135 PlOT1<UtN3,V(N3,3>;
136 DOWN ; * ' I F '  V t N l ' L E ' L T I N )  • THEN "  TRUE "  ELSE "  FALSE' I
137 'FOR' K;*N-1 'STEP* -1 ' UNTIL '  1 'DO'
138 ' I F *  ( VI K3 ' I E ' LT tK3 ' AND' ' NOT' DOuN)
139 'OR'  (VCK3>LTlX3 'AND' DOWN) 'THEN'
160 'BEGIN'
161 K 1 »* (L T tK ) - L TE K +1 3 ) / ( LS rx 3 -L S l K +1 3) ;
162 ' I F *  ABS<U[K3-UtK+13)>ER 'THEN'
163 'BEGIN'
166 H 2 j » ( V t K 3 - V t K + 1 3 > / ( u m - U t K * 1 3 > )
165 SS: «(H2* U[ K* 13 - M1* LSI X+ 13* LT tK+ 13 - V[ t C+ 13> /< H2- H1) ;
166 'END'
167 'ELSE'  .
168 s s : = u m ;
169 TT: *H1* (5S-LStK+13)  + L T t » 1 3 ;
150 ' I F ' ' NOT' DOWN 'THEN*
151 'BEGIN'
152 PLOT1(SS.TT.3)
153 PLOTKl ' lK3#Vt K3#2) ;
156 DOWN;* 'TRUE ' ;
155 LUTEMPtK3i=UtX3;
156 LVTEMPU3 ;=VIK3 .*
157 'END*
158 'ELSE'
159 'BEGIN'
160 PL0T1(SS,TT,2>;
161 P L 0 T 1 O ' m # v m , 3 ) ;
162 DOWN;* ' FALSE' ;
163 LUT£HPIk3 i =LS{K)»
166 LVTEMPEX3t*LT(K);
165 'FND' I
166 'END'
167 ’ ELSE "  I F ' VIX3>LT{K3 'THEN'
168 'BEGIN'
.169 PLOT1(U£K3,VIK3,3>;
170 LUTEHPtX);=LSCK3;
171 LVTEHPIK3 l * L T U 3 ;
172 'END'
173 'ELSE'
176 'BEGIN'
175 PLOT1(U[K) ,V[K3,2>;
176 LUTEMPCK3 ;»I! [K3 ;
177 LVTEMPU3 J*V(X3;
178 'END' ;
179 'FOR' K1*2 'STEP'  1 ' UNTIL '  N 'DO'
180 'BEGIN'
181 LSIK3 ; *LUTEI ' PlK"13;
182 LTtK3i*LVTEMPtK-13J
183 ' .END';
186 'END'
185 ' ELSE"  FOR' K;*H 'STEP'  -1 ' UNTIL '  2 'DO'
186 'BEGIN*
187 LSt K3: «= lSU-13;
188 L T C < 3 ; * L T t K - 1 ) ;  * "• ...........................
189 'END' I
190 'END'
191 ' E LSE * ' FOR' J : * 2  'STEP'  1 ' UNTIL '  N 'DO'
192 'BEGIN'
193 P L O T 1 ( U t J 3 , V t J 3 , 2 ) ;
196 I S U 3 ;  = S N 3 : « U [ J - 1 3 ;
195 L T ( J 3 l * T I J 3 ; * V t J - 1 3 ;
196 ' END' ;  .
197 'END' i ;
198 'END' PLOT21
199
200 'REAL'  Ml#n?»DX#DY,X#Y»ANG.ER»ZSCALE«SS«TTj
201 , RCAL'5C,YPAGE«CS;
202 'INTEGER* I . J K ;
203 'BOOLEAN' DOWN,LOWER.*
206 ' INTEGER "ARRAY'  >1, V. T , 5 , 1.S , LT, UT FMP, VTEMP , LUTEHP , IVTEMP C1 ;M33
205 YPAGE: »o , 5*YP* (N* r - 2, ) / (N- 1) ;
206 .SCi*S!7C/YPAGE;
207 CS; *0 ,5 ;
208 DY| *SC*YP/ (H-1) ;
209 DXi* DYI
210 X : * DX;
211 ANG ;»O.P.6602560;
212  EP;»0.1*A?; r , »DX;
213 ZSCALr T'AXUTA.rVN) :
216 2 3 CAL f t r ?SCALE/SC;
2 15  P L 0 T 2 ( M , n , i , J J ; ■
216 Cs: » - r s ;
217 X ; * - c y ; . , f *Y j ' *ox i *x ; ■
218 PI 07 7 (N.M,219 ■ * ENO* IStpiT- 140
