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ABSTRACT 
Let L be the cyclotomic field of the e-th roots of unity where e is even, and p be 
a prime of the form 1 + ef. The Jacobi sums for the e-th power residue characters 
of p, divisible by a prime ideal divisor P of p in L, together with the torsion group 
W of L forms a multiplicative group J. It is shown in this paper that J is embedded 
into a group J0 = W • .4, where A is a free Abelian group of rank ~(e)/2, in a manner 
quite independent of p. On the other hand, a necessary and sufficient condition for 
a difference set over a cyclic group of p elements which has a multiplier group of 
index e is obtained. Combining these two theorems, we can determine all the cyclic 
difference set with e < 12. 
INTRODUCTION 
Let e be an even number and let p be a prime number such that p _ 1 
(mode).  Then the set of all e-th power residues of p, possibly taken 
together with 0, forms a difference set, if and only if we have certain 
(e/2) - -  1 equalities among the cyclotomic numbers of degree e, due to 
E. Lehmer [6]. Extensive work has been done along this line, for e <~ 20, 
by Whiteman [10,11,12], Muskat [8], Baumert-Fredricksen [1],and others. 
The problem is immediately generalized to difference sets consisting of an 
arbitrary number  of cosets of the group of the e-th power residues of p, 
where 0 may also be included. In this direction only the cases e ~< 6 were 
treated by Hall [3]. 
In  this paper the author gives a new criterion to decide whether such 
a system of cosets gives rise to a difference set or not. Theorem 4 states 
this criterion, in terms of (e/2) - -  1 congruences modp,  which involve 
* This paper was written when the author was at the Mathematics Research Center, 
University of Wisconsin, under Contract DA-31-124-ARO-D-462. 
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invariants from the given system and binomial coefficients. The binomial 
coefficients are then replaced by the Jacobi sums in Theorem 4', by con, 
sidering these relations in a cyclotomic number field. The Gaussian sums 
and the Jacobi sums seem to be the most natural tool to manipulate our 
problem, since the Gaussian sums approximate the gamma function, and 
the Jacobi sums the beta functions in local number field, as was noted in 
a previous paper [14]. Theorem 4' is most suited to a numerical computa- 
tion, and it has been verified on the electronic computer CDC 3600 of 
the University of Wisconsin that no new difference sets are possible for 
e~<12. 
I. JACOBI SUMS 
1. Gaussian Sums and Jacobi Sums. We denote the rational number 
field by Q, and its subring of all rational integers by Z. Let e be a fixed 
integer > 1, and let p be a prime number such that p ~ 1 (mode). 
We denote the multiplicative group of the e-th power residue characters 
o fp  by X. The unit element of X, the principal character, is denoted by/ ,  
and the quadratic residue character of p by ~b. We extend X of X to any 
integer x by setting X(X) = 0 if x ~ 0 (mod p), even if X = L 
The Gaussian sum r(X ) is defined for a character X in X by 
= - E x (x )  
X=I  
where ~ is a primitive p-th root of unity. It is known that 7(1) = 1, 
r(X)-c(X) = p for X 3 & L We define the Jacobi sum ~'(X1, X2) for Xx and X~ 
in X by 
~'(X1 , X2) - -  7(Xl) T(X2) 
T(X1X2) 
It is known that ~r(X~, X2) belongs to the field Q(~e) of the e-th roots of 
unity and that 
zr(x1, X2) ~ - -~  XI(x) X2(Y) if X1Xg :fi I, (1) 
X+y ~-l(mOd ~) 
where the summation is over incongruent solutions of x + y ~- 1 (mod p) 
where x, y ~ Z. 
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. 
sums are well known: 
(i) 
(ii) 
(iii) 
(iv) 
(v) 
(vi) 
The Davenport-Hasse Formula. The following relations on Jacobi 
Tr(Xl , X2) = 7T(X2 , Xl)" 
~'(Xl  , X2) 'g(Xl  , X2) = P if Xx, X2 and X~X2 ~ L 
If X~X2X3 = 1, then ~r(X~, X~) = Xt(-- 1)rr(Xt, X3). 
Associativity condition. 
71"(X1 , X2)Tt'(XlX2, X3) = Tr(Xl , XsXs)"ll"(X2:~ X8). 
If X = =/:/, then rr(x, ~b) = X(4)Tr(X, X)" 
If  I I e and X ~ =7~ I, then 
I-I rr(X, v~) = X(IO ]--[ rr(X, XO. 
O~=l j= l  
0~I  
The relation (vi) is the Davenport-Hasse formula [2], and (v) is a special 
case of  it. The relation (vi) is written in terms of Gaussian sums 
(vii) 
5--1 e.  
9 (x ~o) = x(V o) ~q)(~(2) ,(~))-.-1, 1-I -(x ~ 
j=0 
for l[ e (cf. [14]), an analogy to the multiplication formula of the gamma 
function 
,1 +) 
['([7,) = l~z-  89  I - [  F (Z -~- . 
j=0 
3. Prime Ideal Decomposition of Jacobi Sums. In the field L = Q(~,) 
of  the e-th roots of unity, the prime number p splits 
p = P . . . .  1--[ p% 
r 
where a runs over the automorphisms of L/Q. In the field L([~)/L, the 
prime ideal P is completely ramified 
We denote the prime ideal divisor of p in Q(~) by p, and in the p-adic 
completion of Q(~) we denote by ~ the element which satisfies 
~-1  = _ p, ~ ~ 1 + ~ (mod p2). (2) 
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If a is a rational integer then we have 
~--i a v 
/~," ~ Exp(a~) ~ ~ - -~"  (mod p~). 
v=O y ! 
(3) 
Now we take a prime divisor P of p in L and keep it fixed. We denote 
by X the primitive e-th power residue character o fp  such that 
X(x) = x ~ (mod P) (4) 
for all rational integers x. We retain the meaning of P and X in the rest 
of this paper. 
We denote the automorphism ~, --+ ~ of L/Q by (re 9 The "fractional 
part" of a real number x will be denoted by (x). Then in the ~3~--~-adic 
completion of L(~) we have the multiplicative congruences 
09 
~'(X a) ~ (rood x ~-~), (5) 
((p -- 1)('-~--)) ' 
((p __ 1)(,(a ~- b)~), (,~,>+(,b,> (,,,+b),> 
9 ,(x ~ xb ~ (_p)  7-  .7.-.---s-. 
((p--1)(~-~), ((p- 1)(--~-)), 
(rood• e"-b, (6) 
for any a, b and t such that (t, e) = 1. In particular if p -- 1 = ef  and 
a>~O,b>~O,a+b < e then 
~.(xO x~ ) _ ,  [(a + b)f~ af ) (modP). 
As for the prime ideal decomposition we have symbolically 
(7) 
(Ls)=I 
mod e 
(~(x ~ xg) = pO(a.~, 
t rood e 
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4. Multiplicative Groups of Gaussian Sums and of Jaeobi Sums. We 
denote by W the group of powers of ~ .  This is the torsion group of L • 
the multiplicafive group of the field L. Denote by G the multiplicafive 
group generated by W and by the Gaussian sums ~-(Xa). Also we denote 
by J the subgroup of G generated by W and by the Jacobi sums ~r(Xa, Xb), 
and by J0 its subgroup generated by W and by the Jacobi sums rr(X% X b) 
divisible by P. Let (G) denote the group of ideals of L(~)  generated by 
(~-(X~)), and let (J) and (J0) denote its subgroups corresponding to J and J0- 
We first note that the natural homomorphism ~,--~ (~) of G onto (G) 
has the kernel IV. In fact, if v e G is a unit of L(~)  then v~7 is a power of p, 
thus v~7 ---- 1, and this implies by a theorem of Kronecker on the unit 
group of an Abelian extension that v is a root of unity in L(~). Since 
~ ~ L for all ~ in G we have v' ~ L, and hence v E L, v ~ W. 
5. The Module U. The image groups (G), (J), and (J0) are isomorphic 
to some universal groups associated with e, but quite independent of the 
prime p. Namely, for rational numbers ~ in (1/e)Z we associate 
F(~) = ~ <t~:)cr-~. (10) 
( t ,e )= l  
t mode 
This F(~) is periodic in ~ with period 1, and belongs to the module 
1 Zcr_l. r= Ee  
(t,e)=l 
rood  e 
Define the module U as the submodule of Y generated by all F(~:) with ~ 
in (1/e)Z. Then the group (G) is isomorphic with U under the mapping 
A (a), 
as is seen from (8). Similarly the group (J) is isomorphic with the subgroup 
U' of U generated by the elements of the form 
by the correspondence (11), As for the group (J0) we have the following 
LEMMA 1. An element 
e--1 
(r)  --  I-[ 6-(x~ % 
a=0 
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of (G) belongs to (Jo) if  and only if 
e--I 
~ aca = O. 
a=0 
PROOF: The Jacobi sum zr(x% X b) belongs to J0 if and only if we can take 
a ~> 0, b ~ 0 and a + b < e. For this (~r(X~, xb)) the condition of the 
lemma is trivially satisfied. Now define for all a ~ Z the quantifies 
9 (X) ~ 
too = ~(XO ) 9 (12)  
Then obviously too ----- to1 ---- 1 and 
a--1 
to~ ---- 1--[ ~r(X, X0 for a ~ 2. (13) 
5=1 
So, to~ ~ Jo for 2 ~< a ~< e -- 1. Therefore if 
e--1 
E aea z 0 
a=0 
for the given (y), then 
e--1 
(~') = 1-I ( toa) -~176 z:~I. aoo ~ (Jo). 
a=0 
Similarly we can characterize the subgroup (J) by 
The group (J) is the direct product of (Jo) and {(toe)), the free 
as seen from (13). 
(14) 
(15) 
LEMMA 2. 
cyclic group generated by (to,). 
PROOF. The group (J) contains (Jo) and (toe) 
Conversely since 
toa+e ~ toatoe ~ 
~r(X~ ' Xb) _toocb , 
t.O aO) b 
(J) is generated by (J0) and  (to,). The product (Jo) • {(to,)) is direct by 
Lemma 1 and (to,) = (~-(X)) ~. 
6. A Previous Result. It was proved in a previous paper [14] that the 
groups (G) and (J0) have the respective ranks 
~(e) + 1 and ~o(e) 
2 2 ' 
582/3/2-4 
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where 99 is Euler's function, if e >~ 4. More precisely, even though 
Theorem 3 of [14] deals with vector spaces over Q spanned by F(0, 
~ (1/d)Z for divisors d of e, the construction of the crucial basis to give 
the correct dimension is carried out actually within the module U. By 
putting Fo(~) ---- F(~) -- F(89 the construction of such a basis was founded 
on the F-functional equation 
Fo(l~) ---- ~ Fo (~ q- for l[ e, (16) 
and the skew-symmetry condition 
F0(-- ~) = -- Fo(~) for ~: ~ 0 (mod 1). (17) 
Thus Theorem 4 of [14] is restated in the following way. I fe  >~ 4 then for 
each divisor d of e there is assigned a subset M(d) of (1/e)Z such that, first, 
M(d) consists of exactly 
l(~alz(m)992 (~- ) - / z (d ) - /~  (d)) q_ 32 a 
reduced fractions with the denominator d, where i9 is the M6bius function 
extended over 89 Z by putting i~(x) = 0 if x is not a positive integer and 
3i.~ is the Kronecker delta, and, second, if d is an even divisor of e then the 
set of the 89 -- 32,d ) § 1 elements F(~) with ~ ~ M(d'), d'l d generate 
the submodule Ua of U, generated by all the F(O with ~ E (1/d)Z. 
Returning to the groups (G), (J), and (Jo), we see that these groups are 
mapped by A isomorphically onto the modules U, U', and U0, where 
U 0 is the submodule of U consisting of 
~, ceF(~ ) such that ~ ce(~)= 0, 
~ T e ~:~ Te 
where T = T~ denotes a system of dements of (1/e)Z to represent (1/e)Z/Z, 
and U' is the direct sum of Uo and eF(1/e)Z. 
7. Jacobi Sums of a Subfield. The automorphism a~ of L/Q can be 
extended to an automorphism of L(~)/Q(~),  which we shall denote by 
the same symbol. This induces an automorphism a~ of the group (G), and 
hence an automorphism F(~) --~ F(s~) of U, by the mapping ./1 of (1 1). 
In this connection we prove 
THEOREM 1. Let d be an even divisor of e and let Xa = X ` /a, a primitive 
d-th power residue character of p. I f  (3,) for 3" ~ Jo is an ideal originated in 
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the subfieM Q(~a), then 7' is in the subgroup Jo.a of Jo generated by W and 
by the Jacobi sums rr(Xa% Xa b) based on the character Xa and divisible by P. 
PROOF: Arrange all the divisors of e in a sequence 
1 = dl,  2 = d~,da ..... d~ ----- e, (18) 
in such a way that every proper multiple of  any d, appears after d,.  
Denote by V~ the submodule ~<~ Ua,, where Ua is as before the submodule 
of U generated by all F(~) with ~ in (1/d)Z. 
We first show that if d is an even divisor of e and if as((7")) = (7') for 
all s such that (s, e) = 1 and s ~ 1 (mod d) then 
A((7')) ~ Ua + V~ for i = 2 ..... r. (19) 
We prove (19) by a descending induction on i. I f  i ---- r then (19) is trivial. 
So, assume i > 2 and assume the validity of  (19) for i. Then A((7')) ------ fl 
(mod Ua + V,-O for some fi in Ua,, and by Section 6, fi is written as 
[3 =-- ~ eeF(~) (mod Vi_l) , 
~M(c l  t ) 
since every proper divisor of  di appears before di in (18). The submodules 
Ud are all invariant under the automorphism induced in U by ors. So, we 
have 
A((7'))--= ~ ceF(r ), A((~r~(y)))~ ~ ceF(s~) (modUa+ V,-O. 
~EM(r l) ~eM(tl t) 
(21) 
Now let d= (d, di)d', d i=  (d, di)di' and s=s~.= 1 +d j .  Then 
si~ = ~ + d~j(d, di)~, where (d, di)~ ~ (1/di')Z is represented by a reduced 
fraction with the denominator d,'. Noticing (d', d,') = 1 we see from the 
F-functional equation (16) that 
,;-1 ,:-1 ~;-1 ( _~_~) 
Z F(ss~) =-- • Fo(~ + jd'(d, d,)~) = Z Fo ~ + 
j=0 j=0 j=O 
- -  d' -  Fo ( ,~: )  = F(d~0 (mod V2). (21)  
Here we note that for each j we can select a j '  to satisfy both sj~ ~ s~,~ 
(mod 1) and (s~,, di) = (s~,, e). Indeed sj~ ~ s~,~ (mod 1) if and only if 
s~. --= s~, (mod DO for the least common multiple D~ = d'd~ of d and d~. 
If we put 3 = (sj, DO, then since (a, b, c) = (a + bk, c) for some k if 
c ~/= 0 in general, we see that 3 = (s~., Di ,  e) = (s~,, e) for some j ' .  Then 
from 3 = (sj,, D~) = (s~,, d'd~) with (d', sj,) = 1 it follows that 8 = (s~,, d~). 
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Thus i f3 = (sj,  DO = 1 in (21), then F(sj~) = F(sj,~) and (sj.,, e) = 1, 
sj, ~ 1 (mod d), so that A(((r~j(9"))) = A((7)) by assumption. I f  3 = 
(sj, 94) > 1, then F(s~) = F(sj,~) =~ 0 (mod V4_1) since (s~,, d4) > 1 
and all proper divisors of d4 appear before d4 in (18), in which case 
ceF(s~) ~ 0 (rood V4-a) 
in (20). Therefore we have f rom (20) and (21) that 
cf( D i) d~--1 
q~(d) A((y)) - -  Z y '  e~F(s~) ~ Z ceF(d;'~) (mod Ua + Vi-1). 
j=0 ~M(d i) ~M(d t) 
Here if di' > 1 still, then A((y) ) ~ Ua + V4-1 by the property of  the 
sequence (18). I f  dt' = 1 on the other hand, then d41 d and F(~) ~ Ud for 
~ M(d4), so that A((7) ) e Ua f rom (20). Thus (19) is established for i - -  1, 
completing an inductive proof  of (19). By taking i = 2 in (19) we see that 
A( (7) )  e v~ . 
Now suppose that (9') is an ideal originated in Q(~a). This means that 
a~((9")) = (9") for all s such that (s, e) = 1 and s ~ 1 (rood d). Therefore 
A((9')) e Ua as shown above, and this implies that (9') is in the group 
generated by (r(Xaa)) of  Gaussian sums of the d-th power residue characters. 
The ideal (9")o of  the field Q(~a) belongs to the multiplicative group of 
Jacobi sums (~r(Xd ~, xab)), rr(XaL Xa b) =- 0 (mod P), by applying Lemma 1 
to the field Q(~a). 
8. Direct Product Decomposition of  the Group Jo 9 Assume e >/4.  
Then the module A((Jo) ) = U 0 is free Abelian of rank q0(e)/2 as seen f rom 
Lemma 1. Let gl ..... g~(,)/~ be a basis of U 0 . Then go = eF(1/e), gl ..... 
g~,(,)/2 gives a basis of A((J)) = U'. Now choose an element 9'4 of J0 in 
such a way that 
A((9",)) = g4 for i = 1 ..... q~(e) (22) 
2 
Then 71 ..... 7~)/2 generate a subgroup Ao of rank q0(e)/2 for which 
Jo = W • Ao is a direct product, as is verified by the argument of 
Section 4. In this connection we need 
LEMMA 3. We can choose the free module Ao above in such a way that 
2 
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PROOF: First we note that, i fe ~ 4 and e =# 6, then the greatest common 
divisor d of  (t -- 1)/2 for all t such that 1 ~< t ~< e --  1 and (t, e) = 1 
is equal tO 1. In fact, if e ---- el~e~ and e~ > 1, then for the smallest positive 
reduced residue a of  exe~ we have that 
a ------ ele~ + a ------ ele2 a ~ 1 (mod 2d), 
which is only possible for d---- 1. Next if e ---- 2qa ..... q~ where q~ are 
distinct odd primes and r >~ 1, then put q~ ..... q~ ----- qirni, t = 1 + 2m~x. 
I f0  ~x  <q~then 
1 ~<t ~<e- -1  and (t,e)---- 1 if only 
1 
i.e., x ~ 2mi (rood qi). 
qi ;f t, 
I f  qi ~> 5 then there are two consecutive values of  x satisfying the above 
requirements, and by taking their difference we see that d[rn~. I f  ql = 3 
but r >/2  then d is odd, so that d[ ml. Therefore d l (m 1 . . . . .  mr) = 1 and 
d----1. 
Now let e ~> 4, e 5~: 6 and take an arbitrary basis 7~ ..... 7~(~)/~ satisfying 
(22). Suppose 
r 
2 i= l  
is the decomposition of  
2 
Then we see 
Af ro , ) )= X t - -1  _ 
0<t<e 
f rom (8), (10), (11), (12), and this shows that r generates 
a maximal cyclic subgroup of  J0, by the assertion proved at the beginning 
of  this proof. This means (ul ..... u~t,)/3) = 1 in (23). By choosing c~ to 
satisfy 
~(e)l~ 
u+ Y~ c~ui=O 
i= l  
and by changing yi to  ~~ i we have the desired module A 0 . 
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I f  e = 6, then to8 = r  1)X(4)to22, to4 = r  1)to3~to~ -I as seen from 
(iii), (v), (12), and, since r  3) = 1, we see that r is in the group A 0 
generated by X(2)to~. 
Note that by taking 
Yo = r  1)to,, (24) 
the condition (22) is also satisfied for i = 0 and ~o, Yl ..... ~(,)/3 generate 
a free submodule A = A0 x {Y0} of  J such that J = W • A. 
9. The Elements ~1~. We recall the following relations among w~ 
besides (14) and (15). 
toato-~ = X~(--1)P -1 if a ~ 0 (mode) ,  (25) 
l-1 
tota = xa( l t )  t ,b( l)(r  ]-[ to e for l i e ,  (26) 
j=0 a+TJ 
the last corresponding to the Davenport-Hasse formula (vii). 
TI-mOREM 2. Assume e >~ 4. Then there exists a subgroup Ao of  Jo 
such that Jo= W• A o and J=  W• A, A = A o x {to,} are direct 
products, and if  we denote the projections of J onto W and on A by 01/rv and 
O:/A , respectively, then we have 
0, ,~ = ~, ,oAo(  ), 
where 7-t~ is an isomorphism of the module U onto A and o denotes com- 
position of operators. Moreover if  we put ~7~ = O~/ve(to~) then we have 
=  o+o 
r/~r/b (27) 
and the ~7~ satisfy the relations 
,7o+, = r  1)~o, 
~o~_a = x~( - 1), 
(28) 
(29) 
(30) 
~7~a = 2(19 a r162 ~-1 I-I ~?~+_~j for II e. (31) 
j=0 
PROOF" Choose the subgroup A of  J as described above. Then (27)-(31) 
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follow from (15), Lemma 3, (14), (25), and (26). Here we have only to 
note p E A 0 . And this is true since 
p ~(--1)r(~) z ~(--1) ~ -1 
10. The formula (29) shows that ~Ta is periodic in a with period e or 2e 
according as p ~ 1 (mod 4) or p ------- - 1 (mod 4). The two relations (30) 
and (31) are quite analogous to the skew-symmetry condition (17) and 
the F-functional equation (16) of the function F0(r It is very interesting 
to find all the solutions of(28)-(31). For, in this connection Hasse [4, p. 465] 
conjectured that the norm relation r(Xa)r(X -a) = Xa( - 1)p for a ~ 0 
(mod e) and the Davenport-Hasse formula (vii) are essentially the only 
relations connecting the Gaussian sums r(X ~) multiplicatively. This 
problem wag solved in [14] for the ideals (r(x~)) rather than for the 
numbers r(X~). The original, and the more difficult, problem is actually 
reduced to finding all the solutions ~Ta e W of the system of equations (28) 
to (31). Note that the ratio ~,' of two such solutions should be periodic 
in a with the period e and should satisfy 
t p t 
~o=~1 =7,= 1, 
u 
~ '~ = 1, 
1--1 
' 17 ~,  = for 
j=O J 
(32) 
l[ e, (33) 
a straightforward analogy to (16) and (17). We solve the problem for the 
special case when e/2 is an odd prime. 
11. The Case in Which el2 Is an Odd Prime. Let e = 2q, q being an 
odd prime. Let s be the prime ideal divisor of q in the field L = Q(~,) = 
Q(~q). Then we first note that all elements y of J satisfy the congruence 
y~ +l (mod~) .  
Indeed X(X) = ~(x)xq(x) for a primitive q-th power residue character Xq 
of p, and Xq(X) ~ 1 (mod ~) for x ~ 0 (mod p), i.e., X(x) =- ~b(x) (mod ~). 
It follows from (1) that 
rr(xa , X b) ~ rr(~la, d/b) = ~b(-- 1) ab (rood ~), 
so that y ------ -4- 1 (mod ~) for all y in J. It is known that such an element y 
of L is changed into a semiprimary element in the sense of Hilbert [5, p. 230] 
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by multiplying by a suitable power of ~q. Thus we may choose the basis 
Y0,7~ .... ,7~te)/2 of A described in Section 8 in such a way that 
70 --= 71 ~ "'" = 7,re)/2 ~ 1 (mod ~) .  
Note that the necessary supplementary condition 
o~q ~ 4(q), r176 ~ 4( - -  1) (mod ~2) 
is automatically satisfied. In fact, since p = 4(--  1)c%~to~-~ - -- 1 (rood ~2), 
we have only to verify the former congruence. Since ~'(X) = r(4) (rood ~) 
as before, we have r(X)q = T(4)q (rood q), (mod ~) ,  so that 
toq-- ~'(4) x~-(X)~ -~- - (4 ( -1 )p)  * ~( - -1 )  2 2 - -  P q ~4(q)  
(mod ~) .  (34) 
Therefore in this case the element ~, of W is characterized bythe congruence 
~ ~ co, (mod ~2). (35) 
12. In this connection we need the following simple 
LEMMA 4. Let q be a prime and assume 2q h [ e, h ~ 1. Let X1 and X2 be 
two characters in X with the respective conductors q~ and qh, where hi ~ 1, 
h2 ~ 1. Then we have 
7r(x1, X2) ~ 1 (mod s ~2), 
where s is the prime ideal divisor of q in the field of qh*-th roots of unity 
for i = 1 and 2. 
PROOF (communicated by K. Shiratani): If XIX,--;& I then it follows 
from (1) that 
aa--1 
zt(Xl, X~) = --~, (X~(X)- 1)(X~(y)- 1 ) -  ~ Xl(X) 
9 +v--=l(mod ~o) ~=2 
- X x Cy) + p - 2 
y=2 
~0-r  ~1 (mod ~1~2)o 
Ifxlx~ = Ithen 7r(X1, g~) = Xl(-- 1)p ~ X l ( - -  1) ---- 1 (rood q), (mod ~x~2) 
for q odd, and ~r(x1, X~) ~ XI(-- 1) (mod 4) for q = 2. By noticing that 
X1( - -1 )= - -1  only for hi ~2 we conclude ~r(X 1,X2)-~ l (mod2) ,  
(mod ~12) in this case. 
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13. Let us return to the case in which e/2 = q is an odd prime. We can 
now determine the elements V~ of W satisfying (35) by 
LEMMA 5. We have the equafities 
PROOF: Since 
~/a = ~(--1) 3 ~(4) '~ i f  a is even, 
a--1 
~7~ : ~b(--1) 2 i f  a is odd. 
~'(X", X b) ~ "r/"+b = 1 (mod ~2) 
~b 
by Lemma 4, we have ~Ya+b ~ ~a~% (mod ~2), i.e., ~]a+b = ~aY]b if both a 
and b are even. Thus we have 
~a _ ~g/2 if a is even. 
We also note the special case l = 2 of  (31): 
(36) 
q--1 
r/2 a = 2(4)" ~b(-- 1) ~ 7/,,~.+q, (37) 
by using ~b(q) = r  1)(q-l)/2, which is seen in (34). Now taking a = 1 
in (37) we see that ~7~ q-1)/2 = r  1)tq-1)/YX(4 ) by (36). On the other hand 
~b(-- 1) = ~72q = ~-1~2 = X(4)2~7~, so that V2 = ~b(-- 1)2(4) 8. Putting this 
in (36) we have the first equation of the lemma, 
Next let a be odd. Then we have f rom (37) and the first part of  the 
Lemma just proved, that 
q--1 a--q a--1 
7/,, = ,&(- -1)  2 X(glar/2~ = r  2 
We summarize the results for the case when e/2 = q is an odd prime in 
THEOREM 3. I f  e/2 = q is an odd prime, then 
a+b a b b 
r , X b) = r ( '+b)<--~->-~'<u c ry ,  
<~> 
where 9I = (yr(Xa , Xb)) and ~-~ ---- 1 (mod Qy) is determined only by 9s 
We have also 
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where the isomorphism ~ of the module U onto the group J is determined 
in general by 
u (g) _ 1 (mod ~) ,  (W(g)) =/~ 
for g E U, W~(g) E J. 
II. DIFFERENCE SETS 
14. Cyclic Difference Sets. Let v, k, A be non-negative integers and let 
v > 1. Let 9l~ denote the ring Z/vZ. A subset D of  9t~, containing k 
elements, is called a (v, k, A)-difference set if the equation 
x- -y= b, x~D,  yeD 
has exactly A solutions x, y for any non-zero element b of  9t~. More 
precisely we call this a (v, k, A)-cydic difference set, because it is based on 
the cyclic additive group of 91~. Here v, k and h are subject o the condition 
(v -- 1)h = k(k --  1). 
I fD  is a (v, k, )0-difference set, then the complementary set D* = ~1~ --  D 
of  D is a (v, v --  k, v -- 2k + ~)-difference set. 
The quantity n defined by n = k -- ~ plays an important role in our 
study of  these cyclic difference sets. I f  n = 0 then D is either an empty set 
or the whole set. I f  n = 1 then D either consists of  a single element or is 
complementary to it. We consider in this paper only difference sets with 
n > 0. We call such a difference set trivial if n = 1. 
1 5. Multiplier of a Difference Set. I f  D is a (v, k, A)-difference set and 
c~ is a regular element of 9t~, fl any element of  ~t~, then the linear trans- 
formation ~ : x ~ o~c q- fi of  ~ ,  maps D onto a (v, k, A)-difference set 
Dx = ~D -q- ft. The set of all linear transformations ~ leaving D fixed 
forms a group, which we call the automorphic group of D. The auto- 
morphic groups are the same for D and D*, and similar for D and D1, 
similar to D. The mapping ~ : x ~ ~x q-/3 to c~ of the automorphic group 
of D into 9~, • the group of the regular elements of  9t~ is an isomorphism, 
since we assumed n > 0. The image group is called the multiplier group 
of D, and an element in it is called a multiplier. The multiplier groups are 
the same for D and D* and for any D1 similar to D. We call the difference 
set D1 equivalent to D if D 1 is either similar to D or similar to D*. 
16. The Restriction on v. In the rest of  this paper we consider exclu- 
sively the (v, k, A)-difference sets in which v = p is an odd prime. Thus 
the multiplier group M of our difference set is a subgroup of the cyclic 
group ~• and is cyclic. The index e of  M in 91~ • is greater than 1 if D is 
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non-trivial. We denote the order of  the multiplier group M by f,  so that 
p -~ 1 + e f  The multiplier group M is identical with the multiplicative 
group of the e-th power residues ofp.  
17. Some Known Results. We use the following results (cf. [7, Chap. 7]): 
(I) I f  there exists a (p, k, A)-difference set with n > 0 then f is odd and 
e is even. 
(II) I f  M denotes the multiplier group of a difference set D, then there 
exists a difference set D 1 similar to D, which is fixed by all multipliers of 
01 9 
(III) Let t be an integer and assume that for every prime divisor q of  n 
there exists an integer h such that t =-- qh (mod p). Then t is a multiplier of  
any (p, k, ;~)-difference s t D such that n = k --  A. 
In fact (I) follows from the fact that --1 is not a multiplier if n > 0. 
(II) follows from the fact that ~ -- 1 is a regular element of  ~t~ if ~ ~ 1 
(mod p). (II I) is a special case of  the multiplier theorem of Hall. 
In view of (II) we consider in this paper (p, k, )0-difference sets which 
are fixed by all the multipliers. Thus our difference set D is a union of  
several cosets of  M in ~11~ x, and  of 0 possibly. We denote the number of  
cosets of  M in ~lx contained in D by s, and put d = 1 or d = 0 according 
as 0 e D or not. The parameters k and )t are given by 
k =- sf-]- d, ,~ _= s(sf-+- 2d-  1) (38) 
e 
Now the endomorphism E : x ~ x I of  ~t~ x maps the set of  non-zero 
elements of  D onto a subset B of  E(~t~ • = F, the subgroup of ~t~,x of all 
thef - th power residues of  p, and B consists of  exactly s elements. We call 
the set B = E(~l~x n D) the basic set of the difference set D. Thus we have 
D = E-I(B) for d = 0 and D = ~-I(B) k) 0 fo rd  = 1. 
18. Formulation o f  the Problem. We fix an even number e, and consider 
prime numbers p such that 
p -= 1 -t-ef,  f odd. (39) 
Furthermore let B be a given subset off - th power residues of  p, consisting 
o f  exactly s elements. Let d = 0 or d = 1, and  define 
D = e-l(B) or D = E-I(B) U 0 according as d = 0 or d = 1. (40) 
We assume the obvious necessary condition 
s(sf-t-  2d --  1) = 0 (mode).  (41) 
162 YAMAMOTO 
Our problem is to find a suitable necessary and sufficient condition, 
imposed on the basic set B, in order that D defined in (40) is a difference 
set. 
In general if D is a subset of 9t~, containing exactly k elements, we 
define the polynomial D(x)= ~.a~O Xa with an indeterminate x. The 
polynomial D(x) is to be considered (mod x 9 -- 1) in the ring Z(x). With 
this notation it is known that D is a difference set if and only ifk(k -- 1) =-- 0 
(modp -- 1) and 
D(~)D(~)  = n (42) 
for a primitive p-th root of unity ~,  where n is of course 
=k- -A ,A= k(k--1) 
p- -1  
19. The p-adic Consideration. We consider now the p-adic completion 
of Q(~), and take the element ~ as defined by (2), in Section 3. Then on 
account of (3) we have 
~o-1 r
D(~) = 2 ~a = 2 ~2 a~ (mod p') (43) 
aeD l,=O= i aeD 
in general. So, if we take the set D defined by (40), then we have 
where 
-~  Kur  
fleD 
(mod p~), (44) 
(45) 
is the v-th power sum of the basic set B. In  fact the power sum ~.~aeD a ~ 
in (43) is easily calculated: 
~a"=sf+h=k for v=0,  
aeD 
= 0 (modp) for v ~ 0 (modf) ,  
=--fK,/s (modp) for v--=0 (modf) ,  v :~0.  
If we replace ~ by ~ in (43), we have only to change ~ to --~ in (44), 
so that 
,,=o (vf)! -4- f= i,,=o : (-- 1). K~<K._. (vf)! 
i~ even  v even  
(mod V'). 
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Denote by S o and Sx the partial sums in the above, for which v = 0 or 
v---- e, and0 < v <e.  Thuswehave  
and 
S1 =f2  
e--2 
E 
V~2 
v even  
~-i  K~) So = d + 2df(Ko + (p -- -1)! 
e 
~_)~--1 . ~o(__l)~ (p ~f l) K~K~_~ ) 4-f2 (Ko ~ 4- (P _ 1)t 
tz=0 
By noticing that 
(mod p2). 
e--1 e--1 
K.K~-. =-s24- E E~ E~,-~-~+ E E E (~,-~)~-= ~+~ 
(mod p), 
we have 
So = d 4- 2 df (s 4- ps) q- f2(s2 4- ps(s 4- e)) ~ k 2 -- pA =-- n (modp2), 
so that 
D(~v) D(~,) ~-- n 4- f~ ~, --2deK, 4- • ( - -1),  vf KuK,_~ ' (vf)! 
v~2 ~=0 
v even  
Therefore we have 
D(~,)D(~) ==-- n (mod p~) 
if and only if 
- t (mod P) 
(mod Or), 
(46) 
for v=2,4  ..... e - -2 .  (47) 
20. However, (46) implies also (42). In fact define, for any b :~ 0 of 9t 9 , 
the number As as the number of solutions of 
x- -y= b, x~D,  y~D 
Then 
9--1 
a(x) D(x -1) ----- k 4- ~, AbX b (mod x ~ -- 1), 
8=1 
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so that 
~-I  ~-I  
E Ab~ b ~ n -- k ~ --~ ~ E )~b (mod p')  
b=l b=l 
if (46) is true. The above implies ~o ------ h (mod p) for all b ~& 0 in ~.  
On the other hand, I hb --)~ [ ~< k < p, so that ~b = ~ for all b; thus 
D(~,)D(~,) = n and (42) is proved. We have proved 
THEOREM4. Let p = 1 q- e f  be a prime, let e be even and f odd. Let B 
be a subset o f  the set of  the f-th power residues o f  p, containing exactly s 
such residues. Let E be the set o f  all residues a (mod p) such that a ~ ~ B. 
Let d : O or d : 1 and defineD : E or D : E • O according as d : O 
or d : 1. Then the set D is a difference set if  and only i f  
and 
s(sfq-  2d -- 1) = 0 (mod e) 
(--1)~(I~))K.K~_.=-- 2deK~ (modp) 
tL=0 
for  v = 2, 4 ..... e - -  2, where K~ = ~ fly is the v-th power sum of  the 
basic set B. 
I I I .  APPLICATION OF JACOBI SUMS 
21. Intrinsic Basic Set. In Theorem 4 the basic set B was considered 
to lie in the ring 9t~, thus depended on p. This restriction is removed by 
considering the cyclomotic field L = Q(~,). 
Let P be a prime divisor of p in L, and X be the primitive e-th power 
residue character of p satisfying (4). Now let B be a subset of W, the 
torsion group of L • the multiplicative group of L, and define the set E 
as the totality of residues a (mod p) for which 
x(a) e B. 
The set D = E for d = 0, or D = E u 0 for d = 1 forms a difference 
set if and only if s(sf q- 2d -- 1) ~ 0 (mod e) and 
~, (--1)~ (i,r K.K~_. ~ 2deK~ (mod P) (48) 
/z=0 
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for v = 2 ..... e -- 2, where s is the number of elements in B and K~ is 
the v-th power sum from the basic set B. Here we recall the congruence (7) 
to replace the binomial coefficients. This is now written as 
(/zf) ~= ~(X~' X~-~) (mod P), (49) 
so that Theorem 4 now reads as follows: 
THEOREM 4'. Let P be a prime ideal divisor of  p in Q(~,), where p is 
a prime p : e f  + 1, andf  is odd. Let X be the primitive e-th power residue 
character of  p such that X(X) =~ x I (mod P) for  all x. Let B be a subset of  W, 
consisting of  s elements, and choose d : 0 or d = 1. Define E as the set 
of  all residues x (mod p) such that X(X) ~ B, and let D : E .for d =- O, 
D = E u 0 for  d = 1. Then the set D is a difference set i f  and only i f  
s (s fq-  2d -  1) ~ 0 (rood e) and 
v--1 
2(s -- de) K~ -F ~ (--1)~(X~, X~-~) K~K._, =- 0 (mod P) (50) 
t~=l 
for  v = 2, 4,..., e -- 2, where K~ is the v-th power sum from the set B. 
22. Elimination of  the Jacobi Sums. We can eliminate ~(X ., X~-~) in (50) 
by means of Theorem 2. In fact by using the notations of Theorem 2 we 
write (50) as 
v--1 
2(s -  de) K~ -~ Z ( - -1 )~K~7,K~-~-~f f  (F(-~) q- F (~-~)  - F(-~))  =-- 0 
t~=l 
(mod P). (51) 
Put for the moment Ho = 2(s -- de) and 
H,=K.~.  for v= 1 ,2 , . . . ,e - - I ,  
and let 
(52) 
~(e)/2 
where gl ..... g~/~ is, as in Section 8, a basis of the module U0, which is 
quite independent of p, and c~(v, v -- i z) are rational integers independent 
ofp. Thus (51) is written as 
~(e)/~ _ _  
(--1)~H~H,_~ 1F-[ ~(g,)c,,~.,, ~ 0 (mod P) (53) 
fo rv=2,4  ..... e - -2 .  
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Now let gl  , ' " ,  geple)/g be a system of  independent indeterminates and 
eliminate these ~(e)/2 indeterminates f rom the system of(e/2) -- 1 equations 
~0(e)/2 
(--1)~H.Hv_~ I-I e~'~'~') = 0 (v = 2, 4 ..... e - -  2), (54) u i  
tz~0 i= l  
for instance, by the method of resultants. This is always possible if only 
(e/2) - -  1 > qv(e)/2, i.e., if e ~> 6. The result is a system of  
e ~o(e) 1 
2 2 
equations 
e ~0(e) 1), (55) Rj(Ho, H1 ..... H._2) = 0 (j = 1 ..... ~ 2 
where R~(Ho, H1 ..... H~_2) is a polynomial  in Ho ..... H._~ with rational 
integer coefficients, and of some fixed "weight," where the weight of 
a monomial  
e--2 
1-I ' 
i=0  
is defined by 
e--g 
ici . 
i=O 
q 
Thus elimination of ~P~(gi) f rom the system (53) results in a system of 
universal congruences 
Rj(Ho, HI ..... H~-2) =-- 0 (mod P)  (56) 
for j = 1 ..... e/2 --  9(e)/2 --  1. The system is universal in the sense that 
the left-hand side of  (56) is quite independent o fp  as a form. It is true that 
Hi involves the quantities ~/a depending on the prime p. However, first 
of  all they lie within W, and moreover they are restricted by a system of 
equations (28), (29), (30), and (31). So, the left-hand side of (56) takes 
only a finite number  of values. This means that unless all the resultants 
R~(j = 1 ..... e/2 -- 9(e)/2 --  1) in (55) are 0, there are only a finite number  
of primes p satisfying (56), i.e., there are only a finite number of primes p 
for which D is a difference set. 
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23. Basic Index Set.  The basic set B is characterized by the set C of 
indices u such that ~u ~ B, for a fixed primitive e-th root o f  unity ~.  
We call C the basic index set of the prospective difference set D. The 
set C is considered as a subset of the ring ~, ,  and just as in Section 15, 
we define an equivalence relation among these sets, based on linear 
transformations of 9t~. Thus C and Ca are equivalent, by definition, if 
and only if C1 = tC  q- u for a regular element  of ~ and an element u 
of 91~. 
Consider the effect of the transformation C --+ tC  -? u on the power 
sum K~. A translation C --+ C + u replaces K~ by ~"K~, and the system 
of congruences (50) is unchanged. The dilatation C ~ tC replaces K, by 
K~ %, where ~t is, as before, the automorphism ~, --~ ~t of L/Q.  So the 
system (51) is replaced by 
u--1 
(mod P), (57) 
and the result of elimination (56) is replaced by 
r/2K ~ .... , r/,_~K~'_~) --= 0 (mod P)  
or  
Rj (K  o K ,  , ~2 1(2 = 0 ~'"~ "Ig--9, e - -2"  (mod P "71) (58) 
fo r  j = 1 ..... e/2 -- cp(e)/2 -- 1. 
24. Let Ya with a ~ Z be a set of variables subject to the restrictions 
y ,  = 
e 
yo+, = ( -1 )~yo ,  
Y~,Y-a = (--1) ~, 
Y~a = ~(l~) a ~b(/) q~(e) ~-1 ]-I Ya+~j for l I e. 
j=0 
Note that these correspond to (28), (29), (30), and (31) since X(-- 1) = -- 1 
by (4). The argument of Section 6, i.e., the argument of the previous paper 
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[14] shows that there is a set of  ~0(e)/2 variables {z~ = y~} such that all y~ 
above are expressed uniquely as 
~o(e)/~ 
Y, = (--1) bt~) I-I z*'t~) [ l  X(I) a't~', i 
i=1 tie 
t p r ime 
where b(a), ci(a), and dz(a) are integers. Now by using the polynomials 
R~ of (55) define the new polynomials 
R~(Ko ..... K,_~ ; Zl ..... z~r ; x(2) ..... x(1),...) 
= R~(Ko, K I ,  y2Ke ,..., y , -2K , -z )  for e q~(e) 1, j= l  ..... 2 2 
regarding Ko ..... K~_~; X(2) ..... X(I),... as if they were e --  1 + to(e) new 
variables, where to(e) is the number of  distinct prime divisors of e. By using 
these polynomials we see that if D is a difference set then 
NL/oR~(Ko ..... K,_~ ;*/il ,..., ~/,,,,,/~ ; X(2) ..... X(1),...) =---- 0 (mod p) 
for j = 1 ..... e/2 --  ~o(e)/2 --  1. Moreover, if the set D(C1), defined as in 
Theorem 4' by using the basic index set C1 which is equivalent o the 
index set C of the given set B, is a difference set, then we have from (58) that 
Nz,/oR~(Ko ..... K~_~; o~ 1..... o%(,)/2; f12 ..... fl~ .... ) ---- 0 (modp)  
for j  = 1 ..... e /2 --  ~(e)/2 --  1, where o~ 1..... %t~)/2, f12 ..... fit .... are suitable 
elements of  W. We have proved 
THEOREM 5. / f  e ~> 6 then there exists a set o f  e/2 -- ~o(e)/2 --  1 
polynomials 
Rj(Yo ..... Y,-2; Z1 . . . . .  Z~o(e)/2"~ W$ . . . . .  W z , . . . )  
of  e -- 1 + q~(e)/2 + to(e) variables with rational integer coefficients uch 
that, i f  B is a subset of  W and K~ is the v-th power sum from B, and if  there 
exists a basic index set C1 equivalent o the index set C of  B for which the 
set D(C1) defined as in Theorem 4' gives a difference set, then the 
e/2 --cp(e)/2 -- 1 integers 
NL/oR~(Ko ..... K,_2 ; al ..... ~ , ) /~  ; fi~ ..... fl~ .... ) 
e qJ(e) 1 
for  j= l  ..... 2 2 
are all divisible by p, for  suitably chosen values ~i ..... 0%(,)/2, fie ..... fl~ ,... 
inW.  
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25. In Theorem 5 above the number 9~(e)/2 of the parameters ~is taken 
to be a maximum. If  we could choose in Theorem 2 the group A0 and 
specify the basic elements 71 ..... ~(~)/2 in a way that we have some more 
relations 
r I~ 
]-[ r/;~ = 1 
a=l 
besides (28), (29), (30), (31) but still independent of  p, then we could 
reduce the number of  the parameters ~. For instance if e = 2q and q is 
an odd prime, then every % is expressible in terms of  X(2), as is shown in 
Lemma 5, so that in this case we need no parameter ~, and only one 
parameter ft. 
As for the parameters/3, which are special values of  X, there may be 
found some kind of  reciprocity laws, which eventually diminish the 
number of  the parameters/3 or restrict he variable range of each parameter. 
The minimal necessary number of  the parameters ~ and the minimal 
necessary range of each parameter fl are, however, not known to the 
author. This problem is, in my opinion, the same problem as the strictest 
version of the Hasse conjecture, namely, as the problem to determine all 
the multiplicative relations connecting the Gaussian sums T(X ~) of  the 
e-th power residue characters. The main difficulty seems to lie in the fact 
that we need yet to find some arithmetic invariants Qf the cyclotomic 
number fields. 
IV .  NUMERICAL RESULTS 
26. In this section we deal with the cases in which e is small, e ~< 12. 
We may assume by definition (40) of our prospective difference set that 
O<s<e e and, if s=~,  then d :O .  (59) 
First let e = 4. Theorem 4 implies s (s f  + 2d - -  1) --= 0 (mod 4), so that 
s = 1 by (59). We may take B = {1}. Thus D is either the set of  all 
biquadratic residues o fp  or the set joined with 0. Theorem 4' shows that 
D is a difference if and only if 
f -V  2d -- 1 ~ 0 (mod 4) and 2(1 -- 4d) --  77 ~ 0 (mod P) 
where 7r = ~r(X , X) = a § 2ib. Since 7? ~ 2a (rood P), we have a ---- 1 -- 4d 
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(mod P), (modp) ,  i.e., a = 1 - -  4d, p : (1 - -  4d) 2 + 4bL The former 
congruence is equivalent o b ~ 0(mod 2). So D is a difference set for 
p : (1 - -4d)  z+4b z ,bodd,  
and these are the only difference sets in the sense of  equivalence. 
27. Lete :6 .  Thens :  1,2,  or 3 and i f s=3thend=0by(59) .  
There is only one ideal 9A generated by Jacobi  sum divisible by P, since L 
is quadratic.  Let zr = 7r(X z, XZ). Then ~ = (Tr) = P and 7r ~ 1 (mod 3) 
by Lemma 4. The congruence (53) in Theorem 4' reads 
2HoH2 - -  ~H12 =- 0 (mod P),  
(60) 
2HoH4 - -  2~H1Ha -q- ~H~ ~ ~ 0 (mod P),  
where 2rr : a q- 3 X / - -  3b. El imination of  r~ results in 
R = 1-1121t4 - -  21111t21-13 q- 833 ~ 0 (mode) .  
We know "~1 : 1, ~/2 = - -  fl, ~a = --  1, *14 = fia with/3 = 2(16) by Lemma 5, 
so that 
R(K,/3) =/3 'K#K 4 - -  2/3gdc~g a - - /Ca  _= 0 (mod P). 
There are 7 classes of  basic index sets. The fol lowing table shows the 
absolute norm of  R(K , /3 )  for each class and for each value of  X(4): 
Class C I C I /3 = 1 fl ~ 1 d = 0 
1 0 6 22 7 p ~ 7 (36) 
2 O, 1 6 24 7 1 
3 0, 2 6 24 19 I p ~- 13 (18) 
4 O, 3 3 26 2 s 
5 O, 1, 2 6 0 O) 
6 O, 1, 3 12 0 3~7! p ------ 7 (12) 
7 O, 2, 4 2 0 
d=l  
p ~ 31 (36) 
p ~ 7 (18) 
Class 1 gives the trivial (7, 1, 0)-set. Class 7 is the set of quadrat ic  residues. 
Class 5 is impossible since/-/1 ~ 0 and/ /2  ~: 0 (rood P)  in (60). For  the 
Class 6 with 2 a cubic residue we have HI  = Ca,/ /2 = X/- - -  3~a, Ha = 1, 
//4 =-  V / -  3~a with Ca = e 2~/3. It follows from (60) that a - - :  
- -  6V'  - -  3 (mod P), a s = - -  108 (modp) ,  or 4p = 4a 2 + 108,p = a 2 + 27. 
Conversely, i fp  = a s + 27 then 2 is a cubic residue of p, as is well known, 
and D is a difference set. This is Hal l 's [3] difference set. These are all 
possible difference sets for e = 6 in the sense of equivalence. 
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28. The Case e = 8. There are two ideals which generate the group 
(Jo), and these are represented by 7r = ~r(X2, X 4) and ~c = ~r(X, X4). We see 
that Tr belongs to Q(i), ~c to Q(~/ -  2), and that 7r ~ I (mod 2(1 - -  i)), 
K ~ 1 (mod 2(1 - -  ~a). Let rr = a q- 2ib, K = c Jr ~v / -  2g. We take rr 
and x as a basis of  the group Ao.  Note that co 4 ~ ~b(4) ~ 1 (mod (1 - -  ~a)), 
so that the condit ion (28) of Theorem 2 is satisfied. In fact, since (Za)  4 
(27a2) 2 (mod 4), 
_~(x)" ~x) ~ ,,( 2, ~) 
~ r(~b)--  r (~  X X ~r (X~,X  4) ~ 1 (mod2(1- -~s) ) .  
By 7r, K e Ao we have ~75 = ~4~71 = ~4, % = ~74~2, and it is easy to verify 
*/1 = 1, ~/~ =/3 ,  ~/3 = - -  1, ~4 ---- l ,  ~75 = 1, r/6 =/3 ,  ~Tr = - -  1 
with/3 = X(4) = -b 1. (61) 
The congruence (53) reads 
21to1-14 -- 2~H~H3 + 7~H22 ~-= (mod P)  (62) 
2HoHe - -  2~HIH~ + 2eHf l ,  - -  ~H~ ~ =- 
El imination of  ~ and ~ results in 
or  
R = 89 -- H2aH32) -- H13H4H5 + 2HI~H2tt3H5 
q- I-I12H2H4 = -- 2H1H22HaH4 ~ 0 (mod P)  
R( K, /3) = ( 89 K12 K22 K, -- K23 K3 ~) -- 2Kl~ K2K3K5 + K,2 K2K42 )/3 
q- (--Ka3K4Ka -I- 2K1K=2KaKa) ~ 0 (mod P),  
by (61). On the other hand, (59) implies s = 1 or s = 3. There are 5 such 
classes for basic index sets. The following table shows the norm of R(K,/3) 
for each class and for each value of/3. Note that/32 = ~b(2) = 1 since 
p~ 1 (mod8) :  
Class C IC I  fl = 1 /3= -1  d= 0 d= 1 
1 0 8 0 24 p ~ 9 (64) p ~= 57 (64) 
2 0, 1, 2 16 24 24.172 
3 0, 1, 3 16 2832 243n I p ~ 25 (64) p --= 41 (64) 
4 0, 1, 4 16 24.532 2834 
5 0, 2, 4 8 2 s 2453 
The only possibi l ity is Class 1 with 2 being a biquadrat ic residue of p. 
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It follows from (61) to (62) that e ~= 1 -- 8d, a ~ --  3(1 -- 8d) (rood p), 
i.e., a= - -3 (1 - -8d) ,  e 1 - -8d ,  and p = 9(1 - -8d)  2+4b 2 : 
(1 --8d) 2+2g 2. We have b~0(mod4)  and g~2(mod4)  by the 
requirement f~  1 - -2d(modS) .  Thus p = 9(1 - -8d)  2+64b,  2 = 
(1 --  8d) ~ + 8gl 2 with g~ odd. Conversely if p is of the form then, as is 
well known, 2 is a biquadratic residue ofp. So, these are the only difference 
sets in the sense of equivalence, for e = 8. 
29. The Case e : 10~ Let 7r = rr(x z, X 2) and a : a_z in L : Q([lO). 
Then ~r --= rr ~ ~ 1 (mod ~z) by Lemma 4 for the prime ideal divisor 
of 5 in L. We have by Lemma 5 that 
"01 = 1 ,  "172 : - -  5 '  7]3 = - -  1 ,  T]4 : 5 3, 7]5 = 1,  9"]6 : - -  t~ 3, T]7 : - -  1 ,  7]8 = ~4 
for fl = ~(16) 
The congruence (53) reads 
2Hon= --  ~~ ~ =- O, 
2HoH,  - -  2-~&n,  + .aH~ ~- O, 
(mod P) (63) 
2HoH,  - -  2.~oHIH~ + 2~oH=H~ - -  .~H,  ~ =- O, 
2HoHs -- 2r~~ q- 2(rH2H7 -- 2"~HaH5 q- r ~ O. 
Elimination of r~ and 7? ~ results in 
R 1 = 2HlaHaH.  - -  H12H22Hn - -  4H12H2HaH5 - -  H12Ha2H4 
+ 4HaH22H3H4 q- 2HIH23H5 - -  2H2'//4 = 0, 
R2 = 2H13HaH8 - H~2H22H8 - 4H12H~H3H7 + 2H12H~H4H6 - 2H12HaH~H5 
+ 2HIH~"H7 + 2H1H=H.H?  - -  H="H, = = 0 (rood e), 
or  
RI(K, fl) = K12K22K6 -- (4K~K2K3K~ -k 2K='K4)5 -- K~2Ka=K4fl 2 
q- (2K, aK3K6 -- 2/s163163 a -- 4KIKz~KzK4~ 4 ~ 0, 
R2( K, fl) : Kl= K22 K8 - 4 K12 K2K3K7 - 2K~2 K2K4K6-( 2Ka~ KaK4K5 + K23K42)fl 
- 2K1K2~K,~ + 2&3K3&5 ~ - -  2K IK=K,K?5  4 =-- 0 (mod f). 
Now we have to consider the cases s = 1, 2, 3, 4 or 5, and if s = 5 then 
d = 0. It is required that p has the form 
s=l  s=2 s=3 s=4 s=5 
d=0 p ~11(100) p ~31(100) p ~71(100) p ~91(100) p ~ 11(20) 
d= 1 p~91(100)  p ~-71(100) p ~31(100) p--= 11(100) 
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There  are 26 classes o f  bas ic  index  sets. The  norms o f  RI(K,  fl) and  
R2(K, fl) were computed  by  an  e lect ron ic  omputer .  In  Tab le  I, the  factors  
o f  the  norms are norms o f  p r ime ideal  d iv isors  o f  L,  so that ,  fo r  instance,  
16 appears  in p lace o f  2 ~, 
T~LE I  
Class C I C I 1 ~5 ~2 ~sa ~4 
1 0 10 16.54 5.112 5.112 5.112 5.112 
16.54 5.112 5.112 5.112 5.112 
2 0,1 20 164 11.31.61 22571 22571 11.31.61 
164 31.6691 859801 859801 31.6691 
3 0,2 20 0 5.112.71 5.22441 5.22441 5.112.71 
0 5.41.61 5.31.431 5.31.431 5.41.61 
4 0,5 5 165 165 165 165 16 s 
164 164 164 164 164 
5 0,1,2, 20 16.52.81 52.151 52 52 52.151 
16.52.81 52.61 52.312 52.312 52.61 
6 0,!,3 40 16.52.1012 52.419821 52.112.1512 52.11.101.241 52.41.881 
16.52.541 52.11.31.271 52.41.25261 52.71.9371 52.181.461 
7 0,1,5 40 16.52.11.311 52.41.23201 52.514741 52.41.3481 52.11.191 
16.52.11.31 52.442781 52.11.31.41 52.401.421 52.11.71 
8 0,2,4 20 16.54 5.71.191 5.61.251 5.61.251 5.71.191 
16.54 5.9421 5.11.571 5.11.571 5.9421 
9 0,1,2,3 20 162.412 31.41.181 11.31.131 11.31.131 31.41.181 
16s.361 271.2671 31.35591 31.35591 271.2671 
10 0,1,2,4 40 164 .52  52.101.991 55.3491 56.66071 52.11.1061 
162.52.41.61 52.892481 52.61.13421 52 .114 52.11.101.431 
11 0,1,2,5 40 16.112.3851 11.31.92941 11.285661 41.71.4721 41.81.641 
16.61.15551 112.902261 11.92431 11.311.6761 61.81.2161 
12 0,1,2,6 20 162 .52  52.31.661 52.11981 52.11981 52.31.661 
162.54 56.1021 52.41 52.41 52.1021 
13 0,1,3,4 10 162.28561 11.1124681 11.1124681 11.1124681 11.1124681 
162.83521 31.691.5021 31.691.5021 31.691.5021 31.691.5021 
14 0,1,3,5 40 16.52.11.701 52.31.61.1061 52.31.2531 52.41.11701 52.11.2741 
16.52.61.251 52.41.15061 52.31.251 52.11.31 52.1901 
15 0,1,3,8 20 162.3481 11.199411 1511.2141 1511.2141 11.199411 
162.361 7759981 11.1084891 11.1084891 7759981 
16 0,1,5,6 10 166 166 16 ~ 166 165 
165 165 16 s 166 165 
17 0,2,4,6 10 162.54 5.11411 5.11411 5.11411 5.11411 
0 5.11.151 5.11.151 5.11.151 5.11.151 
18 0,1,2,3,4 20 0 0 0 0 0 
0 0 0 0 0 
19 0,1,2,3,5 40 162.52 56.11.312 52.18541 52.18541 56.11.312 
162.56 56.31.251 52.61.181 52.61.181 52.31.251 
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TABLE I (continued) 
Class C I C[ 1 ~5 $s 2 $8 s ~84 
20 0,1,2,3,6 40 162.58.251 58.534101 53.71011 53.61.691 58.11.41.491 
162.58.251 58.191.8311 58.101.6761 58.112.41.101 58.11.41.491 
21 0,1,2,4,5 40 163.58.251 58.11.41.491 58.61.691 53.71011 58.534101 
163.53.251 58.11.41.491 58.113.41.101 58.101.6761 53.191.8311 
22 0,1,2,4,6 40 162.52 58.8521 54.1051 54.1051 58.8521 
162.58 58.41 5~.112 54.113 52.41 
23 0,1,2,4,8 10 0 0 0 0 0 
0 0 0 0 0 
24 0,1,2,5,6 40 168.58 58 .61  58.151.211 58.151.211 56.61 
168.58 56 .61  58.11.31.101 58.11.31.101 58.61 
25 0,1,2,5,7 20 16.5 TM 58.1253701 58.1253701 58.1253701 52.1253701 
16.5 TM 53.11.2411 58.11.2411 58.11.2411 53.11.2411 
26 0,2,4,6,8 2 0 0 0 0 0 
0 0 0 0 0 
Class 1, p = 11, d = 0 corresponds to the trivial (11, 1, 0)-difference 
set. Class 2, p = 31, d = 0 corresponds to the (31, 6, 1)-difference set 
obtained from the projective geometry PG(5, 2) or the difference set 
associated with the extension GF(25)/GF(2). Class 3 where 2 is a quintic 
residue of p requires a further discussion. Class 10, p = 11, d = 1 is 
impossible since RI(K,  f l )~  0 (modP ~) but ~ 0 (mod P). The same 
applies to Class 19, p = 31. Class 11, p = 11, d = 1 corresponds to the 
(11, 5, 1)-difference set obtained from the set of quadratic residues by 
subtracting a number in it. The complementary Classes 20 and 21 where 
p = 11, 251 or 491. Here p = 11 corresponds to the set of quadratic 
residues with a constant added. For p = 491 we have RI(K,  f l )~  0 
(mod P~) but ~ 0 (mod P). Now forp = 251 we have to use the multiplier 
theorem (III) of Hall. In fact the corresponding (251,125, 62)-difference 
set with n = 63 has the multipliers 3 and 7 by (III), but 3 generates the 
group of all quadratic residues. So, this is impossible. Classes 18 and 23 
are impossible since/-/1 ~ 0, Hz ~ 0 (mod P). Class 26 corresponds to 
the set of quadratic residues of P. Summarizing, we have only the trivial 
(11, 1, 0)-set, the (31, 6, 1)-set, and the set of quadratic residues, except 
for the Class 3, where 2 is a quintic residue. 
30. I fp  ~ 1 (mod 10), then we have the Dickson decomposition 
16p = x ~ q- 125y ~ -}- 50u ~ q- 50v 2, 
xy  = u 2 - v 2 - 4uv, x~ l (mod5) .  (64) 
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The expression is unique except for the transformation u -+ v, v -+ -- u, 
y - - * - -y  and its powers. The following lemma is due to E. Lehmer 
(cf. [6]). We give here a proof because we need some part of the proof to 
settle the impossibility of Class 3. 
LEMMA 6. 2 is a quintic residue o f  p i f  and only i f  x ~ y = u --~ v ~ 0 
(mod 2) in the Dickson decomposition (64). 
PROOF: Let 7r be defined as above in Section 29. This is semiprimary in 
the sense of Hilbert and we have from the Eisenstein reciprocity law 
[5, p. 231] that 
for the quintic residue symbol in L. On the other hand, 
= =l--I 
SO that 2 is a quintic residue ofp  if and only if t ~---f = 1. Now the prime 
ideal (2) is inertial in L/Q,  and the residue class~field of (2) in L /Q is 
GF(24). Quintic residues of (2) form a subgroup of index 5 of GF(24) x, 
which is identical with GF(22) x. The corresponding quadratic subfield 
Q(,V/5) is generated by 
l+x/5  
Thus we see that 
rr = a[5 q- b~52 W c~ "1 + d~5 -2 (65) 
is a quintic residue of(2) in L if and only i fa  -- c ------ b -- d = 0 (mod 2). 
The ~-adic completion T,of L contains an element x such that K 4 = -- 5 
and 
~ m~ 
~5 ~ = ~.  K ~ (mod 5). 
v=0 
Noticing that 7r ~ 1 (rood ~2) we see that 
1 =Tr : - - (a+b+c+d)+(a+2b- -c - -2d)K+ 89  2 
(mod ~3), 
or  
a+b+c+d-~ 1, a+2b- -c - -2d~-O (mod5). 
(66) 
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Moreover  we have a - -  b § c - -  d = l ~ 0 (mod 5). In  fact ~r = 1 §  2, 
77 ----- rr, and  zrT? ~ p --= 1 (rood ~3) imply that  l ~ 0 (mod 5). Therefore 
put  
x=a+b§  5y=a- -b+c- -d ,  
(1 + 2i)(u + iv) = a q- bi - -  c -- di (67) 
for integers x, y, u, and  v. Then (65) is now written as 
4rr = --  (x § 5 a/-$y § 2 ~v/5 a/ --  ~v/, (u 1--~- § v X/-~)), (68) 
16p- - - -x  z§  125y 2§  2§  ~§  10a/5(xy - -u  ~§ 2§  
Therefore x, y, u, v in (64) will also be given by (67). Since a - -  c = u - -  2v, 
b - -  d ----- 2u § v, the cond i t ion  a - -  c ~ b - -  d ~ 0 (mod 2) is the same 
as u ---- v ~ 0 (rood2).  I t  is easy to check that  u ~ v ~ 0 (mod2)  is 
equivalent  to x --= y = 0 (mod 2). 
Now in order to show the impossibi l i ty of  Class 3 in Section 29 in which 
2 is a quint ic  residue, we take the basic  set {~5, ~-1}. Then we have with 
the notat ions  above that K 1 = /(4 = Kn = l/e, K~ = /s = /s = Ks = E, 
K 5 = 2, so that  the congruence (63) is satisfied by 
77 ~ - -  4(1 - -  5d), 77~ ~= 4(1 - -  5d),  z (mod P). (69) 
It fol lows f rom (68) that 4(~r § 7?) ------ -  2x - -  10V/Sy, 27? ------ - -  x - -  5V/Sy 
(mod P), and  similarly 2~ ~ - -  x § 5~v/3y (rood P). Thus  we have 
x § 5V/5y ~ 8(1 - -  5(/), x - -  5~/5y ~ - -  8(1 - -  5d)(2 § %/3) (mod P), 
and  x ----- - -  8(1 - -  5d)e (mod P). Note that  x ~-- - -  8(1 - -  5d)e (mod ~v/3) 
as seen f rom x ----- 1 (mod 5). So 
v = No(~/~)/o(X § 8(1 - -  5d),) = (x § 4(1 - -  5d)) 2 - -  80(1 - -  5d) 2 
is divisible by  20p, by Lemma 6. Now since y 3& 0, [y  I > /2  we see that  
0<Iv [  <(x+4(1- -5d) )  2~<x ~§  
~<x 2§  2§  2+41uv l )+256 
~<x 2§  2§  2 )§  2§  2§  ~)= 16p, 
which contradicts v ---- 0 (mod 20p). This shows that there is no  pr ime p 
such that  2 is a quint ic residue of  p and  (69) is satisfied. This shows the 
impossibi l i ty o f  Class 3 wi th  2 a quint ic  residue. 
THEOREM 6. A non-trivial difference set with a prime modulus where 
the lO,th power residues are multipliers is equivalent either to the set of  all 
quadratic residues or to the exceptional (31, 6, 1)-set. 
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31. The Case e = 12. The b iquadrat i c  f ield L is the direct  compos i te  of  
Q(i) and Q(~/ -  3). The group  (Jo) has the rank  2. Let  
~r = ~r(xa , X 6) E Q(i), and K = ~r(x4 , X 4) 6 Q(x / -  3). 
Then  7r ~ l (rnod 2(1 - -  i)), r= l (mod3)  by Lemma 4. Define the 
subgroup Ao of  Jo to be generated by  7r and  K, and let % = 0~0/w(~%) for 
0 ~< a ~ 11, where 0~0 m, is the pro ject ion  of  J0 = W • A0 onto W. 
Then */0 = */1 ----- 1, */~*/12-~ = ( - -  1) ~ and  
*/z~ = 2(lO~b(l)(~b(2)*/6) -~-~'  I-[ (a + j for  l [  12 
j=0 
and 0 <~ a < 12/l. The system of  equat ions  above has a parametr i c  
so lut ion 
*/1 = 1, "q2 = f l~ ,  */3 = ~, */~ = 1, */5 = 1,  */6 = - -~2,  
*/7 = - -  1 ,  */s = 1,  */9 = - -  (X3 ,  * /10  = - -  (X2fl 2, */11 = - -  1,  
where ~=*/3 ,  f l=2(4)  with X(27) = - -a2= j : l ,  f l3=_1 .  
By using a new parameter  3 = - -  c~3fl z we have 
*/1 = */~ = r/5 = */s = 1, */7 = */11 = - -  1, (70) 
7]2 = - -  (~2, * /3 = - -  33 ,  */6 = - -  86 ,  */9 = 39 ,  */10 = - -  310 
with X(4) = - -  34, X(27) = - -  86. The congruence (53) reads 
2HoH2 - -  ~H12 ~ 0, 
2Ho/ /~ - -  2~N1H.  + ~H~ ~ ------ 0, 
2Hon6 - -  2~'H1H5 + 2ffn~Ha --  "~n3 ~ =-- O, (71) 
2HoHs - -  2ffHIH7 + 2~H2H6 - -  2~rH3H5 + ~n4 ~ ~ O, 
2//o/- / lO- 2YH1H9 + 2~H2H8-  2~H3H7 + 2~H4He-  "#Hn ~ ~ 0 (mod P) ,  
and e l iminat ion of  z? and  ~ results in 
R1 = HigH, He - -  2HI~H~ -- 2H~n~'B5 + 4HIH~H~H~ - -  H~'H.  2 -=- 0, 
Rz = H12H22Ha + 2H13H4H7 --  4Hl~H2H3H7 --  2H12H2H4He --  H12H~ 3
+ 4H1Hz2HaH6 + 2HIH2H3H~ 2 --  2H2ZH3H5 ~ O, 
Rz = H12H2~Hxo + 2H~3H~Ha --  2H12HzH~H8 + 2HI~H3H~H7 
- -  4HI~H2H3Ha --  2H12H~2H~ + 4H~H~2HaHs --  4H1H2H32H7 
+ 4H~H~H,H,H,  -- H~I-15 ~ ---- 0 (mod P).  
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r  
~r~, - .  '~- - , - .~ , - . - -~r -  
r~ 
r~ 
r~ 
r  
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By making use of  the parameter  3, the above turns out to be 
RI(K , 3) = KlZK2K~ -- K22Ka 2 3 -- 2KI~K, 2 3' 2K1K2~K5 38 
+ 4KIK2KaK4 38 = O, 
R2(K , 3) = KI~K2~K8 + (4K~2K~KaK7 + 2K~K2KsK, 2) 3 -- 2K~2K2K, K6 34 
- -  2K2aK3K5 35 - (2K~3K~K7 + KI2K43) 38 + 4K~K22K3K6 38--0, 
Rs(K, 3) = (K1~K22K1o -- 2K12K2K4Ks + 4KI2K2KsKg) -- 2K~K3K4K7 3 
- (2K~K~K~ + K~K~ 2) 8 4 + 4K~K~K3Ks 85 + 4KIK2K~K7 3 8 
-- 2KIZK, K9 3 ~ + 4K1K~K~K, K6 311 ~ 0 (mod P). 
We have s = 1, 3, 4 or 5 by the requirement (59). There are 56 classes 
of  such basic index sets. Table I I  shows the greatest common divisor of  
the norms of  RI (K  , 3), R2(K, 3) and Ra(K, 3). The actual computat ion was 
carried out on the electronic computer  CDC 3600 of  the University of  
Wisconsin for both e = 10 and e = 12. 
It  is required by Theorem 4' that p has the form 
s=l  s=3 s=4 s----5 
d = 0 p ~ 13 (144) p ~ 37 (4) p =--- 13 (36) p --= 85 (144) 
d = 1 p ~- 133 (144) p =-- 13 (4) p =-- 25 (36) p ~ 81 (144) 
Class 1, p = 13, d = 0 corresponds to the trivial (13, 1, 0)-set. Class 26, 
p = 13, d = 1 and Class 46, p = 13, d = 0 corresponds to the set o f  
biquadrat ic residues and 0, added by a constant. Class 3, p = 13, d ---- 1 ; 
Class 9, p = 13, d= 1; and Class 12, p = 13, d=0 are impos- 
sible since RI(K, 3 )~ 0 (mod P) in these cases. In Class 7 we have 
//1 ~ 0 , / /2  --= 0 (mod P), whereas in Classes 27 and 30 we have/-/1 ----- 0, 
//2 ~ 0 (mod P), so that (71) is not  solvable for these and these classes 
are impossible. For  Class 31 we have //1 ~ H~ ~Ha~0,  //4 ~0 
(rood P), and the same argument applies. Class 10 corresponds to difference 
sets having the group of all the biquadrat ic residues as their mult ipl ier 
group, which were determined in Section 26 above. 
THEOREM 7. A non-trivial difference set Of a prime modulus p -- 1 
(rood 12) which has all the 12-th power residues as multiplier is equivalent 
to the set o f  biquadratic residues, and 0 possibly, described in Section 26. 
Note Added in proof. After the completion of manuscript, he author noticed that 
H. S. Hayashi [Computer Investigation of Difference Sets, Math. Comp. 19 (1965), 
73-78] dealt with the case e = 10 by using the cyclotomic numbers. 
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