Abstract. In this paper by using the ring of real-valued continuous functions C(X), we prove a theorem in profinite spaces which states that for a compact Hausdorff space X, the set of its connected components X/ ∼ endowed with some topology T is a profinite space. Then we apply this result to give an alternative proof to the fact that the category of profinite spaces is a reflective subcategory in the category of compact Hausdorff spaces. Finally, under some circumstances on a space X, we compute the connected components of the space t(X) in terms of the ones of the space X.
Introduction
A profinite space is a compact Hausdorff and totally disconnected topological space. In other words, a space X is profinite if there exists an inverse system of finite discrete spaces for which its inverse limit is homeomorphic to X, consider [4, Section 3.4] . Recall that a profinite group is a topological group whose underlying space is a profinite space.
There are interesting examples of profinite spaces and profinite groups which arise from algebraic geometry, Galois theory and topology. For instance, for any field K its absolute Galois group Gal(K s /K) is a profinite group, or more generally theétale fundamental group π 1 (X, s) of a connected scheme X on a geometric point s : Spec(Ω) → X is a profinite group [8, Theorem 5.4 
.2].
Stone's duality says us that any profinite space X is of the form X = Spec(B) for some Boolean algebra B ([4, Theore 4.
1.16]).
There is also another characterization of profinite spaces due to Craven [5] , where he proves that each profinite space is homeomorphic to the space X(F ) for some formally real field F and X(F ) denotes the set of orderings of the field F endowed with some topology.
In partial of this paper, we give an alternative proof to the fact that the category of profinite spaces is a reflective subcategory in category of compact Hausdorff spaces. We prove this by using spectra of the Boolean algebras and rings of real-valued continuous functions C(X). Thanks to the Stone-Čech compactification functor, one can prove that the category of compact Hausdorff spaces is a reflective subcategory in the category of Tychonoff spaces. Moreover, the category of Tychonoff spaces itself is reflective in the category of topological spaces. Section 2, contains some preliminaries which will be required in Section 3. In Section 3, we will use spectra of the Boolean algebras to compute the connected components of the spectra of a commutative ring in terms of the its max-regular ideals (Theorem 3.5). As an application of this result and also by using some properties of the rings of real-valued continuous functions C(X), we give an alternative proof to a theorem in profinite spaces which states that for a compact Hausdorff space X, the set of its connected components X/ ∼ endowed with some topology T is a profinite space (Theorem 3.8). This theorem leads us to construct a covariant functor from the category of compact Hausdorff spaces K to the category of profinite spaces P, then we will use this categorical construction to show that the category P is a reflective subcategory in the category K (Theorem 3.13). Finally, under some circumstances on a space X, we compute the connected components of t(X) in terms of the connected components of X(Theorem 3.18). Consider Section 5.7 of the book [4] to see another proof of the theorems 3.8 and 3.13. In that book, These theorems are proven by means of the nearness relation.
Preliminaries
In this Section, for convenience of the reader and for the sake of completeness we collect some preliminaries which will be required in the next section. For more details on the spectra of the Boolean algebras we reference the reader to the book [4, Sections 4.1 and 4.2]. Definition 2.1. A topological space X is said to be a profinite space if it is compact Hausdorff and totally disconnected. Totally disconnectedness means that there is no connected subset in X other than its points. Definition 2.2. A Boolean algebra is a structure (B, ∨, ∧, c, 0, 1) with two binary operations ∨, ∧ : B × B → B, a unary operation c : B → B and two distinguished elements 0 and 1 in B, such that for all x, y and z in B, (i) the binary operations ∨ and ∧ are commutative and associative,
For the sake of simplicity, the Boolean algebra (B, ∨, ∧, c, 0, 1) is only denoted by B. The relation x ≤ y ⇐⇒ x ∧ y = x ⇐⇒ x ∨ y = y puts a partial ordering on B.
A morphism between the Boolean algebras is a map ϕ : B → B ′ which preserves the binary and unary operations.
The filter F is called proper if 0 / ∈ F . Each maximal element of the poset of proper filters ordered by inclusion is called an ultrafilter. All rings that we consider in this paper are commutative with the identity. Lemma 2.6. For a ring R, then the set of its idempotents I(R) with the operations e ∨ e ′ = e + e ′ − ee ′ , e ∧ e ′ = ee ′ and e c = 1 − e constitute a Boolean algebra. Remark 2.7. We denote by Sp(R) the spectrum of the Boolean algebra I(R) which is a profinite space according to the lemma 2.5.
Definition 2.8. In a ring R, an ideal I of R is called a regular ideal if it is generated by a set of idempotents of R. If moreover I = R, then we call it a proper regular ideal.
Lemma 2.9. For any ideal I of R, then I is a regular ideal if and only if for any a ∈ I there exists an idempotent e ∈ I such that a = ea. Remark 2.12. In the above lemma, the explicit description of the map ϕ is as follows. Each element F ∈ Sp(R) is an ultarfilter of the Boolean algebra I(R), define ϕ(F ) = M where M = e ∈ I(R) | 1 − e ∈ F . In particular, as a consequence of the above lemma, the subsets O e = {M ∈ mr(R) | e / ∈ M} where e ∈ R is an idempotent, constitute a basis for the topology of mr(R). Definition 2.13. For any ring R, set Spec(R) = {p ⊂ R | p is a prime ideal of R}. Then the subsets O I = {p ∈ Spec(R) | I p} where I is an ideal of R, constitute a topology for Spec(R). This topology is called the Zariski topology. We denote by V (I) the complement of O I . Also, the subsets D(f ) = {p ∈ Spec(R) | f / ∈ p} where f ∈ R, as open subsets constitute a basis for the topology.
For given topological space X, denote by Clop(X) the set of all subsets of X which are both open and closed in X. Each element of Clop(X) is called a clopen of X.
Throughout this paper, for any topological space X, we denote by X/ ∼ the set of all its connected components. In the next section, the set X/ ∼ will be equipped with some topology T which is coarser than the quotient topology and so the canonical projection π : X → (X/ ∼ , T ) will remain continuous for this new topology. Recall that for each x ∈ X, π(x) is defined to be the connected component of X which contains x.
For any two covariant functors
In the similar way, the covariant functor i.e., F ⊣ i. In this situation, the functor F is called a reflector.
Main Results
Although the following result is probably known, we have provided a proof for the sake of completeness.
Proposition 3.1. For any ring R, consider the space X = Spec(R) with the Zariski topology. Then there exists a one-one correspondence between I(R) and Clop(X).
Proof. Define the map η : I(R) → Clop(X) by η(e) = D(e) for any e ∈ I(R). Since D(e) = V (1 − e), hence D(e) is a clopen and so η is well-defined. We shall show that it is bijective. For the injectivity, let that η(e) = η(e ′ ) for some e, e ′ ∈ I(R), then V (1 − e) = V (1 − e ′ ). Hence, 1 − e = 1 − e ′ , so 1 − e = (1 − e) n ∈ 1 − e ′ for some n ≥ 1. Thus 1 − e = r ′ (1 − e ′ ) for some r ′ ∈ R, if we multiply this equation to e ′ we get e ′ = ee ′ . By the similar way we also get e = ee ′ thus e = e ′ . Now we show that η is surjective. Let that U be a clopen of X. Since U is closed it is quasi-compact and similarly its complement. Write
D(f i ) as a finite union of standard opens. Similarly, write
For a ring R, the elements 0 and 1 are called the trivial idempotents. Proof. This is a direct consequence of the above proposition. Proof. If the set of idempotents of R/M is trivial then it is easy to see that M is a max-regular ideal of R. Conversely, suppose that M be a max-regular ideal of R. Let x = x+M be an arbitrary idempotent of R/M where x ∈ R, this implies that x − x 2 ∈ M. By the lemma 2.9, there exists an idempotent e ∈ M so that (x − x 2 ) = e(x − x 2 ) thus we get (1 − e)(x − x 2 ) = 0. This implies that (1 − e)x is an idempotent of R. Write x = (1 − e)x + ex which belongs to the regular ideal M + (1 − e)x . Also
We have M + x = R or M + x = R.
if M + x = R, then write 1 = rx + r 1 e 1 + ... + r n e n where r, r i ∈ R and e i ∈ M, if we multiply this equation to 1 − x then we get 1 − x = r(x − x 2 ) + (r 1 e 1 + ... + r n e n )(1 − x) which belongs to M and so x = 1, which is a trivial idempotent.
If M + x = R, then since M is a max-regular ideal and M + (1−e)x is a regular ideal so from the (1) we get M = M + (1 − e)x but since x ∈ M + (1 − e)x = M so x = 0, therefore in this case also x is a trivial idempotent. Therefore the idempotents of R/M are only trivial. Proof. By the proposition 3.3, the idempotents of R/M are trivial and so by the corollary 3.2, the space Spec(R/M) is connected. In other hand, V (M) is naturally homeomorphic to the Spec(R/M), so it is also connected. Proof. In order to prove the assertion, first we define a map f : X → mr(R) by f (p) = e | e ∈ p ∩ I(R) . It is easy to check that for any prime p, f (p) is a max-regular ideal of R and so the map is well defined. Also f is continuous, because for any basis open O e of mr(R) where e ∈ I(R), we have f
Now let that C is a connected component of X then f (C) is connected subset of Sp(R), because f is continuous. But by the lemma 2.11, mr(R) is a profinite space and so f (C) = {M} for a max-regular ideal M of R. But we have C ⊆ f −1 ({M}) = V (M). Also by the corollary 3.4, V (M) is a connected subset of X so the inclusion C ⊆ V (M) implies the equality, because C is a connected component.
Conversely, assume that M be a max-regular ideal of R. Again by the corollary 3.4, V (M) is a connected subset of X, thus it is contained in a connected component C of X. By the above paragraph, C = V (N) for some max-regular ideal N of R.
But for each element e of a set of idempotent generators of N, we have e = e n ∈ M for some n ≥ 1. Hence, N ⊆ M.
Since N is a max-regular ideal, so N = M.
Corollary 3.6. For a ring R, set X = Spec(R) with the Zariski topology. Then there exists a topology T on X/ ∼ which is coarser than the quotient topology and the space (X/ ∼ , T ) is profinite.
Proof. In the light of the theorem 3.5, we have X/ ∼ = {V (M) | M ∈ mr(R)}. Hence the map Φ : X/ ∼ → mr(R) given by V (M) M is well-defined and bijective. Furthermore, by the remark 2.12, there exists a basis for mr(R) in which any element of this basis is of the form O e = {M ∈ mr(R) | e / ∈ M} where e ∈ I(R). So the map Φ induces a topology T on X/ ∼ with the basis {Φ −1 (O e ) | e ∈ I(R)}. Therefore with this topology, Φ is a homeomorphism. Also the topology T is coarser than the quotient topology, because π −1 (Φ −1 (O e )) = D(e) where π : X → X/ ∼ is the canonical projection. By the lemma 2.11, the space mr(R) is profinite, hence the space (X/ ∼ , T ) is also profinite.
For given ring R, denote by M(R) the set of all maximal ideals of R and consider it as a topological subspace of Spec(R).
Theorem 3.7. Let X be a topological space and set R = C(X) the ring of real-valued continuous functions on X. Then there exists a topology T on the set M(R)/ ∼ which is coarser than the quotient topology and the space (M(R)/ ∼ , T ) is profinite.
Proof. First we show that the map Ψ : Spec(R)/
is well-defined and bijective.
To achieve the purpose we act as follows, according to [6, Theorem 2.11 ], every prime ideal p of R is contained in a unique maximal ideal m p . Hence, we obtain a map ψ : Spec(R) → M(R) given by ψ(p) = m p . This map is continuous according to [ 
Therefore, the map Ψ : Spec(R)/ ∼ → M(R)/ ∼ is well-defined (note that the map Ψ is in fact induced by ψ). Surjectivity of Ψ is clear from the preceding argument. For its injectivity, suppose that V (M) ∩ M(R) = V (N) ∩ M(R) for some max-regular ideals M and N of R. If M = N then we can choose an idempotent e ∈ M \ N. Let m be a maximal ideal of R containing M, then m also contains N and so the regular ideal N + e is contained in m, but since N is a max-regular ideal we get N = N + e which is a contradiction.
Finally, by using the corollary 3.6, the bijective map Ψ : Spec(R)/ ∼ → M(R)/ ∼ induces a topology {Ψ(V ) | V ∈ T } ( we denote it also by T ) on M(R)/ ∼ , and with this topology the map Ψ becomes a homeomorphism and so the space (M(R)/ ∼ , T ) is profinite.
Theorem 3.8. If X is a compact Hausdorff space, then the set X/ ∼ endowed with some topology T is a profinite space.
Proof. For a compact Hausdorff space X, according to [6, 4.9 .(a)], the map µ : X → M(R) given by µ(x) = m x = {f ∈ R | f (x) = 0} is a homeomorphism where R = C(X). Finally, the result implies from the preceding theorem.
Remark 3.9. Let g : X → Y be a continuous map where X is compact Hausdorff and Y is Hausdorff. Then g is a closed map, because each closed subset F of X is compact and so g(F ) is a compact subset in Y , but Hausdorffness of Y implies that g(F ) is closed.
Remark 3.10. For given topological space X, set R = C(X) the ring of real-valued continuous functions. Then one can easily check that the set of idempotents I(R) of R is exactly equal to the set {χ U : U ∈ Clop(X)} where χ U is the characteristic function of U. In the sequel we need to this characterization of the idempotents. Also this characterization of idempotents implies that X is connected if and only if the space Spec(R) is connected.
The above theorem 3.8, leads us to a covariant functor F : K → P from the category of compact Hausdorff spaces K to the category of profinite spaces P and this categorical construction implies that the category of profinite spaces is a reflective subcategory of the category of compact Hausdorff spaces and the reflector is the foregoing functor. Hence in what follows, we plan to describe this functor explicitly and then show that this functor actually is a reflector.
Remark 3.11. For any compact Hausdorff space X, set R = C(X) the ring of real-valued continuous functions on X, also set m x = {f ∈ R | f (x) = 0} the maximal ideal of R corresponding to each x ∈ X. Then by the theorem 3.8, each connected component of X is of the form
∈ M} where χ U is the characteristic function of U ∈ Clop(X), as open subsets constitute a basis for the topology T as given in the theorem 3.8.
Finally, define the functor F : K → P, for each compact Hausdorff space X, by F (X) = (X/ ∼ , T ). Moreover, for any continuous function f : X → Y between the compact Hausdorff spaces, then
where the vertical arrows are the canonical projections. The following lemma guarantees that F actually is a functor.
Lemma 3.12. With the notation and assumptions as in the previous remark, then the map F f is continuous.
Proof. For continuity of F f it is enough to show that (
For the inverse inclusion, suppose that
Theorem 3.13. The category of profinite spaces is a reflective subcategory in the category of compact Hausdorff spaces.
Proof. We prove that the functor F : K → P as defined in the remark 3.11, is a left adjoint to the inclusion functor i : P → K . For this purpose, we show that there exists a natural isomorphism µ between the left and right hom-set adjunctions of F and i respectively, µ : Hom(F (−), −) ⇒ Hom(−, i(−)) .
For each object (X, P ) ∈ K op × P we define the natural transformation µ X,P : Hom((X/ ∼ , T ), P ) → Hom(X, P ) by µ X,P (g) = g • π X where g ∈ Hom((X/ ∼ , T ), P ) and π X : X → X/ ∼ is the canonical projection. The map µ X,P is injective because π X is surjective.
For the surjectivity of µ X,P , suppose that f ∈ Hom(X, P ). Put g = π −1 P • F f : (X/ ∼ , T ) → P (note that if P is already profinite then the natural projection π P : P → (P/ ∼ , T ′ ) by the remark 3.9, is a homeomorphism). Finally, commutativity of the following diagram
On the connected components of t(X). Denote by Top the category of topological spaces with continuous maps as morphisms. In what follows, we recall the definition of the classical covariant functor t : Top → Top and then state some of its basic properties.
Definition 3.14. The functor t : Top → Top is defined for a topological space X, by t(X) = {Z ⊆ X | Z is a closed and irreducible subset of X}. The subsets t(Y ) where Y is a closed subset of X, as closed subsets constitute a topology for t(X). Moreover, for any continuous map f : X → X ′ , then the map tf : t(X) → t(X ′ ) is defined for each Z ∈ t(X) by (tf )(Z) = f (Z) which is a continuous map.
We will need the following easy lemma.
Lemma 3.15. Let X be any topological space and let C be a connected component of it, then t(C) is a connected subset of t(X).
Proof. Suppose that t(C) = (U ∩ t(C)) ∪ (V ∩ t(C)) be a disjoint separation for t(C) where U and V are open subsets of t(X). Set U = t(X) \ t(E) and V = t(X) \ t(F ) where E and F are closed subsets of X. Also Set U = X \E and V = X \F , then C = (U ∩C)∪(V ∩C) is a disjoint separation by the open subsets of C. But by the connectedness of C we get C = U ∩ C or C = V ∩ C. Thus we get t(C) = U ∩ t(C) or t(C) = V ∩ t(C).
Remark 3.16. Note that in the above lemma the assertion is also true for any connected subset of X. More precisely, for any connected subset C of X then the set {Z ∈ t(X) | Z ⊆ C} is a connected subset of t(X). The proof is similar to the proof of the above lemma.
Remark 3.17. Structure of the connected components of t(X) in the general case is as follows. Each topological space X can be written as a disjoint union of the its connected components, i.e., X = i∈I C i where each C i is a connected component of X. From this fact we easily get t(X) = i∈I t(C i ). Hence, each connected component C of t(X), is of the form C = j∈J t(C j ) for some J ⊆ I, because by the lemma 3.15, each of the t(C i ) is connected. Now if J is a finite set then it is just a single point subset. Namely, C = t(C j ) where J = {j}, because in the finite case each of the t(C j ) is a disjoint open subset of C . However, in the general case the set J is not necessarily finite. The following theorem says us that the set J is finite whenever the space X/ ∼ is totally disconnected with some topology T . Theorem 3.18. Let X be a topological space so that (X/ ∼ , T ) is totally disconnected with some topology T which is coarser than the quotient topology. Then C ⊆ t(X) is a connected component of t(X) if and only if C is of the form t(C) where C is a connected component of X.
Proof. First we should note that any closed and irreducible subset Z of X is also a connected subset of X. We denote by Γ(Z) the connected component of X which contains Z. So this defines a map Γ : t(X) → (X/ ∼ , T ). The map Γ is continuous. In order to prove this, for any closed subset E of X/ ∼ , we will show that Γ −1 (E ) = t(E) where E = π −1 (E ) and π : X → X/ ∼ is the canonical projection.
First let that Z ∈ t(E), since Z is a nonempty connected subset thus Z ⊆ π(z 0 ) = Γ(Z) for some point z 0 ∈ Z, but π(z 0 ) ∈ E because Z ⊆ E therefore Γ(Z) ∈ E this shows that t(E) ⊆ Γ −1 (E ). For the inverse inclusion, suppose that Z ∈ Γ −1 (E ) then Γ(Z) ∈ E , but Z is connected, so for any point z ∈ Z we have π(z) = Γ(Z) ∈ E this shows that z ∈ E = π −1 (E ) thus Z ⊆ E this means that Z ∈ t(E).
Now for proving the assertion, let that C be any connected component of t(X). Since the map Γ is continuous and the space (X/ ∼ , T ) is totally disconnected, then we have Γ(C ) = {C} for some single point subset {C} of X/ ∼ where C is a connected component of X. But C ⊆ t(C), because for any point Z ∈ C we have Γ(Z) = C, thus this means that Z ∈ t(C). But by the lemma 3.15, t(C) is a connected subset of t(X), also C is a connected component of t(X), thus we get C = t(C). Conversely, assume that C is a connected component of X. By the lemma 3.15, t(C) is a connected subset of t(X), thus t(C) is contained in some connected component C of t(X). But we have {C} = Γ(t(C)) ⊆ Γ(C ) = {C ′ } for some C ′ ∈ X/ ∼ . Thus we get C = C ′ and t(C) = C , so t(C) is a connected component. Definition 3.19. Let X be a topological space. If any closed and irreducible subset Z of X have a unique generic point ζ ( i.e., there exists only a unique point ζ ∈ Z with the property Z = {ζ} ) then X is called a sober space.
For a ring R, the set X = Spec(R) with the Zariski topology is a sober space. Because, any closed and irreducible subset of X is of the form V (p) = {p}. As another example, totally disconnected spaces are sober, because a closed and irreducible subset of any topological space is connected. The following proposition will provide more examples.
Proposition 3.20. For any topological space X then we have, (i) There exists a natural transformation of functors α : id ⇒ t where id : Top → Top is the identity functor and for the functor t see the definition 3.14. (ii) The rule E t(E) is a bijective between the closed subsets of X and the closed subsets of t(X).
(iii) The space t(X) is sober.
Proof.
(i) For each object X ∈ Top, define the continuous map α X : X → t(X) given by x {x}. For a continuous map f : X → X ′ we have {f (x)} = f ({x}), which implies that the following diagram is commutative. and so α : id ⇒ t is a natural transformation of functors.
(ii) Injectivity of the map is easy and its surjectivity implies from the definition 3.14.
(iii) Any closed and irreducible subset of t(X) is of the form t(Z) where Z is a closed and irreducible subset of X. Also t(Z) = {Z} where the closer is taken in t(X). Now if there exists another one Z ′ ∈ t(Z) for which t(Z) = {Z ′ } then t(Z) = t(Z ′ ). But by the part (ii) above, one has Z = Z ′ .
