C ontroller performance usually refers to how well a controller and the process it controls work together in a single loop. This topic is of importance to companies wishing to gain a competitive edge. This might be surprising in the light of the fact that controllers can normally provide healthful performance at a limited operating range; 80% of loops have performance problems and feedback controllers perform far less than optimally 1 . Although use of advanced model control is now widespread, Proportional-Integral-Derivative (PID) controllers are by far dominant feedback control algorithms. It's fair to say that with the amount of research effort put into control theories in the past decades, such as techniques about designing and commissioning, controllers are matured enough to handle these simple linear controllers. Therefore, what is lacking is the monitoring and maintenance of the controller after commissioning in order to keep the controller in an optimal state.
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There are outstanding benefits for monitoring and maintaining controller performance over the Internet: G Operators or managers can remotely monitor and adjust the plants and controllers in order to adapt to the quick change of markets; G Skilled plant managers situated in geographically diverse locations can collaborate to perform control tasks; G The software providers can remotely maintain and update their geographically distributed software products.
Mobile agents are computer programs, consisting of both code and data that are able to migrate autonomously from node to node to perform computations on behalf of the user 2 . Mobile agents are beginning to be implemented into the remote monitoring and maintenance operations and have resulted in small-scale demonstrations and applications 3,4,5 . Yu et al 3 established a Problem-Oriented Multi-Agent-Based E-Service System to provide rapidly responsive services for industrial processes. Jezic et al 4 proposed a Remote Maintenance Shell (RMS) for software management in large distributed environments, which is based on the remote operations performed by cooperative mobile agents. Lovrek et al 5 developed an agent based software maintenance application. It allows software installation, modification and verification on the remote target system without suspending its regular operation. This paper investigates the integration of the mobile agent technology and the monitoring and maintenance of controller performance. A multi-agent based monitoring and maintenance system is proposed, which allows distrib-uted access, parallel computing, remotely monitoring and maintaining the performance of geographically distributed controllers. An industrial catalytic reactor simulator with a PID controller is used as a case study to illustrate the proposed mobile agent application.
The rest of this paper is organised as follows. A brief introduction to the methodology of monitoring and maintaining controller performance is given first and immediately followed by the description of the mobile agent based system. A case study is given to illustrate the proposed scheme. The final section gives the conclusions.
Monitoring and maintenance of controller performance

Controller performance monitoring
Two measures are implemented to assess controller performance: 1. Integral of absolute error (IAE): over time the integral of absolute deviation between the set-point and the measurement. It can be employed to assess the control performance during set-point change. For the process with disturbances, this value increases monotonically with time.
where e k is the difference between the samples of the setpoint and the output at the instant k. 2. Control performance index: the control performance index is a comparison of the cost functions between the actual control process and LQG benchmark control process.
where J LQG is the cost function of the Linear Quadratic Gaussian (LQG) controller and J act is the cost function of the actual controller.
The LQG controller is an unconstrained controller and provides the best achievable nominal performance amongst the class of all stabilising controllers. The achieved function cost by actual controller should be greater than the LQG's function cost and the index is therefore 0≤η≤1. The index has a value of 1 at the perfect performance and 0 at the worst.
Controller performance maintenance
Controller performance maintenance is to maintain the performance in an acceptable range in the case of controller failure. A compensator is designed via the model reference technique to make dynamics of the post-fault control loop follow that of a given reference model. The compensator is installed in the faulty control loop and serially links with the faulty controller 6 . The design detail of the compensator can be found from the available work 7, 8 .
System structure and agent roles
Benefits of the mobile agent-based solution
A general advice on when to consider the mobile agent technology is for this to be requirement-driven rather than technology-driven. Compared to traditional methods, mobile agent technology provides a systemic solution for building a remote controller performance monitoring and maintenance system and brings various benefits in design and application of the system, including: G Reducing network usage. Mobile agents can be dispatched from a client computer and transported to a remote server for execution. As a result, the heavy process variables can be stored in the local process site; the mobile agents move to the process site to operate their tasks and only return the analysis results. Thus, the information transmitted over the network is minimised, especially when using a low-bandwidth access network. G Working locally. The compensator needs to meet the real-time requirement to maintain the degraded performance. With the support of the mobile agent technology, the compensator can be moved into the local process site and work locally in the faulty control loop to restore the degraded performance avoiding the influence of the Internet time irregular delay. G Autonomy and robustness. Once a user has created an agent, mobile agents execute asynchronously and autonomously, without intervention from the user. Also, mobile agents provide a reliable transport between a client and a server without necessitating a reliable constant underlying communications medium.
System architecture
The system structure is shown in Figure 1 , which consists of two main components: an agent host, and a maintenance centre. The agent host comprises an agent platform, a data warehouse and a Remote Method Invocation (RMI) mobile agent server. The mobile agent server provides back-end communications services for mobile agents.
The agent platform establishes a working environment for mobile agents to freely move in and out, and perform their tasks. In details, the host provides two main services to agents. Firstly, the host manages visiting agents. Any visiting agent travelling to the host is allocated a thread by the host. The thread start indicates that the host accepts the agent travelling request and the agent can begin to tour the host. A mobile agent could die naturally as a result of finishing the journey or be killed by the host terminating the thread. On the other hand, the host is connected with a control process to real-time collect data from the process and store in the data warehouse. The host provides the data access service to the visiting agents. The agents can query, read and catch data from the warehouse by performing localised mining operations.
In the maintenance centre, agents are designed to provide monitoring and maintenance services, which can be categorised into three main types according to their functions: User agent: The user agent is responsible for holding a user request, carrying it to the host, interacting with the host and returning back to the user site with the results of analysis. The user agent is a delegate of the human user, coordinating with others in cyberspace. In this work, an IAE agent, a performance assessment agent and a compensator agent are designed as user agents. The functions and tasks of these agents are defined as follows: G IAE agent: measuring integrated absolute error of the control process. G Performance index agent: calculating the comparison of the LQG variances and the actual controller ones. G Compensator agent: computing compensator model to restore the degraded control performance value of the process output.
Display agent: the agent enables the visualisation of the results of the user agent.
Data process agent: the agent travels to the host and queries, reads and mines data within the data warehouse and then returns the caught data to the user agent.
The interaction among the three categories of agents is shown in Figure 2 . The user agents and the data process agent are movable. The display agent is static, which cannot move and only works in the remote site to show the analysis result of the user agents. The user agents are subclasses of the data process agent. The user agents move to the host and access the collected data by calling the data process agent's methods, and then perform their defined tasks. There are two main functions in the data process agent: host travelling and data mining: 1. Host travelling: it involves three steps: (1) looking up all the currently available mobile agent hosts; (2) selecting a host from the list; (3) moving to a new host by calling the acceptAgent () method. If the call on the selected host fails, it repeatedly submits the moving request until the request is accepted. 2. Data mining: all the data are collected and stored in the data warehouse. To catch the interesting data, it queries and retrieves the data from the data warehouse.
Publishing host services
RMI defines a remote object repository known as the RMI registry. A RMI registry contains a transient database that maps names to remote objects. In this work, all host services are registered in the RMI Registry. When the registry starts up, the registry database is empty. The names stored in the registry are pure and are not parsed. Each registered host service in the RMI Registry is allocated with a unique reference. To be publicly accessed by local and remote access, these registered services are extended to Java.rmi.Remote interface, which make these services network broadcast. The agent host implements the Remote interface and extends to Java UnicastRemoteObject class in the Java.rmi.server package, which makes these services be automatically exported for remote access.
In the context of this mobile agent framework, the agent host provides services and acts as a server; the mobile agent acts as a client. When a client invokes a method on a remote service, it first looks up the registered remote service within the Registry. If the remote service exists, the Registry will return a reference of the remote service; the mobile agent server will locate the required service according to the reference and then returns the service via the RMI communication infrastructure to the client side. Once catching these required services, mobile agents will freely travel around the network to perform their tasks.
Agent co-operation and management
The multithread technology is implemented in this system to manage the agent's behaviour. Each agent is allocated a Java thread; the running agents are managed by a Java thread scheduler and set with various priorities. Those with higher priorities are executed before lower priority threads. In this work, the data process agent is set with the highest priority due to its two-fold roles in the agent system: host travelling and data mining. The performance index agent is set with a high priority; the up-to-date performance index value is used to decide the compensator component's state. If the performance index is greater than 0.5, which indicates the control performance is satisfactory, the compensator agent is set with being inactive. Once the performance index is less than 0.5, the compensator agent is activated and dispatched to the local control process to recover the degraded control performance. The Java scheduler will set a higher priority for the compensator. The display agent's priority is up to the location of the compensator. The compensator needs to be on-line be designed and repeatedly tested before it is approved and dispatched into the process site. The whole procedure takes place in the remote maintenance centre and involves heavy computations which consume a lot of computing resources. Therefore, in the period of compensator design and test, the display agent will be set with a low priority, and a higher priority is given when the compensator is installed into the process site.
Different threads are assigned with different priorities to perform their tasks and the whole tasks are run independently and concurrently. The total elapsed time until a set of tasks is accomplished can be the maximum of the individual task times rather than their sum, which can result in significant performance improvements.
Agent mobility
There are two kinds of migrations for mobile agents in this work: light migration and heavy migration. The light migration transfers only parts of agent's code and data. Heavy migration means the transfer of whole agent's code. The weak and strong migrations of the mobile agent are achieved through Java RMI.
For a remote procedure call in the RMI-based mobile agent platform, there are two objects, one local proxy stub object and one remote real object. The stub proxy object lives in the host. The real object runs in the agent. To transfer an agent object, the host invokes a method on the stub proxy; arguments are serialised and communicated to the remote agent; the agent's object is then transmitted back to the stub via the communication infrastructure of RMI. The light migration moves pieces of agent source and leaves some processing on the agent side. The proxy stub needs to invoke methods on the agent in order to transfer resource pieces to the host.
Heavy mobility, in contrast, moves the entire agent class to the host and does not need to communicate with the agent at all. The strong mobility can be realised via a RMI ClassLoader, which supports remote class loading. When the agent submits the strong mobility request, the ClassLoader is called by the host, and an invocation is passed to the stub to transfer the whole agent class to the host. Figure 5 shows the architecture of a multi-agent remote monitoring and maintenance system. It consists of a data warehouse, an agent platform, a mobile agent server, a local process simulator and a remote maintenance station. The local reactor process simulator 9 consists of a heat exchanger E201, a catalytic reactor R201, and four-hand valves for nitrogen inlet, liquid outlet, gas outlet and emergency liquid outlet. The inlet temperature of the reactor is controlled by the hot stream flow rate of the heat exchanger E201, which is a PID controller. The controller panel allows adjusting the flow rate and the desired top temperature of the catalytic reactor R201. The PID controller panel has two running models: manual and automatic. The parameters of the PID controller can be tuned in the manual mode. The communication infrastructure is the Loughborough University campus network with a 100 Mb/sec Ethernet backbone. The reactor simulator is running in a computer with 2800 MHz system, and the client application is working in a computer with 1200 MHz. The local control system and the remote maintenance system are physically located in the same laboratory. Figure 6 shows the interface of the mobile agent system. The user interface of the remote maintenance system provides a platform for the remote engineer to monitor, tune and maintain the PID controller.
Case study
System description
Implementation and results
The monitoring and maintenance system provides the remote display and maintenance services for the local control process. Implementing the proposed multi-agent based system, the user agents are initialised and travel to the agent host which is connected with the simulator and in real-time collects the data from the control process; the sampled data are stored in the data warehouse of the agent host. After authenticating the agent ID and security check, the host allocates each agent a thread; all the active agents are executed in parallel in the host. The data process agent is automatically initialised when the user agents travel to the host. The data process agent interacts with the agent host and data warehouse to query and read data. With the support of the data process agent, the user agents can mine the required data from the data warehouse in the host, perform their defined tasks, and return the analysis results to the display agent, which shows the results at the maintenance station.
The process output, inlet temperature is shown in Figure 7 . The IAE results measured by the IAE agent are sent back to the monitoring station. The display agent enables the visualisation of the results as shown in Figure 8 . IAE is a useful method to assess the control performance during set-point change. Large errors will make IAE value bigger. The performance index agent measures the control process performance; the result is shown in Figure 9 . It varies around 0.85 and indicates the performance is healthy.
In the instant 300, a fault is implemented in this simulation, which is a constant gain attached in the outlet of the PID controller software. The fault results in the process output significantly deviating from the set-point as shown in Figure 7 . The IAE agent monitors the performance reactor process, the IAE value increases to 30 from 3, shown in Figure 8 , and the performance index is deteriorated to 0.45 from 0.85, shown in Figure 9 . Both values give a clear picture about the degraded performance of the PID controller when the fault has taken place.
To restore the degraded performance, a compensator agent is designed and the compensator model is calculated as . The compensator agent is dispatched into the local process site to work locally with faulty PID controller. In our case study the compensator is put in action at the instant 600 second. Figures 7, 8 and 9 show that the inlet temperature is back to the desired set-point, the IAE value is down to 3.5, the performance index back to the normal value 0.75 immediately after the compensator in place. 
Conclusions
There are noteworthy benefits of implementing the mobile agent technology to remotely monitor and maintain the controller software over the Internet. In this paper, we present a mobile agent based system for remote monitoring and maintenance controller performance, which allows distributed access, parallel computing, and remote monitoring and maintaining the controller performance. Various functional mobile agents are deployed and allocated along the network to fulfil their defined goals. A reactor process simulator with a PID control is chosen to illustrate the proposed scheme. Simulation results demonstrate its validity and effectiveness of the proposed scheme. 
