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Abstract
Let F denote a field and let V denote a vector space over F with finite positive dimension. We consider
a pair of linear transformations A : V → V and A∗ : V → V that satisfies the following conditions: (i)
each of A,A∗ is diagonalizable; (ii) there exists an ordering {Vi}di=0 of the eigenspaces of A such that
A∗Vi ⊆ Vi−1 + Vi + Vi+1 for 0  i  d , where V−1 = 0 and Vd+1 = 0; (iii) there exists an ordering
{V ∗
i
}δ
i=0 of the eigenspaces of A∗ such that AV ∗i ⊆ V ∗i−1 + V ∗i + V ∗i+1 for 0  i  δ, where V ∗−1 = 0
and V ∗
δ+1 = 0; (iv) there is no subspace W of V such that AW ⊆ W , A∗W ⊆ W , W /= 0,W /= V . We
call such a pair a tridiagonal pair on V. It is known that d = δ and that for 0  i  d the dimensions of
Vi, Vd−i , V ∗i , V ∗d−i coincide; we denote this common value by ρi . The sequence {ρi}di=0 is called the shape
of the pair. In this paper we assume the shape is (1, 2, 1) and obtain the following results. We describe six
bases for V; one diagonalizes A, another diagonalizes A∗, and the other four underlie the split decompositions
for A,A∗. We give the action of A and A∗ on each basis. For each ordered pair of bases among the six,
we give the transition matrix. At the end we classify the tridiagonal pairs of shape (1, 2, 1) in terms of a
sequence of scalars called the parameter array.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper F will denote a field and V will be a vector space over F with finite
positive dimension.
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By a linear transformation on V we mean an F-linear map from V to V . Let A denote a linear
transformation on V . By an eigenspace of A we mean a nonzero subspace of V of the form
{v ∈ V |Av = θv}, (1)
where θ ∈ F. We say A is diagonalizable on V whenever V is spanned by the eigenspaces of A.
Definition 1.1 ([1, Definition 1.1]). By a tridiagonal pair (or TD pair) on V , we mean an ordered
pair (A,A∗), where A and A∗ are linear transformations on V that satisfy the following four
conditions.
(i) A and A∗ are both diagonalizable on V .
(ii) There exists an ordering {Vi}di=0 of the eigenspaces of A such that
A∗Vi ⊆ Vi−1 + Vi + Vi+1 (0  i  d), (2)
where V−1 = 0, Vd+1 = 0.
(iii) There exists an ordering {V ∗i }δi=0 of the eigenspaces of A∗ such that
AV ∗i ⊆ V ∗i−1 + V ∗i + V ∗i+1 (0  i  δ), (3)
where V ∗−1 = 0, V ∗δ+1 = 0.
(iv) There is no subspace W of V such that AW ⊆ W , A∗W ⊆ W , W /= 0, W /= V .
Note 1.2. According to common notational convention A∗ denotes the conjugate-transpose of A.
We emphasize that we are not using this convention. In a TD pair (A,A∗) the linear transformations
A and A∗ are arbitrary subject to (i)–(iv) above.
2. TD systems
When working with a TD pair, it is often convenient to consider a closely related but somewhat
more abstract object called a TD system. To define it, we recall a few concepts from linear algebra.
Let End(V ) denote the F-algebra consisting of all linear transformations on V and let A denote
a diagonalizable element in End(V ). Let {θi}di=0 denote an ordering of the eigenvalues of A, and
put
Ei =
∏
0jd
j /=i
A − θj I
θi − θj (4)
for 0  i  d. By elementary linear algebra,
AEi = EiA = θiEi (0  i  d), (5)
EiEj = δijEi (0  i, j  d), (6)
d∑
i=0
Ei = I. (7)
From this, one finds {Ei}di=0 is a basis for the subalgebra of End(V ) generated by A. We refer
to Ei as the primitive idempotent of A associated with θi . It is helpful to think of these primitive
idempotents as follows. From (6), (7) one readily finds
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V = E0V + E1V + · · · + EdV (direct sum).
For 0  i  d, EiV is the eigenspace of A in V associated with the eigenvalue θi and Ei acts on
V as the projection onto this eigenspace.
Definition 2.1 ([1, Definition 2.1]). By a tridiagonal system (or TD system) on V , we mean a
sequence
 := (A; {Ei}di=0;A∗; {E∗i }δi=0) (8)
that satisfies (i)–(vi) below.
(i) A and A∗ are both diagonalizable linear transformations on V .
(ii) {Ei}di=0 is an ordering of the primitive idempotents of A.
(iii) {E∗i }δi=0 is an ordering of the primitive idempotents of A∗.
(iv) EiA∗Ej = 0 if | i − j | > 1 (0  i, j  d).
(v) E∗i AE∗j = 0 if | i − j | > 1 (0  i, j  δ).
(vi) There is no subspace W of V such that AW ⊆ W , A∗W ⊆ W , W /= 0, W /= V .
Lemma 2.2 ([1, Lemma 2.2]). Let (A,A∗) denote a TD pair on V. Let {Vi}di=0 denote an ordering
of the eigenspaces of A satisfying (2) and for 0  i  d let Ei denote the primitive idempotent
of A associated with Vi, Let {V ∗i }δi=0 denote an ordering of the eigenspaces of A∗ satisfying
(3) and for 0  i  δ let E∗i denote the primitive idempotent of A∗ associated with V ∗i . Then
(A; {Ei}di=0;A∗; {E∗i }δi=0) is a TD system on V.
Let  := (A; {Ei}di=0;A∗; {E∗i }δi=0) denote a TD system on V . By [[1] Lemma 2.3] the pair
(A,A∗) is a TD pair on V ; we say this pair is associated with .
Referring to Definition 1.1 and Definition 2.1, it turns out that d = δ [[1] Lemma 4.5]; we call
this common value the diameter.
3. The relatives of a TD system
A given TD system can be modified in several ways to get a new TD system. For instance, let
 denote the TD system from Definition 2.1. Then each of
∗ := (A∗; {E∗i }di=0;A; {Ei}di=0), (9)
↓ := (A; {Ei}di=0;A∗; {E∗d−i}di=0), (10)
⇓ := (A; {Ed−i}di=0;A∗; {E∗i }di=0) (11)
is a TD system on V . Viewing ∗,↓,⇓ as permutations on the set of all TD systems,
∗2 =↓2=⇓2= 1, (12)
⇓ ∗ = ∗ ↓, ↓ ∗ = ∗ ⇓, ↓⇓=⇓↓ . (13)
The group generated by symbols ∗,↓,⇓ subject to the relations (12), (13) is the dihedral group
D4. We recall D4 is the group of symmetries of a square, and has 8 elements. Apparently ∗,↓,⇓
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induce an action of D4 on the set of all TD systems. Two TD systems will be called relatives
whenever they are in the same orbit of this D4 action. The relatives of  are as follows:
Name Relative
 (A; {Ei}di=0;A∗; {E∗i }di=0)
↓ (A; {Ei}di=0;A∗; {E∗d−i}di=0)
⇓ (A; {Ed−i}di=0;A∗; {E∗i }di=0)
↓⇓ (A; {Ed−i}di=0;A∗; {E∗d−i}di=0)
∗ (A∗; {E∗i }di=0;A; {Ei}di=0)
↓∗ (A∗; {E∗d−i}di=0;A; {Ei}di=0)
⇓∗ (A∗; {E∗i }di=0;A; {Ed−i}di=0)
↓⇓∗ (A∗; {E∗d−i}di=0;A; {Ed−i}di=0)
We now introduce two sequences of parameters that we will use to describe a given TD
system.
Definition 3.1. ([1, Definition 3.1]). Let  := (A; {Ei}di=0;A∗; {E∗i }di=0) denote a TD system.
For 0  i  d let θi denote the eigenvalue of A associated with Ei . We refer to {θi}di=0 as the
eigenvalue sequence of . For 0  i  d let θ∗i denote the eigenvalue of A∗ associated with
E∗i . We refer to {θ∗i }di=0 as the dual eigenvalue sequence of . We remark that θ0, θ1, . . . , θd are
mutually distinct and θ∗0 , θ∗1 , . . . , θ∗d are mutually distinct.
4. The split decomposition
Definition 4.1. By a decomposition of V of length d we mean a sequence {Vi}di=0 of nonzero
subspaces of V such that
V = V0 + V1 + · · · + Vd (direct sum).
We do not assume each of V0, V1, . . . , Vd has dimension 1. For 0  i  d we call Vi the ith
component of the decomposition. For notational convenience we let V−1 = 0 and Vd+1 = 0.
We will refer to the following setup.
Notation 4.2. In this section we let
 := (A; {Ei}di=0;A∗; {E∗i }di=0)
be a TD system on V with eigenvalue sequence {θi}di=0 and dual eigenvalue sequence {θ∗i }di=0.
With reference to Notation 4.2, we are about to define six decompositions of V . In order to
keep track of these decompositions we will give each of them a name. Our naming scheme is
as follows. Let  denote the set consisting of the four symbols 0,D, 0∗,D∗. Each of the six
decompositions will get a name [u] where u is a two element subset of .
Lemma 4.3 [3, Lemma 4.2]. With reference to Notation 4.2, for each of the six rows in the table
below and for 0  i  d let Ui denote the ith component described in that row. Then the sequence
{Ui}di=0 is a decomposition of V.
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Decomposition ith component
[0∗D] (E∗0V + · · · + E∗i V ) ∩ (EiV + · · · + EdV )[0∗0] (E∗0V + · · · + E∗i V ) ∩ (E0V + · · · + Ed−iV )[D∗0] (E∗dV + · · · + E∗d−iV ) ∩ (E0V + · · · + Ed−iV )[D∗D] (E∗dV + · · · + E∗d−iV ) ∩ (EiV + · · · + EdV )[0D] EiV[0∗D∗] E∗i V
Referring to the table in Lemma 4.3, we call the decompositions corresponding to the first
four rows the split decompositions of V . We observe that the last two rows give the eigenspace
decompositions of A and A∗.
Lemma 4.4 [3, Lemma 5.1]. With reference to Notation 4.2, let {Ui}di=0 denote any one of the
six decompositions of V given in Lemma 4.3. Then for 0  i  d the action of A and A∗ on Ui
is described as follows:
Decomposition Action of A on Ui Action of A∗ on Ui
[0∗D] (A − θiI )Ui ⊆ Ui+1 (A∗ − θ∗i I )Ui ⊆ Ui−1[0∗0] (A − θd−iI )Ui ⊆ Ui+1 (A∗ − θ∗i I )Ui ⊆ Ui−1[D∗0] (A − θd−iI )Ui ⊆ Ui+1 (A∗ − θ∗d−iI )Ui ⊆ Ui−1[D∗D] (A − θiI )Ui ⊆ Ui+1 (A∗ − θ∗d−iI )Ui ⊆ Ui−1[0D] (A − θiI )Ui = 0 A∗Ui ⊆ Ui−1 + Ui + Ui+1[0∗D∗] AUi ⊆ Ui−1 + Ui + Ui+1 (A∗ − θ∗i I )Ui = 0
Lemma 4.5 [3, Lemma 4.4]. With reference to Notation 4.2, let {Ui}di=0 denote any one of the six
decompositions of V given in Lemma 4.3. For 0  i  d let ρi denote the dimension of Ui. Then
the sequence {ρi}di=0 is independent of the decomposition. Moreover, this sequence is unimodal
and symmetric; that is ρi = ρd−i for 0  i  d and ρi−1  ρi for 1  i  d/2.
Referring to Lemma 4.5, we call the sequence {ρi}di=0 the shape of the TD system  [2]. A
TD system of shape (1, 1, . . . , 1) is the same as a Leonard system [4].
5. Some parameters
For the rest of the paper we are going to consider a TD system of diameter 2 and shape (1, 2, 1).
We refer to the following setup.
Notation 5.1. Fix a TD system  = (A; {Ei}2i=0;A∗; {E∗i }2i=0) on V with eigenvalue sequence
{θi}2i=0, dual eigenvalue sequence {θ∗i }2i=0, and shape (1, 2, 1).
Setting d = 2 in (4) we obtain the following elements in End(V ):
E0 = (A − θ1I )(A − θ2I )
(θ0 − θ1)(θ0 − θ2) , E
∗
0 =
(A∗ − θ∗1 I )(A∗ − θ∗2 I )
(θ∗0 − θ∗1 )(θ∗0 − θ∗2 )
E1 = (A − θ0I )(A − θ2I )
(θ1 − θ0)(θ1 − θ2) , E
∗
1 =
(A∗ − θ∗0 I )(A∗ − θ∗2 I )
(θ∗1 − θ∗0 )(θ∗1 − θ∗2 )
E2 = (A − θ0I )(A − θ1I )
(θ2 − θ0)(θ2 − θ1) , E
∗
2 =
(A∗ − θ∗0 I )(A∗ − θ∗1 I )
(θ∗2 − θ∗0 )(θ∗2 − θ∗1 )
.
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Referring to Notation 5.1, in order to describe  we will need two parameters ϕ and φ. We
now introduce these parameters.
Lemma 5.2. With reference to Notation 5.1, there exist nonzero scalars ϕ, φ ∈ F such that (i),
(ii) hold below.
(i) E∗0V is an eigenspace for (A∗ − θ∗1 I )(A∗ − θ∗2 I )(A − θ1I )(A − θ0I ) and the correspond-
ing eigenvalue is ϕ.
(ii) E∗0V is an eigenspace for (A∗ − θ∗1 I )(A∗ − θ∗2 I )(A − θ1I )(A − θ2I ) and the correspond-
ing eigenvalue is φ.
Proof. (i) Referring to row [0∗D] of Lemma 4.4 we have (A − θ1I )(A − θ0I )U0 ⊆ U2 and
(A∗ − θ∗1 I )(A∗ − θ∗2 I )U2 ⊆ U0. In both cases equality is obtained by [1, Lemma 6.5]. By these
comments U0 is an eigenspace for (A∗ − θ∗1 I )(A∗ − θ∗2 I )(A − θ1I )(A − θ0I ) and the corre-
sponding eigenvalue is a nonzero scalar in F. We denote this eigenvalue by ϕ. By row [0∗D] of
Lemma 4.3 we have U0 = E∗0V and the result follows.
(ii) Referring to row [0∗0] of Lemma 4.4 we have (A − θ1I )(A − θ2I )U0 ⊆ U2 and (A∗ −
θ∗1 I )(A∗ − θ∗2 I )U2 ⊆ U0. In both cases equality is attained by [1, Lemma 6.5]. By these com-
ments U0 is an eigenspace for (A∗ − θ∗1 I )(A∗ − θ∗2 I )(A − θ1I )(A − θ2I ) and the corresponding
eigenvalue is a nonzero scalar in F. We denote this eigenvalue by φ. By row [0∗0] of Lemma 4.3
we have U0 = E∗0V and the result follows. 
Lemma 5.3. With reference to Notation 5.1 and Lemma 5.2, the following (i), (ii) hold.
(i) E0V is an eigenspace for (A − θ1I )(A − θ2I )(A∗ − θ∗1 I )(A∗ − θ∗2 I ) and the correspond-
ing eigenvalue is φ.
(ii) E0V is an eigenspace for (A − θ1I )(A − θ2I )(A∗ − θ∗1 I )(A∗ − θ∗0 I ) and the correspond-
ing eigenvalue is ϕ.
Proof. (i) Let 0 /= u0 ∈ E0V . By [1, Lemma 6.5] there exists 0 /= u∗0 ∈ E∗0V such that (A −
θ1I )(A − θ2I )u∗0 = u0. Combining this fact with Lemma 5.2(ii) we get
(A − θ1I )(A − θ2I )(A∗ − θ∗1 I )(A∗ − θ∗2 I )u0
= (A − θ1I )(A − θ2I )(A∗ − θ∗1 I )(A∗ − θ∗2 I )(A − θ1I )(A − θ2I )u∗0
= φ(A − θ1I )(A − θ2I )u∗0
= φu0.
The result follows.
(ii) Pick 0 /= u0 ∈ E0V . By [1, Lemma 6.5] there exists 0 /= u∗0 ∈ E∗0V such that (A −
θ1I )(A − θ2I )u∗0 = u0. By Lemma 5.2(i),
(A∗ − θ∗1 I )(A∗ − θ∗2 I )(A − θ1I )(A − θ0I )u∗0 = ϕu∗0.
By row [0∗D∗] of Lemma 4.4,
(A∗ − θ∗1 I )(A∗ − θ∗0 I )(A − θ1I )u∗0 = 0.
By rows [0∗D] and [0D] of Lemma 4.4,
(A − θ1I )(A − θ2I )(A∗ − θ∗1 I )(A − θ1I )(A − θ0I )u∗0 = 0.
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Observe that
(A∗ − θ∗0 I )(A − θ1I )(A − θ2I ) = (A∗ − θ∗2 I )(A − θ1I )(A − θ0I )
+ (θ∗2 − θ∗0 )(A − θ1I )(A − θ0I )
+ (θ0 − θ2)(A∗ − θ∗0 I )(A − θ1I ).
Using the above lines we argue
(A − θ1I )(A − θ2I )(A∗ − θ∗1 I )(A∗ − θ∗0 I )u0
= (A − θ1I )(A − θ2I )(A∗ − θ∗1 I )(A∗ − θ∗0 I )(A − θ1I )(A − θ2I )u∗0
= (A − θ1I )(A − θ2I )(A∗ − θ∗1 I )(A∗ − θ∗2 I )(A − θ1I )(A − θ0I )u∗0
+ (θ∗2 − θ∗0 )(A − θ1I )(A − θ2I )(A∗ − θ∗1 I )(A − θ1I )(A − θ0I )u∗0
+ (θ0 − θ2)(A − θ1I )(A − θ2I )(A∗ − θ∗1 I )(A∗ − θ∗0 I )(A − θ1I )u∗0
= ϕ(A − θ1I )(A − θ2I )u∗0 + 0 + 0
= ϕu0
and the result follows. 
Definition 5.4. With reference to Notation 5.1, by the first split eigenvalue (respectively second
split eigenvalue) for  we mean the scalar ϕ (respectively φ) in Lemma 5.2. By the parameter
array of  we mean the sequence ({θi}2i=0; {θ∗i }2i=0;ϕ;φ).
Lemma 5.5. With reference to Definition 5.4 the following (i)–(iii) hold.
(i) The parameter array of ∗ is ({θ∗i }2i=0; {θi}2i=0;ϕ;φ).
(ii) The parameter array of ↓ is ({θi}2i=0; {θ∗2−i}2i=0;φ;ϕ).
(iii) The parameter array of ⇓ is ({θ2−i}2i=0; {θ∗i }2i=0;φ;ϕ).
Proof. (i) Apply Lemma 5.2 to ∗ and use Lemma 5.3.
(ii) Apply Lemma 5.3 to ↓.
(iii) Apply Lemma 5.2 to ⇓. 
Lemma 5.6. With reference to Notation 5.1 and Lemma 5.2, the following (i), (ii) hold.
(i) E∗2V is an eigenspace for (A∗ − θ∗1 I )(A∗ − θ∗0 I )(A − θ1I )(A − θ2I ) and the correspond-
ing eigenvalue is ϕ.
(ii) E∗2V is an eigenspace for (A∗ − θ∗1 I )(A∗ − θ∗0 I )(A − θ1I )(A − θ0I ) and the correspond-
ing eigenvalue is φ.
Proof. Apply Lemma 5.2(i), (ii) to ↓ and use Lemma 5.5(ii). 
Lemma 5.7. With reference to Notation 5.1 and Lemma 5.2, the following (i), (ii) hold.
(i) E2V is an eigenspace for (A − θ1I )(A − θ0I )(A∗ − θ∗1 I )(A∗ − θ∗2 I ) and the correspond-
ing eigenvalue is ϕ.
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(ii) E2V is an eigenspace for (A − θ1I )(A − θ0I )(A∗ − θ∗1 I )(A∗ − θ∗0 I ) and the correspond-
ing eigenvalue is φ.
Proof. Apply Lemma 5.3(i), (ii) to ⇓ and use Lemma 5.5(iii). 
Lemma 5.8. With reference to Notation 5.1,
(i) E∗0V is an eigenspace for (A∗ − θ∗1 I )(A − θ0I ) and the corresponding eigenvalue is
ϕ1 := φ − ϕ
(θ0 − θ2)(θ∗0 − θ∗2 )
− (θ0 − θ1)(θ∗0 − θ∗1 ). (14)
(ii) E∗0V is an eigenspace for (A∗ − θ∗1 I )(A − θ2I ) and the corresponding eigenvalue is
φ1 := ϕ − φ
(θ2 − θ0)(θ∗0 − θ∗2 )
− (θ2 − θ1)(θ∗0 − θ∗1 ). (15)
(iii) E∗2V is an eigenspace for (A∗ − θ∗1 I )(A − θ0I ) and the corresponding eigenvalue is
φ2 := ϕ − φ
(θ2 − θ0)(θ∗0 − θ∗2 )
− (θ1 − θ0)(θ∗1 − θ∗2 ). (16)
(iv) E∗2V is an eigenspace for (A∗ − θ∗1 I )(A − θ2I ) and the corresponding eigenvalue is
ϕ2 := φ − ϕ
(θ0 − θ2)(θ∗0 − θ∗2 )
− (θ1 − θ2)(θ∗1 − θ∗2 ). (17)
Proof. (i) Let 0 /= u∗0 ∈ E∗0V . By row [0∗D] of both Lemma 4.3 and Lemma 4.4 the space E∗0V
is an eigenspace for (A∗ − θ∗1 I )(A − θ0I ); let η denote the corresponding eigenvalue. We show
η = ϕ1. By construction
(A∗ − θ∗1 I )(A − θ0I )u∗0 = ηu∗0. (18)
By Lemma 5.2 both
(A∗ − θ∗1 I )(A∗ − θ∗2 I )(A − θ1I )(A − θ0I )u∗0 = ϕu∗0, (19)
(A∗ − θ∗1 I )(A∗ − θ∗2 I )(A − θ1I )(A − θ2I )u∗0 = φu∗0. (20)
We subtract (19) from (20) and evaluate the result using (18) and A∗u∗0 = θ∗0 u∗0; this yields
(φ − ϕ)u∗0 = (θ0 − θ2)(A∗ − θ∗1 I )(A∗ − θ∗2 I )(A − θ1I )u∗0
= (θ0 − θ2)(A∗ − θ∗1 I )(A∗ − θ∗0 I + θ∗0 I − θ∗2 I )(A − θ0I + θ0I − θ1I )u∗0
= (θ0 − θ2)(θ∗0 − θ∗2 )(η + (θ∗0 − θ∗1 )(θ0 − θ1))u∗0.
Comparing the coefficients of u∗0 we find η = ϕ1 as desired.
(ii) Apply (i) above to ⇓.
(iii) Apply (i) above to ↓ and evaluate the result in light of Lemma 5.5(ii).
(iv) Apply (ii) above to ↓ and evaluate the result in light of Lemma 5.5(ii). 
Lemma 5.9. With reference to Notation 5.1 and Lemma 5.8 we have
ϕ − ϕ1ϕ2 = φ − φ1φ2.
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Proof. To verify the above equation, eliminate ϕ1, ϕ2, φ1 and φ2 using (14)–(17) and simplify
the result. 
Lemma 5.10. With reference to Notation 5.1,
(i) E0V is an eigenspace for (A − θ1I )(A∗ − θ∗0 I ) and the corresponding eigenvalue is the
scalar ϕ1 from (14).
(ii) E0V is an eigenspace for (A − θ1I )(A∗ − θ∗2 I ) and the corresponding eigenvalue is the
scalar φ2 from (16).
(iii) E2V is an eigenspace for (A − θ1I )(A∗ − θ∗0 I ) and the corresponding eigenvalue is the
scalar φ1 from (15).
(iv) E2V is an eigenspace for (A − θ1I )(A∗ − θ∗2 I ) and the corresponding eigenvalue is the
scalar ϕ2 from (17).
Proof. Apply Lemma 5.8 to ∗ and evaluate the result using (9) and Lemma 5.5(i). 
6. Six bases for V
In this section we continue to consider the situation of Notation 5.1. Referring to that notation
we will define six bases for V . The first four will be obtained from the split decompositions of V .
The other two will consist of an eigenbasis for A and an eigenbasis for A∗.
We begin with a definition.
Definition 6.1. With reference to Notation 5.1, we fix a nonzero η∗0 ∈ E∗0V and define
η0 = (A − θ1I )(A − θ2I )η∗0,
η2 = (A − θ1I )(A − θ0I )η∗0,
η∗2 = (A∗ − θ∗1 I )(A∗ − θ∗0 I )η2.
By Lemma 4.4 η∗0 ∈ E∗0V , η∗2 ∈ E∗2V , η0 ∈ E0V , η2 ∈ E2V . By construction and by [1, Lemma
6.5] each of η0, η2, η∗0, η∗2 is nonzero.
Lemma 6.2. With reference to Notation 5.1 let {Ui}2i=0 denote the decomposition [0∗2]. Then thefollowing (i)–(iv) hold.
(i) η∗0 is a basis for U0.
(ii) The vectors (A − θ0I )η∗0, (A∗ − θ∗2 I )η2 form a basis for U1.
(iii) η2 is a basis for U2.
(iv) The sequence
η∗0, (A − θ0I )η∗0, (A∗ − θ∗2 I )η2, η2 (21)
is a basis for V.
Proof. By Definition 6.1 η∗0 ∈ U0 and η2 ∈ U2. Applying row [0∗D] of Lemma 4.4, we find both
vectors (A − θ0I )η∗0, (A∗ − θ∗2 I )η2 are contained in U1. To finish the proof, we show that these
four vectors span V . Let W be the subspace of V spanned by these four vectors. We show W = V .
To do this, we show that W is invariant under the actions of A and A∗. Let us examine the actions
of A and A∗ on these vectors. We begin with A. Observe
412 M. Vidar / Linear Algebra and its Applications 429 (2008) 403–428
Aη∗0 = θ0η∗0 + (A − θ0I )η∗0 .
By Definition 6.1,
A(A − θ0I )η∗0 = θ1(A − θ0I )η∗0 + η2.
By Lemma 5.10(iv),
A(A∗ − θ∗2 I )η2 = θ1(A∗ − θ∗2 I )η2 + ϕ2η2.
By (5),
Aη2 = θ2η2.
By these comments AW ⊆ W .
Regarding A∗ we have the following. Since E∗0V is the eigenspace of A∗ corresponding to θ∗0 ,
A∗η∗0 = θ∗0 η∗0 .
By Lemma 5.8(i),
A∗(A − θ0I )η∗0 = ϕ1η∗0 + θ∗1 (A − θ0I )η∗0 .
By Definition 6.1 and Lemma 5.2(i),
A∗(A∗ − θ∗2 I )η2 = ϕη∗0 + θ∗1 (A∗ − θ∗2 I )η2.
Finally,
A∗η2 = (A∗ − θ∗2 I )η2 + θ∗2 η2.
By these comments A∗W ⊆ W . Observe that W /= 0 since it contains a nonzero vector η∗0. Now
W = V in view of Definition 2.1(iv). We have now shown that the vectors (21) span V so they
form a basis for V and the result follows. 
Lemma 6.3. With reference to Notation 5.1 let {Ui}2i=0 denote the decomposition [0∗0]. Then thefollowing (i)–(iv) hold.
(i) η∗0 is a basis for U0.
(ii) The vectors (A − θ2I )η∗0, (A∗ − θ∗2 I )η0 form a basis for U1.
(iii) η0 is a basis for U2.
(iv) The sequence
η∗0, (A − θ2I )η∗0, (A∗ − θ∗2 I )η0, η0 (22)
is a basis for V.
Proof. Apply Lemma 6.2 to ⇓ and use Lemma 5.5(iii). 
Lemma 6.4. With reference to Notation 5.1 let {Ui}2i=0 denote the decomposition [2∗0]. Then thefollowing (i)–(iv) hold.
(i) η∗2 is a basis for U0.
(ii) The vectors (A − θ2I )η∗2, ϕ(A∗ − θ∗0 I )η0 form a basis for U1.
(iii) ϕη0 is a basis for U2.
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(iv) The sequence
η∗2, (A − θ2I )η∗2, ϕ(A∗ − θ∗0 I )η0, ϕη0 (23)
is a basis for V.
Proof. Apply Lemma 6.3 to ↓ and use Lemma 5.5(ii). 
Lemma 6.5. With reference to Notation 5.1 let {Ui}2i=0 denote the decomposition [2∗2]. Then thefollowing (i)–(iv) hold.
(i) η∗2 is a basis for U0.
(ii) The vectors (A − θ0I )η∗2, φ(A∗ − θ∗0 I )η2 form a basis for U1.
(iii) φη2 is a basis for U2.
(iv) The sequence
η∗2, (A − θ0I )η∗2, φ(A∗ − θ∗0 I )η2, φη2 (24)
is a basis for V.
Proof. Apply Lemma 6.2 to ↓ and use Lemma 5.5(ii). 
Definition 6.6. We refer to the bases (21)–(24) as the split bases for V .
We now display an eigenbasis for A.
Lemma 6.7. With reference to Notation 5.1 let {Ui}2i=0 denote the decomposition [02]. Then thefollowing (i)–(iv) hold.
(i) η0 is a basis for U0.
(ii) The vectors E1η∗0, E1η∗2 form a basis for U1.
(iii) η2 is a basis for U2.
(iv) The sequence
η0, E1η
∗
0, E1η
∗
2, η2 (25)
is a basis for V.
Proof. (i), (iii) By construction η0 is a nonzero vector contained in U0, and η2 is a nonzero
vector contained in U2. The result follows since U0 and U2 are both 1-dimensional subspaces of
V .
(ii) By the comment preceding Definition 2.1, each of E1η∗0, E1η∗2 is contained in U1 = E1V .
Since U1 has dimension 2, it suffices to show that they are linearly independent. To do this, we
write them in terms of the basis (21). We claim
E1η
∗
0 =
η2 + (θ1 − θ2)(A − θ0I )η∗0
(θ1 − θ0)(θ1 − θ2) . (26)
To obtain (26) use the formula for E1 in Notation 5.1 and the fact that A − θ2I = A − θ1I +
(θ1 − θ2)I . Then simplify the result using Definition 6.1. We now have (26). Next we
claim
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E1η
∗
2 =
ϕ(A − θ0I )η∗0
θ1 − θ0 + (θ
∗
2 − θ∗0 )(A∗ − θ∗2 I )η2 +
ϕ + ϕ2(θ1 − θ0)(θ∗2 − θ∗0 )
(θ1 − θ0)(θ1 − θ2) η2. (27)
To obtain (27) we observe that by row [0∗D] of Lemma 4.4,
(A − θ2I )η2 = 0. (28)
By row [0D] of Lemma 4.4,
(A − θ1I )(A − θ2I )(A∗ − θ∗1 I )η2 = 0. (29)
By Lemma 5.7(i),
(A − θ1I )(A − θ0I )(A∗ − θ∗1 I )(A∗ − θ∗2 I )η2 = ϕη2. (30)
By Lemma 5.10(iv),
(A − θ1I )(A∗ − θ∗2 I )η2 = ϕ2η2. (31)
By Lemma 5.2(i) and Definition 6.1,
(A − θ0I )(A∗ − θ∗1 I )(A∗ − θ∗2 I )η2 = ϕ(A − θ0I )η∗0 . (32)
Consider the equation which is (θ1 − θ0)−1(θ1 − θ2)−1 times (30) plus (θ∗2 − θ∗0 )(θ1 − θ2)−1
times (31) plus (θ1 − θ0)−1 times (32). Adding (θ∗2 − θ∗0 )(A∗ − θ∗2 I )η2 to both sides of this
equation and simplifying the result using (28), (29) and the equation for E1 in Notation 5.1, we
routinely obtain (27).
We now compare (26) and (27). Observe that the coefficient of (A∗ − θ∗2 I )η2 is zero in (26)
and nonzero in (27). Therefore E1η∗0 and E1η∗2 are linearly independent as desired. The result
follows.
(iv). Immediate from (i)–(iii) above. 
Next we display an eigenbasis for A∗.
Lemma 6.8. With reference to Notation 5.1 let {Ui}2i=0 denote the decomposition [0∗2∗]. Then
the following (i)–(iv) hold.
(i) η∗0 is a basis for U0.
(ii) The vectors E∗1η0, E∗1η2 form a basis for U1.
(iii) η∗2 is a basis for U2.
(iv) The sequence
η∗0, E∗1η0, E∗1η2, η∗2 (33)
is a basis for V.
Proof. Apply Lemma 6.7 to ∗. 
7. The action of A and A∗ on the six bases
In this section we display the matrices representing A and A∗ with respect to the six bases
presented in the previous section. We first recall some basic facts from linear algebra. Let A be a
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linear transformation on V and let {vi}di=0 be a basis for V . We say that a matrix B represents A
with respect to the basis {vi}di=0 whenever Avj =
∑d
i=0 Bij vi for 0  j  d.
We now display the matrices representing A and A∗ with respect to the split bases.
Theorem 7.1. With reference to Notation 5.1 the following (i)–(iv) hold.
(i) The matrices representing A and A∗ with respect to the basis (21) are
⎛
⎜⎜⎝
θ0 0 0 0
1 θ1 0 0
0 0 θ1 0
0 1 ϕ2 θ2
⎞
⎟⎟⎠ ,
⎛
⎜⎜⎝
θ∗0 ϕ1 ϕ 0
0 θ∗1 0 0
0 0 θ∗1 1
0 0 0 θ∗2
⎞
⎟⎟⎠
respectively.
(ii) The matrices representing A and A∗ with respect to the basis (22) are
⎛
⎜⎜⎝
θ2 0 0 0
1 θ1 0 0
0 0 θ1 0
0 1 φ2 θ0
⎞
⎟⎟⎠ ,
⎛
⎜⎜⎝
θ∗0 φ1 φ 0
0 θ∗1 0 0
0 0 θ∗1 1
0 0 0 θ∗2
⎞
⎟⎟⎠
respectively.
(iii) The matrices representing A and A∗ with respect to the basis (23) are
⎛
⎜⎜⎝
θ2 0 0 0
1 θ1 0 0
0 0 θ1 0
0 1 ϕ1 θ0
⎞
⎟⎟⎠ ,
⎛
⎜⎜⎝
θ∗2 ϕ2 ϕ 0
0 θ∗1 0 0
0 0 θ∗1 1
0 0 0 θ∗0
⎞
⎟⎟⎠
respectively.
(iv) The matrices representing A and A∗ with respect to the basis (24) are
⎛
⎜⎜⎝
θ0 0 0 0
1 θ1 0 0
0 0 θ1 0
0 1 φ1 θ2
⎞
⎟⎟⎠ ,
⎛
⎜⎜⎝
θ∗2 φ2 φ 0
0 θ∗1 0 0
0 0 θ∗1 1
0 0 0 θ∗0
⎞
⎟⎟⎠
respectively.
Proof. (i) Immediate from the proof of Lemma 6.2.
(ii) Apply (i) above to ⇓ and evaluate the result using Lemmas 5.2(ii), 5.5(iii), 5.8(ii) and
5.10(iv).
(iii) Apply (i) above to ↓⇓ and evaluate the result using Lemmas 5.5(ii), (iii), 5.6(i), 5.8(iv)
and 5.10(i).
(iv) Apply (i) above to ↓ and evaluate the result using Lemmas 5.5(ii), 5.6(ii), 5.8(iii) and
5.10(iii). 
With respect to the eigenbasis of A and A∗, we have the following.
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Theorem 7.2. With reference to Notation 5.1 the following (i), (ii) hold.
(i) The matrices representing A and A∗ with respect to the basis (25) are
diag(θ0, θ1, θ1, θ2),
⎛
⎜⎜⎜⎜⎜⎜⎝
θ∗0 + ϕ1θ0−θ1
ϕ1
(θ0−θ1)2(θ2−θ0)
ϕφ2
(θ0−θ1)2(θ2−θ0) 0
φ
θ∗0 −θ∗2 θ
∗
1 + ϕ+ϕ1(θ1−θ2)(θ
∗
0 −θ∗2 )
(θ1−θ0)(θ1−θ2)(θ∗0 −θ∗2 )
ϕφ
(θ1−θ0)(θ1−θ2)(θ∗0 −θ∗2 )
ϕ
θ∗0 −θ∗2
1
θ∗2 −θ∗0
1
(θ1−θ0)(θ1−θ2)(θ∗2 −θ∗0 ) θ
∗
1 + ϕ+ϕ2(θ1−θ0)(θ
∗
2 −θ∗0 )
(θ1−θ0)(θ1−θ2)(θ∗2 −θ∗0 )
1
θ∗2 −θ∗0
0 φ1
(θ1−θ2)2(θ0−θ2)
φϕ2
(θ1−θ2)2(θ0−θ2) θ
∗
2 + ϕ2θ2−θ1
⎞
⎟⎟⎟⎟⎟⎟⎠
respectively.
(ii) The matrices representing A and A∗ with respect to the basis (33) are
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
θ0 + ϕ1θ∗0 −θ∗1
φϕ1
(θ∗0 −θ∗1 )2(θ∗2 −θ∗0 )
ϕφ1
(θ∗0 −θ∗1 )2(θ∗2 −θ∗0 )
0
1
θ0−θ2 θ1 +
ϕ+ϕ1(θ0−θ2)(θ∗1 −θ∗2 )
(θ0−θ2)(θ∗1 −θ∗0 )(θ∗1 −θ∗2 )
ϕ
(θ0−θ2)(θ∗1 −θ∗0 )(θ∗1 −θ∗2 )
ϕ
θ0−θ2
1
θ2−θ0
φ
(θ2−θ0)(θ∗1 −θ∗0 )(θ∗1 −θ∗2 ) θ1 +
ϕ+ϕ2(θ0−θ2)(θ∗0 −θ∗1 )
(θ2−θ0)(θ∗1 −θ∗0 )(θ∗1 −θ∗2 )
φ
θ2−θ0
0 φ2
(θ∗1 −θ∗2 )2(θ∗0 −θ∗2 )
ϕ2
(θ∗1 −θ∗2 )2(θ∗0 −θ∗2 )
θ2 + ϕ2θ∗2 −θ∗1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
diag(θ∗0 , θ∗1 , θ∗1 , θ∗2 ),
respectively.
For convenience we will postpone the proof of this theorem until the end of Section 8.
8. Transition matrices
Suppose we are given two bases for V , written {ui}di=0 and {vi}di=0. By the transition matrix
from {ui}di=0 to {vi}di=0 we mean the matrix T such that
vj =
d∑
i=0
Tijui (0  j  d).
We recall a few properties of transition matrices. Let T denote the transition matrix from {ui}di=0
to {vi}di=0. Then T −1 exists and equals the transition matrix from {vi}di=0 to {ui}di=0. Let {wi}di=0
denote a basis for V , and let S denote the transition matrix from {vi}di=0 to {wi}di=0. Then T S is
the transition matrix from {ui}di=0 to {wi}di=0.
We also recall how the transition matrices and the matrices representing a linear transformation
are related. Let A be a linear transformation on V and let B denote the matrix that represents
A with respect to {ui}di=0. Then the matrix that represents A with respect to {vi}di=0 is given by
T −1BT .
M. Vidar / Linear Algebra and its Applications 429 (2008) 403–428 417
For every ordered pair of bases among (21)–(25) and (33), we now examine the transition
matrices.
In the next two theorems we display the transition matrices from one split basis to another.
Theorem 8.1. With reference to Notation 5.1 the following (i)–(iv) hold.
(i) The transition matrix from the basis (21) to the basis (22) is⎛
⎜⎜⎝
1 θ0 − θ2 (θ0 − θ2)φ2 (θ0 − θ2)(θ0 − θ1)
0 1 (θ0 − θ2)(θ∗1 − θ∗2 ) θ0 − θ2
0 0 1 0
0 0 0 1
⎞
⎟⎟⎠ ,
and the transition matrix from the basis (22) to the basis (21) is⎛
⎜⎜⎝
1 θ2 − θ0 (θ2 − θ0)ϕ2 (θ2 − θ0)(θ2 − θ1)
0 1 (θ2 − θ0)(θ∗1 − θ∗2 ) θ2 − θ0
0 0 1 0
0 0 0 1
⎞
⎟⎟⎠ .
(ii) The transition matrix from the basis (22) to the basis (23) is⎛
⎜⎜⎝
φ 0 0 0
0 φ 0 0
θ∗2 − θ∗0 (θ∗2 − θ∗0 )(θ1 − θ2) ϕ 0
(θ∗2 − θ∗0 )(θ∗2 − θ∗1 ) (θ∗2 − θ∗0 )ϕ2 (θ∗2 − θ∗0 )ϕ ϕ
⎞
⎟⎟⎠ ,
and the transition matrix from the basis (23) to the basis (22) is⎛
⎜⎜⎝
φ−1 0 0 0
0 φ−1 0 0
(θ∗0 − θ∗2 )ϕ−1φ−1 (θ∗0 − θ∗2 )(θ1 − θ2)ϕ−1φ−1 ϕ−1 0
(θ∗0 − θ∗2 )(θ∗0 − θ∗1 )ϕ−1φ−1 (θ∗0 − θ∗2 )φ1ϕ−1φ−1 (θ∗0 − θ∗2 )ϕ−1 ϕ−1
⎞
⎟⎟⎠ .
(iii) The transition matrix from the basis (23) to the basis (24) is⎛
⎜⎜⎝
1 θ2 − θ0 (θ2 − θ0)φ1 (θ2 − θ0)(θ2 − θ1)
0 1 (θ2 − θ0)(θ∗1 − θ∗0 ) θ2 − θ0
0 0 1 0
0 0 0 1
⎞
⎟⎟⎠ ,
and the transition matrix from the basis (24) to the basis (23) is⎛
⎜⎜⎝
1 θ0 − θ2 (θ0 − θ2)ϕ1 (θ0 − θ2)(θ0 − θ1)
0 1 (θ0 − θ2)(θ∗1 − θ∗0 ) θ0 − θ2
0 0 1 0
0 0 0 1
⎞
⎟⎟⎠ .
(iv) The transition matrix from the basis (24) to the basis (21) is⎛
⎜⎜⎝
ϕ−1 0 0 0
0 ϕ−1 0 0
(θ∗0 − θ∗2 )ϕ−1φ−1 (θ∗0 − θ∗2 )(θ1 − θ0)ϕ−1φ−1 φ−1 0
(θ∗0 − θ∗2 )(θ∗0 − θ∗1 )ϕ−1φ−1 (θ∗0 − θ∗2 )ϕ1ϕ−1φ−1 (θ∗0 − θ∗2 )φ−1 φ−1
⎞
⎟⎟⎠ ,
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and the transition matrix from the basis (21) to the basis (24) is⎛
⎜⎜⎝
ϕ 0 0 0
0 ϕ 0 0
θ∗2 − θ∗0 (θ∗2 − θ∗0 )(θ1 − θ0) φ 0
(θ∗2 − θ∗0 )(θ∗2 − θ∗1 ) (θ∗2 − θ∗0 )φ2 (θ∗2 − θ∗0 )φ φ
⎞
⎟⎟⎠ .
Proof. (i) We first obtain the transition matrix from the basis (21) to the basis (22). To get the first
column of this matrix, note that the first basis vectors in (21) and (22) are the same. To obtain the
second column, observe
(A − θ2I )η∗0 = (θ0 − θ2)η∗0 + (A − θ0I )η∗0 .
To obtain the third column we observe the following. By Definition 6.1,
η0 = η2 + (θ0 − θ2)(A − θ0I )η∗0 + (θ0 − θ2)(θ0 − θ1)η∗0 . (34)
By Lemma 5.8(i),
(A∗ − θ∗2 I )(A − θ0I )η∗0 = ϕ1η∗0 + (θ∗1 − θ∗2 )(A − θ0I )η∗0 . (35)
By row [0∗D] of Lemma 4.4 (A∗ − θ∗0 I )η∗0 = 0 so
(A∗ − θ∗2 I )η∗0 = (θ∗0 − θ∗2 )η∗0 . (36)
By (14), (16),
ϕ1 + (θ0 − θ1)(θ∗0 − θ∗2 ) = φ2. (37)
Applying A∗ − θ∗2 I to both sides of (34) and simplifying the result using (35)–(37), we obtain
(A∗ − θ∗2 I )η0 = (θ0 − θ2)φ2η∗0 + (θ0 − θ2)(θ∗1 − θ∗2 )(A − θ0I )η∗0 + (A∗ − θ∗2 I )η2
as desired.
The fourth column follows from (34).
We have now obtained the transition matrix from the basis (21) to the basis (22). The transition
matrix from the basis (22) to the basis (21) is as shown, since it is routine to verify that the product
of this matrix and the previous matrix is the identity.
(ii) We first obtain the transition matrix from the basis (22) to the basis (23). To obtain the first
column, pick 0 /= η∗0 ∈ E0V . By Definition 6.1, both
η∗2 = (A − θ∗2 I )(A − θ∗0 I )η2, (38)
η2 = η0 + (θ2 − θ0)(A − θ1I )η∗0 . (39)
By Lemma 5.2 and Definition 6.1,
(A∗ − θ∗1 I )(A∗ − θ∗2 I )η0 = φη∗0 . (40)
By row [0∗D∗] of Lemma 4.4,
(A∗ − θ∗1 I )(A∗ − θ∗0 I )(A − θ1I )η∗0 = 0. (41)
Eliminate η2 in (38) using (39) and simplify the result using (40), (41) to obtain
η∗2 = φη∗0 + (θ∗2 − θ∗0 )(A∗ − θ∗2 I )η0 + (θ∗2 − θ∗0 )(θ∗2 − θ∗1 )η0 (42)
as desired.
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To obtain the second column, observe that by row [0∗0] of Lemma 4.4,
(A − θ0I )η0 = 0. (43)
By Lemma 5.10(ii),
(A − θ1I )(A∗ − θ∗2 I )η0 = φ2η0. (44)
Note that both
(A − θ2I )(A∗ − θ∗2 I )η0
= (θ1 − θ2)(A∗ − θ∗2 I )η0 + (A − θ1I )(A∗ − θ∗2 I )η0, (45)
(A − θ2I )η0 = (θ0 − θ2)η0 + (A − θ0I )η0. (46)
By (16), (17),
φ2 + (θ∗2 − θ∗1 )(θ0 − θ2) = ϕ2. (47)
ApplyingA − θ2I to (42) and simplifying the result using (43)–(47), we obtain the second column.
The third column follows from the fact that
(A∗ − θ∗0 I )ϕη0 = ϕ(A∗ − θ∗2 I )η0 + (θ∗2 − θ∗0 )ϕη0.
To obtain the fourth column, note that the fourth basis vectors in (22) and (23) are the same. We
have now obtained the transition matrix from the basis (22) to the basis (23).
The transition matrix from the basis (23) to the basis (22) is as shown, since it is routine to
verify that the product of this matrix and the previous matrix is the identity.
(iii) Apply (i) above to ↓⇓ and use Lemmas 5.5(ii), (iii) and 5.8.
(iv) Apply (ii) above to ⇓ and use Lemmas 5.5(iii) and 5.8. 
Theorem 8.2. With reference to Notation 5.1 the following (i), (ii) hold.
(i) The transition matrix from the basis (21) to the basis (23) is⎛
⎜⎜⎝
ϕ (θ0 − θ2)ϕ (θ0 − θ2)ϕϕ1 (θ0 − θ2)(θ0 − θ1)ϕ
0 ϕ (θ0 − θ2)(θ∗1 − θ∗0 )ϕ (θ0 − θ2)ϕ
θ∗2 − θ∗0 (θ∗2 − θ∗0 )(θ1 − θ2) ϕ 0
(θ∗2 − θ∗0 )(θ∗2 − θ∗1 ) (θ∗2 − θ∗0 )ϕ2 (θ∗2 − θ∗0 )ϕ ϕ
⎞
⎟⎟⎠ ,
and the transition matrix from the basis (23) to the basis (21) is⎛
⎜⎜⎜⎝
φ−1 (θ2 − θ0)φ−1 (θ2 − θ0)ϕ2φ−1 (θ2 − θ0)(θ2 − θ1)φ−1
0 φ−1 (θ2 − θ0)(θ∗1 − θ∗2 )φ−1 (θ2 − θ0)φ−1
(θ∗0 − θ∗2 )ϕ−1φ−1 (θ∗0 − θ∗2 )(θ1 − θ0)ϕ−1φ−1 φ−1 0
(θ∗0 − θ∗2 )(θ∗0 − θ∗1 )ϕ−1φ−1 (θ∗0 − θ∗2 )ϕ1ϕ−1φ−1 (θ∗0 − θ∗2 )φ−1 φ−1
⎞
⎟⎟⎟⎠ .
(ii) The transition matrix from the basis (22) to the basis (24) is⎛
⎜⎜⎝
φ (θ2 − θ0)φ (θ2 − θ0)φφ1 (θ2 − θ0)(θ2 − θ1)φ
0 φ (θ2 − θ0)(θ∗1 − θ∗0 )φ (θ2 − θ0)φ
θ∗2 − θ∗0 (θ∗2 − θ∗0 )(θ1 − θ0) φ 0
(θ∗2 − θ∗0 )(θ∗2 − θ∗1 ) (θ∗2 − θ∗0 )φ2 (θ∗2 − θ∗0 )φ φ
⎞
⎟⎟⎠ ,
and the transition matrix from the basis (24) to the basis (22) is⎛
⎜⎜⎜⎝
ϕ−1 (θ0 − θ2)ϕ−1 (θ0 − θ2)φ2ϕ−1 (θ0 − θ2)(θ0 − θ1)ϕ−1
0 ϕ−1 (θ0 − θ2)(θ∗1 − θ∗2 )ϕ−1 (θ0 − θ2)ϕ−1
(θ∗0 − θ∗2 )ϕ−1φ−1 (θ∗0 − θ∗2 )(θ1 − θ2)ϕ−1φ−1 ϕ−1 0
(θ∗0 − θ∗2 )(θ∗0 − θ∗1 )ϕ−1φ−1 (θ∗0 − θ∗2 )φ1ϕ−1φ−1 (θ∗0 − θ∗2 )ϕ−1 ϕ−1
⎞
⎟⎟⎟⎠ .
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Proof. (i) To obtain the transition matrix from the basis (21) to the basis (23), compute the
product of the transition matrix from the basis (21) to the basis (22) given in Theorem 8.1(i)
and the transition matrix from the basis (22) to the basis (23) given in Theorem 8.1(ii). Simplify
the product using (14)–(17). To obtain the transition matrix from the basis (23) to the basis
(21), compute the product of the transition matrix from the basis (23) to the basis (22) given in
Theorem 8.1(ii) and the transition matrix from the basis (22) to the basis (21) given in Theorem
8.1(i). Simplify the product using (14)–(17).
(ii) To obtain the transition matrix from the basis (22) to the basis (24), compute the product of
the transition matrix from the basis (22) to the basis (23) given in Theorem 8.1(ii) and the transition
matrix from the basis (23) to the basis (24) given in Theorem 8.1(iii). Simplify the product using
(14)–(17). To obtain the transition matrix from the basis (24) to the basis (22), compute the
product of the transition matrix from the basis (24) to the basis (23) given in Theorem 8.1(iii) and
the transition matrix from the basis (23) to the basis (22) given in Theorem 8.1(ii). Simplify the
product using (14)–(17). 
In the next theorem we display the transition matrix between a split basis and an eigenbasis
for A.
Theorem 8.3. With reference to Notation 5.1 the following (i)–(iv) hold.
(i) The transition matrix from the basis (21) to the basis (25) is⎛
⎜⎜⎜⎝
(θ0 − θ1)(θ0 − θ2) 0 0 0
θ0 − θ2 (θ1 − θ0)−1 ϕ(θ1 − θ0)−1 0
0 0 θ∗2 − θ∗0 0
1 1
(θ1−θ0)(θ1−θ2)
ϕ+ϕ2(θ1−θ0)(θ∗2 −θ∗0 )
(θ1−θ0)(θ1−θ2) 1
⎞
⎟⎟⎟⎠ ,
and the transition matrix from the basis (25) to the basis (21) is⎛
⎜⎜⎜⎝
1
(θ0−θ1)(θ0−θ2) 0 0 0
1 θ1 − θ0 ϕ(θ∗0 − θ∗2 )−1 0
0 0 (θ∗2 − θ∗0 )−1 0
1
(θ2−θ0)(θ2−θ1)
1
θ2−θ1
ϕ2
θ2−θ1 1
⎞
⎟⎟⎟⎠ .
(ii) The transition matrix from the basis (22) to the basis (25) is
⎛
⎜⎜⎜⎝
0 0 0 (θ2 − θ0)(θ2 − θ1)
0 (θ1 − θ2)−1 φ(θ1 − θ2)−1 θ2 − θ0
0 0 θ∗2 − θ∗0 0
1 1
(θ1−θ0)(θ1−θ2)
φ+φ2(θ1−θ2)(θ∗2 −θ∗0 )
(θ1−θ0)(θ1−θ2) 1
⎞
⎟⎟⎟⎠ ,
and the transition matrix from the basis (25) to the basis (22) is⎛
⎜⎜⎜⎝
1
(θ0−θ1)(θ0−θ2)
1
θ0−θ1
φ2
θ0−θ1 1
1 θ1 − θ2 φ(θ∗0 − θ∗2 )−1 0
0 0 (θ∗2 − θ∗0 )−1 0
1
(θ2−θ0)(θ2−θ1) 0 0 0
⎞
⎟⎟⎟⎠ .
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(iii) The transition matrix from the basis (23) to the basis (25) is⎛
⎜⎜⎜⎝
0 0 0 (θ2 − θ0)(θ2 − θ1)φ−1
0 (θ1 − θ2)−1φ−1 (θ1 − θ2)−1 (θ2 − θ0)φ−1
0 (θ∗0 − θ∗2 )ϕ−1φ−1 0 0
ϕ−1 φ+φ1(θ1−θ0)(θ
∗
0 −θ∗2 )
(θ1−θ0)(θ1−θ2)ϕφ
1
(θ1−θ0)(θ1−θ2) φ
−1
⎞
⎟⎟⎟⎠ ,
and the transition matrix from the basis (25) to the basis (23) is⎛
⎜⎜⎝
ϕ
(θ0−θ1)(θ0−θ2)
ϕ
θ0−θ1
ϕϕ1
θ0−θ1 ϕ
0 0 ϕφ(θ∗0 − θ∗2 )−1 0
1 θ1 − θ2 ϕ(θ∗2 − θ∗0 )−1 0
φ
(θ0−θ2)(θ1−θ2) 0 0 0
⎞
⎟⎟⎠ .
(iv) The transition matrix from the basis (24) to the basis (25) is⎛
⎜⎜⎜⎝
(θ0 − θ1)(θ0 − θ2)ϕ−1 0 0 0
(θ0 − θ2)ϕ−1 ϕ−1(θ1 − θ0)−1 (θ1 − θ0)−1 0
0 (θ∗0 − θ∗2 )ϕ−1φ−1 0 0
ϕ−1 ϕ+ϕ1(θ1−θ2)(θ
∗
0 −θ∗2 )
(θ1−θ0)(θ1−θ2)ϕφ
1
(θ1−θ0)(θ1−θ2) φ
−1
⎞
⎟⎟⎟⎠ ,
and the transition matrix from the basis (25) to the basis (24) is⎛
⎜⎜⎝
ϕ
(θ0−θ1)(θ0−θ2) 0 0 0
0 0 ϕφ(θ∗0 − θ∗2 )−1 0
1 θ1 − θ0 φ(θ∗2 − θ∗0 )−1 0
φ
(θ0−θ2)(θ1−θ2)
φ
θ2−θ1
φφ1
θ2−θ1 φ
⎞
⎟⎟⎠ .
Proof. (i) We first obtain the transition matrix from the basis (21) to the basis (25). To obtain the
first column, we observe that by Definition 6.1,
η0 = (A − θ1I )(A − θ2I )η∗0
= (A − θ1I )(A − θ0I )η∗0 + (θ0 − θ2)(A − θ1I )η∗0
= η2 + (θ0 − θ2)(A − θ0I )η∗0 + (θ0 − θ1)(θ0 − θ2)η∗0 .
The second and third columns follow from (26) and (27) respectively.
The last column follows since the fourth basis vectors in (21) and (25) are the same. We have
now obtained the transition matrix from (21) to (25).
The transition matrix from the basis (25) to the basis (21) is as shown, since it is routine to
verify that the product of this matrix and the previous matrix is the identity.
(ii) To obtain the transition matrix from the basis (22) to the basis (25), compute the product of
the transition matrix from the basis (22) to the basis (21) given in Theorem 8.1(i) and the transition
matrix from the basis (21) to the basis (25) given in Theorem 8.3(i). Simplify the product using
(14)–(17). To obtain the transition matrix from the basis (25) to the basis (22), compute the
product of the transition matrix from the basis (25) to the basis (21) given in Theorem 8.3(i) and
the transition matrix from the basis (21) to the basis (22) given in Theorem 8.1(i). Simplify the
product using (14)–(17).
(iii) To obtain the transition matrix from the basis (23) to the basis (25), compute the product of
the transition matrix from the basis (23) to the basis (21) given in Theorem 8.2(i) and the transition
matrix from the basis (21) to the basis (25) given in Theorem 8.3(i). Simplify the product using
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(14)–(17). To obtain the transition matrix from the basis (25) to the basis (23), compute the
product of the transition matrix from the basis (25) to the basis (21) given in Theorem 8.3(i) and
the transition matrix from the basis (21) to the basis (23) given in Theorem 8.2(i). Simplify the
product using (14)–(17).
(iv) To obtain the transition matrix from the basis (24) to the basis (25), compute the product
of the transition matrix from the basis (24) to the basis (21) given in Theorem 8.1(iv) and the
transition matrix from the basis (21) to the basis (25) given in Theorem 8.3(i). Simplify the product
using (14)–(17). To obtain the transition matrix from the basis (25) to the basis (24), compute the
product of the transition matrix from the basis (25) to the basis (21) given in Theorem 8.3(i) and
the transition matrix from the basis (21) to the basis (24) given in Theorem 8.1(iv). Simplify the
product using (14)–(17). 
In the next theorem we display the transition matrix between a split basis and an eigenbasis
for A∗.
Theorem 8.4. With reference to Notation 5.1 the following (i)–(iv) hold.
(i) The transition matrix from the basis (21) to the basis (33) is⎛
⎜⎜⎜⎝
1 φ+φ2(θ0−θ2)(θ
∗
1 −θ∗0 )
(θ∗1 −θ∗0 )(θ∗1 −θ∗2 )
ϕ
(θ∗1 −θ∗0 )(θ∗1 −θ∗2 ) ϕ
0 θ0 − θ2 0 0
0 (θ∗1 − θ∗2 )−1 (θ∗1 − θ∗2 )−1 θ∗2 − θ∗0
0 0 0 (θ∗2 − θ∗0 )(θ∗2 − θ∗1 )
⎞
⎟⎟⎟⎠ ,
and the transition matrix from the basis (33) to the basis (21) is⎛
⎜⎜⎜⎝
1 ϕ1
θ∗0 −θ∗1
ϕ
θ∗0 −θ∗1
ϕ
(θ∗0 −θ∗1 )(θ∗0 −θ∗2 )
0 (θ0 − θ2)−1 0 0
0 (θ2 − θ0)−1 θ∗1 − θ∗2 1
0 0 0 1
(θ∗0 −θ∗2 )(θ∗1 −θ∗2 )
⎞
⎟⎟⎟⎠ .
(ii) The transition matrix from the basis (22) to the basis (33) is⎛
⎜⎜⎜⎝
1 φ
(θ∗1 −θ∗0 )(θ∗1 −θ∗2 )
ϕ+ϕ2(θ0−θ2)(θ∗0 −θ∗1 )
(θ∗1 −θ∗0 )(θ∗1 −θ∗2 ) φ
0 0 θ2 − θ0 0
0 (θ∗1 − θ∗2 )−1 (θ∗1 − θ∗2 )−1 θ∗2 − θ∗0
0 0 0 (θ∗2 − θ∗0 )(θ∗2 − θ∗1 )
⎞
⎟⎟⎟⎠ ,
and the transition matrix from the basis (33) to the basis (22) is⎛
⎜⎜⎜⎝
1 φ1
θ∗0 −θ∗1
φ
θ∗0 −θ∗1
φ
(θ∗0 −θ∗1 )(θ∗0 −θ∗2 )
0 (θ0 − θ2)−1 θ∗1 − θ∗2 1
0 (θ2 − θ0)−1 0 0
0 0 0 1
(θ∗0 −θ∗2 )(θ∗1 −θ∗2 )
⎞
⎟⎟⎟⎠ .
(iii) The transition matrix from the basis (23) to the basis (33) is⎛
⎜⎜⎜⎝
φ−1 1
(θ∗1 −θ∗0 )(θ∗1 −θ∗2 )
ϕ+ϕ2(θ0−θ2)(θ∗0 −θ∗1 )
(θ∗1 −θ∗0 )(θ∗1 −θ∗2 )φ 1
0 0 (θ2 − θ0)φ−1 0
(θ∗0 − θ∗2 )ϕ−1φ−1 ϕ−1(θ∗1 − θ∗0 )−1 φ−1(θ∗1 − θ∗0 )−1 0
(θ∗0 − θ∗2 )(θ∗0 − θ∗1 )ϕ−1φ−1 0 0 0
⎞
⎟⎟⎟⎠ ,
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and the transition matrix from the basis (33) to the basis (23) is⎛
⎜⎜⎜⎝
0 0 0 ϕφ
(θ∗0 −θ∗1 )(θ∗0 −θ∗2 )
0 ϕ(θ0 − θ2)−1 (θ∗1 − θ∗0 )ϕ ϕ
0 φ(θ2 − θ0)−1 0 0
1 ϕ2
θ∗2 −θ∗1
ϕ
θ∗2 −θ∗1
ϕ
(θ∗2 −θ∗1 )(θ∗2 −θ∗0 )
⎞
⎟⎟⎟⎠ .
(iv) The transition matrix from the basis (24) to the basis (33) is⎛
⎜⎜⎜⎝
ϕ−1 ϕ+ϕ1(θ0−θ2)(θ
∗
1 −θ∗2 )
(θ∗1 −θ∗0 )(θ∗1 −θ∗2 )ϕ
1
(θ∗1 −θ∗0 )(θ∗1 −θ∗2 ) 1
0 (θ0 − θ2)ϕ−1 0 0
(θ∗0 − θ∗2 )ϕ−1φ−1 ϕ−1(θ∗1 − θ∗0 )−1 φ−1(θ∗1 − θ∗0 )−1 0
(θ∗0 − θ∗2 )(θ∗0 − θ∗1 )ϕ−1φ−1 0 0 0
⎞
⎟⎟⎟⎠ ,
and the transition matrix from the basis (33) to the basis (24) is⎛
⎜⎜⎜⎝
0 0 0 ϕφ
(θ∗1 −θ∗0 )(θ∗2 −θ∗0 )
0 ϕ(θ0 − θ2)−1 0 0
0 φ(θ2 − θ0)−1 (θ∗1 − θ∗0 )φ φ
1 φ2
θ∗2 −θ∗1
φ
θ∗2 −θ∗1
φ
(θ∗2 −θ∗1 )(θ∗2 −θ∗0 )
⎞
⎟⎟⎟⎠ .
Proof. (i) We start with the transition matrix from (21) to (33). To get the first column of this
matrix, note that the first basis vectors in (21) and (33) are the same.
To obtain the second column we observe the following. By row [0∗D] of Lemma 4.4,
(A∗ − θ∗0 I )η∗0 = 0. (48)
By Lemma 5.2(ii),
(A∗ − θ∗1 I )(A∗ − θ∗2 I )(A − θ1I )(A − θ2I )η∗0 = φη∗0 . (49)
By Lemma 5.8(i),
(A∗ − θ∗1 I )(A − θ0I )η∗0 = ϕ1η∗0 . (50)
By Definition 6.1,
(A − θ1I )(A − θ0I )η∗0 = η2. (51)
Consider the equation which is (θ∗1 − θ∗0 )−1(θ∗1 − θ∗2 )−1 times (49) plus (θ0 − θ2)(θ∗1 − θ∗2 )−1
times (50). Adding
(θ∗1 − θ∗2 )−1(A∗ − θ∗2 I )η2 + (θ0 − θ2)(A − θ0I )η∗0
+ (θ0 − θ2)(θ0 − θ1)(θ∗0 − θ∗2 )(θ∗1 − θ∗2 )−1η∗0
to both sides of this equation and simplifying the result using (48), (51) and the expression for
E∗1 in Notation 5.1 we routinely obtain
E∗1η0 =
φ + φ2(θ0 − θ2)(θ∗1 − θ∗0 )
(θ∗1 − θ∗0 )(θ∗1 − θ∗2 )
η∗0 + (θ0 − θ2)(A − θ0I )η∗0 +
(A∗ − θ∗2 I )η2
θ∗1 − θ∗2
.
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To obtain the third column, we observe by Lemma 5.2(i) and Definition 6.1 that
E∗1η2 =
(A∗ − θ∗0 I )(A∗ − θ∗2 I )
(θ∗1 − θ∗0 )(θ∗1 − θ∗2 )
η2
= (A
∗ − θ∗1 I )(A∗ − θ∗2 I )(A − θ1I )(A − θ0I )η∗0 + (θ∗1 − θ∗0 )(A∗ − θ∗2 I )η2
(θ∗1 − θ∗0 )(θ∗1 − θ∗2 )
= ϕ
(θ∗1 − θ∗0 )(θ∗1 − θ∗2 )
η∗0 +
(A∗ − θ∗2 I )η2
θ∗1 − θ∗2
.
To obtain the fourth column we use Lemma 5.2(i) and Definition 6.1 to get
η∗2 = (A∗ − θ∗1 I )(A∗ − θ∗0 I )η2
= ϕη∗0 + (θ∗2 − θ∗0 )(A∗ − θ∗1 I )(A − θ1I )(A − θ0I )η∗0
= ϕη∗0 + (θ∗2 − θ∗0 )(A∗ − θ∗2 I )η2 + (θ∗2 − θ∗0 )(θ∗2 − θ∗1 )η2.
We have now obtained the transition matrix from (21) to (33).
The transition matrix from the basis (33) to the basis (21) is as shown, since it is routine to
verify that its product with the previous matrix is the identity.
(ii) To obtain the transition matrix from the basis (22) to the basis (33), compute the product of
the transition matrix from the basis (22) to the basis (21) given in Theorem 8.1(i) and the transition
matrix from the basis (21) to the basis (33) given in Theorem 8.4(i). Simplify the product using
(14)–(17). To obtain the transition matrix from the basis (33) to the basis (22), compute the
product of the transition matrix from the basis (33) to the basis (21) given in Theorem 8.4(i) and
the transition matrix from the basis (21) to the basis (22) given in Theorem 8.1(i). Simplify the
product using (14)–(17).
(iii) To obtain the transition matrix from the basis (23) to the basis (33), compute the product of
the transition matrix from the basis (23) to the basis (21) given in Theorem 8.2(i) and the transition
matrix from the basis (21) to the basis (33) given in Theorem 8.4(i). Simplify the product using
(14)–(17). To obtain the transition matrix from the basis (33) to the basis (23), compute the
product of the transition matrix from the basis (33) to the basis (21) given in Theorem 8.4(i) and
the transition matrix from the basis (21) to the basis (23) given in Theorem 8.2(i). Simplify the
product using (14)–(17).
(iv) To obtain the transition matrix from the basis (24) to the basis (33), compute the product
of the transition matrix from the basis (24) to the basis (21) given in Theorem 8.1(iv) and the
transition matrix from the basis (21) to the basis (33) given in Theorem 8.4(i). Simplify the product
using (14)–(17). To obtain the transition matrix from the basis (33) to the basis (24), compute the
product of the transition matrix from the basis (33) to the basis (21) given in Theorem 8.4(i) and
the transition matrix from the basis (21) to the basis (24) given in Theorem 8.1(iv). Simplify the
product using (14)–(17). 
We now display the transition matrices between our eigenbasis for A and our eigenbasis for
A∗.
Theorem 8.5. With reference to Notation 5.1 the transition matrix from the basis (25) to the basis
(33) is
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⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1
(θ0−θ1)(θ0−θ2)
φ+φ2(θ0−θ2)(θ∗1 −θ∗0 )
(θ0−θ1)(θ0−θ2)(θ∗1 −θ∗0 )(θ∗1 −θ∗2 )
ϕ
(θ0−θ1)(θ0−θ2)(θ∗1 −θ∗0 )(θ∗1 −θ∗2 )
ϕ
(θ0−θ1)(θ0−θ2)
1 φ
(θ∗0 −θ∗2 )(θ∗1 −θ∗0 )
ϕ
(θ∗0 −θ∗2 )(θ∗1 −θ∗0 ) 0
0 1
(θ∗2 −θ∗1 )(θ∗0 −θ∗2 )
1
(θ∗2 −θ∗1 )(θ∗0 −θ∗2 ) 1
1
(θ0−θ2)(θ1−θ2)
φ
(θ0−θ2)(θ1−θ2)(θ∗1 −θ∗0 )(θ∗1 −θ∗2 )
ϕ+ϕ2(θ0−θ2)(θ∗0 −θ∗1 )
(θ0−θ2)(θ1−θ2)(θ∗1 −θ∗0 )(θ∗1 −θ∗2 )
φ
(θ0−θ2)(θ1−θ2)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
and the transition matrix from the basis (33) to the basis (25) is⎛
⎜⎜⎜⎜⎜⎜⎜⎝
φ
(θ∗0 −θ∗1 )(θ∗0 −θ∗2 )
ϕ+ϕ1(θ1−θ2)(θ∗0 −θ∗2 )
(θ1−θ0)(θ1−θ2)(θ∗0 −θ∗1 )(θ∗0 −θ∗2 )
ϕφ
(θ1−θ0)(θ1−θ2)(θ∗0 −θ∗1 )(θ∗0 −θ∗2 )
ϕ
(θ∗0 −θ∗1 )(θ∗0 −θ∗2 )
1 1
(θ1−θ0)(θ0−θ2)
ϕ
(θ1−θ0)(θ0−θ2) 0
0 1
(θ2−θ1)(θ0−θ2)
φ
(θ2−θ1)(θ0−θ2) 1
1
(θ∗1 −θ∗2 )(θ∗0 −θ∗2 )
1
(θ1−θ0)(θ1−θ2)(θ∗0 −θ∗2 )(θ∗1 −θ∗2 )
ϕ+ϕ2(θ1−θ0)(θ∗2 −θ∗0 )
(θ1−θ0)(θ1−θ2)(θ∗0 −θ∗2 )(θ∗1 −θ∗2 )
1
(θ∗0 −θ∗2 )(θ∗1 −θ∗2 )
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Proof. To obtain the transition matrix from the basis (25) to the basis (33), compute the product
of the transition matrix from (25) to (21) given in Theorem 8.3(i) and the transition matrix from
(21) to (33) given in Theorem 8.4(i). Simplify the result using (14)–(17). To obtain the transition
matrix from (33) to (25), compute the product of the transition matrix from (33) to (21) given in
Theorem 8.4(i) and the transition matrix from (21) to (25) given in Theorem 8.3(i). Simplify the
result using (14)–(17). 
We are now ready to prove Theorem 7.2.
Proof of Theorem 7.2. (i) We use (14)–(17) to routinely verify that the given matrices are T −1BT
and T −1B∗T , where B (respectively B∗) denotes the matrix representing A (respectively A∗) with
respect to the basis (21), and T denotes the transition matrix from the basis (21) to the basis (25).
(ii) We use (14)–(17) to routinely verify that the given matrices are T −1BT and T −1B∗T ,
where B (respectively B∗) denotes the matrix representing A (respectively A∗) with respect to
the basis (21), and T denotes the transition matrix from the basis (21) to the basis (33).
9. The classification of TD pairs of shape (1, 2, 1)
Theorem 9.1. Given a sequence of scalars
({θi}2i=0, {θ∗i }2i=0, ϕ, φ) (52)
taken from F, there exists a TD system  over F of shape (1, 2, 1) and parameter array (52) if
and only if (i)–(iii) hold below:
(i) θi /= θj , θ∗i /= θ∗j if i /= j (0  i, j  2);
(ii) ϕ /= 0, φ /= 0;
(iii) ϕ /= ϕ1ϕ2, where
ϕ1 := φ − ϕ
(θ0 − θ2)(θ∗0 − θ∗2 )
− (θ0 − θ1)(θ∗0 − θ∗1 ),
ϕ2 := φ − ϕ
(θ0 − θ2)(θ∗0 − θ∗2 )
− (θ1 − θ2)(θ∗1 − θ∗2 ).
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Proof. To prove the theorem in one direction let  := (A; {Ei}2i=0;A∗; {E∗i }2i=0) denote a TD
system over F of shape (1, 2, 1) and parameter array (52). We verify conditions (i)–(iii) of the
theorem. Condition (i) follows from Definition 3.1 and condition (ii) follows from Lemma 5.2. To
verify (iii) assume ϕ = ϕ1ϕ2. We display a one-dimensional subspace W of V such that AW ⊆ W
and A∗W ⊆ W . Consider the vector
w = ϕ2(A − θ0I )η∗0 − (A∗ − θ∗2 I )η2,
where η∗0 and η2 are from Definition 6.1. Note that w /= 0 by Lemma 6.2(iv). Using ϕ = ϕ1ϕ2
and Theorem 7.1(i) we find Aw = θ1w and A∗w = θ∗1 w. By these comments W = Span(w) is a
one-dimensional subspace of V such that AW ⊆ W and A∗W ⊆ W . This contradicts Definition
2.1(vi) so ϕ /= ϕ1ϕ2. We have now verified condition (iii) and the theorem is proved in one
direction.
To prove the theorem in the other direction, we assume the scalars (52) satisfy (i)–(iii) and
display a TD system  over F that has shape (1, 2, 1) and parameter array (52). Let V denote the
vector space F4 (column vectors). Define the matrices
A =
⎛
⎜⎜⎝
θ0 0 0 0
1 θ1 0 0
0 0 θ1 0
0 1 ϕ2 θ2
⎞
⎟⎟⎠ , A∗ =
⎛
⎜⎜⎝
θ∗0 ϕ1 ϕ 0
0 θ∗1 0 0
0 0 θ∗1 1
0 0 0 θ∗2
⎞
⎟⎟⎠
and view A, A∗ as linear transformations on V . We show A is diagonalizable. Let T denote the
first matrix in Theorem 8.3(i). One checks that AT = TD where D = diag(θ0, θ1, θ1, θ2). One
also checks that T is invertible; therefore T −1AT = D so A is diagonalizable. We show A∗ is
diagonalizable. Let S denote the first matrix in Theorem 8.4(i). One checks that A∗S = SD∗
where D∗ = diag(θ∗0 , θ∗1 , θ∗1 , θ∗2 ). One also checks that S is invertible; therefore S−1A∗S = D∗
so A∗ is diagonalizable. From the construction the scalars θ0, θ1, θ2 (respectively θ∗0 , θ∗1 , θ∗2 )
are the eigenvalues of A (respectively A∗); let E0, E1, E2 (respectively E∗0 , E∗1 , E∗2 ) denote the
corresponding primitive idempotents. We show  = (A; {Ei}2i=0;A∗; {E∗i }2i=0) is a TD system
over F that has shape (1, 2, 1) and parameter array (52). To verify that  is a TD system, we
show that  satisfies the conditions (i)–(vi) of Definition 2.1. We already verified condition (i)
and conditions (ii), (iii) hold by the construction. Next we verify condition (iv). Since d = 2, we
only need to show that E0A∗E2 = E2A∗E0 = 0. Setting d = 2 and i = 0, i = 2 in (4),
E0 =
⎛
⎜⎜⎝
1 0 0 0
1
θ0−θ1 0 0 0
0 0 0 0
1
(θ0−θ1)(θ0−θ2) 0 0 0
⎞
⎟⎟⎠ , E2 =
⎛
⎜⎜⎝
0 0 0 0
0 0 0 0
0 0 0 0
1
(θ2−θ0)(θ2−θ1)
1
θ2−θ1
ϕ2
θ2−θ1 1
⎞
⎟⎟⎠ .
Using this data it is routine to verify thatE0A∗E2 = E2A∗E0 = 0. We have now verified condition
(iv). To verify condition (v) we similarly show E∗0AE∗2 = E∗2AE∗0 = 0. By (4),
E∗0 =
⎛
⎜⎜⎝
1 ϕ1
θ∗0 −θ∗1
ϕ
θ∗0 −θ∗1
ϕ
(θ∗0 −θ∗1 )(θ∗0 −θ∗2 )
0 0 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎠ , E∗2 =
⎛
⎜⎜⎜⎝
0 0 0 ϕ
(θ∗2 −θ∗0 )(θ∗2 −θ∗1 )
0 0 0 0
0 0 0 1
θ∗2 −θ∗1
0 0 0 1
⎞
⎟⎟⎟⎠ .
By the above line it is routine to verify that E∗0AE∗2 = E∗2AE∗0 = 0. We have now verified con-
dition (v). Finally, we claim that condition (vi) holds. To prove the claim we start with some
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comments. By construction the span of the vector (1, 0, 0, 0)t is E∗0V , the span of (0, 0, 0, 1)t is
E2V , the span of (0, 1, 0, 0)t is (A − θ0I )E∗0V , and the span of (0, 0, 1, 0)t is (A∗ − θ∗2 I )E2V .
Therefore
V = E∗0V + (A − θ0I )E∗0V + (A∗ − θ∗2 I )E2V + E2V (direct sum). (53)
By the form of A,
E2V = (A − θ1I )(A − θ0I )E∗0V. (54)
By the form of A∗ and since ϕ /= 0,
E∗0V = (A∗ − θ∗1 I )(A∗ − θ∗2 I )E2V. (55)
Similarly by the form of E0, E∗2 and since φ /= 0,
V = E∗0V + (A − θ2I )E∗0V + (A∗ − θ∗2 I )E0V + E0V (direct sum), (56)
E0V = (A − θ1I )(A − θ2I )E∗0V, (57)
E∗0V = (A∗ − θ∗1 I )(A∗ − θ∗2 I )E0V, (58)
and
V = E∗2V + (A − θ0I )E∗2V + (A∗ − θ∗0 I )E2V + E2V (direct sum), (59)
E2V = (A − θ1I )(A − θ0I )E∗2V, (60)
E∗2V = (A∗ − θ∗1 I )(A∗ − θ∗0 I )E2V. (61)
Let W denote a proper subspace of V that is invariant under A and A∗. We show W = 0.
Note that E∗0W = 0; otherwise E∗0V ⊆ W and then W = V by (53)–(55). Similarly E2W = 0;
otherwise E2V ⊆ W and then W = V by (53)–(55). We have E0W = 0; otherwise E0V ⊆ W
and then W = V by (56)–(58). Also E∗2W = 0; otherwise E∗2V ⊆ W and then W = V by (59)–
(61). For w ∈ W we show w = 0. Write w = (a, b, c, d)t . By our above comments E0w = 0, so
a = 0 by the form of E0. Similarly E∗2w = 0, so d = 0 by the form of E∗2 . We also have E∗0w = 0,
E2w = 0; evaluating these using a = 0, d = 0 and the forms of E∗0 , E2 we get
ϕ1b + ϕc = 0,
b + ϕ2c = 0.
Solving the above system of equations using ϕ /= ϕ1ϕ2 we routinely find b = 0 and c = 0. Now
each of a, b, c, d is 0 so w = 0. We have now shown W = 0 and this establishes condition (vi). We
have shown  satisfies conditions (i)–(vi) of Definition 2.1 so  is a TD system. By construction
 is over F and has shape (1, 2, 1). Using Lemma 5.2 and Definition 5.4 we routinely find that
the sequence (52) is the parameter array of . 
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