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Abstract
We provide a brief tutorial on the use of concentration inequalities as they apply to system identification of
state-space parameters of linear time invariant systems, with a focus on the fully observed setting. We draw upon
tools from the theories of large-deviations and self-normalized martingales, and provide both data-dependent and
independent bounds on the learning rate.
I. INTRODUCTION
A key feature in modern reinforcement learning is the ability to provide high-probability guarantees on the
finite-data/time behavior of an algorithm acting on a system. The enabling technical tools used in providing such
guarantees are concentration of measure results, which should be interpreted as quantitative versions of the strong
law of large numbers. This paper provides a brief introduction to such tools, as motivated by the identification of
linear-time-invariant (LTI) systems.
In particular, we focus on the identifying the parameters (A,B) of the LTI system
xt+1 = Axt +But + wt, (1)
assuming perfect state measurements. This is in some sense the simplest possible system identification problem,
making it the perfect case study for such a tutorial. Our companion paper [1] shows how the results derived in this
paper can then be integrated into self-tuning and adaptive control policies with finite-data guarantees. We also refer
the reader to Section II of [1] for an in-depth and comprehensive literature review of classical and contemporary
results in system identification. Finally, we note that most of the results we present below are not the sharpest
available in the literature, but are rather chosen for the pedagogical value.
The paper is structured as follows: in Section II, we study the simplified setting when system (1) is defined for
a scalar state x, and data is drawn from independent experiments. Section III extends these ideas to the vector
valued settings. In Section IV we study the performance of an estimator using all data from a single trajectory –
this is significantly more challenging as all covariates are strongly correlated. Finally, in Section V, we provide
data-dependent bounds that can be used in practical algorithms.
II. SCALAR RANDOM VARIABLES
Consider the scalar dynamical system
xt+1 = axt + ut + wt, (2)
for wt
i.i.d.∼ N (0, σ2w), and a ∈ R an unknown parameter. Our goal is to estimate a, and to do so we inject excitatory
Gaussian noise via ut
i.i.d.∼ N (0, σ2u). We run N experiments over a horizon of T + 1 time-steps, and then solve for
our estimate aˆ via the least-squares problem
aˆ = arg mina
∑N
i=1(x
(i)
T+1 − ax(i)T − u(i)T )2
= a+
∑N
i=1 x
(i)
T w
(i)
T∑N
i=1(x
(i)
T )
2
=: a+ eN .
(3)
Notice that we are using only the last two data-points from each trial – this simplifies the analysis of the error
term eN greatly as each of the summands in the numerator and denominator are now i.i.d. random variables. Our
goal is to provide high-probability bounds on this error term, and return to the single trajectory estimator later in
the paper.
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21) Bounded Random Variables: To build some intuition we begin by studying the behavior of almost surely
(a.s.) bounded random variables. In particular, let {Xi}Ni=1 be drawn i.i.d. from a distribution p, and let Xi ∈ [a, b]
a.s. for all i. Our goal is to quantify, with high-probability, the gap between the empirical and true means, i.e., to
find a bound on ∣∣∣∣∣ 1N
N∑
i=1
Xi − EX1
∣∣∣∣∣ (4)
that holds with high-probability.
When working with bounded random variables McDiarmid’s inequality is a very powerful tool for establishing
concentration of measure.
Theorem II.1. McDiarmid’s Inequality Let Xi ∈ X for i = 1, . . . , N be drawn independently, and let F : X n → R
satisfies. If, for all i = 1, . . . , N , and all x1, . . . , xN , x′i ∈ X it holds that
sup
x1,...,xN ,x′i
∣∣F (x1, . . . , xN )− F (x1, . . . , xi−1, x′i, xi+1, . . . , xN )∣∣ ≤ ci, (5)
then we have that
P [F (x1, . . . , xN )− E [F (x1, . . . , xN )] ≥ t] ≤ exp
(
− 2t
2∑n
i=1 c
2
i
)
. (6)
From Theorem II.1, one can easily derive the Hoeffding’s inequality for bounded random variables.
Corollary II.2 (Hoeffding’s inequality for bounded random variables). Let {Xi}Ni=1 i.i.d.∼ pN be such that Xi ∈ [a, b]
a.s.. Then
P
[
1
N
N∑
i=1
Xi − EX1 ≥ t
]
≤ exp
( −2Nt2
(b− a)2
)
. (7)
Proof. Set F (x1, . . . , xN ) = 1N
∑N
i=1 xi and notice that it satisfies the boundedness condition (5) with ci ≡ (b−a)/N
for all i.
Example 1 (Probability Estimation). Let {Xi}Ni=1 i.i.d.∼ pN be random vectors in X , and let Ω ⊆ X be some set. Let
PˆN =
1
N
N∑
i=1
1x∈Ω, (8)
and notice that EPˆN = P [x ∈ Ω]. As 1x∈Ω ∈ {0, 1} for all x, it follows by equation (7) that
P
[
PˆN − P [x ∈ Ω] ≥ t
]
≤ exp (−2Nt2) .
We can obtain a similar bound on the probability of the event
{
PˆN − P [x ∈ Ω] ≤ −t
}
occurring: it then follows
by union bounding over these two events that
P
[∣∣∣PˆN − P [x ∈ Ω]∣∣∣ ≥ t] ≤ 2exp (−2Nt2) .
Thus we have seen that in the case of a.s. bounded random variables, concentration of measure does indeed occur.
We will now see that similar concentration occurs for random variables drawn from distributions with sufficiently
rapidly decaying tails.
32) Sub-Gaussian Random Variables: We begin by recalling the Chernoff bound, which states that for a random
variable X with mean EX , and moment generating function (MGF) E
[
eλ(X−EX)
]
defined for all |λ| ≤ b, it holds
that
logP [X − EX ≥ t] ≤ inf
λ∈[0,b]
[
logE
[
eλ(X−EX)
]
− λt
]
. (9)
We now turn our attention to Gaussian random variables, and recall that for X ∼ N (µ, σ2), we have that
E
[
eλ(X−µ)
]
= exp
(
σ2λ2
2
)
for all λ ∈ R. Substituting this into the Chernoff bound (9) and solving for λ? = t/σ2,
we immediately obtain
P [X − µ ≥ t] ≤ exp
(−t2
2σ2
)
. (10)
Recalling that if X1 ∼ N (µ1, σ21) and X2 ∼ N (µ2, σ22) then aX1 +bX2 ∼ N (aµ1 +bµ2, a2σ21 +b2σ22), it follows
immediately that for Xi
i.i.d.∼ N (µ, σ2), it holds that
P
[
1
N
N∑
i=1
Xi − µ ≥ t
]
≤ exp
(−Nt2
2σ2
)
. (11)
Once again, a similar bound can be obtained on the probability of event
{
1
N
∑N
i=1Xi − µ ≤ −t
}
occurring: it
then follows by union bounding over these two events that
P
[∣∣∣∣∣ 1N
N∑
i=1
Xi − µ
∣∣∣∣∣ ≥ t
]
≤ 2exp
(−Nt2
2σ2
)
(12)
We now generalize these results to random variables with MGFs dominated by that of a Gaussian random variable.
Definition 1 (Sub-Gaussian Random Variable). A random variable X with mean EX is sub-Gaussian if there exists
a positive number σ2 such that
E
[
eλ(X−EX)
]
≤ exp
(
λ2σ2
2
)
∀λ ∈ R. (13)
An example of random variables that are sub-Gaussian but not Gaussian are bounded random variables – it can
be shown that a random variable X taking values in [a, b] almost surely satisfies equation (13) with parameter
σ2 = (b− a)2/4.
Further, from this definition, it follows immediately that from the Chernoff bound that all sub-Gaussian random
variables satisfy the concentration bound (10). One can also check that if X1 and X2 are sub-Gaussian with
parameters σ21 and σ
2
2 , then X1 +X2 is sub-Gaussian with parameter σ
2
1 + σ
2
2 , from which we immediately obtain
Hoeffding’s Inequality.
Theorem II.3 (Hoeffding’s Inequality). Let {Xi}Ni=1 be iid sub-Gaussian random variables with parameter σ2.
Then
P
[
1
N
N∑
i=1
Xi − EX1 ≥ t
]
≤ exp
(−Nt2
2σ2
)
. (14)
An aside on probability inversion and two sided bounds: Rather than statements about the probability of large
deviations, as in bound (14), we are often interested in the probability that a random variable concentrates near
its mean. To do so, we employ probability inversion: if we are willing to tolerate a large deviation occurring with
probability at most δ, one may invert bound (14) by setting δ = RHS of (14) and solving for t. This allows us to
certify that with probability at least 1− δ that
1
N
N∑
i=1
Xi ≤ EX1 +
√
2σ2 log(1/δ)
N
. (15)
4Applying the same reasoning to the event {X − EX ≤ −t} yields a similar bound, from which it follows, by the
union bound, that with probability at least 1− 2δ that∣∣∣∣∣ 1N
N∑
i=1
Xi − EX1
∣∣∣∣∣ ≤
√
2σ2 log(1/δ)
N
. (16)
3) Sub-Exponential Random Variables: Revisiting the error term defined in (3), we see that we still do not have
the requisite tools to perform the desired analysis.
Example 2 (Products of Gaussians are not Sub-Gaussian). Motivated by the error term in (3), we compute the
MGFs for X2 and XW , where X,W i.i.d.∼ N (0, 1). Direct computation of the resulting integrals show that
E
[
eλ(X
2−1)] = e−λ1−2λ if λ < 1/2,
E
[
eλ(XW )
]
= 1√
pi(1−λ2) if |λ| < 1.
(17)
These random variables are clearly not sub-Gaussian, as their MGFs do not exist for all λ ∈ R. However, notice
that they can be bounded by the MGF of a Gaussian random variable in a neighborhood of the origin. In particular
we have that
E
[
eλ(X
2−1)] = e−λ1−2λ ≤ exp(4λ22 ) ∀|λ| < 1/4
E
[
eλ(XW )
]
= 1√
pi(1−λ2) ≤ exp
(
2λ2
2
)
∀|λ| < 1/√2.
The first inequality follows from some calculus, and the second by leveraging that − log(1− x) ≤ x(1− x)−1 for
0 ≤ x < 1.
We now show that MGFs exhibiting behavior as above also concentrate.
Definition 2. A random variable X with mean EX is sub-exponential with parameters (ν2, α) if
E
[
eλ(X−EX)
]
≤ exp
(
ν2λ2
2
)
∀|λ| ≤ 1
α
. (18)
Example 2 therefore demonstrated that for X,W i.i.d.∼ N (0, 1), X2 is sub-exponential with parameters (4, 4), and
XW is sub-exponential with parameters (2,
√
2).
We now state without proof the tail bound enjoyed by sub-exponential random variables, which follows from
a more involved Chernoff type argument (see Ch. 2 of [2]). Specifically, if X is sub-exponential with parameters
(ν2, α), then
P [X − EX ≥ t] ≤
{
exp
(
−t2
2ν2
)
if 0 ≤ t ≤ ν2α
exp
(−t
2α
)
if t > ν
2
α .
(19)
Thus we see that for sufficiently small deviations 0 ≤ t ≤ ν2/α, sub-exponential random variables exhibit sub-
Gaussian concentration – indeed, informally, one may view sub-Gaussian random variables as the limit of a sub-
exponential random variable with α → 0. Finally, we note that we can show that for X1 and X2 sub-exponential
random variables with parameters (ν2i , α
2
i ), we have that X1 + X2 is a sub-exponential random variable with
parameters (ν21 + ν
2
2 ,max{α1, α2}).
We now return to our motivating example and analyze the error term (3). First, we observe that
x
(i)
T
i.i.d.∼ N (0, (σ2w + σ2u)
T∑
t=0
a2t). (20)
In what follows, we let σ2x := (σ
2
w + σ
2
u)
∑T
t=0 a
2t, which we recognize as the (variance weighted) finite-time
controllability Gramian of the scalar system (2).
Theorem II.4. Consider the least squares estimator (3). Fix a failure probability δ ∈ (0, 1], and assume that
N ≥ 32 log(2/δ). Then with probability at least 1− δ, we have that
|eN | ≤ 4σw
σx
√
log(4/δ)
N
. (21)
5This theorem follows immediately by invoking the next two propositions with failure probability δ/2 and union
bounding.
Proposition II.5. Fix δ ∈ (0, 1], and let N ≥ 32 log(1/δ). Then with probability at least 1− δ
N∑
i=1
(x
(i)
T )
2 ≥ σ2x
N
2
. (22)
Proof. From (20), we have that xT /σx ∼ N (0, 1). Thus from Example 2, x2T /σ2x is sub-exponential with parameters
(4, 4), and
∑N
i=1
(
x
(i)
T /σx
)2 is sub-exponential with parameters (4N, 4). From the tail bound (19), we see that
P
σ2x N∑
i=1
(
x
(i)
T
σx
)2
−Nσ2x ≤ −t
 = P
 N∑
i=1
(
x
(i)
T
σx
)2
−N ≤ −t
σ2x
 ≤ exp( −t2
8Nσ4x
)
,
for all t ≤ Nσ2x. Inverting this bound to solve for a failure probability of δ, we see that t = σ2x
√
8N log(1/δ) ≤ Nσ2x,
where the inequality follows from out assumed lower bound on N . We therefore have, with probability at least
1− δ, that
N∑
i=1
(x
(i)
T )
2 ≥ σ2x(N −
√
8N log(1/δ)) ≥ σ2x
N
2
,
where the final inequality follows from the assumed lower bound on N .
Proposition II.6. Fix δ ∈ (0, 1], and let N ≥ 12 log(2/δ). Then with probability at least 1− δ∣∣∣∣∣
N∑
i=1
x
(i)
T w
(i)
T
∣∣∣∣∣ ≤ 2σxσw√N log(2/δ). (23)
Proof. By a similar argument as the previous proof, we have that
∑N
i=1
x
(i)
T w
(i)
T /σxσw is sub-exponential with
parameters (4N,
√
2), from which it follows that
P
[∣∣∣∣∣
N∑
i=1
x
(i)
T w
(i)
T
∣∣∣∣∣ ≥ t
]
= P
[∣∣∣∣∣
N∑
i=1
x
(i)
T w
(i)
T
σxσw
∣∣∣∣∣ ≥ tσxσw
]
≤ 2exp
( −t2
4Nσ2xσ
2
w
)
,
if t ≤ 2√2Nσxσw. Inverting with probability failure δ, we obtain t = 2σxσw
√
N log(2/δ) ≤ 2√2Nσxσw, where
the final inequality holds by the assumed lower bound on N . Thus, with probability at least 1− δ, (23) holds.
III. VECTOR VALUED RANDOM VARIABLES
Consider a linear dynamical system described by
xt+1 = Axt +But + wt, (24)
where xt, wt ∈ Rnx , ut ∈ Rnu , and wt i.i.d.∼ N (0, σ2wI). Our goal is to identify the matrices (A,B), and to do so we
inject excitatory Gaussian noise via ut
i.i.d.∼ N (0, σ2uI). As before, we run N experiments over a horizon of T + 1
time-steps. Letting
XN :=

(x
(1)
T+1)
>
...
(x
(N)
T+1)
>
 , ZN :=

(x
(1)
T )
>, (u(1)T )
>
...
(x
(N)
T )
>, (u(N)T )
>
 , WN :=

(w
(1)
T )
>
...
(w
(N)
T )
>
 , (25)
6we then solve for our estimates (Â, B̂) via the least-squares problem:[
Â B̂
]>
= arg min(A,B)
∑N
i=1‖x(i)T+1 −Ax(i)T −Bu(i)T ‖22
= arg min(A,B)
∥∥∥XN − ZN [A B]>∥∥∥2
F
=
[
A B
]>
+ (Z>NZN )
−1Z>NWN .
(26)
Notice that
Z>NZN =
N∑
i=1
[
x
(i)
T
u
(i)
T
][
x
(i)
T
u
(i)
T
]>
, Z>NWN =
N∑
i=1
[
x
(i)
T
u
(i)
T
]
(w
(i)
T )
>, (27)
where one can easily verify that[
x
(i)
T
u
(i)
T
]
i.i.d.∼ N
(
0,
[
σ2uΛC(A,B, T ) + σ
2
wΛC(A, I, T ) 0
0 σ2uInu
])
, (28)
with
ΛC(A,B, T ) =
T∑
t=0
AtBB>(A>)t, (29)
the T -time-step controllability Gramian of (A,B). To lighten notation we let Σx denote the (1, 1) block of the
above covariance, i.e.,
Σx := σ
2
uΛC(A,B, T ) + σ
2
wΛC(A, I, T ).
Our objective is to derive high-probability bounds on the spectral norm of the error terms
EA := (Â−A)> =
[
Inx 0nx×nu
]
(Z>NZN )
−1Z>NWN
EB := (B̂ −B)> =
[
0nu×nx Inu
]
(Z>NZN )
−1Z>NWN .
(30)
Define QA =
[
Inx 0nx×nu
]
. Then (Â−A)> = QAEN , and
‖Â−A‖2 = ‖QA(Z>NZN )−1Z>NWN‖2
dist
= ‖QA(Σ1/2Y >N YNΣ1/2)−1Σ1/2Y >NWN‖2
= ‖QAΣ−1/2(Y >N YN )−1Y >NWN‖2
≤ ‖Σ−1/2x ‖2
‖Y >NWN‖2
λmin(Y >N YN )
= λ
−1/2
min (Σx)
‖Y >NWN‖2
λmin(Y >N YN )
, (31)
where YN := [y>i ]
N
i=1, with yi
i.i.d.∼ N (0, Inx+nu). A similar argument shows that
‖B̂ −B‖2 ≤ 1
σu
‖Y >NWN‖2
λmin(Y >N YN )
, (32)
reducing our task to finding (i) an upper bound on the norm of the cross term
∑
i yiw
>
i , and (ii) a lower bound on
the minimum eigenvalue of the empirical Gramian matrix
∑
i yiy
>
i . These can be obtained using tail bounds for
sub-gaussian and sub-exponential random variables, as formalized in the following propositions.
Now, recall that for a matrix M =
∑N
i=1 xiw
>
i
‖M‖2 = sup
u∈Sn−1,v∈Sm−1
N∑
i=1
(u>xi)(w>i v). (33)
We begin our analysis by fixing a (u, v) ∈ Sn−1 × Sm−1, and notice that each (u>xi) and (w>i v) are sub-
Gaussian random variables with parameter σ2 = 1 if the components xi,j , j = 1, . . . , n, and wi,k, k = 1, . . . ,m,
are themselves sub-Gaussian random variables with parameters σ2 = 1. From Example 2, we conclude that
7(u>xi)(w>i v) is a zero-mean sub-exponential random variabled with parameters (2,
√
2). It then follows immediately
from a one-sided version of Proposition II.6, that for a fixed (u, v) ∈ Sn−1 ×Sm−1, if N ≥ 12 log(1/δ), then with
probability at least 1− δ, that
u>Mv ≤ 2
√
N log(1/δ). (34)
We now use this observation in conjunction with a covering argument to bound ‖M‖2.
Proposition III.1. Let xi ∈ Rn and wi ∈ Rm be such that xi i.i.d.∼ N (0,Σx) and wi i.i.d.∼ N (0,Σw), and let M =∑N
i=1 xiw
>
i . Fix a failure probability δ ∈ (0, 1], and let N ≥ 12(n+m) log(9/δ). Then, it holds with probability at
least 1− δ that
‖M‖2 ≤ 4‖Σx‖1/22 ‖Σw‖1/22
√
N(n+m) log(9/δ). (35)
Proof. First notice that
M
dist
= Σ1/2x
(
N∑
i=1
yiz
>
i
)
Σ1/2w ,
for yi
i.i.d.∼ N (0, In) and zi i.i.d.∼ N (0, Im). We therefore have that
‖M‖2 ≤ ‖Σx‖1/22 ‖Σw‖1/22 ‖
N∑
i=1
yiz
>
i ‖2,
thus it suffices to control the term∥∥∥∥∥
N∑
i=1
yiz
>
i
∥∥∥∥∥
2
= sup
u∈Sn−1,v∈Sm−1
N∑
i=1
(u>yi)(z>i v). (36)
We approximate this supremum with an -net. In particular, let {uk}Mk=1 and {v`}N`=1, be -coverings of the Sn−1
and Sm−1, respectively. Then for every (u, v) ∈ Sn−1 ×Sm−1, let (uk, v`) denote the elements of their respective
nets such that ‖u− uk‖2 ≤  and ‖v − v`‖2 ≤ . Then, for an arbitrary matrix M ∈ Rn×m, we have that
u>Mv = (u− uk)>Mv + u>kM(v − v`) + u>kMv` ≤ 2‖M‖2 + max
k,`
u>kMv`.
Taking the supremum over (u, v) then shows that
‖M‖2 ≤ 1
1− 2 maxk,` u
>
kMv`. (37)
Choosing  = 1/4, a standard volume comparison shows that M ≤ 9n and N ≤ 9m is sufficient, thus∥∥∥∥∥
N∑
i=1
yiz
>
i
∥∥∥∥∥
2
≤ 2 max
1≤k≤9n,1≤`≤9m
N∑
i=1
(u>k yi)(z
>
i v`). (38)
However, from equation (34), we have that for each pair (uk, v`), if N ≥ 12(n + m) log(9/δ), it holds with
probability at least 1− δ/9n+m that
N∑
i=1
(u>k yi)(z
>
i v`) ≤ 2
√
N(n+m) log(9/δ). (39)
Union bounding over the 9n+m pairs (uk, v`) proves the claim.
We now use Proposition III.1 and a similar argument to lower bound the minimum singular value of a positive
definite covariance like matrix. We note that more sophisticated arguments lead to tighter bounds (e.g., as in [2],
[3]).
Proposition III.2. Let xi ∈ Rn be drawn i.i.d. from N (0,Σx), and set M =
∑N
i=1 xix
>
i . Fix a failure probability
δ ∈ (0, 1], and let N ≥ 24n log(9/δ). Then with probability at least 1−2δ, we have that λmin(M) ≥ λmin(Σx)N/2.
8Proof. First notice that λmin(M) ≥ λmin(Σx)λmin(Z), for Z =
∑N
i=1 ziz
>
i , zi
i.i.d.∼ N (0, In), and thus it suffices to
lower bound the minimum eigenvalue of Z.
Let {uk} be a 1/4-net of Sn−1 with cardinality at most 9n (note that by symmetry of Z, we only require the
one -net). A similar argument as in the previous proof reveals that
λmin(Z) ≥ min
k
u>k Zuk − ‖Z‖2. (40)
Since N ≥ 12n log(9/δ), we have ‖Z‖2 ≤ 4
√
Nn log(9/δ) with probability at least 1− δ by Proposition III.1.
Also, we can leverage Proposition II.5 to show that, for a fixed uk ∈ Sn−1, it holds with probability at least
1− δ/9n that u>k Zuk ≥ (N −
√
8Nn log(9/δ)).
Thus, union bounding over all of the above events, we have with probability at least 1− 2δ that
λmin(M)
λmin(Σx)
≥
(
N −
√
8Nn log(9/δ)− 4
√
Nn log(9/δ)
)
.
The result then follows from the assumed lower bound on N .
Remarkably, we see that the tools developed for the scalar case, suitably augmented with some covering
arguments, are all that we needed to derive the aforementioned bounds. We now show how these two propositions
can be used to provide high-probability bounds on ‖EA‖2 and ‖EB‖2.
Theorem III.3. Consider the least-squares estimator defined by (26). Fix a failure probability δ ∈ (0, 1], and
assume that N ≥ 24(nx + nu) log(54/δ). Then, it holds with probability at least 1− δ, that
‖Â−A‖2 ≤ 8σwλ−1/2min (Σx)
√
(2nx + nu) log(54/δ)
N
, (41)
and
‖B̂ −B‖2 ≤ 8σw
σu
√
(2nx + nu) log(54/δ)
N
. (42)
Proof. Recalling the expression (31) for ‖EA‖2, we have by Proposition III.1, probability at least 1− δ/6 that
‖Y >NWN‖2 ≤ 4σw
√
N(2nx + nu) log(54/δ),
and by Proposition III.2, we have with probability at least 1 − 2δ/6 that λmin(Y >N YN ) ≥ N/2. Union bounding
over these events, we therefore have that bound (41) holds with probability at least 1 − δ/2. A similar argument
applied to (32) shows that bound (42) holds with probability at least 1−δ/2. Union bounding over these two events
yields the claim.
IV. SINGLE TRAJECTORY RESULTS
The previous sections made a very strong simplifying assumption: that all of the covariates used in the system-
identification step were independent. To satisfy this assumption, we needed several independent trajectories, from
which we only used two-data points. This is both impractical and data-inefficient – however, analyzing single
trajectory estimators is much more challenging, and is a current active area of research. This section aims to
provide the reader with a survey of some of the tools being used to extend the ideas discussed above to the
single-trajectory setting.
1) Linear Response: In this section we study single trajectory results for LTI systems. We will frame the problem
in a more general setting from [4] and specialize the results to LTI systems. Suppose that {zt} ⊆ Rn is a stochastic
process. Suppose we observe {zt} and the following linear responses {yt} ⊆ R`, defined as:
yt = Θ?zt + wt , (43)
9where Θ? ∈ R`×n is an unknown parameter that we wish to identify and we assume that wt|Ft−1 is a zero-
mean σw-sub-Gaussian random vector, where Ft = σ(w0, ..., wt, z1, ..., zt). We are interested in the quality of the
estimate:
Θ̂ = arg min
Θ∈R`×n
1
2
T∑
t=1
‖yt −Θxt‖22 . (44)
Notice that (44) covers the case of an autonomous LTI system xt+1 = Axt + wt where we want to learn the
parameter A by setting yt = xt+1. It also covers the case of a controlled LTI system xt+1 = Axt+But+wt where
we want to learn Θ =
[
A B
]
. Now, under the necessary invertibility assumptions, the error Θ̂−Θ? is given by
the expression:
Θ̂−Θ? =
(
T∑
t=1
wtz
>
t
)(
T∑
t=1
ztz
>
t
)−1
.
We analyze the error by bounding ‖Θ̂−Θ?‖ by the following decomposition:∥∥∥∥∥∥
(
T∑
t=1
wtz
>
t
)(
T∑
t=1
ztz
>
t
)−1/2( T∑
t=1
ztz
>
t
)−1/2∥∥∥∥∥∥
≤
∥∥∥∥∥∥
(
T∑
t=1
wtz
>
t
)(
T∑
t=1
ztz
>
t
)−1/2∥∥∥∥∥∥
∥∥∥∥∥∥
(
T∑
t=1
ztz
>
t
)−1/2∥∥∥∥∥∥
=
∥∥∥∥(∑Tt=1wtz>t )(∑Tt=1 ztz>t )−1/2∥∥∥∥√
λmin(
∑T
t=1 ztz
>
t )
. (45)
The term appearing in the numerator of (45) is a self-normalized martingale (see e.g. [5], [6]). On the other hand,
the term appearing in the denominator of (45) is the minimum eigenvalue of the empirical covariance matrix. The
analysis of (45) proceeds by upper bounding the martingale term and lower bounding the minimum eigenvalue. We
note that the martingale term can be handled with the self-normalized inequality from Theorem 1 of Abbasi-Yadkori
et al. [6] (see Theorem V.3 below). We will focus on controlling the minimum eigenvalue.
Before we present (a simplified version of) the technique used in Simchowitz et al. [4], we discuss a first attempt
at controlling the minimum eigenvalue. One could in principle leverage the results of the previous subsection by
appealing to mixing time arguments (see e.g. [7]) which allow us to treat the process {zt} as nearly independent
across time by arguing that long term dependencies do not matter. However, such arguments yield bounds that
degrade as the system mixes slower. For the LTI case, this leads to bounds that degrade as the spectral radius of
A approaches one (and is not applicable to unstable A). Instead, we will present the small-ball style of argument
used in Simchowitz et al. [4].
Definition 3. Suppose that {φt} is a real-valued stochastic process adapted to the filtration {Ft}. We say the
process {φt} satisfies the (k, ν, p) block martingale small-ball (BMSB) condition if:
1
k
k∑
i=1
P(|φt+i| ≥ ν|Ft) ≥ p a.s. for all t ≥ 0 . (46)
We utilize Definition 3 in the following manner. Recall that we can write the minimum eigenvalue of the
covariance matrix as the following empirical process:
λmin
(
T∑
t=1
ztz
>
t
)
= inf
v∈Rn:‖v‖2=1
T∑
t=1
〈zt, v〉2 .
For a fixed unit vector v, we use Definition 3 applied to the process φt = 〈zt, v〉 to lower bound the quantity∑T
t=1〈zt, v〉2. We then appeal to a simple covering argument to pass to the infimum. The following proposition
allows us to obtain a pointwise bound for
∑T
t=1〈zt, v〉2.
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Proposition IV.1. Suppose the process {φt} satisfies the (k, ν, p) block martingale small-ball condition. Then,
P
(
T∑
t=1
φ2t ≤
ν2p2
8
kbT/kc
)
≤ exp
(
−bT/kcp
2
8
)
.
The remaining covering argument is conceptually simple. We start by defining the matrix Z ∈ RT×n where the
t-th row of Z is zt. Next we fix (m,M) satisfying 0 < m ≤M and we set ε = m/(4M). We let N (ε) be a ε-net
of the sphere Sn−1, and consider the two events Emin, Emax defined as:
Emin =
⋂
v∈N (ε)
{v>Z>Zv ≥ m}, Emax = {‖Z>Z‖ ≤M} .
Note that we can upper bound |N (ε)| ≤ (1 + 2/ε)n ≤ (9Mm )n.
Then we have:
λmin
(
Z>Z1Emin∩Emax
)
≥ inf
‖v‖2=1
v>Z>Zv1Emin∩Emax
≥ min
v∈N (ε)
T∑
t=1
〈v, zt〉21Emin∩Emax − 2
∥∥∥Z>Z1Emin∩Emax∥∥∥ ε
≥ m− 2Mε ≥ m/2 .
Proposition IV.1 combined with a union bound allows us to choose an m such that P(Ecmax) ≤ δ/2. In particular,
suppose that for every v ∈ Sn−1 we have that φt = 〈zt, v〉 satisfies (k, ν, p) BMSB. Then Proposition IV.1 tells us
that if we set m = ν
2p2
8 kbT/kc and if
bT/kc ≥ 8
p2
(log(2/δ) + n log(9M/m)) ,
then P(Ecmin) ≤ δ/2. On the other hand, we can use Markov’s inequality to choose an M such that P(Ecmax) ≤ δ/2.
In particular:
P(‖Z>Z‖ ≥ t) ≤ t−1E[‖Z>Z‖] ≤ t−1 tr(E[Z>Z]) = t−1
T∑
t=1
E[‖zt‖22] .
Therefore we can set M = 2
∑T
t=1 E[‖zt‖22]/δ. Combining these calculations, we see that with probability at least
1− δ, as long as T satisfies:
bT/kc ≥ 8
p2
(
log(2δ ) + n log
(
144
p2δ
1
ν2(T − k)
T∑
t=1
E[‖zt‖22]
))
,
then we have λmin(Z>Z) ≥ ν2p216 kbT/kc. As we will see shortly, the quantity 1ν2(T−k)
∑T
t=1 E[‖zt‖22] behaves like
a condition number for this problem. Fortunately, its contribution is in the logarithm of the bound, which is a
feature of the particular decomposition in (45).
Combining this technique with bounds on the self-normalized martingale term, one can show the following result
for estimation in the linear response model (43).
Theorem IV.2. Fix Γmin,Γmax such that 0 ≺ Γmin  Γmax. Put Γ = ΓmaxΓ−1min. Suppose for every fixed v ∈ Sn−1,
we have that (i) φt = 〈zt, v〉 satisfies the (k,
√
v>Γminv, p) block martingale small-ball condition, and also suppose
(ii) that P(
∑T
t=1 ztz
>
t 6 T · Γmax) ≤ δ. Then as long as T satisfies:
T ≥ 10k
p2
(
log(1/δ) + 2n log(10/p) + log det(Γ)
)
,
we have with probability at least 1− 3δ,
‖Θ̂−Θ?‖ ≤ 90σw
p
√
`+ n log(10p ) + log det(Γ) + log(
1
δ )
Tλmin(Γmin)
.
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We now show how to use Theorem IV.2 to study the estimation of LTI systems. We consider the simple
autonomous case of xt+1 = Axt + wt where wt
i.i.d.∼ N (0, σ2wI). Here, we will assume that A is stable (i.e.
ρ(A) ≤ 1). For the autonomous LTI system, we have that zt = xt, so the (k, ν, p) BMSB condition is equivalent
to:
1
k
k∑
i=1
P(|〈xt+i, v〉| ≥ ν|Ft) ≥ p .
We first observe that for i ≥ 1, xt+i|Ft dist= N (Aixt,Γi), where Γi := σ2w
∑i−1
k=0A
k(Ak)>. Therefore by a Paley-
Zygmund type inequality, we have P(|〈xt+i, v〉| ≥
√
v>Γiv) ≥ 3/10. Now fix any k ≥ 1 and let 1 ≤ i0 ≤ k.
Observe that:
1
k
k∑
i=1
P(|〈xt+i, v〉| ≥
√
v>Γi0v|Ft) ≥
1
k
k∑
i=i0
P(|〈xt+i, v〉| ≥
√
v>Γi0v|Ft)
≥ 1
k
k∑
i=i0
P(|〈xt+i, v〉| ≥
√
v>Γiv|Ft) ≥ 3
10
k − i0 + 1
k
Now we select i0 = dk/2e. This shows that 〈xt, v〉 satisfies the (k,
√
v>Γdk/2ev, 3/20) BMSB condition.
We now check condition (ii) of the hypothesis of Theorem IV.2. First, we observe that E[
∑T
t=1 xtx
>
t ] =∑T
t=1 Γt  T ·ΓT . Markov’s inequality implies that P(
∑T
t=1 xtx
>
t 6 nTδ ·ΓT ) ≤ δ. Hence we can set Γmax = nδ ·ΓT .
Theorem IV.2 tells us that if T & k(n log(n/δ) + log det(ΓTΓ−1dk/2e)) , then with probability at least 1− δ,
‖Â−A‖ . σw
√√√√n log(n/δ) + log det(ΓTΓ−1dk/2e)
Tλmin(Γdk/2e)
.
We now discuss how to choose the free parameter k, which depends on whether or not the system A is strictly
stable ρ(A) < 1 or only marginally stable ρ(A) = 1.
a) Case A is strictly stable: When A is strictly stable, we have that Γ∞ = limt→∞ Γt exists and furthermore,
there exists a τ ≥ 1 and ρ ∈ (0, 1) such that ‖Ak‖ ≤ τρk for all k = 0, 1, .... We can furthermore bound ‖Γ∞−Γt‖ ≤
σ2wτ
2
1−ρ2 ρ
2t. This means that if we choose k = 11−ρ log
(
2σ2wτ
2
1−ρ2
)
, then we have λmin(Γdk/2e) ≥ λmin(Γ∞)/2 and also
log det(Γ∞Γ−1dk/2e) ≤ n. Therefore, Theorem IV.2 implies that if T & n log(n/δ)1−ρ log
(
2σ2wτ
2
1−ρ2
)
, then with probability
at least 1− δ we have ‖Â−A‖ . σw
√
n log(n/δ)
Tλmin(Γ∞)
.
b) Case A is marginally stable: This case is more delicate. It is possible to give a general rate that depends
on various properties of the Jordan blocks of A, as is done in Corollary A.2 of [4]. Here, we present a special
case when A is an orthogonal matrix In this case, Γt = σ2wt · I . Hence if we set k = T/(n log(n/δ), then if
T & n log(n/δ), we have that ‖Â−A‖ . n log(n/δ)T . Observe that the rate in this case is actually the faster O(1/T )
rate instead of O(1/
√
T ) when A is strictly stable.
V. DATA-DEPENDENT BOUNDS AND THE BOOTSTRAP
The previous results characterize upper bounds on the rates of convergence of ordinary least-squares based
estimates of system parameters. Although informative from a theoretical perspective, they cannot be used to
implement control algorithms as they depend on properties of the true underlying system. In this section, we
present two data-dependent approaches to computing error estimates.
We begin with the multiple-trajectory independent data setting. The following proposition from [8] provides
refined confidence sets on the estimates (Â, B̂).
Proposition V.1 (Proposition 2.4, [8]). Assume we have N independent samples (y(`), x(`), u(`)) such that
y(`) = Ax(`) +Bu(`) + w(`),
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where w(`) i.i.d.∼ N (0, σ2wInx) and are independent from x(`) and u(`). Also, assume that N ≥ nx + nu. Then, with
probability 1− δ, we have[
(Â−A)>
(B̂ −B)>
][
(Â−A)>
(B̂ −B)>
]>
 C2nx,nu,δ
(
N∑
`=1
[
x(`)
u(`)
] [
x(`)
u(`)
]>)−1
,
where C2nx,nu,δ = σ
2
w(
√
nx + nu +
√
nx +
√
2 log(1/δ))2. If the matrix on the right hand side has zero as an
eigenvalue, we define the inverse of that eigenvalue to be infinity.
Proof. We rely on the the following standard result in high-dimensional statistics [2]: for W ∈ RN×nx a matrix
with each entry i.i.d. N (0, σ2w), it holds with probability at least 1−δ that ‖W‖2 ≤ σw(
√
N+
√
nx+
√
2 log(1/δ)).
As before we use Z to denote the N × (nx + nu) matrix with rows equal to z>` =
[
(x(`))> (u(`))>
]
. Also, we
denote by W the N ×nx matrix with columns equal to w(`). Therefore, as before, the error matrix for the ordinary
least squares estimator satisfies E = (Z>Z)−1Z>W when the matrix Z has rank nx + nu. Under the assumption
that N ≥ nx +nu we consider the singular value decomposition Z = UΛV >, where V,Λ ∈ R(nx+nu)×(nx+nu) and
U ∈ RN×(nx+nu). Therefore, when Λ is invertible, E = V (Λ>Λ)−1Λ>U>W = V Λ−1U>W.
This implies that
EE> = V Λ−1U>WW>UΛ−1V >  ‖U>W‖22V Λ−2V > = ‖U>W‖22(Z>Z)−1.
As the columns of U are orthonormal, the entries of U>W are i.i.d. N (0, σ2w), from which the result follows.
The following corollary is then immediate.
Corollary V.2. Let the conditions of Proposition V.1 hold. Then with probability at least 1− δ
‖Â−A‖2 ≤ C(nx, nu, δ)‖QAMQ>A‖1/22
‖B̂ −B‖2 ≤ C(nx, nu, δ)‖QBMQ>B‖1/22
(47)
Single trajectory bounds: To derive similar data-dependent bounds for the single-trajectory setting, we exploit
the decomposition (45) and find a data-dependent bound to the self-normalized martingale term
‖(
T∑
t=1
ztz
>
t )
−1/2(
T∑
t=1
ztw
>
t )‖2, (48)
where for convenience, we use the transpose of the previously defined expressions. To do so, we need the following
result.
Theorem V.3 (Theorem 1, [6]). Let {Ft}t≥0 be a filtration, and {ηt}t≥0 be a real valued stochastic process such
that ηt is Ft-measurable, and ηt is conditionally sub-Gaussian with parameter R2, i.e.,
∀λ ∈ R, E
[
eληt | Ft−1
]
≤ exp
(
λ2R2
2
)
.
Let {Xt}t≥0 be an Rn-valued stochastic process such that Xt is Ft−1-measurable. Assume that V is a n × n
dimensional positive definite matrix. For any t ≥ 0, define
V¯t = V +
t∑
s=0
XsX
>
s , St =
t∑
s=1
ηsXs. (49)
Then, for any δ > 0, with probability at least 1− δ and for all t ≥ 0,
‖V −1/2t St‖22 ≤ 2R2 log
(
det(V¯T )
1/2 det(V )−1/2
δ
)
. (50)
This theorem now allows us to provide a purely data-dependent bound to the term (48). We let VT :=
∑T
t=1 ztz
>
t .
Proposition V.4. Fix α > 0, and let
V = T · blkdiag(BB>σ2u + σ2wInx , σ2uInu).
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Then, if VT  αV , it holds with probability at least 1− δ,
‖Θ̂−Θ?‖ ≤
√
8(1 + α)σw
√
nx log(9/δ) +
1
2 log det(VTV
−1)
λmin (VT )
. (51)
Proof. By assumption VT  αV  0. Now define
V¯T := VT + V, ST :=
T∑
t=1
ztw
>
t .
In terms of these matrices, our goal is now to bound ‖V −1/2T ST ‖2. We first observe that VT  αV , and consequently
V¯T  (1+α)VT , from which it follows that ‖V −1/2T ST ‖2 ≤
√
1 + α‖V¯T−1/2ST ‖2. Now fix an arbitrary v ∈ Snx−1,
and notice that ST v =
∑T
t=1 zt(w
>
t v), where (w
>
t v)
i.i.d.∼ N (0, σ2w). We can therefore apply Theorem V.3 to see that
with probability at least 1− δ,
‖V¯ −1/2T ST v‖22 ≤ 2σ2w log
(
det(V¯T )
1/2 det(V )−1/2
δ
)
. (52)
Now taking a 1/4-net of Snx−1 and union bounding over the at most 9nx events (52) with failure probabilities
δ/9nx , we have that with probability at least 1− δ
‖V¯ −1/2T ST ‖22 ≤ 8σ2w
(
nx log(9/δ) +
1
2 log det(V¯TV
−1)
)
. (53)
Recalling that ‖V −1/2T ST ‖2 ≤
√
1 + α‖V¯T−1/2ST ‖, we have, with probability at least 1− δ, that
‖V −1/2T ST ‖2 ≤
√
8(1 + α)σ2wnx log(9/δ) +
1
2 log det(VTV
−1). (54)
Combining this bound with expression (45), then yields (51).
The Bootstrap: The Bootstrap [9] is a technique used to estimate population statistics (such as confidence
intervals) by sampling from synthetic data generated from empirical estimates of the underlying distribution.
Algorithm 1,1, as suggested in [8], can be used to estimate the error bounds A := ‖Â−A‖2 and B := ‖B̂−B‖2.
Algorithm 1 Bootstrap estimation of A and B
1: Input: confidence parameter δ, number of trials M , data {(x(i)t , u(i)t )}1≤i≤N
1≤t≤T
, and (Â, B̂) a minimizer of
∑N
`=1
∑T−1
t=0
1
2
‖Ax(`)t +Bu(`)t −x(`)t+1‖22.
2: for M trials do
3: for ` from 1 to N do
4: x̂(`)0 = x
(`)
0
5: for t from 0 to T − 1 do
6: x̂(`)t+1 = Âx̂
(`)
t + B̂û
(`)
t + ŵ
(`)
t with ŵ
(`)
t
i.i.d.∼ N (0, σ2wInx ) and û(`)t
i.i.d.∼ N (0, σ2uInu ).
7: end for
8: end for
9: (A˜, B˜) ∈ arg min(A,B)
∑N
`=1
∑T−1
t=0
1
2
‖Ax̂(`)t +Bû(`)t − x̂(`)t+1‖22.
10: record ˜A = ‖Â− A˜‖2 and ˜B = ‖B̂ − B˜‖2.
11: end for
12: Output: A and B , the 100(1− δ)th percentiles of the ˜A’s and the ˜B’s.
For A and B estimated by Algorithm 1 we intuitively have
P(‖A− Â‖2 ≤ A) ≈ 1− δ, P(‖B − B̂‖2 ≤ B) ≈ 1− δ.
Although we do not do so here, these results can be formalized: for more details see texts by Van Der Vaart and
Wellner [10], Shao and Tu [11], and Hall [12].
Example 3 (Data-driven bounds). Consider the discrete-time double integrator system
xt+1 =
[
1 0.1
0 1
]
xt +
[
0
1
]
ut + wt, (55)
driven by noise process wt
i.i.d.∼ N (0, σ2wI2) and exploratory input ut i.i.d.∼ N (0, σ2u), with σw = 0.1 and σu = 1. Figure
1 illustrates the resulting error and bound trajectories.
1We assume that σu and σw are known. Otherwise they can be estimated from data.
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Fig. 1: Data-dependent and bootstrapped bounds of estimates – shown are median, first and third quartiles over 10 independent
runs. The left figure shows the error bound (51) for a single trajectory estimate, whereas the two rightmost figures show the
bounds from (47) and bootstrap estimates. For the bootstrap algorithm, we run M = 200 loops, and set the horizon N to T .
VI. CONCLUSION
In this paper, we provided a brief introduction to tools useful for the finite-time analysis of system identification
algorithms. We studied the full information setting, and showed how concentration of measure of sub-Gaussian
and sub-exponential random variables are sufficient to analyze the independent trajectory estimator. We further
showed that the analysis becomes much more challenging in the single-trajectory setting, but that tools from self-
normalized martingale theory and small-ball probability are useful in this context. Finally, we provided computable
data-dependent bounds that can be used in practical algorithms. In our companion paper [1], we show how these tools
can be used to design and analyze self-tuning and adaptive control methods with finite-data guarantees. Although
we focused on the full information setting, we note that many of the techniques described extend naturally to the
partially observed setting [13], [14], [15].
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