1. Introduction {#sec1-sensors-17-00928}
===============

In the age of artificial intelligence, sensors play quite an important role for environment sensing and information acquisition. At the same time, sensors may be affected by the complicated application environment. Thus, multi-sensor modeling and sensor data fusion are important issues in many real applications \[[@B1-sensors-17-00928],[@B2-sensors-17-00928],[@B3-sensors-17-00928],[@B4-sensors-17-00928],[@B5-sensors-17-00928],[@B6-sensors-17-00928],[@B7-sensors-17-00928]\]. Driven by real applications, many methods have been proposed for multi-sensor modeling and sensor data fusion \[[@B8-sensors-17-00928]\], including neural network models \[[@B1-sensors-17-00928],[@B9-sensors-17-00928]\], belief function theory \[[@B10-sensors-17-00928],[@B11-sensors-17-00928]\], Dempster--Shafer evidence theory \[[@B12-sensors-17-00928],[@B13-sensors-17-00928],[@B14-sensors-17-00928]\], fuzzy set theory \[[@B15-sensors-17-00928]\], Z-Numbers \[[@B16-sensors-17-00928]\], and so on \[[@B17-sensors-17-00928]\]. Furthermore, accompanied by multi-sensor data fusion, how to measure the uncertain degree or the reliability of sensor reports with heterogeneous sources is still an open issue. This paper focuses on multi-sensor data fusion by firstly proposing a new uncertainty measure and then designing a new uncertainty measure-based sensor data fusion approach.

Dempster--Shafer evidence theory \[[@B18-sensors-17-00928],[@B19-sensors-17-00928]\] is effective in uncertain information modeling and processing, and it has been widely used in many fields, such as multiple attribute decision making \[[@B20-sensors-17-00928],[@B21-sensors-17-00928],[@B22-sensors-17-00928]\], risk analysis \[[@B23-sensors-17-00928],[@B24-sensors-17-00928],[@B25-sensors-17-00928],[@B26-sensors-17-00928],[@B27-sensors-17-00928],[@B28-sensors-17-00928]\], pattern recognition \[[@B29-sensors-17-00928],[@B30-sensors-17-00928],[@B31-sensors-17-00928],[@B32-sensors-17-00928],[@B33-sensors-17-00928],[@B34-sensors-17-00928]\], fault diagnosis \[[@B11-sensors-17-00928],[@B12-sensors-17-00928],[@B13-sensors-17-00928]\], controller design \[[@B35-sensors-17-00928],[@B36-sensors-17-00928]\] and so on \[[@B37-sensors-17-00928],[@B38-sensors-17-00928],[@B39-sensors-17-00928]\]. Although Dempster--Shafer evidence theory is an effective method for information processing, the classical Dempster's rule of combination can't be used directly for conflict sensor data fusion, especially when there exists highly conflicting data, which may lead to counterintuitive results \[[@B40-sensors-17-00928],[@B41-sensors-17-00928]\]. One way to handle the conflict information in real applications, such as sensor data fusion, is to quantify the uncertainty before applying data fusion \[[@B11-sensors-17-00928],[@B13-sensors-17-00928],[@B42-sensors-17-00928]\]. However, how to measure the uncertainty of uncertain information in the framework of Dempster--Shafer evidence theory is still an open issue \[[@B43-sensors-17-00928],[@B44-sensors-17-00928],[@B45-sensors-17-00928]\].

Shannon entropy is an admitted way for measuring information volume \[[@B46-sensors-17-00928]\], which is a typical way for uncertainty measure in the probabilistic framework. Although Shannon entropy has been generalized to many fields, for example, as a generalization of Shannon entropy, network entropy is an effective measurement for measuring the complexity of networks \[[@B47-sensors-17-00928],[@B48-sensors-17-00928],[@B49-sensors-17-00928],[@B50-sensors-17-00928]\], and Shannon entropy can't be used directly among mass functions in the framework of Dempster--Shafer evidence theory because a mass function is a generalized probability assigned on the power set of the frame of discernment (FOD). To address this issue, many uncertainty measures in Dempster--Shafer framework are proposed, such as Hohle's confusion measure \[[@B51-sensors-17-00928]\], Yager's dissonance measure \[[@B52-sensors-17-00928]\], the weighted Hartley entropy \[[@B53-sensors-17-00928]\], Klir and Ramer's discord measure \[[@B54-sensors-17-00928]\], Klir and Parviz's strife measure \[[@B55-sensors-17-00928]\] and George and Pal's conflict measure \[[@B56-sensors-17-00928]\] and so on \[[@B43-sensors-17-00928],[@B44-sensors-17-00928]\]. However, the existed methods may not be that effective in some cases \[[@B57-sensors-17-00928]\]. Recently, another uncertainty measure named Deng entropy is proposed \[[@B57-sensors-17-00928]\]. Although Deng entropy had been successfully applied in some real applications \[[@B11-sensors-17-00928],[@B12-sensors-17-00928],[@B13-sensors-17-00928],[@B14-sensors-17-00928],[@B16-sensors-17-00928]\], Deng entropy didn't take into consideration of the scale of FOD, which means a loss of available and valuable information in information processing.

In order to overcome this shortage of Deng entropy, a weighted belief entropy based on Deng entropy is proposed in this paper. The weighted belief entropy takes advantage of the relative scale of a proposition with respect to the FOD. In other words, the cardinality of the proposition and the number of element in FOD are used to define the weight factor in the proposed uncertain measure. After that, based on the proposed measure, a new sensor data fusion approach is proposed. In the proposed method, the weighted belief entropy is used to preprocess the conflict data by measuring the uncertain degree of each body of evidence (BOE). Finally, the conflict data can be fused by Dempster's rule of combination.The effectiveness of the weighted belief entropy is verified with the numerical example in \[[@B57-sensors-17-00928]\]. In addition, the new sensor data fusion method is applied on fault diagnosis of a motor rotor to show the capacity of the new method in real application.

The rest of this paper is organized as follows. In [Section 2](#sec2-sensors-17-00928){ref-type="sec"}, the preliminaries on Dempster--Shafer evidence theory, Shannon entropy, Deng entropy and some uncertainty measures in Dempster--Shafer framework are briefly introduced. In [Section 3](#sec3-sensors-17-00928){ref-type="sec"}, the weighted belief entropy is proposed. In [Section 4](#sec4-sensors-17-00928){ref-type="sec"}, a new sensor data fusion approach based on the weighted belief entropy is proposed. In [Section 5](#sec5-sensors-17-00928){ref-type="sec"}, a numerical example for the new method is presented. In [Section 6](#sec6-sensors-17-00928){ref-type="sec"}, the proposed sensor data fusion method is used for fault diagnosis of a motor rotor. The conclusions are given in [Section 7](#sec7-sensors-17-00928){ref-type="sec"}.

2. Preliminaries {#sec2-sensors-17-00928}
================

Some preliminaries are briefly introduced in this section, including Dempster--Shafer evidence theory \[[@B18-sensors-17-00928],[@B19-sensors-17-00928]\], Shannon entropy \[[@B46-sensors-17-00928]\], Deng entropy \[[@B57-sensors-17-00928]\] and some other typical uncertainty measures in Dempster--Shafer framework \[[@B51-sensors-17-00928],[@B52-sensors-17-00928],[@B53-sensors-17-00928],[@B54-sensors-17-00928],[@B55-sensors-17-00928],[@B56-sensors-17-00928]\].

2.1. Dempster--Shafer Evidence Theory {#sec2dot1-sensors-17-00928}
-------------------------------------

Let $\mathsf{\Omega}\mspace{600mu} = \left\{ {\theta_{1},\theta_{2},\ldots,\theta_{i},\ldots,\theta_{N}} \right\}$ be a finite nonempty set of mutually exclusive and exhaustive events, $\mathsf{\Omega}$ is called the *frame of discernment* (FOD). The power set of $\mathsf{\Omega}$, denoted as $2^{\mathsf{\Omega}}$, is composed of $2^{N}$ elements denoted as follows:$$2^{\mathsf{\Omega}} = \left\{ {\mathsf{\varnothing},\left\{ \theta_{1} \right\},\left\{ \theta_{2} \right\},\ldots,\left\{ \theta_{N} \right\},\left\{ {\theta_{1},\theta_{2}} \right\},\ldots,\left\{ {\theta_{1},\theta_{2},\ldots,\theta_{i}} \right\},\ldots,\mathsf{\Omega}} \right\}.$$

A *mass function* *m* is defined as a mapping from the power set $2^{\mathsf{\Omega}}$ to the interval \[0,1\], which satisfies the following conditions \[[@B18-sensors-17-00928],[@B19-sensors-17-00928]\]:$$m\left( \mathsf{\varnothing} \right) = 0,{}\sum\limits_{A \in \mathsf{\Omega}}{m\left( A \right) = 1}.$$ If $m\left( A \right) > 0$, then *A* is called a *focal element*, the mass function $m\left( A \right)$ represents how strongly the evidence supports the proposition *A*.

A *body of evidence* (BOE), also known as a *basic probability assignment* (BPA) or *basic belief assignment* (BBA), is represented by the focal sets and their associated mass value:$$\left( {\Re,m} \right) = \left\{ {\left\langle {A,m\left( A \right)} \right\rangle:A \in 2^{\mathsf{\Omega}},m\left( A \right) > 0} \right\},$$ where *ℜ* is a subset of the power set $2^{\mathsf{\Omega}}$, and each $A \in \Re$ has an associated nonzero mass value $m\left( A \right)$.

A BPA *m* can also be represented by its associate belief function $Bel$ and plausibility function $Pl$ respectively, defined as follows:$$Bel\left( A \right) = \sum\limits_{\phi \neq B \subseteq A}{m\left( B \right)}\text{    }and\text{    }Pl\left( A \right) = \sum\limits_{B \cap A \neq \phi}{m\left( B \right)}.$$

In Dempster--Shafer evidence theory, two independent mass functions, denoted as $m_{1}$ and $m_{2}$, can be combined with Dempster's rule of combination defined as \[[@B18-sensors-17-00928],[@B19-sensors-17-00928]\]:$$m\left( A \right) = \left( {m_{1} \oplus m_{2}} \right)\left( A \right)\mspace{180mu} = \frac{1}{1 - k}\sum\limits_{B \cap C = A}{m_{1}\left( B \right)m_{2}\left( C \right)},$$ where *k* is a normalization constant representing the *degree of conflict* between $m_{1}$ and $m_{2}$, *k* is defined as \[[@B18-sensors-17-00928],[@B19-sensors-17-00928]\]:$$k = \sum\limits_{B \cap C = \mathsf{\varnothing}}{m_{1}\left( B \right)m_{2}\left( C \right)}.$$

2.2. Shannon Entropy {#sec2dot2-sensors-17-00928}
--------------------

As an uncertainty measure of information volume in a system or process, Shannon entropy plays a central role in information theory. Shannon entropy indicates that the information volume of each piece of information is directly connected to its uncertain degree.

Shannon entropy, as the information entropy, is defined as follows \[[@B46-sensors-17-00928]\]:$$H = - \sum\limits_{i = 1}^{N}{p_{i}\log_{b}p_{i}},$$ where *N* is the number of basic states, $p_{i}$ is the probability of state *i*, and $p_{i}$ satisfies $\sum\limits_{i = 1}^{N}p_{i} = 1$. If the unit of information is bits, then $b = 2$.

2.3. Deng Entropy {#sec2dot3-sensors-17-00928}
-----------------

Deng entropy is a generalization of Shannon entropy in Dempster--Shafer framework. If the information is modelled in the framework of a probability theory, Deng entropy can be degenerated to Shannon entropy. Deng entropy, denoted as $E_{d}$, is defined as follows \[[@B57-sensors-17-00928]\]:$$E_{d}\left( m \right) = - \sum\limits_{A \subseteq X}{m\left( A \right)\log_{2}\frac{m\left( A \right)}{2^{|A|} - 1}},$$ where $\left| A \right|$ denotes the cardinality of the proposition *A*, and *X* is the FOD. If and only if the mass value is assigned to single elements, Deng entropy can be degenerated to Shannon entropy, in this case, the form of Deng entropy is as follows:$$E_{d}\left( m \right) = - \sum\limits_{A \subseteq X}{m\left( A \right)\log_{2}\frac{m\left( A \right)}{2^{|A|} - 1}} = - \sum\limits_{A \subseteq X}{m\left( A \right)\log_{2}m\left( A \right)}.$$ For more details about Deng entropy, please refer to \[[@B57-sensors-17-00928]\].

2.4. Uncertainty Measures in Dempster--Shafer Framework {#sec2dot4-sensors-17-00928}
-------------------------------------------------------

In this section, some other typical uncertainty measures in the framework of Dempster--Shafer evidence theory are briefly introduced. Assume that *X* is the FOD, *A* and *B* are focal elements of the mass function, and $\left| A \right|$ denotes the cardinality of *A*. Then, the definitions of different uncertainty measures are shown as follows.

### 2.4.1. Hohle's Confusion Measure {#sec2dot4dot1-sensors-17-00928}

Hohle's confusion measure, denoted as $C_{H}$, is defined as follows \[[@B51-sensors-17-00928]\]:$$C_{H}\left( m \right) = - \sum\limits_{A \subseteq X}{m\left( A \right)\log_{2}Bel\left( A \right)}.$$

### 2.4.2. Yager's Dissonance Measure {#sec2dot4dot2-sensors-17-00928}

Yager's dissonance measure, denoted as $E_{Y}$, is defined as follows \[[@B52-sensors-17-00928]\]:$$E_{Y}\left( m \right) = - \sum\limits_{A \subseteq X}{m\left( A \right)\log_{2}Pl\left( A \right)}.$$

### 2.4.3. Dubois and Prade's Weighted Hartley Entropy {#sec2dot4dot3-sensors-17-00928}

Dubois and Prade's weighted Hartley entropy, denoted as $E_{DP}$, is defined as follows \[[@B53-sensors-17-00928]\]:$$E_{DP}\left( m \right) = \sum\limits_{A \subseteq X}{m\left( A \right)\log_{2}\left| A \right|}.$$

### 2.4.4. Klir and Ramer's Discord Measure {#sec2dot4dot4-sensors-17-00928}

Klir and Ramer's discord measure, denoted as $D_{KR}$, is defined as follows \[[@B54-sensors-17-00928]\]:$$D_{KR}\left( m \right) = - \sum\limits_{A \subseteq X}{m\left( A \right)\log_{2}\sum\limits_{B \subseteq X}{m\left( B \right)\frac{\left| {A \cap B} \right|}{\left| B \right|}}}.$$

### 2.4.5. Klir and Parviz's Strife Measure {#sec2dot4dot5-sensors-17-00928}

Klir and Parviz's strife measure, denoted as $S_{KP}$, is defined as follows \[[@B55-sensors-17-00928]\]:$$S_{KP}\left( m \right) = - \sum\limits_{A \subseteq X}{m\left( A \right)\log_{2}\sum\limits_{B \subseteq X}{m\left( B \right)\frac{\left| {A \cap B} \right|}{\left| A \right|}}}.$$

### 2.4.6. George and Pal's Conflict Measure {#sec2dot4dot6-sensors-17-00928}

The total conflict measure proposed by George and Pal, denoted as $TC_{GP}$, is defined as follows \[[@B56-sensors-17-00928]\]:$$TC_{GP}\left( m \right) = \sum\limits_{A \subseteq X}{m\left( A \right)\sum\limits_{B \subseteq X}{m\left( B \right)\left( {1 - \frac{\left| {A \cap B} \right|}{\left| {A \cup B} \right|}} \right)}}.$$

3. The Proposed Uncertainty Measurement {#sec3-sensors-17-00928}
=======================================

In this section, a weighted belief entropy based on Deng entropy is proposed. In the framework of Dempster--Shafer evidence theory, the uncertain information is represented not only by mass functions, the FOD is also a source of uncertainty, for example, the number of elements in a FOD can be changed even if the mass value of each proposition keeps still. However, the existed belief entropy, such as Dubois and Prade's weighted Hartley entropy and Deng entropy, only takes into consideration of mass functions, the cardinality of the proposition and the scale of FOD are ignored. This may lead to information loss in information processing.

3.1. Weighted Belief Entropy {#sec3dot1-sensors-17-00928}
----------------------------

By addressing more available information in the evidence, includes the scale of FOD, denoted as $\left| X \right|$, and the relative scale of a focal element with respect to the FOD, denoted as $\left( \left| A \right|/\left| X \right| \right)$. The new belief entropy named the weighted belief entropy is proposed as follows:$$E_{Wd}\left( m \right) = - \sum\limits_{A \subseteq X}{\frac{\left| A \right|m\left( A \right)}{\left| X \right|}\log_{2}\frac{m\left( A \right)}{2^{|A|} - 1}},$$ where *X* is the FOD, *A* is the focal element of the mass function, $\left| A \right|$ denotes the cardinality of the proposition *A* and $\left| X \right|$ is the number of elements in FOD.

Compared with Deng entropy, the weighted belief entropy addresses more uncertain information in BOE, which can contribute to a more accurate information processing procedure in real applications. In the next subsection, a numerical example is used to show the effectiveness of the new measure, as well as making a comparison with some other typical uncertainty measures in Dempster--Shafer framework.

3.2. Numerical Example {#sec3dot2-sensors-17-00928}
----------------------

In order to test the capacity and superiority of the weighted belief entropy, recall the example in \[[@B57-sensors-17-00928]\].

Consider the mass function $m\left( \left\{ 6 \right\} \right) = 0.05$, $m\left( \left\{ {3,4,5} \right\} \right) = 0.05$, $m\left( T \right) = 0.8$ and $m\left( X \right) = 0.1$ in a FOD $X = \left\{ {1,2,...,14,15} \right\}$ with fifteen elements denoted as Element 1, \..., and Element 15. *T* represents a variable subset with its number of element changes from Element 1 to Element 14, as is shown in [Table 1](#sensors-17-00928-t001){ref-type="table"}.

Deng entropy $E_{d}$ in Equation ([8](#FD8-sensors-17-00928){ref-type="disp-formula"}) and the weighted belief entropy $E_{Wd}$ in Equation ([16](#FD16-sensors-17-00928){ref-type="disp-formula"}) are calculated with a changed proposition, and the results are shown in [Table 1](#sensors-17-00928-t001){ref-type="table"}. According to [Table 1](#sensors-17-00928-t001){ref-type="table"}, the values of weighted belief entropy are all smaller than that of Deng entropy. This is reasonable because more information in the BOE is taken into consideration with the weighted belief entropy, which means the weighted belief entropy has less information loss than Deng entropy. By reducing the uncertain degree, the new measure can be more accurate than Deng entropy for uncertainty measure in information processing.

[Figure 1](#sensors-17-00928-f001){ref-type="fig"} shows the comparison results of different uncertainty measures in Dempster--Shafer framework. The uncertain degree measured by Hohle's confusion measure never changes with the variation of the element number in proposition *T*, thus it cannot measure the variance of uncertainty in this case. Similar to the confusion measure, Yager's dissonance measure has a limited capacity of uncertainty measure in this case. The uncertain degree measured by Klir and Ramer's discord measure, Klir and Parviz's strife measure and George and Pal's conflict measure all decreases with the increase of the element number in proposition *T*. Thus, the confusion measure, dissonance measure, discord measure, strife measure and conflict measure can't effectively measure the increase of uncertain degree in BOE in this case. With Dubois and Prade's weighted Hartley entropy, Deng entropy and the weighted belief entropy, the uncertain degree increases significantly with the increase of the element number in proposition *T*. However, the weighted Hartley entropy and Deng entropy have significant information loss compared with the weighted belief entropy because the uncertain information modelled as the scale of FOD ($\left| X \right|$) hasn't been addressed in Equation ([8](#FD8-sensors-17-00928){ref-type="disp-formula"}) and Equation ([12](#FD12-sensors-17-00928){ref-type="disp-formula"}). Above all, the weighted belief entropy is more reasonable than the other uncertain measures in this case.

4. The Weighted Belief Entropy-Based Sensor Data Fusion Approach {#sec4-sensors-17-00928}
================================================================

In order to fuse conflict sensor data properly in real applications, in this section, a multi-sensor data fusion approach is proposed based on the new measure. In the proposed method, the uncertain degree of evidence is measured by the new weighted belief entropy. Five steps are included in the proposed multi-sensor data fusion method, as is shown in [Figure 2](#sensors-17-00928-f002){ref-type="fig"}.

The details of the five steps in [Figure 2](#sensors-17-00928-f002){ref-type="fig"} are presented as follows.

1.  Uncertain data modeling with BPA.

    In real applications, the information or data can be any style, so the first step of information processing in the frame of the Dempster--Shafer evidence theory mainly focuses on modeling uncertain information with BPAs in BOE.

2.  Uncertainty measure of BPA with weighted belief entropy.

    The uncertain degree of information modeled by BPAs in the 1st step needs to be measured with a proper uncertainty measure before further processing. In the proposed method, the weighted belief entropy is used to measure the uncertain degree of each BOE.

    For the *i*th BOE ($i = 1,2,\cdots,n$), its corresponding uncertain degree with the weighted belief entropy $E_{Wd}$ is calculated as follows: $$E_{Wd}\left( m_{i} \right) = - \sum\limits_{A \subseteq X}{\frac{\left| A \right|m_{i}\left( A \right)}{\left| X \right|}\log_{2}\frac{m_{i}\left( A \right)}{2^{|A|} - 1}}.$$

3.  Calculate the weight of each BOE.

    Based on the value of weighted belief entropy, the weight of each BOE can be calculated. Generally, the weight of each BOE has a positive correlation with the uncertainty measure of each BPA \[[@B12-sensors-17-00928]\].

    For the *i*th BOE ($i = 1,2,\cdots,n$), its weight based on the uncertain degree measured by the weighted belief entropy is calculated as follows: $$w_{i} = \frac{E_{Wd}\left( m_{i} \right)}{\sum\limits_{i = 1}^{n}{E_{Wd}\left( m_{i} \right)}}.$$

4.  Calculate the weighted mass functions.

    The weighted mass function of each proposition is calculated for the final data fusion.

    For each proposition *A* in the BOE, the weighted mass function can be calculated as follows: $$m_{w}\left( A \right) = \sum\limits_{i = 1}^{n}{w_{i}m_{i}\left( A \right)}.$$

5.  Data fusion with Dempster's rule of combination.

    In the proposed method, the conflict among different evidence is transformed and measured by the weighted belief entropy, and now data fusion can be completed with Dempster's rule of combination.

    For each proposition *A* in the BOE, the combination result can be obtained by calculating Dempster's rule of combination with $\left( n - 1 \right)$ times: $$m\left( A \right) = \left( \left( \left( \left( m_{w} \oplus m_{w} \right)_{1} \oplus m_{w} \right)_{2}... \oplus m_{w} \right)_{(n - 2)} \oplus m_{w} \right)_{(n - 1)}\left( A \right),n \geq 2.$$

5. Experiment with Artificial Data {#sec5-sensors-17-00928}
==================================

In order to verify the rationality and effectiveness of the proposed multi-sensor data fusion method, an experiment is performed in this section. The experiment in \[[@B58-sensors-17-00928]\] is recalled for the convenience of making a comparison with some other methods.

Considering a target recognition problem, three potential targets are denoted as *A*, *B* and *C*, respectively. The evidence reported by five sensors is modeled as BPAs, as is shown in [Table 2](#sensors-17-00928-t002){ref-type="table"}. Intuitively, as is described in \[[@B58-sensors-17-00928]\], the report from the 2nd sensor is contrary to the other four sensors and *A* will be the recognized target with the highest belief.

Execute the method in [Figure 2](#sensors-17-00928-f002){ref-type="fig"} of [Section 4](#sec4-sensors-17-00928){ref-type="sec"}. The result of the 1st step is adopted from \[[@B58-sensors-17-00928]\], and the BPAs are presented in [Table 2](#sensors-17-00928-t002){ref-type="table"}.

For the 2nd step, with Equation ([17](#FD17-sensors-17-00928){ref-type="disp-formula"}), the weighted belief entropy of each sensor report is calculated as follows: $$E_{Wd}\left( m_{1} \right) = - \sum\limits_{A \subseteq X}{\frac{\left| A \right|m_{1}\left( A \right)}{\left| X \right|}\log_{2}\frac{m_{1}\left( A \right)}{2^{|A|} - 1}} = 0.5221,$$ $$E_{Wd}\left( m_{2} \right) = - \sum\limits_{A \subseteq X}{\frac{\left| A \right|m_{2}\left( A \right)}{\left| X \right|}\log_{2}\frac{m_{2}\left( A \right)}{2^{|A|} - 1}} = 0.1563,$$ $$E_{Wd}\left( m_{3} \right) = - \sum\limits_{A \subseteq X}{\frac{\left| A \right|m_{3}\left( A \right)}{\left| X \right|}\log_{2}\frac{m_{3}\left( A \right)}{2^{|A|} - 1}} = 0.9647,$$ $$E_{Wd}\left( m_{4} \right) = - \sum\limits_{A \subseteq X}{\frac{\left| A \right|m_{4}\left( A \right)}{\left| X \right|}\log_{2}\frac{m_{4}\left( A \right)}{2^{|A|} - 1}} = 0.9921,$$ $$E_{Wd}\left( m_{5} \right) = - \sum\limits_{A \subseteq X}{\frac{\left| A \right|m_{5}\left( A \right)}{\left| X \right|}\log_{2}\frac{m_{5}\left( A \right)}{2^{|A|} - 1}} = 0.9225.$$

For the 3rd step, the weight of each evidence (BOE) can be calculated with Equation ([18](#FD18-sensors-17-00928){ref-type="disp-formula"}), the calculation results are as follows: $$w_{1} = \frac{E_{Wd}\left( m_{1} \right)}{\sum\limits_{i = 1}^{5}{E_{Wd}\left( m_{i} \right)}} = 0{.1468},$$ $$w_{2} = \frac{E_{Wd}\left( m_{2} \right)}{\sum\limits_{i = 1}^{5}{E_{Wd}\left( m_{i} \right)}} = 0{.0439},$$ $$w_{3} = \frac{E_{Wd}\left( m_{3} \right)}{\sum\limits_{i = 1}^{5}{E_{Wd}\left( m_{i} \right)}} = 0{.2712},$$ $$w_{4} = \frac{E_{Wd}\left( m_{4} \right)}{\sum\limits_{i = 1}^{5}{E_{Wd}\left( m_{i} \right)}} = 0{.2789},$$ $$w_{5} = \frac{E_{Wd}\left( m_{5} \right)}{\sum\limits_{i = 1}^{5}{E_{Wd}\left( m_{i} \right)}} = 0{.2593}.$$

For the 4th step, with Equation ([19](#FD19-sensors-17-00928){ref-type="disp-formula"}), the weighted mass function of each proposition in [Table 2](#sensors-17-00928-t002){ref-type="table"} is calculated as follows: $$m_{w}\left( A \right) = \sum\limits_{i = 1}^{5}{w_{i}m_{i}\left( A \right)} = 0.5264,$$ $$m_{w}\left( B \right) = \sum\limits_{i = 1}^{5}{w_{i}m_{i}\left( B \right)} = 0.1549,$$ $$m_{w}\left( C \right) = \sum\limits_{i = 1}^{5}{w_{i}m_{i}\left( C \right)} = 0.0484,$$ $$m_{w}\left( {A,C} \right) = \sum\limits_{i = 1}^{5}{w_{i}m_{i}\left( {A,C} \right)} = 0.2703.$$

Finally, for the 5th step, with Dempster's rule of combination and Equation ([20](#FD20-sensors-17-00928){ref-type="disp-formula"}), each of the new weighted mass function is fused four times. The fusion results are shown as follows: $$m\left( A \right) = \left( \left( \left( \left( m_{w} \oplus m_{w} \right)_{1} \oplus m_{w} \right)_{2} \oplus m_{w} \right)_{3} \oplus m_{w} \right)_{4}\left( A \right) = 0.9895,$$ $$m\left( B \right) = \left( \left( \left( \left( m_{w} \oplus m_{w} \right)_{1} \oplus m_{w} \right)_{2} \oplus m_{w} \right)_{3} \oplus m_{w} \right)_{4}\left( B \right) = 0.0003,$$ $$m\left( C \right) = \left( \left( \left( \left( m_{w} \oplus m_{w} \right)_{1} \oplus m_{w} \right)_{2} \oplus m_{w} \right)_{3} \oplus m_{w} \right)_{4}\left( C \right) = 0.0057,$$ $$m\left( {A,C} \right) = \left( \left( \left( \left( m_{w} \oplus m_{w} \right)_{1} \oplus m_{w} \right)_{2} \oplus m_{w} \right)_{3} \oplus m_{w} \right)_{4}\left( {A,C} \right) = 0.0045.$$

With the proposed method, it can be concluded that target *A* is the recognized target. The results of this experiment with different methods are shown in [Table 3](#sensors-17-00928-t003){ref-type="table"}. Although the experiment results with the methods in \[[@B11-sensors-17-00928],[@B58-sensors-17-00928],[@B59-sensors-17-00928]\] all get a high belief on target *A*, the proposed method has the highest belief (98.95%) on the recognized target *A*. In addition, in \[[@B11-sensors-17-00928]\], the method for evidence modification is based on evidence distance and Deng entropy simultaneously, which is not convincing, because both evidence distance and Deng entropy are based on mass functions of BOE, thus there exists a coupling relationship among those two indices in \[[@B11-sensors-17-00928]\]. Compared with the methods in \[[@B11-sensors-17-00928],[@B58-sensors-17-00928],[@B59-sensors-17-00928]\], the weighted belief entropy in the new method contributes to a stronger capacity in conflict data fusion by addressing more available uncertain information in BOE.

6. Application in Fault Diagnosis {#sec6-sensors-17-00928}
=================================

In this section, the proposed method is applied to an experiment of fault diagnosis for a motor rotor. The practical data in \[[@B16-sensors-17-00928]\] is adopted for the convenience of making a comparative study with some other methods.

6.1. Problem Description {#sec6dot1-sensors-17-00928}
------------------------

According to \[[@B16-sensors-17-00928]\], suppose there are three types of fault in a motor rotor, denoted as $F_{1} = \left\{ Rotor\mspace{600mu}\mspace{600mu} unbalance \right\}$, $F_{2} = \left\{ Rotor\mspace{600mu}\mspace{600mu} misalignment \right\}$ and $F_{3} = \left\{ Pedestal\mspace{600mu}\mspace{600mu} looseness \right\}$, respectively. Three vibration acceleration sensors are placed in different installation positions to collect the vibration signal. The acceleration vibration frequency amplitudes at the frequencies of $Freq1$, $Freq2$ and $Freq3$ are taken as the fault feature variables. The results of sensor reports modelled as BOEs are presented in [Table 4](#sensors-17-00928-t004){ref-type="table"}, where $m_{s_{1}}\left( \cdot \right)$, $m_{s_{2}}\left( \cdot \right)$ and $m_{s_{3}}\left( \cdot \right)$ denote the BOEs reported from these three vibration acceleration sensors.

6.2. Data Fusion Based on the New Method {#sec6dot2-sensors-17-00928}
----------------------------------------

Execute the method presented in [Section 4](#sec4-sensors-17-00928){ref-type="sec"} to solve the fault diagnosis problem mentioned above.

**Step 1** Uncertain data modeling with BPA.

In this paper, BPAs of sensor reports are directly adopted from \[[@B16-sensors-17-00928]\], as is shown in [Table 4](#sensors-17-00928-t004){ref-type="table"}. In real applications, how to model uncertain information with BPAs is an open issue \[[@B60-sensors-17-00928],[@B61-sensors-17-00928]\], which is not the scope of this paper. For more information about generating BPAs of [Table 4](#sensors-17-00928-t004){ref-type="table"}, please refer to \[[@B16-sensors-17-00928]\].

**Step 2** Uncertainty measure of BPA with weighted belief entropy.

In the proposed method, the uncertainty of sensor reports is measured based on the weighted belief entropy. With Equation ([17](#FD17-sensors-17-00928){ref-type="disp-formula"}), the weighted belief entropy of each BOE under the vibration acceleration frequency of $Freq1$ is calculated as follows: $$E_{Wd}\left( m_{s_{1}} \right) = - \sum\limits_{A \subseteq X}{\frac{\left| A \right|m_{s_{1}}\left( A \right)}{\left| X \right|}\log_{2}\frac{m_{s_{1}}\left( A \right)}{2^{|A|} - 1}} = 0.5657,$$ $$E_{Wd}\left( m_{s_{2}} \right) = - \sum\limits_{A \subseteq X}{\frac{\left| A \right|m_{s_{2}}\left( A \right)}{\left| X \right|}\log_{2}\frac{m_{s_{2}}\left( A \right)}{2^{|A|} - 1}} = 0.7096,$$ $$E_{Wd}\left( m_{s_{3}} \right) = - \sum\limits_{A \subseteq X}{\frac{\left| A \right|m_{s_{3}}\left( A \right)}{\left| X \right|}\log_{2}\frac{m_{s_{3}}\left( A \right)}{2^{|A|} - 1}} = 0.7206.$$

Similarly, the weighted belief entropy of sensor reports under $Freq2$ and $Freq3$ can be calculated, and the results are shown in [Table 5](#sensors-17-00928-t005){ref-type="table"}.

**Step 3** Calculate the weight of each BOE.

With Equation ([18](#FD18-sensors-17-00928){ref-type="disp-formula"}), for the vibration acceleration frequency of $Freq1$, the weight of each BOE for evidence modification is calculated as follows: $$w_{S_{1}} = \frac{E_{Wd}\left( m_{s_{1}} \right)}{\sum\limits_{i = 1}^{3}{E_{Wd}\left( m_{s_{i}} \right)}} = \frac{0.5657}{0.5657 + 0.7096 + 0.7206} = 0.2834,$$ $$w_{S_{2}} = \frac{E_{Wd}\left( m_{s_{2}} \right)}{\sum\limits_{i = 1}^{3}{E_{Wd}\left( m_{s_{i}} \right)}} = \frac{0.7096}{0.5657 + 0.7096 + 0.7206} = 0.3555,$$ $$w_{S_{3}} = \frac{E_{Wd}\left( m_{s_{3}} \right)}{\sum\limits_{i = 1}^{3}{E_{Wd}\left( m_{s_{i}} \right)}} = \frac{0.7206}{0.5657 + 0.7096 + 0.7206} = 0.3610.$$

The weight of different sensor reports under $Freq2$ and $Freq3$ is shown in [Table 6](#sensors-17-00928-t006){ref-type="table"}.

**Step 4** Calculate the weighted mass functions.

With Equation ([19](#FD19-sensors-17-00928){ref-type="disp-formula"}), the modified mass function for each judgement on fault types with respect to $Freq1$ can be calculated as follows: $m_{w}\left( \left\{ {F2} \right\} \right) = \sum\limits_{i = 1}^{3}{w_{s_{i}}m_{i}\left( \left\{ {F2} \right\} \right)} = 0.2834 \times 0.8176 + 0.3555 \times 0.5658 + 0.3610 \times 0.2403 = 0.5196,$$m_{w}\left( \left\{ {F3} \right\} \right) = \sum\limits_{i = 1}^{3}{w_{s_{i}}m_{i}\left( \left\{ {F3} \right\} \right)} = 0.2834 \times 0{.0003} + 0.3555 \times 0{.0009} + 0.3610 \times 0{.0004} = 0.0006,$$m_{w}\left( \left\{ {F1,F2} \right\} \right) = \sum\limits_{i = 1}^{3}{w_{s_{i}}m_{i}\left( \left\{ {F1,F2} \right\} \right)} = 0.2834 \times 0{.1553} + 0.3555 \times 0{.0646} + 0.3610 \times 0{.0141} = \mspace{600mu} 0.0721,$$m_{w}\left( \left\{ {F1,F2,F3} \right\} \right) = \sum\limits_{i = 1}^{3}{w_{s_{i}}m_{i}\left( \left\{ {F1,F2,F3} \right\} \right)} = 0.2834 \times 0.0268 + 0.3555 \times 0.3687 + 0.3610 \times 0.7452 = 0.4077.$

The modified mass function for $Freq2$ and $Freq3$ can also be calculated with Equation ([19](#FD19-sensors-17-00928){ref-type="disp-formula"}), and the results are shown in [Table 7](#sensors-17-00928-t007){ref-type="table"}.

**Step 5** Data fusion with Dempster's rule of combination.

With Equation ([20](#FD20-sensors-17-00928){ref-type="disp-formula"}), for the vibration acceleration frequency of $Freq1$, the modified mass function will be fused with Dempster's rule of combination two times, shown as follows: $$m\left( \left\{ {F2} \right\} \right) = \left( {\left( {m_{w} \oplus m_{w}} \right)_{1} \oplus m_{w}} \right)_{2}\left( \left\{ {F2} \right\} \right) = 0.8891,$$ $$m\left( \left\{ {F3} \right\} \right) = \left( {\left( {m_{w} \oplus m_{w}} \right)_{1} \oplus m_{w}} \right)_{2}\left( \left\{ {F3} \right\} \right) = 0.0003,$$ $$m\left( \left\{ {F1,F2} \right\} \right) = \left( {\left( {m_{w} \oplus m_{w}} \right)_{1} \oplus m_{w}} \right)_{2}\left( \left\{ {F1,F2} \right\} \right) = 0.0427,$$ $$m\left( \left\{ {F1,F2,F3} \right\} \right) = \left( {\left( {m_{w} \oplus m_{w}} \right)_{1} \oplus m_{w}} \right)_{2}\left( \left\{ {F1,F2,F3} \right\} \right) = 0.0679.$$

The fusion results for $Freq2$ and $Freq3$ are shown in [Table 8](#sensors-17-00928-t008){ref-type="table"}.

6.3. Discussion {#sec6dot3-sensors-17-00928}
---------------

The result of fault diagnosis, according to [Table 8](#sensors-17-00928-t008){ref-type="table"}, is that $F2$ is the fault type. The conflict of sensor reports in the problem, e.g., under $Freq2$, the belief on $F2$ is 0.8176, 0.5658 and 0.2403, respectively, is overcome with the new method. According to [Table 9](#sensors-17-00928-t009){ref-type="table"}, the fusion result is consistent with the method in \[[@B16-sensors-17-00928]\]. In addition, the fusion result with the proposed method has a higher support degree on the decision that $F2$ is the diagnosis result in comparison with the method in \[[@B16-sensors-17-00928]\].

Three reasons contribute to the effectiveness and superiority of the new multi-sensor data fusion method. Firstly, the new method is based on the new uncertainty measure, the new measure can address more uncertain information in the Dempster--Shafer evidence theory framework, which contributes to a more accurate experiment result in comparison with \[[@B16-sensors-17-00928]\]. Secondly, the sensor data is preprocessed properly with the new uncertainty measure in the proposed sensor data fusion method, which is very important in combining conflict evidence. Finally, the merits of Dempster's rule, such as satisfying the rule of commutativity and associativity, guarantee the rationality of the fusion result.

7. Conclusions {#sec7-sensors-17-00928}
==============

In this paper, in the Dempster--Shafer evidence theory framework, the weighted belief entropy is proposed based on Deng entropy. The new measure takes advantage of information included in, not only the mass function, but also the scale of the FOD. By addressing more information in a BOE, which means less information loss in information processing, the weighted belief entropy can quantify the uncertainty of evidence effectively. The numerical example shows that this new measure can quantify the uncertainty of evidence more accurately, which is helpful for information processing.

Based on the weighted belief entropy, a multi-sensor data fusion approach is proposed in this paper. A numerical example and an application on fault diagnosis are presented to verify the rationality and effectiveness of the new sensor data fusion method. Both the numerical example and the application indicate that the new measure contributes to a more accurate sensor data fusion method by addressing more uncertain information in the Dempster--Shafer evidence theory framework (BOE).

Further study of this work will be focused on extending the new measure and the proposed multi-sensor data fusion approach to solve more problems in industrial applications.
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sensors-17-00928-t001_Table 1

###### 

Comparison between the weighted belief entropy and Deng entropy with a variable proposition *T*.

  Cases                               Deng Entropy   Weighted Belief Entropy
  ----------------------------------- -------------- -------------------------
  $T = \left\{ 1 \right\}$            2.6623         2.5180
  $T = \left\{ {1,2} \right\}$        3.9303         3.7090
  $T = \left\{ {1,2,3} \right\}$      4.9082         4.6100
  $T = \left\{ {1,...,4} \right\}$    5.7878         5.4127
  $T = \left\{ {1,...,5} \right\}$    6.6256         6.1736
  $T = \left\{ {1,...,6} \right\}$    7.4441         6.9151
  $T = \left\{ {1,...,7} \right\}$    8.2532         7.6473
  $T = \left\{ {1,...,8} \right\}$    9.0578         8.3749
  $T = \left\{ {1,...,9} \right\}$    9.8600         9.1002
  $T = \left\{ {1,...,10} \right\}$   10.6612        9.8244
  $T = \left\{ {1,...,11} \right\}$   11.4617        10.5480
  $T = \left\{ {1,...,12} \right\}$   12.2620        11.2714
  $T = \left\{ {1,...,13} \right\}$   13.0622        11.9946
  $T = \left\{ {1,...,14} \right\}$   13.8622        12.7177
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###### 

Basic probability assignment (BPA) of artificial data.

  BPA                                              $\mathbf{\mathbf{m}\left( \mathbf{A} \right)}$   $\mathbf{\mathbf{m}\left( \mathbf{B} \right)}$   $\mathbf{\mathbf{m}\left( \mathbf{C} \right)}$   $\mathbf{\mathbf{m}\left( \mathbf{A},\mathbf{C} \right)}$
  ------------------------------------------------ ------------------------------------------------ ------------------------------------------------ ------------------------------------------------ -----------------------------------------------------------
  1st Sensor report: $m_{1}\left( \cdot \right)$   0.41                                             0.29                                             0.3                                              0
  2nd Sensor report: $m_{2}\left( \cdot \right)$   0                                                0.9                                              0.1                                              0
  3rd Sensor report: $m_{3}\left( \cdot \right)$   0.58                                             0.07                                             0                                                0.35
  4th Sensor report: $m_{4}\left( \cdot \right)$   0.55                                             0.1                                              0                                                0.35
  5th Sensor report: $m_{5}\left( \cdot \right)$   0.6                                              0.1                                              0                                                0.3
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###### 

Experimental results with different methods.

  Methods                                             $\mathbf{\mathbf{m}\left( \mathbf{A} \right)}$   $\mathbf{\mathbf{m}\left( \mathbf{B} \right)}$   $\mathbf{\mathbf{m}\left( \mathbf{C} \right)}$   $\mathbf{\mathbf{m}\left( \mathbf{A},\mathbf{C} \right)}$
  --------------------------------------------------- ------------------------------------------------ ------------------------------------------------ ------------------------------------------------ -----------------------------------------------------------
  Deng et al.'s method \[[@B58-sensors-17-00928]\]    0.9820                                           0.0039                                           0.0107                                           0.0034
  Zhang et al.'s method \[[@B59-sensors-17-00928]\]   0.9820                                           0.0033                                           0.0115                                           0.0032
  Yuan et al.'s method \[[@B11-sensors-17-00928]\]    0.9886                                           0.0002                                           0.0072                                           0.0039
  The proposed method                                 0.9895                                           0.0003                                           0.0057                                           0.0045
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###### 

Data for fault diagnosis modelled as BPAs \[[@B16-sensors-17-00928]\].

                                                      *Freq*1                        *Freq*2                        *Freq*3   
  --------------------------------- -------- -------- --------- -------- -- -------- --------- -- -------- -------- --------- --------
  $m_{s_{1}}\left( \cdot \right)$   0.8176   0.0003   0.1553    0.0268      0.6229   0.3771       0.3666   0.4563   0.1185    0.0586
  $m_{s_{2}}\left( \cdot \right)$   0.5658   0.0009   0.0646    0.3687      0.7660   0.2341       0.2793   0.4151   0.2652    0.0404
  $m_{s_{3}}\left( \cdot \right)$   0.2403   0.0004   0.0141    0.7452      0.8598   0.1402       0.2897   0.4331   0.2470    0.0302
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###### 

Weighted belief entropy of sensor reports under different frequencies.

  $\mathbf{\mathbf{E}_{\mathbf{W}\mathbf{d}}\left( \cdot \right)}$   $\mathbf{\mathbf{Freq}1}$   $\mathbf{\mathbf{Freq}2}$   $\mathbf{\mathbf{Freq}3}$
  ------------------------------------------------------------------ --------------------------- --------------------------- ---------------------------
  $E_{Wd}\left( m_{s_{1}} \right)$                                   0.5657                      0.4596                      0.7983
  $E_{Wd}\left( m_{s_{2}} \right)$                                   0.7096                      0.3277                      1.0257
  $E_{Wd}\left( m_{s_{3}} \right)$                                   0.7206                      0.2207                      0.9875
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###### 

Weighted belief entropy of sensor reports under different frequencies.

  $\mathbf{\mathbf{w}_{\mathbf{S}_{\mathbf{i}}}}$   $\mathbf{\mathbf{Freq}1}$   $\mathbf{\mathbf{Freq}2}$   $\mathbf{\mathbf{Freq}3}$
  ------------------------------------------------- --------------------------- --------------------------- ---------------------------
  $w_{S_{1}}$                                       0.2834                      0.4560                      0.2839
  $w_{S_{2}}$                                       0.3555                      0.3251                      0.3648
  $w_{S_{3}}$                                       0.3610                      0.2189                      0.3513
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###### 

Modified mass function.

                                                  $\mathbf{\mathbf{Freq}1}$                        $\mathbf{\mathbf{Freq}2}$                        $\mathbf{\mathbf{Freq}3}$   
  ----------------------------- -------- -------- --------------------------- -------- -- -------- --------------------------- -- -------- -------- --------------------------- --------
  $m_{w}\left( \cdot \right)$   0.5196   0.0006   0.0721                      0.4077      0.7212   0.2788                         0.3077   0.4331   0.2172                      0.0420
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###### 

Sensor data fusion results for fault diagnosis.

                                    $\mathbf{\mathbf{Freq}1}$                        $\mathbf{\mathbf{Freq}2}$                        $\mathbf{\mathbf{Freq}3}$   
  --------------- -------- -------- --------------------------- -------- -- -------- --------------------------- -- -------- -------- --------------------------- --------
  Fusion result   0.8891   0.0003   0.0427                      0.0679      0.9784   0.0216                         0.3318   0.6332   0.0349                      0.0001
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###### 

Comparison of results obtained using proposed method and Jiang et al. method.

  $\mathbf{\mathbf{Method}}$                                                $\mathbf{\mathbf{Freq}1}$                            $\mathbf{\mathbf{Freq}2}$                            $\mathbf{\mathbf{Freq}3}$   
  --------------------------------------------------- ------------ -------- --------------------------- -------- -- ------------ --------------------------- -- -------- ------------ --------------------------- --------
  Jiang et al.'s method \[[@B16-sensors-17-00928]\]   **0.8861**   0.0002   0.0582                      0.0555      **0.9621**   0.0371                         0.3384   **0.5904**   0.0651                      0.0061
  Proposed method                                     **0.8891**   0.0003   0.0427                      0.0679      **0.9784**   0.0216                         0.3318   **0.6332**   0.0349                      0.0001
