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In this paper, we study the phase space of cosmological models in the context of Einstein-Gauss-
Bonnet theory. More specifically, we consider a generalized dynamical system that encapsulates
the main features of the theory and for the cases that this is rendered autonomous, we analyze its
equilibrium points and stable and unstable manifolds corresponding to several distinct cosmological
evolutions. As we demonstrate, the phase space is quite rich and contains invariant structures, which
dictate the conditions under which the theory may be valid and viable in describing the evolution
Universe during different phases. It is proved that a stable equilibrium point and two invariant
manifolds leading to the fixed point, have both physical meaning and restrict the physical aspects
of such a rich in structure modified theory of gravity. More important we prove the existence of a
heteroclinic orbit which drives the evolution of the system to a stable fixed point. However, while
on the fixed point the Friedman constraint corresponding to a flat Universe is satisfied, the points
belonging to the heteroclinic orbit do not satisfy the Friedman constraint. We discuss the origin of
this intriguing issue in some detail.
PACS numbers: 04.50.Kd, 95.36.+x, 98.80.-k, 98.80.Cq,11.25.-w
I. INTRODUCTION
The idea of extending General Relativity is a necessity imposed by the inadequacy of General Relativity to suf-
ficiently explain issues such as the initial singularity, the early stages of the evolution of the Universe and also for
example the late-time acceleration of the Universe. It was in fact proved that slight modifications in the Einstein-
Hilbert action, such as the addition of quadratic curvature terms, can in fact resolve some of these issues, or can
alternatively describe phenomena, without the need of additional scalar fields. At the same time, the necessity to
cope up with a quantum foundation of gravity, led to the perception of these quadratic terms as second-order cor-
rections of General Relativity attributed to either a -yet- unknown quantum theory of gravity, or to a string theory,
given of course the fact that General Relativity is a linearized version of such a higher-order theory, or the low-energy
limit of some string theory.
A few years prior to that, Lovelock proposed a Lagrangian formulation of n-dimensional gravity, that would gen-
eralize Einstein’s General Relativity by adding higher-order terms of curvature [1, 2]. In this generalized theory,
General Relativity is merely the first-order approximation, that cannot describe cases where strong gravity is implied,
such as the very early Universe or the interior of a black hole. In this stream, one may consider the second-order
approximation of the theory, that is, the inclusion of both the Ricci scalar and the Gauss-Bonnet invariant. The
former realizes General Relativity as we know it, while the latter, being a topology-related term in 4-dimensional
spacetimes, and a trivial term in all higher-than-four dimensions, may sufficiently describe the strong gravity effects.
Models that combine scalar fields with the Gauss-Bonnet invariant are called the Einstein-Gauss-Bonnet models and
can be further generalized to have the form f(G) and f(R,G), where arbitrary functions of the Ricci scalar and of the
Gauss-Bonnet term are considered instead of them. For a brief introduction to either f(G) or Einstein-Gauss-Bonnet,
the reader is referred to the reviews [3–8] and for several alternative theories of modified gravity.
Initially, questions regarding the viability of Einstein-Gauss-Bonnet theories of gravity have been discussed in [9].
Consequently, many would regard both as theories not capable of dealing with the actual Universe. However, many
cosmological models based on the f(G) or the f(R,G) models have been developed so far -see Refs. [10–13] for some
early examples, and [14–23] for more recent considerations. In most of the cases, the Gauss-Bonnet term can generate
acceleration in the Universe, just like the Cosmological Constant and hence, these theories can harbor phenomena in
the Universe such as the observed late-time acceleration. In the same manner, a vivid discussion about the stability
of inflationary scenarios [13, 17, 22, 24–26] or bounce cosmological models [14, 27, 28] appeared in the last decade.
Also in Ref. [29] exact solutions are presented for many kinds of singularities in plain Gauss-Bonnet gravity. Many
of the above works contain not only the Gauss-Bonnet invariant, but also a scalar field non-minimally coupled to it,
while Refs. [30, 31] claim that the Einstein terms can be ignored and the scalar field and the Gauss-Bonnet term can
dominate at early times. Also in Ref. [18] it is shown that the Gauss-Bonnet term is negligible and the inflation era
is mainly generated by the potential of the scalar field, pretty much like the more traditional approaches.
2Vital support to these theoretical approaches came when successful compactifications from 1 + 3 + D- to 1 + 3-
dimensional spacetimes were proved possible [32–34]. Similar results concerning the linear and non-linear dynamics
of the theory, for either astrophysical or cosmological solutions can be found in the literature, for example see Refs.
[34, 35] for a numerical approach and [20, 21] for an analytical approach. As a result, any higher-dimensional Lovelock
or Einstein-Gauss-Bonnet theory (see for example cosmological models of Refs. [36–39] or [40, 41]) can be dynamically
compactified to a 1 + 3 Friedmann-Robertson-Walker (FRW) Universe, described by a scalar-Einstein-Gauss-Bonnet
theory. In principle, a string-inspired theory can be associated with a classical modified gravity in the form of a
scalar field and a quadratic curvature term, however it is also possible that an infinite tower of higher-curvature terms
(besides just quadratic terms) may be present, and there could in principle be additional fields at low energies besides
a single scalar. In the literature, string theory motivated modified gravities have produced viable results, compatible
with the observational data [42–45], yet several questions remain unanswered. Among the cosmological issues covered,
we could name those of bounce cosmologies [46, 47], or inflationary scenarios [42, 43, 48]. Astrophysical issues have
also been examined, such as the spherical collapse of matter [49–51].
In the present paper we shall study the phase space of the Einstein-Gauss-Bonnet cosmological models, focusing on
the viability and stability issues of the theory, so rigorously discussed in the literature. We shall investigate whether
the dynamical system of the theory can be an autonomous dynamical system, one that exposes actual attractors or
repellers in the form of equilibrium points. In such a dynamical system, we shall study the invariant substructures
of the phase space, namely the equilibrium points, stable and unstable manifolds and so on. These phase space
structures provide vital information about the dynamical implications of the theory, only if the dynamical system is
autonomous. In the literature, the autonomous dynamical system approach is quite frequently adopted [17, 52–88].
We shall consider several cosmological scenarios, such as the de Sitter expansion, as well as matter and radiation
domination evolutions. The most important outcome of our analysis is the existence of a heteroclinic orbit which
drives the dynamical system to the stable physical fixed points. However, an intriguing phenomenon we discovered
is that the points along this curve do not always satisfy the Friedman constraint for the flat FRW geometry we
chose, if the matter terms (dust and radiation) are not take into account. This originally seems to be contradict the
well-established theory, that a cosmological model cannot evolve from a non-flat geometry to a flat attractor, however
such a perception falls victim to a vacuum Universe assumption -one that we do not follow.
The paper is organized as follows: In section II, we present the theoretical framework of the Einstein-Gauss-Bonnet
theory, derive the field equations and conservation laws and specify them for a FRW Universe. In section III, we
construct the dynamical system corresponding to the Einstein-Gauss-Bonnet theory, and we investigate the conditions
under which it can be autonomous; as it is proved, the cases for which the dynamical system is rendered autonomous
correspond to distinct cosmological scenarios. In section IV, we study analytically the phase space of the model,
locating equilibrium points, discussing their stability and bifurcations and understanding the flow of the system in
the phase space. Section V contains numerical results from the integration of the dynamical system, specified for all
four mentioned cosmological scenarios, for which the system is indeed autonomous. The numerical study qualitatively
and quantitatively proves the results of the previous section, and the viability of the model in each case is clarified.
Finally, in section VI, we provide an extensive summary of the paper, with a discussion on the results and their
interpretation, along with future prospects of this work.
II. THE THEORETICAL FRAMEWORK OF EINSTEIN-GAUSS-BONNET THEORY OF GRAVITY
The canonical scalar field theory of gravity has the following action,
S =
∫
d4x
√−g
(R
2
− 1
2
gµν∇µ∇νφ− V (φ) + Lmatter
)
, (1)
where gµν the metric and
√−g its determinant, R = gµνRµν the Ricci scalar and Rµν the Ricci tensor, φ = φ(xα)
the scalar field with potential V (φ) and kinetic term
1
2
gµν∇µ∇νφ, and finally Lmatter = √−gLmatter the Lagrangian
density of the matter fields.1 Varying this action with respect to the metric, the Einstein field equations are obtained
with additional source terms, due to the scalar field, and varying them with respect to the scalar field, and due to the
latter’s separability from curvature, an equation of motion for the scalar field is derived.
1 The gravitational constant, κ2 = 1
8piG
= 2.076 10−43s2m−1kg−1 will be set equal to unity, since we shall use the reduced Planck
physical units c = ~ = G = 1.
3Considering the second-order Gauss-Bonnet term, as a means of accounting for quantum or string corrections to
General Relativity, we can modify the aforementioned action as follows: we shall consider a minimal coupling of
the scalar field to the Ricci scalar, one that resembles the classical era, and a non-minimal coupling of the scalar
field to the Gauss-Bonnet invariant, one that resembles the early- or the late-time dynamics of the Universe. As a
consequence, the action shall take the form,
S =
∫
d4x
√−g
(R
2
− 1
2
gµν∇µ∇νφ− V (φ) + h(φ)G + Lmatter
)
, (2)
where G = R2 − 4RµνRµν +RαµβνRαµβν is the Gauss-Bonnet invariant and h = h(φ) the coupling function.
Varying the action of Eq. (2) with respect to the metric, and taking into account the variations of the Ricci
curvature terms,
δRαβ =
1
2
(
2Rµ(α|δgρ|β) − 2Rκ λα βδgκλ −∇α∇β
(
gκλδgκλ
)−∇µ∇µ(δgαβ))
δR = −Rκλδgκλ −∇µ∇µ
(
gκλδgκλ
)
,
(3)
and the corresponding variation of the Gauss-Bonnet term,
δG = −2RRµνδgµν + 8RρσRµ νρ σδgµν + 4Rµν∇κ∇κδgµν − 2RκνρσRλνρσδgκλ − 4Rµρνσ∇ρ∇σδgµν , (4)
we get the field equations of the Einstein-Gauss-Bonnet theory,
Gαβ = T
(matter)
αβ − 2V (φ)gαβ + T (c)αβ , (5)
where,
Gαβ = Rαβ − 1
2
Rgαβ ,
is the Einstein tensor, and also,
T (matter)µν = −
2√−g
δLmatter
δgµν
= gµνLmatter − 2∂Lmatter
∂gµν
is the energy-momentum tensor associated with the matter fields. Finally,
T
(c)
αβ = −2
[
h(φ)
(1
2
Ggαβ + 4RαµR µβ + 4RµνRαµβν − 2R µνρα Rβµνρ − 2RRαβ
)
−
− 4
(
gµρgνσ∇ρ∇σh(φ)Rαµβν − gµν∇µ∇νh(φ)Rαβ + 2∇µ∇(βh(φ)Rµα) −
1
2
∇α∇βh(φ)R
)
+
+ 2
(∇µ∇νh(φ)Rµν − gµν∇µ∇νh(φ)R)gαβ]
is the pseudo-energy-momentum tensor associated with the Gauss-Bonnet invariant. Varying with respect to the
scalar field, φ, we obtain the general equation of motion for it,
gαβ∇α∇βφ− ∂V
∂φ
− ∂h
∂φ
G = 0 . (6)
The conservation laws completing the picture, are easily obtained,
∇αTαβ (matter) = 0 and (7)
∇αTαβ (c) = 2gαβ∇αV (φ) . (8)
The first of these corresponds to the classical law for the conservation of energy and momentum, the second is an
“energy” condition imposed by the modification of the spacetime geometry, namely by the inclusion of the scalar field
and the Gauss-Bonnet invariant.
We consider a flat FRW spacetime with line element,
ds2 = −dt2 + a(t)2
∑
i=1,2,3
(dxi)2 , (9)
4where a(t) is the scale factor, and we assume a torsion-less, symmetric and metric compatible connection, namely the
Levi-Civita connection,
Γ000 = 0 , Γ
0
i0 = Γ
0
0i = 0 , Γ
0
ij = a˙aδij and and Γ
0
i0 = Γ
0
0i =
a˙
a
δij , (10)
where δij is the Kronecker tensor. The Ricci scalar is given as
R = 6H˙ + 12H2 , (11)
while the Gauss-Bonnet invariant takes the form,
G = 24H2(H˙ +H2) , (12)
where H =
a˙
a
the Hubble expansion rate. We note here that “dots” denote derivatives with respect to the cosmic
time
(
a˙ =
da
dt
)
, while “primes” will stand for the derivatives with respect to the e-foldings number,
(
a′ =
da
dN
)
.
Furthermore, we consider the contents of the Universe to be described by ideal fluids, such that the energy-
momentum tensor assumes the simple form
T 00 = (ρm + ρr) , T
0i = T i0 = 0 and T ij = − (Pm + Pr) δij , (13)
where ρm is the mass-energy density and Pm the pressure of non-relativistic fluids (matter) , while ρr is the mass-
energy density and Pr the pressure of relativistic fluids (radiation). According to current theoretical approaches, the
Universe was dominated by these two kinds of fluids and these two shall be used in our analysis as well. The equation
of state concerning matter is that of pressureless dust
Pm = 0 , (14)
while the one corresponding to radiation is
Pr =
1
3
ρr . (15)
A short comment is necessary here, since the Universe is easily said to contain many different matter fields. Speaking
of radiation, we refer to any kind of matter that reaches very high energies (e.g. light, neutrinos, electrons, positrons,
etc.). In the same manner, dust stands for any kind of matter that has very low energy (such as typical baryonic
matter). From this perspective, hot dark matter can be considered a form of radiation, while cold dark matter is
generally included in dust.
The field equations of the theory for the FRW metric, that is Eqs. (5), reduce to the Friedmann equation,
3H2 − 1
2
φ˙2 − V (φ) − 24∂h
∂φ
φ˙H3 = ρm + ρr , (16)
and the Landau-Raychaudhuri equation,
H˙ − φ˙2 − 8
(
H2χ˙
∂2h
∂χ2
+H2φ¨
∂h
∂φ
+ 2H(H˙ +H2)φ˙
∂h
∂φ
)
= ρm + Pm + ρr + Pr . (17)
In the same manner, the equation of motion for the scalar field, that is, Eq. (6), becomes,
φ¨+ 3Hφ˙+ 3φ˙
∂V
∂φ
+ 24
∂h
∂φ
H2(H˙ +H2) = 0 . (18)
Finally, the conservation laws for energy and momentum, namely Eqs. (7), are reduced to the continuity equations
for the mass-energy densities of matter and radiation, which are,
ρ˙m + 3H (ρm + 3Pm) = ρ˙m + 3Hρm = 0 and
ρ˙r + 3H (ρr + 3Pr) = ρ˙r + 4Hρr = 0 .
(19)
5Another specification we need to make concerns the form of the potential and that of the coupling function. Several
cases in the literature (see Refs. [43, 45] for example) convince us that the exponential form is a good approximation
for both of them. As a result, we may consider the potential to be a decreasing function of the scalar field in the form
V (φ) = V0e
−λφ , (20)
where V0 > 0 and λ > 0 two positive constants, so that
∂V
∂φ
= −λV0e−λφ = −λV (φ) < 0 ,
and the coupling function to be increasing in the form
h(φ) =
h0
µ
eµφ , (21)
where h0 > 0 and µ > 0 two positive constants, so that
∂h
∂φ
= h0e
µφ = µh(φ) > 0 and
∂2h
∂φ2
= µh0e
µφ = µ2h(φ) > 0 .
Thus, the larger the scalar field is, the weaker its potential becomes and the stronger its coupling to the Gauss-Bonnet
invariant. This essentially means that, in regimes where the potential has great effect in the scalar field (the field acts
dynamically), the quadratic curvature terms are small and possibly negligible, while in regimes where the scalar field
does not evolve dynamically, the quadratic curvature terms dominate.
III. THE AUTONOMOUS DYNAMICAL SYSTEM OF EINSTEIN-GAUSS-BONNET THEORY
In order to examine the cosmological implications of these models by means of their phase space, we need to define
dimensionless phase space variables. Considering that totally five elements are active in the theory, namely the kinetic
term of the scalar field, the potential of the scalar field, the Gauss-Bonnet term and the two components of the cosmic
fluid (matter and radiation), we may define the following five dynamical variables
x1 =
1
H
√
φ˙2
6
, x2 =
1
H
√
V (φ)
6
, x3 = H
2 ∂h
∂φ
, x4 =
1
H
√
ρr
3
and x5 =
1
H
√
ρm
3
. (22)
As said, the first two of these variables involve the scalar field, the third involves the quadratic gravity (or rather its
coupling to the scalar field), and the last two involve the matter fields.
Their evolution will be studied with respect to the e-foldings number, N , defined as
N =
∫ tfin
tin
H(t)dt , (23)
where tin and tfin the initial and final moments of the coordinate time. This transpose from the coordinate time
to the e-foldings number is a necessary transformation, since eras of rapid evolution -such as the early- or late-time
accelerated expansions- are easier to study when physical quantities are weighted with the Hubble rate. The derivatives
with respect to the e-foldings number are derived from the derivatives with respect to the coordinate time, as,
d
dN
=
1
H
d
dt
and
d2
dN2
=
1
H
( d2
dt2
− H˙
H
d
dt
)
.
In order to derive the equations of evolution for the dynamical variables (22), we shall use the equations of motion of
motion for the five respective elements of the cosmological models, more specifically the Friedmann and Raychaudhuri
equations (Eqs. (16) and (17)), the Klein-Gordon equation (Eq. (18)) and the two continuity equations (Eqs. (19)).
Specifically, the evolution of x1 with respect to the e-foldings number is given as
dx1
dN
=
1
H
x˙1 =
1
H
√
φ˙2
6
(
φ¨
Hφ˙
− H˙
H2
)
, (24)
6where, from the field equations (Eq. (18)),
φ¨
Hφ˙
= −3− 1
H
∂V
∂φ
− ∂h
∂φ
H
(
H˙ −H2
)
,
and from the definition of the dynamical variables,
− 1
H
∂V
∂φ
=
√
6
2
λ
x22
x1
and
∂h
∂φ
H
(
H˙ −H2
)
= 4
√
6
x3
x1
(
1−m
)
,
where m =
H˙
H2
. Consequently, the first differential equation is
x′1 = −3x1 +
√
6
2
λx22 − 4
√
6x3 −
(
x1 + 4
√
6x3
)
m. (25)
The evolution of x2 with respect to the e-foldings number is given as
dx2
dN
=
1
H
x˙2 =
1
H
√
V (φ)
3
( 1
H
V˙ (φ)
V (φ)
− H˙
H2
)
, (26)
where, from the chain rule of differentiation,
V˙ (φ) =
∂V
∂φ
φ˙ ,
and from the definitions of the dynamical variables,
1
H
V˙ (φ)
V (φ)
=
1
H
∂V
∂φ
φ˙
V (φ)
= −
√
6
2
λx2 .
Consequently, the second differential equation is,
x′2 = −x2
(√6
2
λx1 +m
)
. (27)
Following, the evolution of x3 with respect to the e-foldings number is given as,
dx3
dN
=
1
H
x˙3 = H
(∂h
∂φ
)·
+ 2H˙
∂h
∂φ
. (28)
Again using the chain rule of differentiation, we obtain,
(∂h
∂φ
)·
=
∂2h
∂φ2
φ˙ = µ
∂h
∂φ
φ˙ ,
and from the definitions of the dynamical variables we get,
µH
∂h
∂φ
φ˙ =
√
6
2
µx1x3 .
Consequently, the third differential equation is,
x′3 = x3
(√6
2
µx1 +m
)
. (29)
The evolution of x4 and that of x5 with respect to the e-foldings number are identical, just derived from slightly
different continuity equations; they are given as,
dx4
dN
=
1
H
x˙4 =
1
H
√
ρr
3
(
ρ˙r
2Hρr
− H˙
H2
)
and (30)
7dx5
dN
=
1
H
x˙5 =
1
H
√
ρm
3
(
ρ˙m
2Hρm
− H˙
H2
)
. (31)
Given the continuity equations (19), we may write,
ρ˙r
2Hρr
= −2 and ˙ρm
2Hρm
= −3
2
,
and employing the definitions of the dynamical variables, the fourth differential equations becomes,
x′4 = −x4
(
2 +m
)
, (32)
while the fifth differential equations takes the form,
x′5 = −x5
(3
2
+m
)
. (33)
We should notice that the last two differential equations are separable from the first three and analytically integrated.
As a result, the actual matter fields do not interact with the scalar field or the Gauss-Bonnet invariant and evolve
independently from the latter. On the other hand, due to their coupling, the scalar field and the Gauss-Bonnet
invariant cannot evolve independently, as one can easily understand this by merely looking at the intermingling of the
first three differential equations. We should notice that radiation and matter could interact with each other, which
would cause significant change in Eqs. (32) and (33) -probably breaking their integrability. This interaction, however,
would not affect the remaining three variables, as Eqs. (25-29) would not be altered. Notably, the complete phase
space of the theory is separated to two linearly independent subspaces, one concerning the evolution of the scalar
field and the quadratic curvature terms, and one concerning the evolution of the cosmic fluids. It has already become
clear that the latter is trivial and rather indifferent, whereas the former contains all the necessary information about
the development of the cosmological models. Consequently, we shall deal with the reduced three-dimensional phase
space of x1, x2 and x3; it is, of course, necessary to point out that this reduced phase space, although it contains
the fundamental structure of the Einstein-Gauss-Bonnet theory, does not account for the complete evolution of the
Universe, since the matter fields are absent.
Let us quote here the final form of the dynamical system for clarity,
x′1 = −3x1 +
√
6
2
λx22 − 4
√
6x3 −
(
x1 + 4
√
6x3
)
m, (34)
x′2 = −x2
(√6
2
λx1 +m
)
,
x′3 = x3
(√6
2
µx1 +m
)
,
x′4 = −x4
(
2 +m
)
,
x′5 = −x5
(3
2
+m
)
.
Let us discuss in brief our strategy for studying the phase space. Basically, our aim is to study in detail solution
subspaces of the whole phase space corresponding to the dynamical system (34), with certain cosmological interest.
The study of the whole phase space would be quite difficult to study analytically, because the parameter m would
be cosmic time-dependent, thus the dynamical system would be non-autonomous. However, if the parameter m is
constant, then the dynamical system is rendered autonomous, and it can be safely studied for several different values
of the parameter m. Due to the fact that m may take different values, this will certainly affect the stability properties
of the dynamical system. More importantly, we should not that the parameters µ and λ are free parameters of the
theory, and by no means we do not fix their value. The values of µ and λ will affect the stability of the subspaces
of the phase space corresponding to different values of the parameter m. For example, for a specific value of m, the
values of µ and λ may make the fixed points of the phase space corresponding to m, stable or unstable. In some sense,
the values of µ and λ may indicate attractors in the phase space, for the various values of m.
It is worth to show explicitly the cases of interest which we shall study in the following sections, which correspond
to m =constant. Recall that the parameter m is defined to be m = H˙H2 , so if m is constant, the differential equation
yields the solution,
H(t) =
1
Λ−mt , (35)
8where Λ is an integration constant. The Hubble rate of Eq. (35) corresponds to the scale factor,
a(t) = β(Λ −mt)−1/m , (36)
where β is an integration constant. Thus it is a power-law type scale factor, and it is apparent that our study is
devoted in studying a subspace of solutions of the whole phase space, which corresponds to solutions with power-law
types of scale factors. For example, the case m = 0 corresponds to a de Sitter solution with H = 1Λ . If m = −3/2
and Λ = 0, we have a matter dominated evolution with a(t) =
(
3
2
)2/3
βt2/3, while for m = −2 we have a radiation
dominated evolution a(t) =
√
2βt1/2. Finally, for m = −3 we have a stiff evolution with a(t) = β31/3t1/3.
Finally, we need to note that if for some of the above constant values of m, if some values of the free parameters µ
and λ make the fixed points of the dynamical system stable, the corresponding solutions are attractors of the phase
space, and thus could be viewed as some sort of tracking solutions. Also, the examination of the phase space for
generalm would simply be impossible to study analytically, because the study of a non-autonomous dynamical system
is not simple at all, one must find limiting cycles in order to claim, without certainty, that attractors exist. Thus
the only way we found that yields analytical results, is to study subspaces of the phase space that yield constant
parameter m, and also correspond to several power-law types of scale factor. Happily, most of the cosmological eras
of interest are cases with constant m, and this is what we exploited in this paper in order to perform the study.
A. Integrability of two Ordinary Differential Equations
The dynamical system of the Einstein-Gauss-Bonnet theory can only be autonomous for the case the parameter
m is a constant. This constraint can severely reduce the number of cosmological scenarios, since it can be constant
for specific cases only. Remembering that the Universe is composed of barotropic fluids, we may consider that
Peff = wρeff , where w is the effective barotropic index of the Universe; we may furthermore consider, as an ansatz,
that this index remains constant for some specific cosmological eras, which are proved to be of great importance. Such
cases identify with de Sitter expansion (w = −1, hence m = 0), matter dominated era (w = 0, hence m = −3/2),
radiation dominated era (w = 1/3 , hence m = −2) and stiff-matter era (w = 1, hence m = −3).2 Note that this is the
only consistent way for the dynamical system of the Einstein-Gauss-Bonnet theory to be autonomous, a prerequisite
for the study of the phase space that leads to the existence of fixed points or other invariant structures.
It is not difficult to solve the differential equations (32) and (33), and their solutions are given in closed form as
exponential functions of the form,
x4(N) = x4(0)e
−(2+m)(N−N0) and (37)
x5(N) = x5(0)e
−( 32+m)(N−N0) , (38)
proposing that m =
H˙
H2
is a constant and defining x4(0) and x5(0) to be values of x4 and x5 at some point of time
N0, usually perceived as the present.
Suppose that
3
2
> −m, this would mean that h(φ) and V (φ) which are exponentials, are decreasing over the e-
foldings number. In the same manner, both exponentials are increasing over the e-foldings number if 2 < −m. In
the middle interval,
3
2
< −m < 2, x4 is increasing, while x5 is decreasing. These behaviors are typical in the first
case for the mass-energy density of both matter and radiation, since they are known to decrease over the scale factor,
however, they seem fully unphysical in the second and the third. Yet, x4 and x5 are not the mass-energy densities of
the two fluids, but rather the (square roots of the) corresponding density parameters. Furthermore, it is a result given
with respect to the e-foldings number and may differ with respect to time, depending on the behavior of the Hubble
rate. As a result, we should transpose both of them as functions of time and then transform them to the respective
mass-energy densities.
2 Given the standard solutions to FRW model, the Hubble rate is H(t) =
2
3(1 + w)t
, hence m = −
3(1 +w)
2
; if the barotropic index is
constant for specific eras, then m is also constant.
9We assume a Hubble rate in the form of H(t) =
2
3(1 + w)t
, as in typical solutions of the FRW models (where w = 13
corresponds to radiation and w = 0 to matter). The e-foldings number with respect to time is given as
N −N0 = 2
3(1 + w)
ln
(
3(1 + w)t
)
,
and we may define t0 as the instance of coordinate time that corresponds to N0 -the present time. Substituting this
to Eqs. (37), we obtain,
x4 = x4(0) (3(1 + w)t)
− 2(2+m)
3(1+w) and
x5 = x5(0) (3(1 + w)t)
− 3+2m
3(1+w) ,
and transforming them to mass-energy densities, by means of their definitions from Eqs. (22), we can see that,
ρr = ρr(0)
(
t0
t
)2
(3(1 + w)t)
− 4(2+m)
3(1+w) and
ρm = ρm(0)
(
t0
t
)2
(3(1 + w)t)−
6+4m
3(1+w) ,
where ρr(0) and ρm(0) the mass-energy densities at the moment t0. Assuming w =
1
3
, so m = −2, for x4, and w = 0,
so m = −3
2
, for x5, we see that the exponential vanishes and the remaining terms signify the familiar ∼ t−2 behavior
of the mass-energy densities in the FRW models.
What is interesting here, is the fact that both dynamical variables are decreasing from some initial values towards
their equilibrium point x∗4 = x
∗
5 = 0. This convergence towards the equilibrium point may be slow, depending on the
magnitude ofm, but it is relatively fast and absolutely certain. Combined with the independent evolution of x4 and x5
from the other three variables, we could discard the corresponding differential equations and restrict our focus on the
afore-mentioned reduced phase space of the model, that contains only x1, x2 and x3, namely the geometric features
of the Einstein-Gauss-Bonnet theory. The evolution of these three variables takes place in the other subspace and is
not at all affected by the evolution of x4 and x5. At first glance, this simplification bears the physical meaning of a
Universe empty of matter fields, yet this is not at all the case. What happens is that the system will generally stabilize
on x∗4 = x
∗
5 = 0, hence the behavior of the matter fields does not affect us during the evolution of the remaining three
variables; this allows us to study how x1, x2 and x3 evolve and whether they settle to a fixed point, independently of
x4 and x5. Furthermore, the result will be easier visualized and concentrated on the distinct elements of the theory
-that is the scalar field and the quadratic curvature.
As we noted, in order for all these to be consistent, the parameter m must be a constant and take specific values of
physical interest. These values are justified, as we will discuss further in section III.C. However, in order to further
clarify things in a correct way, let us briefly discuss here the choice of the dynamical system variables and also the
features of the parameter m. The purpose of the dynamical system is indeed to study the cosmological aspects of the
respective theory, in accordance to many similar approaches. The choice of the dynamical variables is made as such
to incorporate the following:
• the proper rescaling, according to the Friedmann equation,
• the shorting of the most interesting variables of the Einstein-Gauss-Bonnet theory, and
• the discrimination between different phases of cosmological evolution.
As a result, we consider the theory to contain the following five (and not four) degrees of freedom:
1 The kinetic term of the scalar field,
φ˙
2
, that also stands for the evolution of the scalar field φ itself; this is
reflected on x1
2 The potential of the scalar field, V (φ), that causes the dynamical evolution of the φ; it is reflected on x2.
3 The emergence of the Gauss-Bonnet invariant and its coupling to the scalar field, as measured by the coupling
function h(φ); this is reflected on x3.
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4 The presence of matter fields, namely non-relativistic matter (radiation) and relativistic matter (dust); these
are reflected on x4 and x5.
The Hubble rate, H , is used for the proper rescaling of the afore-mentioned variables and of the e-foldings number
and not as a variable itself, since it cannot considered as a separate degree of freedom. In fact, adding the Hubble
rate as one (say x6 =
H˙
H2
) would probably cause an over-determination problem; the evolution of this variable is
given through the Raychaudhuri equation, also used for the evolution of x3, so a certain degeneracy would emerge
in the dynamical system. It is worth mentioning that this re-parametrization has been followed by other authors as
well, most notably in the book by [89].
The direct way of dealing with the cosmological system is to actually solve for
H˙
H2
, however, this is a rather
unmanageable situation. The Hubble rate and its derivative over time are linked to the Ricci scalar, hence they
are originally acquired from the field equations. These are a system of ten non-linear partial differential equations,
whose analytical solution is not generally obtained. What we did was to assume a specific form of the solution (the
Robertson-Walker metric) and reduce them to a system of five non-linear ordinary differential equations, much more
easy to treat qualitatively and quantitatively; this system is the one re-parametrized by Eqs. (25), (27), (29), (32)
and (33). Attempting to solve the original system, we could account for an endogenous evolution of the Hubble rate,
yet this is not the task we set for ourselves.
Having reduced the field equations to an extended Friedmann-Robertson-Walker system, we assume that the Hubble
rate will evolve according to the standard solutions of the classical theory, namely H = H0 for the de Sitter expansion
and H =
2
3(1 + w)t
for the case of some barotropic fluid, whereas
P
ρ
= w. In both cases,
H˙
H2
is a constant, proposing
the barotropic index is constant; the latter is known to happen for the distinct case we are dealing with, cases that
are identified as specific eras in the evolution of the Universe.
Consequently, our choice to assume m =
H˙
H2
to be constant, one that we will treat as exogenously set, is an
ansatz based on the previous remarks. Indeed this ansatz reduces the generality of the model, but accounts for
specific stages in the evolution of the Universe, in accordance to the Standard Cosmological Model. Furthermore, it
allows the system of Eqs. (25), (27), (29), (32) and (33) to be autonomous, without any additional equations -that
would cause degeneracy- or assumptions -that would further reduce the system. Of course, if some of the constant m
solutions, are not actual solutions of the cosmological system, these would not lead to fixed points of the dynamical
system. As we show later on, both these solutions lead to fixed points that generally satisfy the Friedman constraint.
B. The Friedmann constraint
Considering all ingredients of the universe as homogeneous ideal fluids, we may rewrite Eq. (16) as,
φ˙2
6H2
− V (φ)
3H2
+ 8
φ˙
H2
∂h
∂φ
+
ρr
3H2
+
ρm
3H2
= 1 ;
defining the density parameters for each component of the cosmic fluid, either actual or effective,
Ωφ =
φ˙2
6H2
− V (φ)
3H2
, ΩGB = 8
φ˙
H2
∂h
∂φ
, Ωr =
ρr
3H2
and Ωm =
ρm
3H2
.
In effect we have a dimensionless form of the Friedmann equation,
Ωφ + ΩGB +Ωr +Ωm = 1 . (39)
Taking into consideration the definitions of the phase space variables, from Eqs. (22), we can see that,
Ωφ = x
2
1 + x
2
2 , ΩGB = 8
√
6x1x3 , Ωr = x
2
4 and Ωm = x
2
5 .
Substituting in the dimensionless form of the Friedmann equation, we eventually obtain the Friedmann constraint,
x21 + x
2
2 + 8
√
6x1x3 + x
2
4 + x
2
5 = 1 . (40)
This constraint naturally restricts the five dynamical variables on a hypersurface of the phase space, so they can
take specific values in correspondence to each other. This essentially means that the dimension of the phase space is
reduced from five to four.
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FIG. 1: The 2− d surface of the Friedmann constraint on the phase space of x1, x2 and x3.
The physical meaning of the constraint is derived from the flatness of the Universe. If the Universe is indeed
described by a flat FRW metric -as observations indicate- and contains nothing else than what we already considered,
then the fulfillment of the Friedmann constraint is a prerequisite. Its non-fulfillment, on the other hand, would hint
as to a non-flat 3− d space, or to missing components in the theory, or from a physical point of view, non viability of
the corresponding solutions. Setting the latter aside, as we are interested in this specific theory, we should notice that
x21 + x
2
2 + 8
√
6x1x3x
2
4 + x
2
5 < 1 means a FRW Universe with negative spatial curvature (closed FRW cosmologies),
whereas x21 + x
2
2 + 8
√
6x1x3x
2
4 + x
2
5 < 1 means one with negative spatial curvature (open FRW cosmologies).
Generally, we would expect solutions of the system (25-33) to fulfill the Friedmann constraint at all times, otherwise
we would regard them as non-physical and unviable. However, we shall see that in the reduced three-dimensional
phase space (where x4 = x5 = 0) not all solutions respect this constraint. In fact, even when a stable equilibrium
point fulfills the constraint, not all trajectories leading to it, fulfill it as well. This could mean that the Einstein-
Gauss-Bonnet Universe does not fulfill the Friedmann constraint at all times, and thus it is not described by flat
FRW metric throughout all its history, but only at the final attractors. It could also mean, on the other hand, that
the assumption of a Universe empty of matter fields is misleading, as we pointed out, since it could guarantee the
fulfillment of the Friedmann constraint all the way from the “unviable” initial conditions to the viable fixed point.
We discuss and investigate in detail these issues in the following sections.
C. The Free Parameters of the Model
The model presented so far contains three free parameters. Two of them are inherited from the assumption of an
exponential potential (λ) and an exponential coupling function (µ), therefore their magnitude and sign follow the
following restrictions, namely, they are defined as positive and we know that they must be small and of similar size.3
Apart from these, one more free parameter of crucial importance, is the following,
m =
H˙
H2
.
3 We will see afterwards that further restrictions may exist.
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We should remark that this ratio is not generally constant, since the Hubble rate cannot be known in a closed form a
priori, that is before the field equations of the theory are solved for specific sources. However, we may notice that a
great number of FRW cosmologies -used in both relativistic and modified theories- yield such forms of the Hubble rate,
so that this ratio is indeed constant in specific regimes, in other words during specific cosmological eras. Essentially,
a constant Hubble rate (as in the de Sitter case) or one such that is ∼ t−1 (matter- or radiation-dominated eras)
will yield a constant m, if the barotropic fluids of the Universe are specified, as proved in Section III.A. This can
justify our ansatz that this ratio is treated as constant and a free parameter of the system. Our intention is to study
the system for different values of m, corresponding to different overall behaviors of the space expansion (different
cosmological eras), while transitions from one behavior to the next could be perceived as bifurcations in the system.
Another point we need to stress, is the magnitude of the parameter m, since the matter and radiation density
parameters must be decreasing functions of the e-foldings number, as we stated earlier. This results to the restriction
m > −3
2
. In fact, it is easy to show that the actual restriction for the values of m is the interval [−3, 0]. This arises
naturally, if we consider the four fundamental solutions of the Friedmann equations in the classical case:
1. Given w = −1 or H(t) = H0, that corresponds to a de Sitter expanding Universe, then it is easy to calculate
that m = 0.
2. Given w =
1
3
or H(t) =
1
2t
, that corresponds to a Universe containing relativistic fluids, or the radiation-
dominated era, then m = −2.
3. Given w = 0 or H(t) =
2
3t
, that corresponds to a Universe containing non-relativistic (dust) fluids, or the
matter-dominated era, then m = −3
2
.
4. Given w = 1 or H(t) =
1
3t
, corresponding to a Universe containing stiff fluids, another era that could be
encountered prior or after the inflation, then m = −3.
Containing our analysis to these four cases, not only can we discuss all (possible) stages of the Universe evolution in
the Standard Cosmological model, but we can also rest assured that m is indeed a constant.
We need to note that various values of the free parameters µ and λ may yield stability or instability of the fixed
points corresponding to the various values of the parameter m. This fact however may seems to indicate that the
values of µ and λ may vary during the various cosmological eras. We need to clarify this issue however, since the phase
space analysis we shall perform in the next section focuses on each subspace of the phase space solutions separately.
This means that the de Sitter case m = 0 has to be dealt separately from the m = −3/2 matter dominated epoch, so
for each case the constraints found for the parameters µ and λ are different in the two cases. Unfortunately there is
no way to connect these eras in a physical or mathematical way with the present framework, although in general the
couplings may change in an effective way, thus connecting the various cosmological eras, and during each era these
may be approximately constant. But as we stated, we do not have this theory at hand, so each study performed in
the following, has to be dealt separately from the other studies, and there is no consistent mathematical or physical
way in the literature, to our knowledge, that enables one to connect these cosmological eras.
IV. THE PHASE SPACE OF THE MODEL: ANALYTICAL RESULTS
Any autonomous dynamical system of the form,
x′ = F(x) ,
contains a number of invariant structures on the phase space, such that its behavior is determined by them. These
can be traced if we consider that the vector field F(x) is zero or remains constant on them. The first condition, that
is F(x) = 0, usually reveals the equilibrium points of the system, while the second condition, namely ∇F(x) = 0,
reveals limit cycles or other attracting/repelling limit sets, such as for example the stable or unstable manifolds of
an equilibrium point. After locating these invariant structures on the phase space of the dynamical system, we may
proceed by characterizing their stability, usually by means of the Hartman-Grobman theorem and the linearization
of the vector field in small areas around them.
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Setting F(x) = 0 in our case, we may easily recover four equilibrium points,
P0 (0, 0, 0, 0, 0) , P1

−
√
2
3m
µ
, 0,
m(m+ 3)
12µ(m+ 1)
, 0, 0

 ,
P2
(
−
√
6m
λ
,−
√−2m2 − 6m
λ
, 0, 0, 0
)
and P3
(
−
√
6m
λ
,
√−2m2 − 6m
λ
, 0, 0, 0
)
.
(41)
We observe that all four points collide to P0, as m = 0. Checking if these four points fulfill the Friedmann constraint
of Eq. (40), we easily obtain the following conclusions:
1. The point P0 is easily proved to not fulfill the constraint, thus it is deemed non-physical.
2. The point P1 could fulfill the constraint, if m 6= 0 (so it exists apart from P0) and
µ = ±
√
−2m2(m+ 5)√
3(m+ 1)
;
this however indicates an imaginary µ for any m < 0. Thus, the point P1 cannot be physical. A hint for
determining the importance and viability of this equilibrium point is the fact that x∗2 = 0, essentially yielding a
zero potential, deeming thus the scalar field to be constant, and x∗3 < 0 for all m < 0, which cannot occur due
to our assumptions on the form of h(φ).
3. Either the point P2 or the point P3 shall fulfill the constraint. Both cannot be physical at the same time however.
If λ = −
√
2m(2m− 3), then equilibrium P2 is physical, whereas if λ =
√
2m(2m− 3), then equilibrium P3 is
physical. Choosing the latter, so that λ > 0 for −3 ≤ m < 0, we easily understand that the point P3 is the
sole physical equilibrium of the system, much more only when m < 0 and λ is constrained by m. The viability
of both (unphysical) P2 and (physical) P3 is intriguing, since x
∗
3 = 0, essentially demanding that either the
coupling of the scalar field to the Gauss-Bonnet term is constant, and thus µ = 0, or that the Hubble rate tends
to zero, for all −1 < m < 0. Given the forms H(t) ∼ t−1 that we will assume, the latter is indeed possible,
allowing us a certain freedom concerning µ, and thus the latter shall be regarded as the one and only true free
parameter of the system.
Proceeding with the linearization of the vector field in the vicinity of each fixed point, we may examine their stability.
1. Concerning the point P0, the linearized system takes the form

ξ′1
ξ′2
ξ′3
ξ′4
ξ′5

 =


−3−m 0 −4√6(1 +m) 0 0
0 −m 0 0 0
0 0 2m 0 0
0 0 0 −2−m 0
0 0 0 0 −3
2
−m




ξ1
ξ2
ξ3
ξ4
ξ5

 , (42)
where {ξi} are small linear perturbations of the dynamical variables around the equilibrium point. The eigen-
values of the system are,
l1 = −(3 +m) , l2 = −(2 +m) , l3 = −
(3
2
+m
)
, l4 = −m and l5 = 2m.
We observe that, for −3 ≤ m ≤ 0, all eigenvalues are real, but are subject to a bifurcation. l1 is zero for m = −3
and turns negative for −3 < m ≤ 0, deeming the direction v1 = ~e1 = (1, 0, 0, 0, 0) initially neutral and attractive
afterwards. In the same way l2 turns from positive for −3 ≤ m < −2 to negative for −2 < m ≤ 0, thus the
manifolds tangent to v2 = ~e4 = (0, 0, 0, 1, 0) turns from unstable to stable. The same occurs for l1 in the case
m = −3
2
, so that the manifolds tangent to v3 = ~e5 = (0, 0, 0, 0, 1) is initially unstable and shifts to stable when
m < −3
2
.4 Furthermore, the point is subject to two bifurcations for m = 0. In the case where m = 0 (de Sitter
4 Notice that manifolds v2 and v3 are centre manifolds for m = −2 (radiation-dominated Universe) and m = −
3
2
(matter-dominated
Universe) respectively. This result, occurring at each point, is foreshadowed in section III.A and indicates the constancy (or neutrality)
of each of the density parameters in its corresponding domination.
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expansion), l4 = l5 = 0, so their respective manifolds are centre manifolds, and thus slow or null evolution of the
respective variables occurs on them. When m < 0, then the manifold tangent to v4 =
(
4
√
2
3
, 0, 1, 0, 0
)
becomes
stable, while the manifold tangent to v5 = ~e2 = (0, 1, 0, 0, 0) becomes unstable.
5 Thus, the overall behavior of
the equilibrium point P0 is that of a saddle with attractive and repulsive directions shifting along the values of
m.
2. Concerning the point P1, the linearized system takes the form,


ξ′1
ξ′2
ξ′3
ξ′4
ξ′5

 =


−3−m 0 −4√6(m+ 1) 0 0
0
mλ
3µ
−m 0 0 0
m(m+ 3)
2
√
6(m+ 1)
0 0 0 0
0 0 0 −2−m 0
0 0 0 0 −3
2
−m




ξ1
ξ2
ξ3
ξ4
ξ5

 . (43)
The eigenvalues of the system are,
l1 = −(2 +m) , l2 = −
(3
2
+m
)
, l3 =
m(λ− 3µ)
3µ
,
l4 =
−3− 4m−m2 − S
2(m+ 1)
and l5 =
−3− 4m−m2 + S
2(m+ 1)
,
where S = √9− 34m2 − 32m3 − 7m4. As in P0, for −3 ≤ m ≤ 0, two eigenvalues (l1 and l2) shift from positive
to negative at m = −2 and m = −3
2
respectively, thus the manifolds tangent to the directions v1 = ~e4 =
(0, 0, 0, 1, 0) and v2 = ~e5 = (0, 0, 0, 0, 1) are initially repulsive and eventually attractive. Eigenvalue l3 is subject
to two bifurcations, one for m = 0 and one for λ = 3µ.6 In the first case, when m = 0, the direction of
v3 = ~e2 = (0, 1, 0, 0, 0) is neutral, while for m < 0 and λ > 3µ it is attractive. However, when λ = 3µ, this
manifolds becomes neutral again, and when λ < 3µ for m < 0, the manifold tangent to v3 becomes unstable.
Finally, as long as eigenvalues l4 and l5 are concerned, both are proved to be real but of different sign in the
intervals −1 < m < 0 and −3 < m < −1, for µ > 0; we notice that l4 = l5 = 0 for m = 0 (de Sitter expansion)
and m = −3 (stiff matter-dominated Universe). Subsequently, the corresponding eigenvectors,
v4 =
(√
6
(
−3− 4m−m2 +
√
−(m+ 1)2 (7m2 + 18m− 9)
)
m2 + 3m
, 0, 1, 0, 0
)
and
v5 =
(
−
√
6
(
−3− 4m−m2 +
√
−(m+ 1)2 (7m2 + 18m− 9)
)
m2 + 3m
, 0, 1, 0, 0
)
,
denote an unstable and a stable manifold respectively for −1 < m < 0 and the opposite for −3 < m < −1, and
two centre manifolds for m = 0 and m = −3.
3. Concerning the point P2, the linearized system takes the form,


ξ′1
ξ′2
ξ′3
ξ′4
ξ′5

 =


−3−m −2
√
−3(m2 + 3m) −4√6(m+ 1) 0 0√
−m2 − 3m
3
0 0 0 0
0 0 2
(
m− 3mµ
λ
)
0 0
0 0 0 −2−m 0
0 0 0 0 −3
2
−m




ξ1
ξ2
ξ3
ξ4
ξ5

 , (44)
5 Notice that for m > 0, the stability of the two manifolds is reversed.
6 Notice also the singularity at µ = 0, a value of little practical use so far.
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and yields the following eigenvalues,
l1 = −(2 +m) , l2 = −
(3
2
+m
)
, l3 =
2m(λ− 3µ)
λ
,
l4 =
−3−m−
√
3 (3 + 10m+ 3m2)
2
and l5 =
−3−m+
√
3 (3 + 10m+ 3m2)
2
.
Again, for −3 ≤ m ≤ 0, two eigenvalues (l1 and l2) shift from positive to negative at m = −2 and m = −3
2
respectively, thus the manifolds tangent to the directions v1 = ~e4 = (0, 0, 0, 1, 0) and v2 = ~e5 = (0, 0, 0, 0, 1)
are initially repulsive and eventually attractive. The third eigenvalue is zero when m = 0, or when m < 0 and
λ = 3µ. This corresponds to a neutrality of the manifold tangent to,
v3 =
(
− 4
√
6λ (λ− 3µ) (1 +m)
−9λµ+ 2λ2m− 15λµm+ 18µ2m,−
2λ2(1 +m)
√
−2m(m+ 3)
m (−9λµ+ 2λ2m− 15λµm+ 18µ2m) , 1, 0, 0
)
;
this very manifold turns from stable when λ > 3µ to unstable when λ < 3µ.7 As for the remaining two
eigenvalues, these also contain a bifurcation: they are real and negative for −1
3
≤ m ≤ 0, complex with negative
real parts for −3 < m < −1
3
and zero for m = −3. Thus the corresponding eigenvectors,
v4 =
(√
3
(
−3−m+
√
3 (3m2 + 10m+ 3)
)
2
√
−m(m+ 3) , 1, 0, 0, 0
)
,
v5 =
(
−
√
3
(
−3−m+
√
3 (3m2 + 10m+ 3)
)
2
√
−m(m+ 3) , 1, 0, 0, 0
)
denote the presence of stable manifolds, either in direct or in oscillatory attraction towards equilibrium P2, and
a neutral behavior in the case of m = −3 (stiff matter-dominated Universe).
4. Finally, in the area of equilibrium point P3, the system is linearized as,


ξ′1
ξ′2
ξ′3
ξ′4
ξ′5

 =


−3−m −2
√
−3(m2 + 3m) −4√6(m+ 1) 0 0√
−m2 − 3m
3
0 0 0 0
0 0 2
(
m− 3mµ
λ
)
0 0
0 0 0 −2−m 0
0 0 0 0 −3
2
−m




ξ1
ξ2
ξ3
ξ4
ξ5

 , (45)
and yields the following eigenvalues,
l1 = −(2 +m) , l2 = −
(3
2
+m
)
, l3 =
2m(λ− 3µ)
λ
,
l4 =
−3−m−
√
3 (3 + 10m+ 3m2)
2
and l5 =
−3−m+
√
3 (3 + 10m+ 3m2)
2
.
It is obvious that whatever said concerning the stability of point P2 holds equally for point P3. Those two are
symmetric over the x2 axis, sharing the same stability properties.
From this analysis, it is clear that equilibrium point P0 may have up to four attractive directions with two centre
manifolds appearing for m = 0, one for m = −3
2
, one for m = −2. This fact, along with its non-viability, mark
7 Notice the singularity reached as λ = 0, that has little to no practical importance in our case.
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equilibrium P0 as an improbable resolution for the system, while the only case of physical importance in which it is
fully hyperbolic is when m = −1. In the same manner, equilibrium point P1 has at least one unstable manifold and
exhibits centre manifolds for m = 0, one for m = −3
2
, one for m = −2 and one for m = −3. Another unphysical point,
with a subsequent singularity for m = −1, cannot be counted as the relaxation point of our system. Finally, equilibria
P2 and P3 are symmetric and under circumstances are globally stable, with all five manifolds being attractive. Such
a case is when m = −1, however centre manifolds appear for it as well in the physically interesting cases of m = 0,
m = −3
2
, m = −2 and m = −3.
Discarding the behavior of x4 and x5 as trivial, we are immediately spared the bifurcations of m = −3
2
and m = 2,
hence the behavior of the system of Eqs. (25), (27) and (29) is quite normal, proposing that λ > 3µ ( that is for λ≫ µ,
instead of λ = µ, which we shall both specifically examine) and λ =
√
2m(2m− 3) (to ensure the viability of P3).
Furthermore, we are able to concentrate on the remaining cases. What we notice is that all other interesting phases
of the Universe, stated in section III.C (notably the de Sitter expansion and the stiff matter domination), are cases of
bifurcations, where the equilibrium points are non-hyperbolic. Consequently, the behavior of the system cannot be
described by the linearization we conducted so far and the need for numerical solutions to reveal the attractor behavior.
Another important feature of the phase space arises when we set ∇F = 0 and solve with respect to the dynamical
variables. It is easy to see that,
∇F = 2
(
m+
√
3
2
µx1
)
− 4m− λx1√
6
− 13
2
is zero when λ 6= 6µ and,
x1 = −
√
3
2
(4m+ 13)
λ− 6µ . (46)
This hypersurface is proved to be an invariant in the phase space when,
x3 =
4m2 + 25m+ 39 + λx22(λ − 6µ)
8(m+ 1)(λ− 6µ) . (47)
Eqs. (46) and (47) define an invariant curve in the phase space, one that acts either as a repeller (α-limit set) or an
attractor (ω-limit set) for the system of Eqs. (25),(27) and (29). It can be proved, rather easily by means of linear
perturbations, that it is in fact a repeller, so its practical importance is limited. Furthermore, given λ = 6µ, both
x1 and x3 tend to infinity, thus the curve is removed from the phase space. One more important element is that, for
−1 < m ≤ 0, both x1 and x3 are negative, so they have no physical meaning whatsoever.
Another interesting feature of the dynamical system is the existence of a curve defined as,
C : x1 = −
√
6m
λ
and x3 =
2m2 + 6m+ λ2x22
8λ(m+ 1)
. (48)
The action of the vector field F(x) on this curve, is,
F1 ∂C
∂x1
+ F2 ∂C
∂x2
+ F3 ∂C
∂x3
, (49)
and is identically zero if λ = 3µ or m = 0, which are the values of the parameters on which bifurcations occur. In
other words, we have traced the shifting manifold of equilibrium points P2 and P3 -which turn to P0 for m = 0. This
manifold has been identified as a neutral for m = 0 or λ = 3µ, so it functions as a locus of equilibria in these cases.
We may easily apply linear perturbation theory on this curve, as well, leading to the linearized system,


ψ′1
ψ′2
ψ′3
ψ′4
ψ′5

 =


−m− 3 √6λx2 −4
√
6(1 +m) 0 0
− λ√
6
x2 0 0 0 0√
3
2
µ
(
2m2 + 6m+ λ2x22
)
4(m+ 1)λ
0 2
(
m− 3mµ
λ
)
0 0
0 0 0 −2−m 0
0 0 0 0 −3
2
−m




ψ1
ψ2
ψ3
ψ4
ψ5

 , (50)
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where {ψi} are small linear perturbations of the dynamical variables around the curve C. Notice that these pertur-
bations, unlike perturbations around an equilibrium point, dependent on the variable x2, which may be treated as a
free parameter so long as it is restricted on the curve C. The eigenvalues of the system are,
l1 = −(2 +m) , l2 = −
(3
2
+m
)
, l3 =
R1
24(1 +m)λ
, l4 =
R2
24(1 +m)λ
and l5 =
R3
24(1 +m)λ
,
where R1, R2 and R3 are the roots of polynomial
− 27648m(m+ 1)3λ4 (λ− 3µ)x22 − 576(m+ 1)2λ
(
2m2(λ − 6µ) + 6m(λ− 6µ)− λ2(λ + 3µ)x22
)R−
− 24(m+ 1) (λ(m− 3)− 6mµ)R2 +R3 = 0 ,
the first of which is real and negative, while the other two are complex with negative real parts, in the regime of our
interest (−1 < m ≤ 0 and λ > 6µ) and for physical values of the potential (0 ≥ x2 > 10). As a result, it is easy to
conclude that the curve C is an attractive invariant of the system, that offers a multiplicity of stationary solutions in
the abnormal cases of m = 0 and λ = 3µ.
Aside from the stability of these manifolds, we may also deal with their viability. Setting x1 = −
√
6m
λ
, x3 =
2m2 + 6m+ λ2x22
8λ(m+ 1)
and x4 = x5 = 0 in Eq. (40), we see that,
x21 + x
2
2 + 8
√
6x1x3 + x
2
4 + x
2
5 =
λ2(1− 5m)x22 − 6m2(m+ 5)
λ2(m+ 1)
,
that can equal unity if and only if,
x22 = −
6m2(m+ 5) + (m+ 1)λ2
(5m− 1)λ2 . (51)
Essentially, the system may always end up on the invariant curve C, when surpassing a bifurcation -when m = 0
or λ = 3µ- but its relaxation is not always physical. In order for the Friedmann constraint to be fulfilled and the
viability to be ensured, special initial conditions are needed (a short of fine-tuning) that may lead to specific values
of x2. As we notice, these values depend on m and λ, letting µ as a free parameter. The physical meaning of these
is the following: in the de Sitter case of the Universe, or in the case where the potential decreases trice as fast as
the coupling increases, with respect to the scalar field, the potential must reach a specific non-zero value so that the
Universe will end up on the physical stable de Sitter attractor.
The analysis we performed above is quite rigorous and mathematically rigid, however we need to enlighten the
physics of the phase space with numerical analysis. In this way we may visualize all the invariant manifolds and
curves we discovered in this section. This is compelling for a more persuasive treatment of the problem, and it is the
subject of the next section.
V. THE PHASE SPACE OF THE MODEL: NUMERICAL SOLUTIONS
In order to better understand the phase space structure of the Einstein-Gauss-Bonnet models, we shall numerically
integrate the differential equations (25), (27) and (29) for a number of cases with physical interest, as stated above.
The integration of Eqs. (32) and (33) is conducted analytically, so they will not trouble us. The Universe should not
be considered vacuum, with the presence of matter fields being mimicked by the modification of gravity along with
the specific choice of the Hubble rate, and thus of the parameter m, as usually; this would lead to the misperception
of certain solutions. We need to keep in mind that only the reduced phase space is studied here, hence specific
trajectories that appear to be unviable could be viable -and the vice versa. Whenever necessary, we shall comment
on the behaviour of x4 and x5, though this behavior depends largely on the Hubble rate, rather than that of the
mass-energy densities.
For a specific case, the integration of the “inverse problem” (x′ = −F(x)) was also utilized, in order to find special
initial conditions that are needed to realize a specific behaviour.
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A. de Sitter expanding Universe: m = 0
Setting m = 0, then Eqs. (25), (27) and (29) reduce to,
x′1 = −3x1 +
√
6
2
λx22 − 4
√
6x3 , (52)
x′2 = −
√
6
2
λx1x2 and (53)
x′3 =
√
6
2
µx1x3 . (54)
The above dynamical system has one equilibrium point, P0, that has been proved to possess one stable and two centre
manifolds. Furthermore, there exists the curve C : x3 =
λ
8
x22 for x1 = 0, which is an attractor for the solutions of
the system, one of the centre manifolds of point P0. The attraction towards curve C occurs by means of oscillations
for x2 >
3
2
√
λ2 + 3λµ
, and by means of direct attraction for x2 <
3
2
√
λ2 + 3λµ
.
What we actually expect is that all solutions of the system will reach this attractor and remain fixed on some point
of it. The exact point is not important, except for x∗1 = 0, x
∗
2 = 1 and x
∗
3 =
λ
8
, that fulfills the Friedmann constraint.
Of course, this is only one of the infinite points on which the dynamical system may be attracted to. In order to trace
initial conditions that lead to the physical point of curve C, we employed the technique of the “inverse problem” and
located one trajectory leading to this point -the trajectory colored dark green in each subplot of Fig. 2. It is worth
noting that, despite all other trajectories -the black ones- have been derived from initial conditions that respected the
Friedmann constraint (Eq. (40), this particular trajectory -and any similar- initiates from sections of the phase space
that do not fulfill the constraint. This is an important feature to be noticed.
In this case, λ =
√
2m(2m− 3) = 0 is of little physical meaning (constant potential over the scalar field), thus
it will not be used. On the contrary, we chose four cases that could be of interest: λ = 3µ, a case of bifurcations
for m 6= 0; λ = 6µ and λ = µ, before and after the bifurcation, and λ ≫ µ, that is expected to have some physical
meaning (a potential evolving faster over φ than the coupling function h(φ) to the Gauss-Bonnet term). All cases
yielded similar results, with all the solutions reaching normally the attraction curve C. Only in the last case, the
attractions were direct, instead of oscillatory, due to the relationship between λ and µ.
During this era, both x4 and x5 are decreasing fast towards their equilibrium values x
∗
4 = x
∗
5 = 0.
B. Radiation-dominated Universe: m = −2
Setting m = −2, then Eqs. (25), (27) and (29) reduce to,
x′1 = −x1 +
√
6
2
λx22 + 4
√
6x3 , (55)
x′2 = −x2
(√
6
2
λx1 − 2
)
and (56)
x′3 = x3
(√
6
2
µx1 − 2
)
. (57)
These equations exhibit all four equilibrium points we have mentioned. Point P0 possesses two stable and one unstable
manifolds. Point P1 possesses one stable and one unstable manifold, while the third, tangent to ~e2 = (0, 1, 0), shifts
from stable to unstable as λ = 3µ; finally, points P2 and P3 yield two complex eigenvalues with negative real
parts (so attraction with oscillations) and a third real eigenvalue that shifts from negative to positive as λ = 3µ.
As a result, we shall use the same values of λ as with the previous case (m = 0). Furthermore, in the last case
λ =
√
2m(2m− 3) = 2√7 is chosen as to ensure the viability of point P3. We should notice that the curve C takes
the form,
x3 =
4− λ2x22
8λ
, (58)
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FIG. 2: The phase space of x1, x2 and x3 for the de Sitter expanding Universe, for λ = 3µ, λ = 6µ, λ = µ and
λ≫ µ (from top-left to bottom-right). Blue arrows denote the vector field, black lines denote numerical solutions of
the system; the red curve stands for the centre manifold x3 =
λ
8
x22 and the equilibrium point P0 is marker dark red.
and acts either as stable, centre or unstable manifold for the system, depending on the relationship between λ and µ.
The stable cases are denoted as green curves, whereas the unstable ones are denoted as red in Fig. 3. We also notice
the existence of a heteroclinic curve leading from equilibrium P0 to equilibrium P3. This curve is painted cyan in two
of the subplots of Fig. 3.
In the case of λ = 3µ (the top-left subplot of Fig. 3), where the manifold is neutral, we solved the “inverse problem”
tracing a trajectory that reaches a physical point in the phase space, one for which x1 =
2
√
6
λ
, x2 =
1
λ
√
24 + λ2
13
and x3 =
28− λ2
104λ
; this trajectory is marked dark green in the first subplot of Fig. 3. Once more, while all numerical
solutions were derived starting from initial conditions that fulfilled the Friedmann constraint, this very trajectory
originates from sections of the phase space that do not fulfill the constraint, neither do they contain physical value
for all dynamical variables. We also met this peculiar situation in the de Sitter cosmology case, so it seems there is
some universal behaviour for the exponential Einstein-Gauss-Bonnet models. What was expected from the qualitative
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FIG. 3: The phase space of x1, x2 and x3 for the radiation-dominated Universe, for λ = 3µ, λ = 6µ, λ = µ and
λ≫ µ (from top-left to bottom-right). Blue arrows denote the vector field, black lines denote numerical solutions of
the system; the red curve stands for the unstable manifold and the green curve for the stable manifold, while the
cyan curve depicts the heteroclinic curve from P0 to P3. The equilibrium points are marked dark red if they are
unviable and dark green if they are viable.
analysis and confirmed from the numerical integrations is that only at specific cases there exists a viable and stable
equilibrium point where the system may eventually be attracted to, after relatively large oscillations of some phase
space variables.
Cases may exist -such as when λ < 3µ- that the equilibrium point will exist but it will be neither viable, nor stable,
hence solutions of the model are repelled far away from it. Furthermore, two important comments are in order, which
we derived from our numerical investigation, which are the following:
• The convergence to the equilibrium point, if it is stable, occurs relatively fast, within 20 e-folds. The divergence,
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on the other hand, if the equilibrium point is not stable, is even faster, as some dynamical variables reach
extremely large values within 5 e-folds.
• Even when the initial values of variables x1, x2 and x3 along the equilibrium they reach, fulfill the Friedmann
constraint, the same is not necessary throughout the whole trajectory; taking into account the evolution of x4
and x5 may solve this paradox.
In this case, we should again note, x4 is constant while x5 increases as a function of the e-foldings number, diverging
from its equilibrium value x∗5 = 0. This should be attributed either to the behaviour of the Hubble rate, or to the
fact that baryonic matter, especially cold dark matter, is known to evolve and form structures during the radiation-
dominated phase of the Universe.
C. Matter-dominated Universe: m = −
3
2
The same behaviour holds true, more or less, in the case the Universe is dominated by matter. Setting m = −3
2
,
then Eqs. (25), (27) and (29) reduce to
x′1 = −
3
2
x1 +
√
6
2
λx22 + 2
√
6x3 , (59)
x′2 = −x2
(√
6
2
λx1 − 3
2
)
and (60)
x′3 = x3
(√
6
2
µx1 − 3
2
)
. (61)
Again, these equations exhibit all four equilibrium points we have mentioned. Point P0 possesses two stable and one
unstable manifolds; point P1 possesses one stable and one unstable manifold, while the third, tangent to ~e2 = (0, 1, 0),
shifts from stable to unstable as λ = 3µ; finally, points P2 and P3 yield two complex eigenvalues with negative real
parts (so attraction with oscillations) and a third real eigenvalue that shifts from negative to positive as λ = 3µ. The
cases of λ and µ used prior, will be used here as well. Furthermore, in the last case λ =
√
2m(2m− 3) = 3√2 is
chosen as to ensure the viability of point P3.
We should notice that the curve C takes the form
x3 =
9
2 − λ2x22
4λ
, (62)
and acts either as stable, centre or unstable manifold for the system, depending on the relationship between λ and
µ. The stable cases are denoted as green curves, whereas the unstable ones are denoted as red in Fig. 4. We also
notice the existence of a heteroclinic curve leading from equilibrium P0 to equilibrium P3. This curve is appears in
cyan color in two of the subplots of Fig. 4.
In the case of λ = 3µ (the top-left subplot of Fig. 4, where the manifold is neutral, we solved the “inverse problem”
tracing a trajectory that reaches a physical point in the phase space, with x1 =
3
√
6
2λ
, x2 =
1
34
(
189
λ2
+ 2
)
and
x3 = −4λ
4 − 4446λ2 + 35721
4624λ3
. This trajectory is marked dark green in the first subplot of Fig. 4. Its initiation,
unlike all other cases -marked black- does not fulfill the Friedmann constrains.
In fact, whatever said in the case of the radiation-dominated Universe holds equally for the matter-dominated. The
only difference concerns the behaviour of discarded variables x4 and x5. Here, x5 is constant while x4 decreases over
the e-foldings number, eventually reaching its equilibrium value x∗4 = 0; both evolutions are in accordance to the
Standard Cosmological model, whereas the density of radiation decreases during the matter-dominated era.
D. Stiff Matter-dominated Universe: m = −3
The case of stiff matter, although more bizarre, seems far more interesting, since the phase space alters significantly.
Setting m = −3 to Eqs. (25), (27) and (29), we obtain
x′1 =
√
6
2
λx22 + 8
√
6x3 , (63)
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FIG. 4: The phase space of x1, x2 and x3 for the matter-dominated Universe, for λ = 3µ, λ = 6µ, λ = µ and λ≫ µ
(from top-left to bottom-right). Blue arrows denote the vector field, black lines denote numerical solutions of the
system; the red curve stands for the unstable manifold and the green curve for the stable manifold, while the cyan
curve depicts the heteroclinic curve from P0 to P3; the equilibrium points are marked dark red if they are unviable
and dark green if they are viable.
x′2 = −x2
(√
6
2
λx1 − 3
)
and (64)
x′3 = x3
(√
6
2
µx1 − 3
)
. (65)
These equations contain in fact three of the original equilibrium points, as P2 and P3 coincide. However, it contains
a peculiar solution, in the form of x∗2 = 0 and x
∗
3 = 0, which eventually means that the x1 axis contains infinite
equilibrium points (including P0, P1 and P2 = P3). It is relatively easy to see that the eigenvector v1 = ~e1 = (1, 0, 0)
is always a centre manifold for any of the infinite equilibrium points on this axis. Furthermore, the eigenvector
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FIG. 5: The phase space of x1, x2 and x3 for the stiff matter-dominated Universe, for λ = 3µ, λ = 6µ, λ = µ and
λ≫ µ (from top-left to bottom-right). Blue arrows denote the vector field, black lines denote numerical solutions of
the system; the red curve stands for the unstable manifold and the green curve for the stable manifold, while the
cyan curve depicts the heteroclinic curve from P0 to P3; the equilibrium points are marked dark red if they are
unviable and dark green if they are viable.
v2 = ~e2 = (0, 2, 0) is found to be tangent to a stable manifold for λ > µ, a centre manifold for λ = 3µ and an unstable
manifold for λ < 3µ. It is also an attractor for any x1 >
3
√
6
λ
. Finally, the third direction, found to be tangent to
v3 =
(
−
√
2
3
4λ
λ− 3µ, 0, 1
)
is attractive towards the x1 axis for any λ > 3µ.
The curve C, usually denoting a manifold of the viable equilibrium point P3, though it exists, it is usually reduced
to a simple line. The same holds for the heteroclinic curve connecting P1 with P3. Though it still exists, it has been
reduced to a straight line across the x1 axis. The phase space contains least one centre manifold along the x1 axis.
We should especially focus on the case where λ =
√
2m(2m− 3) = 3√6 -depicted in the fourth subplot of Fig. 5-
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that ensures the viability of equilibrium P2 = P3. Here, trajectories begin an oscillatory motion around equilibrium
P2 = P3, which eventually leads them to a halt as they meet the horizontal axis for some x1 >
3
√
6
λ
, captured by the
centre manifold. Hence, unlike all four previous models examined, in the case of a stiff matter-dominated Universe,
there is no condition to ensure that the viable equilibrium is also stable and generally reached by the solutions of the
system. Solving the “inverse problem”, we manage to trace a trajectory leading to the equilibrium P2 = P3, however,
as with other such case, it does not originate from a physically meaningful section of the phase space, neither does
it fulfill the Friedmann constraint all the way through from its beginning -the trajectories obtained by the “inverse
problem” are painted dark green in the first and the fourth subplot of Fig. 5.
Once more, both x4 and x5 increase over the e-foldings number, diverging from the equilibrium x
∗
4 = x
∗
5 = 0. This
behaviour is hard to explain, though it probably relies on the behaviour of the Hubble rate, or the fact that stiff
matter dominates the Universe, rendering both dust and radiation unstable.
VI. ANALYSIS OF THE RESULTS AND CONCLUDING REMARKS
Let us now elaborate on the results and discuss the outcomes of the analysis performed in the previous sections. We
have seen that the dynamical system contains up to four equilibrium points, only one of which is viable and physically
meaningful under specific conditions. It also contains at least one invariant submanifold that may shift from unstable
to stable, either repelling or attracting solutions from/to the viable equilibrium point, or in specific cases turn to
centre manifold, attracting all solutions on it. Finally, it contains a heteroclinic trajectory leading from an unviable
equilibrium to the viable one. Our numerical analysis also showed that the equilibrium is reached relatively fast
(within 20 to 30 e-folds, for all examined cases), while achieving a viable equilibrium is not at all secured, even if the
initial conditions fulfill the Friedmann constraint for the reduced phase space of x1, x2 and x3. In sharp contrast, it
is shown that the viable equilibrium may be reached by trajectories that do not fulfill the Friedmann constraint when
x4 = x5 = 0 is imposed and contain non-physical values for at least one dynamical variable, namely a negative value
for x2 or x3.
Combining these elements with the theory developed in Section II and the definitions of the dynamical variables
in Eq. (22), we may provide a clue as to the viability of the original theory, at least in the specific cases of FRW
cosmologies studied here.
First of all, we should make clear that the viable equilibrium P3 is proved to be stable for most of the cases,
provided that λ =
√
2m(2m− 3) (condition of viability) and λ > 3µ (condition of stability). Hence it may attract
solutions from the whole phase space. Essentially, the cosmological model under examination may be attracted on
this stationary state after evolving for some time, due to the presence of the potential and the Gauss-Bonnet term.
As for the meaning of this equilibrium, one should state that both the behaviour of x1 and x2 seems normal. They
denote,
1
2
φ˙2 =
18
λ2
(H˙
H
)2
=
18
λ2t2
and V (φ) =
6
λ2
(( H˙
H
)2
− 3 H˙
H
)
=
6
λ2
( 1
t2
− 3
t2
)
,
in other words, that the kinetic term and the potential of the scalar field must evolve according to time as the evolution
of the system ceases; their evolution is proved to be rather trivial, since both tend to zero, for a large time-scale. Yet,
the value of x3 comes quite as peculiar, since it demands that the coupling function turns constant. This appears
reasonable at first, since it states that at equilibrium, the Gauss-Bonnet term is decoupled from the scalar field, or
even nullified, however, it turns out to be a non-physical argument. To achieve this, we need either h0 = 0 or µ = 0,
both of which cannot occur. On the one hand, setting µ = 0 leads to the emergence of poles on the phase space, on
the other hand, either h0 = 0 or µ = 0 means that the coupling function should be zero from the beginning, hence
the scalar field should be decoupled from the Gauss-Bonnet term. This immediately sets us off with respect to our
original theoretical streamline, since we no longer deal with an Einstein-Gauss-Bonnet model.
The only physical explanations for it would be that either the assumption of an exponential coupling function was
a rather misleading one, or that the quadratic curvature terms should vanish at some point, leading to the nullifying
of the coupling, without the necessity of µ turning to zero. Both of these explanations, however, fall beyond the reach
of the examined models.
A second interesting case is that of the centre manifold appearing at m = 0 or λ = 3µ, in the form of the curve C.
In this case,
1
2
φ˙2 =
18
λ2
( H˙
H
)2
, V (φ) =
18H˙2
(
H˙ + 5H2
)
+H4
(
H˙ +H2
)
λ2
H2
(
5H˙ −H2)λ2 and h(φ) = 4H˙
2 − 6H˙H2 −H4λ
8λµ
(
5H˙ −H2) ,
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so that the kinetic term, the potential and the coupling function end up to some non-zero values, all of them being
physical. This may occur in the following two cases:
• If m = 0, so that H = H0 and H˙ = 0, meaning that
1
2
φ˙2 = 0 , V (φ) = −H20 and h(φ) =
H20
8
λ
µ
.
In this case, the kinetic term vanishes, so the evolution of the scalar field ceases, but neither the potential
nor the coupling to the Gauss-Bonnet term vanish. Essentially, this may occur during the early- or late-time
accelerating expansion of the Universe, where the scalar field and quadratic curvature terms may indeed give
rise to the specific behaviour. If it is so, then when the system is at the final attractor, the Hubble rate remains
constant, so the expansion remains accelerating. Furthermore, neither the Gauss-Bonnet term, nor the scalar
field may completely vanish, if the accelerating expansion does not come to a halt. The scalar field turns
constant8 and -along with the Gauss-Bonnet term, or even on its own- acts as a Cosmological constant.
• If λ = 3µ. In this case, λ may be arbitrary, since the viability of the equilibrium does not depend on it, however,
it must be triple in magnitude in comparison to µ. This equality means that, given an increasing value of the
scalar field, the potential must decrease in a triple rate to that of the increase of the coupling function -and
the opposite, for a decreasing scalar field. In other words, the potential must vanish prior to the coupling of
the scalar field to the quadratic curvature terms. Consequently, quadratic curvature may survive outside the
inflationary era and during the radiation-dominated and matter-dominated eras, where it should not be active.
This mechanism, however, is capable of retaining the quadratic curvature terms long after the inflation and
re-triggering them at late-times, so as to give the observed late-time accelerating expansion.
These may sound a good arguments in support of the Einstein-Gauss-Bonnet theory, providing that an inherent
mechanism exists that would nullify the quadratic curvature coupling to the scalar field during radiation- and matter-
dominated eras and re-trigger it during the late-time acceleration. In this manner, both early- and late-time dynamics
of the Universe could be derived from the same model. However, the analysis of the radiation- and matter-dominated
eras, especially the stability of equilibrium point P3, complicate this estimation. As we demonstrate afterwards the
survival of the quadratic curvature coupling to the scalar field is seriously questioned for the classical eras.
Third, concerning the specific values of λ and µ in all cases we must have m < 0, so that equilibrium point P3 is
both stable and physical. it turns out that λ must track the Hubble rate, through the condition λ =
√
2m(2m− 3)
to retain the viability of the equilibrium, which eventually means that the potential must be somehow interacting
with the expansion of the 3 − d space. Furthermore, to ensure the stability of the equilibrium, another condition
is imposed, λ > 3µ, which eventually means that µ is a free parameter as long as it is smaller enough than λ. In
this way, we ensure that the coupling function increases less rapidly than the potential, given an increasing scalar
field, and the quadratic curvature terms may remain coupled to the scalar field after the early stages of the Universe
throughout its whole evolution, only to be re-triggered in the late-time.
Fourth, a heteroclinic trajectory exists in the phase space, leading from the unviable equilibrium point P0 to the
viable equilibrium point P3, retaining the value of variable x3 equal to zero. This might be the sole most important
trajectory in the phase space, despite the fact that it leads to an ab initio nihilism of the Gauss-Bonnet term and/or
its coupling to the scalar field. In fact, setting x3 = 0 and remaining on the x1 − x2 plane, we are dealing with the
simple form of a minimally coupled scalar-tensor theory. This plane is perhaps more important in cases where m 6= 0
-the case where the two equilibrium points are distinct and the heteroclinic curve actually exists. In such cases, we
may assume that the quadratic curvature terms have vanished, or equivalently that the scalar field has been decoupled
from the Gauss-Bonnet term. Hence, µ can be chosen to be zero, while λ 6= 0. In this case, the phase space would
be further reduced on the x1 − x2 plane, where both the unviable equilibrium P0 and the viable equilibrium P3 lie,
along with the heteroclinic curve among them. Subsequently, all we should discuss about would concern the simplest
form of a scalar-tensor theory, maintaining the scalar field and its potential throughout the radiation-dominated and
matter-dominated eras, so that it would re-emerge in the late-time era, and cause the accelerating expansion. In
such a scenario, the transcendence from the early Universe (de Sitter case) to the later stages of evolution (radiation-
dominated and matter-dominated Universe) would demand a double bifurcation. Firstly, m should turn from zero
to negative, and secondly, µ should turn from positive to zero. If so, then an early-time accelerating expansion
8 Given that φ˙2 =
36
λ2t2
, then φ = φ0 ±
6
λ
ln t, that tends very slowly to infinity; if however we impose that φ˙ ≃ 0 in large time-scale,
then φ ≃ φ0.
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FIG. 6: The projection of the phase space on the x1-x2 plane (for x3 = 0). Blue arrows denote the vector field, while
grey streamlines denote possible evolutions on the plane; the equilibrium points P1 and P2 are the crimson and
green spots, while the cyan curve connecting them stands for the heteroclinic trajectory. The black curves are
projections of the numerical solutions of the complete system; notice that after a brief time, they fall on the plane
and follow its streamlines.
governed by both the scalar field and the Gauss-Bonnet term, would lead to standard cosmologies with a latent scalar
field, and eventually to a late-time accelerating expansion, governed solely by the scalar field.9 The existence of the
heteroclinic trajectory, repelling solutions from P0 and attracting them to P3, is vital for all models wherem < 0, since
it denotes the slow emergence of the scalar field. As the dynamical variables rise from zero to x∗1 = −
√
6m2
2m2 − 6m
and x∗2 =
√
−m+ 3
m− 3, the kinetic term and the potential of the scalar field turn from zero to non-zero. At the same
time, the non-accounted-for variables x4 and x5 evolve according to Eqs. (37), namely x4 increasing and x5 remaining
constant during the radiation-dominated era, or x4 remaining constant and x5 decreasing towards x
∗
5 = 0 during the
matter-dominated era.
Last, but not least, we should also refer to what appears to be a problem of the non-fulfillment of the Friedmann
constraint throughout the whole evolution of the dynamical variables from their initial state, until the attainment of
an equilibrium -either P3 or the curve C. This is, in fact, a very interesting point, since it allows us to consider two
following two facts that have not been clarified so far, one of them being the separate evolution of x4 and x5, the
other the question of the flatness of the Universe.
• What seems as logical at first, is that our assumption of the flatness of the Universe was wrong and perhaps
a non-prerequisite. This contradicts both observations confirming the flatness of the Universe present time.
However, imposing x4 = x5 = 0, hence a vacuum Universe, in the case of radiation- and matter-dominated eras
9 The latter indicates a de Sitter expansion (m = 0) for µ = 0, in other words, to a de Sitter evolution on the x1-x2 plane -a case that is
unlikely, yet mathematically solid.
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(m = −2 and m = −3/2 respectively), where matter fields could be mimicked by the modification of gravity,
as it is accustomed in the literature, leads to the paradox of trajectories that are unviable at their initial state,
or during their evolution, but converge to a viable equilibrium point, namely P3. It is furthermore proved that
all these trajectories surpass a stage for which x21 + x
2
2 + 8
√
6x1x3 < 1, namely the Universe, that eventually
becomes flat, needs not to be flat throughout its full history, but can realize positive spatial curvature that
decreases to zero as the scalar field and the matter fields emerge and evolve to finally reach equilibrium P3.
This is a generally unacceptable result in relativistic cosmologies, that should be avoided in modified theories,
as well, probing for a different resolution of the paradox.
• What we actually assumed to derive this paradox was a Universe empty of matter fields, a case usually con-
sidered yet easy to discharge as unrealistic. Considering ourselves free to omit variables x4 and x5, due to the
separability and integrability of Eqs. (32) and (33), we practically fell pray to this paradox. Such an omission
is mathematically justified, due to the form of our dynamical system, yet it is not necessarily justified from a
physical standpoint, especially when considering the Friedmann constraint. Even if for some equilibrium point,
where x∗4 = x
∗
5 = 0, the Friedmann constraint is fulfilled, it does not mean that the constraint will be fulfilled
for all trajectories attaining the equilibrium -hence for all evolutions realizing this Universe- without taking into
account the non-zero values of x4 and x5, prior to their nihilism. Eventually, the non-fulfillment of the reduced
Friedmann constraint for trajectories that reach a viable equilibrium point can be resolved if we take into ac-
count the evolution of x4 and x5 as they decrease towards their equilibrium values. Notably, all trajectories
that yield x21+ x
2
2 +8
√
6x1x3 < 1 could easily yield x
2
1+ x
2
2 +8
√
6x1x3 + x
2
4+ x
2
5 = 1 if Eqs. (32) and (33) were
taken into account. It is, in fact, the combined behaviour of x1, x2, x4 and x5 that may fulfill the Friedmann
constraint and ensure physical solutions for the reduced scalar-tensor theory.
To conclude, we may state that the phase space analysis of the Einstein-Gauss-Bonnet cosmological models revealed
a great number of interesting facts about the theory overall and its ability to describe the actual evolution of the
Universe. It is sound to assume that it offers a viable and stable equilibrium point, only if certain conditions are
fulfilled for the free parameters of the theory. Furthermore, while the de Sitter case gives rise to a viable inflationary
scenario, the non-fulfillment of the Friedmann constraint results to the necessity of matter fields or of an open Universe
during the early and very early Universe; of these two, the former sounds as the more reasonable choice, deeming
unsafe to treat such cosmological models as a vacuum Universe, even when the Gauss-Bonnet invariant can mimic the
effects of matter fields. Finally, the transition from the de Sitter inflationary phase to the later stages of evolution, such
as the radiation-dominated and the matter-dominated Universe, should be followed by a second transition that would
decouple the Gauss-Bonnet term from the scalar field and essentially nullify the quadratic curvature terms. In this
case, the Einstein-Gauss-Bonnet theory seems more like a predecessor to the scalar-tensor theory that may describe
the later phase of the Universe, up to the late-time accelerating expansion. In fact, it is a conclusion of our analysis,
that the scalar field turns constant for large time-scales, if the equilibrium point P3 is attained in radiation-dominated
and matter-dominated eras, justifying for the transition to the late-time phase of accelerating expansion.
The case of stiff matter dominating the Universe is highly peculiar and degenerate and can be considered as highly
improbable, as in the Standard Cosmological model. The non-minimal coupling of the scalar field to the Ricci scalar
curvature should also be taken into consideration, but that is rather left for a future work. Another element in need
of further study is the phase transition and decoupling of the scalar field from the quadratic curvature, an element
that might be shredded with more light in the view of extensions of Einstein-Gauss-Bonnet models.
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