The random-cluster model is a dependent percolation model that has applications in the study of Ising and Potts models. In this paper, several new results are obtained for the random-cluster model on nonamenable graphs with cluster parameter q 1. Among these, the main ones are the absence of percolation for the free random-cluster measure at the critical value, and examples of planar regular graphs with regular dual where p free c (q) > p wired u (q) for q large enough. The latter follows from considerations of isoperimetric constants, and we give the rst nontrivial explicit calculations of such constants. Such considerations are also used to prove non-robust phase transition for the Potts model on nonamenable regular graphs.
Introduction
We consider four (possibly di erent) critical values for the random-cluster model on a given Cayley graph, and we sort out how these can relate to each other (Sections 3 and 4). In particular, we show that on all nonamenable planar regular graphs with regular dual one has for q large enough that p free c (q) > p wired u (q). For this purpose, we give the rst explicit nontrivial calculations of positive isoperimetric constants. For unimodular transitive nonamenable graphs, we show lack of percolation for the free random-cluster measure at the lower critical value on all nonamenable quasi-transitive unimodular graphs (Theorem 3.1), thereby extending a result of Benjamini, Lyons, Peres and Schramm 4, 5] that was for i.i.d. percolation. The random-cluster model is exploited to show that the Potts model on all nonamenable regular graphs exhibits, for entire intervals of temperatures, phase transition but not so-called robust phase transition (Section 5) .
We also present a number of other results about the random-cluster measures and about their relationships to Potts models.
We shall begin by recalling in Section 2 some basics concerning random-cluster and Potts models. After that, we come in Section 3 to the lack of percolation at criticality. Jonasson 31] , and these methods are also exploited in Section 5 to obtain our result on non-robust phase transition for the Potts model.
Since isoperimetric constants are of independent interest, we state here our result This formula also makes easy the task of deciding whether such a graph satis es one of the conditions of high nonamenability that appear in 41]; such a condition has numerous implications for various models on the graph. Series and Sina 42] were the rst to consider the Ising model on such graphs.
Background
In the following subsections, we recall some preliminaries on random-cluster and Potts models and on stochastic domination and various classes of in nite graph structures. General references for Sections 2.1{2. 4 2.1 Random-cluster and Potts models on nite graphs Let G = (V; E) = ? (V (G); E(G) be a nite graph. An edge e 2 E connecting two vertices x; y 2 V is also denoted x; y]. An element of f0; 1g E will be identi ed with the subgraph of G that has vertex set V and edge set fe 2 E ; (e) = 1g. An edge e with (e) = 1 ( (e) = 0) is said to be open (closed). Of central importance to us will be the number of connected components of , which will be denoted k k. We emphasize that in the de nition of k k, isolated vertices in also count as connected components.
The random-cluster measure RC := RC G p;q (sub-and superscripts will be dropped whenever possible) with parameters p 2 0; 1] and q > 0, is the probability measure on f0; 1g E that to each 2 f0; 1g E assigns probability
(1 ? p) 
where x $ y is the event that there is an open path (i.e., a path of open edges) from x to y in X(E n feg). Here, X(E 0 ) denotes the restriction of X to E 0 for E 0 E. When q = 1, we see that all edges are independently open and closed with respective probabilities p and 1 ? p, so that we get the usual i.i.d. bond percolation model on G, which we refer to as Bernoulli(p) percolation. All other choices of q yield dependence between the edges. Throughout the paper, we shall assume that q 1. This conforms with most other studies of the random-cluster model, and there are two reasons for doing this. First, when q 1, the conditional probability in (2) becomes increasing not only in p but also in , and this allows a set of very powerful stochastic domination arguments that are not available for q < 1. Second, it is only random-cluster measures with q 2 f2; 3; : : : g that have proved to be useful to the analysis of Potts models, which we now describe.
Given the nite graph G and an integer q 2, the q-state Potts model provides a model for picking an element ! 2 f1; : : : ; qg V in a random but correlated way. The values 1; : : : ; q attainable at each vertex x 2 V are called spins. Fix the so-called inverse temperature parameter 0, and de ne the Gibbs measure for the qstate Potts model on G at inverse temperature , denoted Pt := Pt G q; , as the probability measure that to each ! 2 f1; : : : ; qg V assigns probability
where Z is another normalizing constant (di erent from the one in (1) (3) for all bounded increasing f. By Strassen's Theorem, this is equivalent to the existence of a coupling P of two f0; 1g E -valued random variables X and X 0 , with respective distributions and 0 , such that P(X 4 X 0 ) = 1.
A useful tool for establishing stochastic domination is Holley's inequality (see 29] or 22]). Since the conditional distribution in (2) is increasing both in and in p (recall that we consider random-cluster measures only with q 1), Holley's inequality applies to show that, for any nite graph G = (V; E), We shall also be considering weak convergence of probability measures on f0; 1g E . For such probability measures 1 ; 2 ; : : : and , we say that is the (weak) limit of i as i ! 1 if lim i!1 i (A) = (A) for all cylinder events A.
The random-cluster model on in nite graphs
Let G = (V; E) be an in nite, locally nite graph. The de nition (1) of random-cluster measures does not work in this case, because there are uncountably many di erent con gurations 2 f0; 1g E . Instead, there are two other approaches to de ning randomcluster measures on in nite graphs: one via limiting procedures, and one via local speci cations (Dobrushin-Lanford-Ruelle, or DLR, equations). We shall sketch the rst approach, and then explain how it relates to the second. Let V 1 ; V 2 ; : : : be a sequence of nite vertex sets increasing to V in the sense that V 1 V 2 : : : and 
This implies the existence of a limiting probability measure FRC G p;q on f0; 1g E . This limit is independent of the choice of fV i g 1 i=1 , and we call it the random-cluster measure on G with free boundary condition (hence the F in FRC) and parameters p and q. Next, de ne WRC G;i p;q as the probability measure on f0; 1g E corresponding to rst setting X(E n E i ) 1, and then picking X(E) in such a way that
where k k is the number of connected components of that do not intersect @V i .
Similarly as in (5) (note the reverse inequalities), and thus also a limiting measure WRC G p;q which we call the random-cluster measure on G with wired boundary condition and parameters p and q.
We now brie y discuss how the above relates to the DLR approach to the randomcluster model on in nite graphs. It is natural to expect that the limiting measures FRC G p;q and WRC G p;q should satisfy some analogue of (2). Indeed, FRC G p;q admits conditional probabilities satisfying FRC G p;q ? X(e) = 1 X(E n feg) = = p if x $ y; p p+(1?p)q otherwise (6) for any e 2 E and any 2 f0; 1g Enfeg , where the event x $ y is de ned as in (2) .
Although WRC G p;q does not, in general, satisfy the same local speci cation, it satis es
where x 1 ! y denotes the event that either contains a path from x to y, or it contains an in nite self-avoiding path starting at x and an in nite self-avoiding path starting at y. In other words, x 1 ! y is the same event as x $ y, except that in x 1 ! y the path from x to y is allowed to go \via in nity". We think of this as a kind of compacti cation of the graph. These facts are stated in 22, Theorem 6.17]. (That FRC G p;q satis es (6) is due to 10]. The fact that WRC G p;q satis es (7) can be proved analogously. Other proofs of (7) can be found in 31] and in 22].) We call a probability measure on f0; 1g E a DLR random-cluster measure (resp., a DLR wired-random-cluster measure)
with the given parameters p and q if it satis es the local speci cations in (6) (resp., in (7)). (These local speci cations are usually given on any nite edge-set, rather than on a single edge. However, single-edge speci cations are enough; see, e.g., 22, Theorem 6.18].) It turns out that FRC G p;q and WRC G p;q play the following special role in the class of DLR random-cluster and wired-random-cluster measures: If is any DLR random-cluster measure or DLR wired-random-cluster measure for G with parameters p and q, then
We mention that (provided G is connected) the speci cations (6) and (7) di er with positive probability if and only if the event of having more than one in nite connected component has positive probability. By an application of the uniqueness theorem of The existence of the limiting distributions FPt G q; and WPt G q; ;r are nontrivial results, and in fact the shortest route to proving them goes via the stochastic monotonicity arguments for the random-cluster model outlined in Section 2.3 and then using Propositions 2.2 and 2.3 below.
A probability measure on f1; : : : ; qg V is said to be a Gibbs measure (in the DLR sense) for the q-state Potts model on G at inverse temperature , if it admits conditional distributions such that for all v 2 V , all r 2 f1; : : : ; qg, and all ! 2 f1; : : : ; qg V nfvg , we
1 f!(v)6 =!(y)g ; (13) where the normalizing constant Z may depend on v and ! but not on r. It Proposition 2.2. Fix an in nite locally nite graph G, an integer q 2, and p 2 0; 1]. Pick a random edge con guration X 2 f0; 1g E according to FRC G p;q . Then, for each connected component C of X, pick a spin uniformly from f1; : : : ; qg, and assign this spin to all vertices of C. Do this independently for di erent connected components. The f1; : : : ; qg V -valued random spin con guration arising from this procedure is then distributed according to the Gibbs measure FPt G q; for the q-state Potts model on G at inverse temperature := ? 1 2 log(1 ? p). Proposition 2.3. Let G, p, q, and be as in Proposition 2.2. Pick a random edge con guration X 2 f0; 1g E according to the random-cluster measure WRC G p;q . Then, for each nite connected component C of X, pick a spin uniformly from f1; : : : ; qg, and assign this spin to all vertices of C. Do this independently for di erent connected components. Finally assign value r to all vertices of in nite connected components. The f1; : : : ; qg V -valued random spin con guration arising from this procedure is then distributed according to the Gibbs measure WPt G q; ;r for the q-state Potts model on G at inverse temperature .
Some classes of in nite graphs
The class of all in nite locally nite graphs is often too large to obtain the most interesting results for the random-cluster model (and other stochastic models on graphs; see, e.g., 34] for a survey), and indeed most of our results will concern more restrictive classes of graphs. Here we recall some such classes.
Let, as usual, G = (V; E) be an in nite locally nite graph. The number of edges incident to a vertex x is called the degree of x. The graph G is said to be regular if every vertex has the same degree.
A graph automorphism of G is a bijective mapping : V ! V with the property that for all x; y 2 V , we have x; y] 2 E if and only if x; y] 2 E. Write Aut(G) for the group of all graph automorphisms of G. To each 2 Aut(G), there is a corresponding mapping~ : E ! E de ned by~ x; y] := x; y]. The graph G is said to be transitive if and only if for any x; y 2 V there exists 2 Aut(G) such that x = y. More generally, G is said to be quasi-transitive if V can be partitioned into nitely many sets V 1 ; : : : ; V k such that for any i 2 f1; : : : ; kg and any x; y 2 V i , there exists a 2 Aut(G) such that x = y. A probability measure on f0; 1g E is said to be automorphism invariant if for any n, any e 1 ; : : : ; e n 2 E, any i 1 ; : : : ; i n 2 f0; 1g, and any graph automorphism , we have ? X(e 1 ) = i 1 ; : : : ; X(e n ) = i n = ? X(~ (e 1 )) = i 1 ; : : : ; X(~ (e n )) = i n :
It follows from the construction of the free and wired random-cluster measures FRC and WRC (in particular from the independence of the choice of fG i = (V i ; E i )g 1 i=1 ) that both measures are automorphism invariant. It turns out that automorphism invariance has far-reaching consequences for percolation processes on various classes of transitive graphs; see, e.g., 11], 28], 4], and 36].
Two important properties, that may or may not hold for a given quasi-transitive graph, are amenability and unimodularity, which we review next. We say that a graph G is amenable if inf j@Wj jWj = 0 ;
where 44] , of a transitive graph that is nonunimodular (and hence not a Cayley graph) may be obtained by taking the binary tree T 2 , xing a so-called topological end (loosely speaking, a direction to in nity in the tree), and adding an edge between each vertex and its -grandparent. 3 The four critical values Let, as usual, G = (V; E) be in nite and locally nite. A probability measure on f0; 1g E is said to be insertion tolerant if for any e 2 E and almost every 2 f0; 1g Enfeg , the conditional -probability that e is open given the con guration on f0; 1g Enfeg , is strictly positive. Newman and Schulman 38] showed that for any automorphism-invariant insertion-tolerant percolation process on Z d , the number of in nite clusters is a.s. either 0, 1 or 1. It has been observed by several authors (see, e.g., 6]) that this result (as well as its proof in 38]) extends to the class of quasi-transitive connected graphs.
Suppose (11) and (12) (18) Summarizing (14), (15) We now consider whether there is an in nite cluster at p c (q). It is known that there is none for q = 1 on nonamenable quasi-transitive unimodular graphs 4, 5] . On the other hand, it is known that there can be in nitely many in nite clusters for q > 2 on the Cayley graphs T n for n 2 with respect to the wired random-cluster measure; see (i) There is no in nite cluster WRC p;q -a.s. i there is a unique Gibbs measure for the Potts model with the corresponding parameters (q; ).
(ii) Let ! 2 f1; : : : ; qg V be chosen according to (21) By (8) and (16) (23) All of (20){ (23) can reduce to equalities; this happens, e.g., whenever G is amenable.
To see this for (20) and (21), just note the well-known fact that the 20] (22) and (23), see Grimmett 24] and Jonasson 31] , where it is shown that for all q 1, there are at most countably many p such that FRC G p;q 6 = WRC G p;q .
The inequalities can also be strict. To get examples with strict inequalities in (20) and (21), one can take q := 1 and G to be any of the nonamenable transitive unimodular graphs that are known to have a \middle phase" for i.i.d. percolation (i.e., a positivelength interval of values of p that give rise to in nitely many in nite clusters); see, e.g., 34 ]. Using the ideas in the proof of 34, Proposition 5.2] and the inequalities (9) and (10), it is not hard to show that one can take q to be slightly larger than 1 in all such examples. For an example where the inequality in (22) is strict, we can simply take G to be the regular tree T n with n 2 and q > 2 (see, e.g., H aggstr om 27]), or take any nonamenable regular graph with q su ciently large (this follows from 31, Theorem (20) and (21); see Proposition 4.13 below for explicit bounds on certain graphs. To get an example with the reverse inequality p wired u < p free c is more intricate and is the topic of the next section. Note that any such example also gives strict inequality in (22) and in (23) . Question 3.3. We say that G has one end if the complement of every nite subset has exactly one in nite component. If G is any nonamenable quasi-transitive graph with one end and q 1, are the inequalities (20) and (21) necessarily strict?
Of course, when q = 1, a famous conjecture of 6] asserts a positive answer. If G is a graph drawn in the plane in such a way that edges do not cross and such that each bounded set in the plane contains only nitely many vertices of G, then G is said to be properly embedded. We shall always assume without mention that planar graphs are properly embedded. (The graphs we shall consider in the next section can be embedded in the hyperbolic plane more geometrically than in the euclidean plane, but topologically and combinatorially, this is not di erent from euclidean embeddings.) If G is a planar (multi)graph, then the planar dual G y of G (really, of this particular embedding of G) is the (multi)graph formed as follows: The vertices of G y are the faces formed by G. Two faces of G y are joined by an edge precisely when they share an edge in G. Thus, E(G) and E(G y ) are in a natural one-to-one correspondence. Furthermore, if one draws each vertex of G y in the interior of the corresponding face of G and each edge of G y so that it crosses the corresponding edge of G, then the dual of G y is G. For planar graphs, we shall always assume that G and its planar dual G y are locally nite, whence each graph has one end.
Let G be a planar graph. If is a probability measure on f0; 1g E , we associate a dual measure y on f0; 1g E y as follows. Given e 2 E, let e y be the edge in E y that crosses e. Given 2 f0; 1g E , let~ 2 f0; 1g E y be the function e y 7 ! 1 ? (e). For a Borel set A f0; 1g E , writeÃ := f~ ; 2 Ag. Then y is de ned by (A) = y (Ã).
Our next proposition is more or less well known (see, e.g., 12, 45] Since there is no in nite cluster, given any ball B about o and any > 0, there is a ball B 0 so that with probability at least 1 ? , there is a unique maximal set K B 0 such that all of @ E K is closed and B K. Given that K is such a set, the con guration restricted to G(K) has the distribution RC G(K) p , which is dominated by the restriction of FRC G p to G(K). In particular, this holds for the restriction of the con guration to B. Since and B were arbitrary, the result follows. Now let G be any graph with one end and bounded fundamental cycle length. Let t be an upper bound for the lengths of a set of generating cycles. The fundamental theorem of 2] implies that the t-neighborhood of any minimal cutset is connected.
Note that by (9) There is a sphere S about o so that the probability of the event E := fK(S)\B r+t = ;g is at least 1 ? . Since S separates B r from 1 as a set of vertices, so does @ E S as a set of edges. Hence the same holds for the larger set K(S) on the event E. Let we shall need an estimate of an isoperimetric constant. In fact, we are able to calculate precisely the necessary isoperimetric constants for planar regular graphs whose dual is also regular (in this case, either the graph or its dual is a Cayley graph; see 14]). Planar duality and Euler's formula will be essential for this.
We shall make use of the following isoperimetric constants. For K V , recall that E(K) := f x; y] 2 E ; x; y 2 Kg and set E (K) := f x; y] 2 E ; x 2 K or y 2 Kg.
De ne @ E K := E (K) n E(K) and G(K) := ? K; E(K) . Write 
and (G) = 2 d G + 0 E (G) : (27) It is shown in 4] that when G is transitive, 0 E (G) = inf j@ E Kj jKj ; K V nite and nonempty : (The right-hand side is denoted E (G) there.) Thus, when G is transitive, we have that (G) = sup jKj jE (K)j ; K V nite and nonempty : (28) Recall from Section 2.5 that G is called quasi-transitive if the vertex set of G decomposes into a nite number of orbits under the action of Aut(G). Note that G is quasi-transitive i G y is quasi-transitive.
The estimate that we shall need is embodied in Corollary 4.5, but the precise combinatorial calculation is the following. Remark 4.2. In this case, G and G y are transitive. This is folklore. Since we have been unable to nd a suitable reference, we include a proof here. First, recall the existence of tessellations by congruent polygons (in the euclidean or hyperbolic plane, as necessary). It is easy to see that the edge graphs of any two such tessellations of the same type are isomorphic, by going out ring by ring around a starting polygon, and thus that such edge graphs are transitive. Now we assert that any (proper) tessellation of a plane with degree d and codegree d y has an edge graph that is isomorphic to the edge graph of the corresponding tessellation above. In case (d ? 2)(d y ? 2) = 4, we replace each face by a congruent copy of a at polygon; in case (d ? 2)(d y ? 2) > 4, replace it by a congruent copy of a regular hyperbolic polygon (with curvature ?1) of d y sides and interior angles 2 =d; while if (d ? 2)(d y ? 2) < 4, replace it by a congruent copy of a regular spherical polygon (with curvature +1) of d y sides and interior angles 2 =d. Glue these together along the edges. We get a Riemannian surface of curvature 0, ?1, or +1, correspondingly, that is homeomorphic to the plane since our assumption is that the plane is the union of the faces, edges, and vertices of the tessellation, without needing any limit points. Riemann's theorem says that the surface is isometric to either the euclidean plane or the hyperbolic plane (the spherical case is impossible). That is, we now have a tessellation by congruent polygons. (One could also prove the existence statement in a similar manner.)
