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1 Abstract
As the emerging trend of the graph-based deep learning,
Graph Neural Networks (GNNs) recently attract a significant
amount of research attention from various domains. How-
ever, existing GNN implementations fail to catch up with the
evolving GNN architectures, the ever-increasing graph size,
and node-embedding dimensionality, thus, suffering from an
unsatisfied performance. To break this hurdle, we propose GN-
NAdvisor, an efficient runtime system to systematically accel-
erate GNN applications on GPUs. First, GNNAdvisor spots
the graph-structure information (e.g., graph community) as
a new driving force to facilitate GNN acceleration. Besides,
GNNAdvisor implements a novel yet highly-efficient group-
based workload management tailored for GNN computation
to improve the thread-level performance on GPUs. GNNAd-
visor further capitalizes on the GPU memory hierarchy for ac-
celeration by gracefully coordinating the execution of GNNs
according to the characteristics of the GPU memory struc-
ture. Moreover, GNNAdvisor incorporates a Modeling & Es-
timating strategy to offer sufficient flexibility for automatic
performance tuning across various GNN architectures and
input datasets. Extensive experiments show that GNNAdvi-
sor provides average 3.02×, 4.36×, and 52.16× speedup over
the state-of-the-art GNN execution frameworks, Deep Graph
Library, NeuGraph, and GunRock, respectively.
2 Introduction
Graph Neural Networks (GNNs) emerge to stand on the
front-line for handling many graph-based deep learning tasks
(e.g., the node classification [7, 11, 18] and link predic-
tion [4, 23, 48]). Compared with standard methods for graph
analytics, such as random walk [12, 45] and graph lapla-
cians [5,30,31], GNNs highlight themselves with significantly
higher accuracy [22, 49, 52], and better generality [13]. In ad-
dition, the well-learned GNNs [13, 22, 49, 52] can be easily
applied towards different types of graph structures or dynamic
graphs without much re-computing overhead. However, the
performance of GNNs [8, 32, 50, 51] fails to catch up with the
increasingly complicated GNN architectures (i.e., the more
number of layers and higher dimensionality in each layer), the
larger size of graph datasets, and the higher dimensionality of
node embeddings.
The major reason behind their limited performance comes
from the unique computing paradigm of GNNs, in contrast
to both standard neural networks [22, 52], and graph algo-
rithms [43]. For instance, to generate embeddings for each
node in a graph, GNNs consist of both the graph-based oper-
ations (e.g., scatter and gather) for aggregating information
from its neighbors and the classic neural network computa-
tion (e.g., dense matrix-matrix multiplication (DGEMM)) for
updating/learning the embedding vector. These two phases
are often referred to as Aggregation and Update, respectively.
The aggregation phase is usually sparse in computation and
highly irregular in memory access, while the update phase
involves NN-operations that are dense in computation and
regular in memory access.
To tackle the challenge of GNN workloads, previous
works can be categorized into two broad types. The first
type [17, 32, 51] is built on the popular graph processing
systems and is combined with NN-operations. The second
type [8,50], reversely, starts with existing deep learning frame-
works and extends its work to support graph operations. How-
ever, neither of these works can confidently handle the com-
putation specialty (mainly throttled by the aggregation phase)
of GNN, especially on GPU platforms. The NN-operations
at the update phase, due to its regularity, are well-suited for
GPU-based acceleration, and such optimizations have been
well explored by many previous research [27, 28, 47] and in-
dustrial library implementations, such as the cuBLAS [36]
and cuDNN [34]. But the aggregation phase still has to rely
on those “outdated” graph operations, which are developed
for standard graph processing/analytics [21, 51], where each
node only has a single scalar attribute in contrast to the high-
dimensional embedding vector in GNNs. Moreover, these
existing solutions are still preliminary and inevitably fall in
short in the following two major aspects.
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Figure 1: Overview of GNNAdvisor.
Lack of optimizations based on GNN inputs. Existing
works of accelerating GNNs on GPUs fail to leverage any
kind of input-level properties to guide a more effective GNN
optimization. While some prior efforts [2, 3] in the system
domain exploit the graph properties to optimize the perfor-
mance of traditional graph algorithms (e.g., PageRank [43])
on CPUs, the context of applying such optimizations on GPUs
for GNNs are largely different.
Lack of configurability for performance tuning. While
today’s GNN datasets show a significant diversity, most ex-
isting GNN frameworks offer very limited options to users
for seeking better performance. Since their major building
blocks are either hidden or tightly packed, exposing high-level
callable interfaces (APIs) without any tuning options. This
leads to poor configurability and adaptability to efficiently
handle ever-changing GNN architectures and inputs.
To this end, we propose, GNNAdvisor, an efficient runtime
system for GNN acceleration on GPUs. As shown in Figure 1,
GNNAdvisor consists of several key components to facilitate
the GNN optimization and execution on GPUs. First, GN-
NAdvisor incorporates an input extractor to “squeeze” the
input-level information that can guide our system-level opti-
mizations. Second, GNNAdvisor utilizes a kernel & runtime
crafter to customize the GNN kernel and CUDA runtime set-
tings through effective group-based workload management,
and memory optimizations. It considers several performance-
critical factors (e.g., GNN computation pattern, and CUDA
kernel block settings). Third, GNNAdvisor forms an opti-
mization loop (consisting of kernel & runtime crafter, GPU
profiling, and performance evaluator), which offers signifi-
cant configurability for performance tuning and incorporates
a Modeling & Estimating strategy to reduce manual efforts in
hyper-parameter exploration.
Overall, we make the following contributions.
• We exploit the performance benefits from the GNN input-
level properties, such as communities in graphs, node
degree, and dimensionality of node embedding. Such
information will guide our system-level optimizations
on GPUs (e.g., node renumbering, group-based workload
partitioning, and dimension-based workload sharing).
• We propose a group-based workload generation and map-
ping technique tailored for GNN computation to balance
intra-thread efficiency and inter-thread parallelism.
• We carefully craft the GPU data placement to reduce the
high-overhead memory operations (e.g., global memory
access), which are the major obstacles for many GNN
applications.
• We also introduce a set of performance-related parame-
ters for user tuning flexibility and incorporate a Model-
ing & Estimating strategy to automate the optimization
process with minor manual efforts.
• Comprehensive experiments demonstrate the strength
of GNNAdvisor over state-of-the-art GNN execution
frameworks.
3 Background and Related Works
In this section, we introduce the basics of graph neural net-
works (GNNs) and two major types of GNN frameworks:
graph-based systems and deep learning frameworks.
3.1 Graph Neural Networks
Graph Neural Networks (GNNs) are now becoming a major
way for gaining insights from the graph structures. It generally
includes several graph convolutional layers, each of which
consists of a neighbor aggregation and a node update step. It
computes the embedding for node v at layer k+1 based on
its embedding at layer k, where k ≥ 0.
ak+1v = Aggregate
k+1(hk+1u |u ∈ Neighbor(v))
hk+1v =U pdate
k+1(ak+1v ,h
k
v)
(1)
As shown in Equation 1, hkv is the embedding vector for node
v at layer k. ak+1v is the aggregation results through collecting
neighbors’ information (e.g., node embeddings). The aggrega-
tion method could vary across different GNNs. Some methods
just purely depend on the properties of neighbors while others
also leverage the edge properties, such as weights. The update
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function is generally composed of a single fully connected
layer or multi-layer perceptron (MLP) for NN-operations on
both aggregated neighbor results and its current embedding
at layer k.
3.2 Graph-based Systems
Previous works [17, 32, 51], such as GunRock, are built upon
graph-based systems. These systems are usually equipped
with a set of highly optimized graph-based operators, such
as advance and filter operation, and SAGA (Scatter-Apply
(edges)-Gather-Apply (nodes)) in NeuGraph. To support NN-
based operations for node update, they usually try to adapt
the graph-based operators working on nodes with a single
scalar attribute to work on nodes with embedding vectors.
However, this strategy has limitations in 1) counting on a
set of system-level optimizations for boosting performance
while overlooking the performance benefits of input-level
information; 2) borrowing the optimizations principals for
traditional graph processing algorithms while ignoring the
unique context (e.g., computation and memory access pattern)
of GNNs. Differently, we foresee the potential benefits of
GNNs’ input-level information, and gracefully leverage them
to guide our system-level optimizations while respecting the
unique favor of GNN computation.
3.3 Deep Learning Framework
Another type of the works, such as Pytorch-Geometric
(PyG) [8] and Deep Graph Library (DGL) [50], extend the
existing NN-based frameworks (e.g., Pytorch [44], and Ten-
sorflow [1]) to support graph-based operators (e,g., Scatter
and Gather). These frameworks allow users to easily build
their own GNNs based on the provided high-level interfaces
without touching the complicated implementation details. To
support such programmability from the lower-level implemen-
tation, PyG uses torch-scatter [9] library as its major building
block for aggregation operations, and DGL crafts its own ag-
gregation kernel in CUDA/C++ and further incorporates the
SpMM as its kernel fusion optimization for a certain type of
GNNs that requires SUM-based aggregation.
While this type of framework provides users with the high-
level abstraction that improves their programmability, their
shortcomings are also noteworthy: 1) their graph-based op-
eration kernels (e.g., torch-scatter in PyG, and SpMM-based
kernel fusion in DGL) are not efficient to handle the diversity
of GNN architectures, input graph structures and embedding
dimensionalities due to the excessive data movement and
thread synchronization overheads; 2) their major computation
kernels (e.g., aggregation and update) are tightly-wrapped and
only exposed high-level API to users, leaving no space for
further performance tuning to meet users’ demands.
4 Input Information
In this section, we detail two different types of GNN input in-
formation (graph properties and GNN architecture) collected
by GNNAdvisor’s input extractor and identifying their poten-
tials of guiding our system-level optimizations.
4.1 Graph Properties
Graph-based data (e.g., relations among objects) in non-
Euclidean space displays fruitful information compared with
the Euclidean data (e.g., vectors). GNNAdvisor spots the
potential of these graph properties to improve GNN perfor-
mance on GPUs. Overall, GNNAdvisor leverages three major
graph properties: node degree, node embedding, and graph
community.
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Figure 2: Node Degree Impact on Workloads for: (a) Graph
Processing Algorithms (e.g., PageRank); (b) GNNs.
4.1.1 Node Degree
Real-world graphs generally follow the power-law distribu-
tion [46] of their node degrees. In the parallel graph pro-
cessing systems [14, 20, 29], such distribution would cause
workload imbalance (Figure 2a). In GNN aggregation, such
workload imbalance (Figure 2b) is even exacerbated due to
the scaled-up dimensionality of the node embedding vector
compared with a single scalar value in graph processing, thus
suffering from more severe performance degradation.
However, previous methods (graph-based systems and deep
learning frameworks) are missing viable solutions to solve
this problem effectively, because 1) they may choose the
coarse-grained vertex-centric processing paradigm that in fa-
vor of high programmability, or 2) they may overkill such a
problem by taking very fine-grained edge-centric processing,
which may lead to inferior overall performance (excessive
thread launching and synchronization overheads). GNNAdvi-
sor, in contrast, fully exploits such a node-degree property to
facilitate the group-based workload management (a middle-
ground solution between vertex-centric and edge-centric pro-
cessing) and also provides it as the “hint” for performance
tuning (trade-off between single-thread execution efficiency
and multi-thread workload balance). We put more detailed
discussions in Section 5.
3
4.1.2 Node Embedding
As the major difference between traditional graph process-
ing and GNN, node embedding reshapes the computation
paradigm, memory layout, and optimization strategies. Node
embedding, on one hand, invalidates the optimizations well-
suited for graph processing, such as a series of aggressive
cache-based optimizations [24,53]; on the other hand, it leaves
space for a new set of optimizations, such as workload sharing
along node embeddings. To this end, GNNAdvisor utilizes
the size of node embedding to facilitate a set of optimizations
(e.g., dimension-based workload sharing), and performance
tuning. We will organize these details in Section 5.4.
4.1.3 Graph Community
Graph community [10, 25, 33] is one of the key features of
real-world graphs, which describes that a small group of nodes
tend to hold “strong” intra-group connections (many edges)
while maintaining “weak” connections (fewer edges) with
the remaining part of the graph. Works in the graph pro-
cessing/analytics domain [15, 33] leverage graph community
to optimize performance, such as community-based graph
partitioning for parallel/distributed graph processing. In GN-
NAdvisor, we leverage graph community to improve the data
locality during GNN aggregation.
a
a
e
c
d
b b
c
d
e
A
B
C
Figure 3: Illustration of Graph Community.
GNN aggregation is featured with intensive yet highly irreg-
ular memory access. Thus, improving memory performance
is the key for breaking the GNN performance bottleneck in
its time-consuming aggregation phase. As exemplified in Fig-
ure 3, when GNN applies neighbor aggregation for all nodes
within a community, the loaded embedding of node b can be
fully shared among all of its neighbors (a, c, d, e), thereby
reducing the need for issuing additional memory access. If we
follow such a community pattern in aggregation, the spatial
and temporal locality of node embeddings can be improved.
Since nodes within a community are more likely to share
neighbors, thus, reducing the unnecessary memory access.
This idea sounds promising, but the effort to capitalize on
its benefits is non-trivial. The major challenge is to “capture”
the communities of a graph appropriately such that we can
improve the computation and memory locality during aggrega-
tion. In GNNAdvisor, we leverage an efficient yet lightweight
node renumbering (Section 6.1) to solve this problem.
4.2 GNN Architecture
The computation pattern of GNN aggregation also affects
how we apply the optimization effectively. Specifically, the
mainstream aggregation methods of GNNs can be simply cate-
gorized into two types: 1) order-independent aggregation (e.g.,
sum, min, and max) with only the embeddings of neighbor
nodes, such as GCN [22]; 2) order-independent aggregation
with special edge features (e.g., weights, and edge vectors)
applied to each neighbor node, such as GIN [52], GAT [49].
For the first type of GNN, the common design practice is to
reduce the node embedding dimensionality before the neigh-
bor aggregation at each graph convolution layer [8, 22, 50],
which shows a better balance between the overall accuracy
and model complexity. In this case, a locality-aware node
renumbering and memory organization would largely lower
the memory access and computation overhead and contribute
more to the overall performance. On the other hand, the sec-
ond type of aggregation must work on full-dimensional node
embedding to compute the special edge features in node ag-
gregation, leading to a large amount of data movements and
computations. In this case, a more fine-grained workload shar-
ing among threads would benefit performance more. Such
a difference in GNN architectures is also critical for GN-
NAdvisor to layout the corresponding workload management
(Section 5) and memory organization (Section 6) that can
benefit overall runtime performance on GPUs.
5 Group-based Workload Management
GNNAdvisor’s kernel & runtime crafter features its group-
based workload management with four techniques: group-
based partitioning, leader-node scheme, block-based map-
ping, and dimension-based sharing.
5.1 Group-based Partitioning
Group-based workload partitioning is a novel workload bal-
ance technique tailored for GNNs on GPUs. It breaks down
the neighbors of a node into different groups and assigns the
aggregation workload of each group to a thread. Specifically,
it relies on the input-level information – node degree and
node embedding – to determine the size of each node group
and the aggregation workload assigned to each thread. As
shown in Figure 4a, the neighbors of a node are divided into 3
groups with a pre-determined group size of 4. In aggregation,
each thread handles the intra-group aggregation workload
(i.e., element-wise accumulation of neighbors’ embedding
vectors). After finishing the intra-group aggregation, an inter-
group reduction will gather final results for each node.
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The benefits of applying the group-based aggregation are
three-fold: 1) compared with the more coarse-grained node-
centric aggregation (Figure 4b), which distributes workloads
by nodes, group-based partitioning can largely mitigate the
inter-thread imbalance by dividing workloads into groups
that are set to be equal in size; 2) compared with the more
fine-grained edge-centric aggregation (Figure 4b), which is
seemingly high-performance by using more threads for mas-
sive parallelism, the group-based solution can avoid the over-
heads of managing excessive threads that might hurt the per-
formance in many ways, such as resource contentions, and
synchronizations. To further exploit its performance benefits,
we introduce an adjustable parameter – group size (i.e., #node
in each group), and detail its value selection in Section 7.1.
A A A
(a) (b) (c)
Figure 4: (a) Group-based Aggregation; (b) Node-centric
Aggregation; (c) Edge-centric Aggregation.
5.2 Leader-node Scheme
While the group-based workload partitioning largely miti-
gates the workload imbalance, the costly thread-level syn-
chronization still throttles the overall performance. As shown
in Figure 4a, to complete the node aggregation of node A,
each thread has to rely on high-overhead thread-level syn-
chronization (i.e., atomic operations) to guarantee the result
correctness under the parallel setting.
GNNAdvisor, however, effectively reduces the unnecessary
thread-level synchronization by leveraging the leader-node
aggregation scheme. Each group of neighbor nodes maintain
a leader that holds the result of intra-group aggregation tem-
porarily. Since each thread manages aggregation for neighbor
nodes within a group, its execution can be proceeded in an
atomic-free manner because of no inter-thread contention.
After the intra-group aggregation, a wait-free inter-group re-
duction will be triggered to gather the final results. Since each
thread can start pushing its result to the center node as soon
as it finishes its intra-group aggregation.
5.3 Block-based Mapping
To facilitate a better utilization of the GPU and our group-
based GNN workloads, GNNAdvisor incorporates an efficient
block-based workload mapping strategy. As shown in Fig-
ure 5, the workload of node 1 can be handled by thread a,
b, c based on its group-based workload partitioning. In ad-
dition, threads within each GPU block (usually consists of
up to 1024 threads) can support multiple nodes for neighbor
aggregation simultaneously. In the meantime, each block on
GPUs owns a shared memory that can be used to cache the
“hot-spot” data temporarily for fast memory access from all
threads of a block. Similar to the leader-node pattern at intra-
group aggregation, we use a leader thread (notate as thread a
for node 1 in Figure 5) of each node to manage the final result
updates from the shared memory to the global memory, which
can further reduce the overhead of the expensive thread-level
synchronization at the global memory. Meanwhile, this strat-
egy also reduces the number of threads that are concurrently
working on the memory, alleviating the contention among
threads.
Global Mem.
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Figure 5: Group-based Workload Mapping.
Considering the memory and computation resource con-
straints of a block, as well as the input-level information (e.g.,
the number of nodes and edges), the number of threads per
block should be determined to balance the thread efficiency
(e.g., thread management, and resource sharing) at the intra-
block level and parallelization at the inter-block level.
5.4 Dimension-based Sharing
GNN distinguishes itself from traditional graph algorithms
in its computation on high-dimension node embeddings. To
tackle this challenge efficiently, we further offload the group-
based workloads from a single thread to a group of threads
to improve the aggregation performance through dimension-
based workload sharing. As shown in Figure 6a, the original
group-based workloads are distributed to three different work-
ing threads for workload sharing. And each thread manages
a part of (around 1/3) workload during the node aggregation.
There are two benefits of applying this strategy. First, it could
effectively execute the node aggregation on a diverse range
of the node embedding dimension and the GNNs’ hidden
dimension, since the group-based workload can be shared
by multiple threads instead of single thread. Second, it intro-
duces another performance-related parameter – the number of
working threads along the data dimension for configurability.
Besides, we also spot the memory access pattern as a key
factor to bring even better performance, since threads with
continuous IDs will access to a consecutive part of memory,
thus facilitating the memory coalescing on GPUs. To this
end, as shown in Figure 6b, we adjust the threads and their
workload mapping, where adjacent threads would operate on
the dimension close to each other side by side.
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Figure 6: Dimension-based Workload Sharing. Note: thread
and its workload are matched by using the same color.
6 Memory Optimization
In this section, we detail the memory optimization used in our
kernel & runtime crafter, including node renumbering and
memory organization.
6.1 Community-aware Node Renumbering
Node renumbering is a way to “rename” each node (ID) of a
graph to improve the temporal and spatial locality at the GNN
aggregation phase. It is based on the idea that the closeness of
node IDs would affect the adjacency of the time (WHEN they
get processed) and the proximity of the location (WHERE
they get handled), such as blocks and SMs in GPU.
Specifically, there are three steps in applying the node
renumbering. First, we identify the communities that can
maximize the overall modularity of the graph [2], and assign
nodes with their corresponding community IDs. Second, we
traverse (e.g., Reverse Cuthill–McKee algorithm (RCM) [6])
the nodes inside each community to maximize the neighbor
sharing among nodes with consecutive IDs. After the above
two steps, we can get the one-to-one mapping from the old
node ID to the new IDs. Note that the above renumbering
process is lightweight in its computation and memory cost,
and can be effectively parallelized. After being processed,
nodes within each community would be assigned with IDs
continuous in its number values, and nodes with consecutive
IDs sharing more neighbors are more likely to be processed
with the temporal and spatial locality. To quantify its benefits,
we put more detailed evaluations in Section 8.6.2.
6.2 Block-aware Memory Organizing
To exploit the shared memory benefits, we tailor the GPU
memory organization to support the block-based mapping
(Section 5.3) for group-based workload. As shown in Fig-
ure 5, each block can handle the aggregation workloads from
several nodes. GNNAdvisor utilizes the shared memory, a
valuable but limited resource, to hold the block-level aggre-
gation results while reducing unnecessary access to global
memory. After each block has finished all of its workload,
the leader threads (thread in red color in Figure 5) of each
node within a block will flush the shared memory result to
the global memory.
Algorithm 1: Block-aware Memory Organizing.
1 ngroups = graph.numGroups;
2 cnt = 0; local_cnt = 0; last = 0;
3 while cnt < ngroups do
4 if cnt % thread_per_block == 0 then
5 grpPtr[cnt].node_shared_addr = local_cnt;
6 last = grpPtr[cnt].node;
7 grpPtr[cnt].group_leader = true;
8 end
9 else
10 if grpPtr[cnt].node == last) then
11 grpPtr[cnt].node_shared_addr = local_cnt;
12 end
13 else
14 local_cnt++;
15 grpPtr[cnt].node_shared_addr = local_cnt;
16 last = grpPtr[cnt].node;
17 grpPtr[cnt].group_leader = true
18 end
19 end
20 cnt++;
21 if cnt % thread_per_block == 0 then
22 local_cnt = 0;
23 end
24 end
The detailed mapping algorithm is described in Algo-
rithm 1. Specifically, each neighbor group mapped into a
thread will have three properties, node_shared_addr (the
shared memory address that holds the intra-group neighbor
aggregation result of a node), node (the global index of the
node that the neighbor group belongs to), and group_leader
(boolean flag indicating whether this group (thread) is respon-
sible for flushing the results to global memory). Note that
the value of thread_per_block should be determined based
on the shared memory size of each block and the embedding
size of each node. Algorithm 1 (line 5−25) shows the major
organizing routine that captures several cases. First, if the
current thread is the first thread of a block (line 6−10), we
select the current threads as the group leader and allocate
shared memory for its aggregation target node. Second, if the
current thread is in the middle of a block, we may either 1)
keep its target node address in shared memory the same as
its predecessor if both of them aggregate towards the same
target node (line 12−14), or 2) allocate new shared memory
for its target node if they aggregate towards different target
nodes (line 15−20).
7 Design Optimization
In this section, we introduce the design optimization through
the performance evaluator of GNNAdvisor, which includes
the Modeling and Estimating. As illustrated in Figure 7, the
performance evaluator takes the input settings (Graph, GNN,
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and GPU parameters)) that are captured by our input extractor,
to determine the optimizations that will be executed by kernel
& runtime crafter.
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Optimizations
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GNN Param.
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Figure 7: Overall Optimization Flow.
7.1 Modeling
Modeling basically measures the performance impact of
hyper-parameters of system-level optimizations. Three major
hyper-parameters have been utilized.
Group Size (gs): gs balances the workloads and reduces
the overhead of the inter-thread synchronization (e.g., atomic
operations). The increase of the gs will reduce the frequency
of thread synchronization and memory access. However, when
gs becomes even larger than most of the node degrees, such
benefit will diminish due to the irregular size of each un-
fulfilled group. Increasing gs also requires more work on
a single thread while compromising parallelization. On the
other side, if we aggressively decrease gs, it may underutilize
each thread, since it cannot fulfill the computation capability
of each thread to offset thread launching cost.
Thread-per-block (t pb): t pb balances the intra-block and
inter-block efficiency. First, the increase of t pb will accom-
modate more groups in each thread block. Meanwhile, the
inter-thread contention in each block will become severer.
On the contrary, if we decrease the t pb too much, the tempo-
ral and spatial locality of neighbor sharing would diminish.
Besides, t pb would also affect the total number of blocks
that will be running in parallel, which impacts the resource
isolation and scheduling flexibility.
Dimension Worker (dw): dw partitions the aggregation
workloads along the node embedding dimension and dis-
tributes them to multiple threads. The increase of dw would
benefit the computation parallelization, which contributes to
the overhead performance in terms of reduced latency. Mean-
while, the value of dw should also make a tradeoff between
the single-thread efficiency and multi-thread parallelization.
To estimate the runtime latency, we use the formula,
Latency=
E×D
gs×|dw−D/3|× |t pb−√max_t pb| ×(1+|gs−α
N
E
|).
(2)
where N is the number of the nodes; E is the number of edges;
max_t pb is the maximum number thread a block can hold;
D is the node embedding dimension; α is to handle different
graphs with node degree variations (based on the standard
deviation of node degree (stddevdegree)). Our insight is that
if the value of gs can approach αNE either from its left side
(lower) or right side (higher), the performance will become
better. The larger stddevdegree is, the higher the value of α
becomes. We set α in the range of 0.15 to 0.3.
In addition, we should respect the single-thread efficiency
0 <
gs×D
dw
≤ computation_capability. (3)
where computation_capability of each thread can be mea-
sured by computation throughput (GB/s) of SMs on GPUs.
Meanwhile, we should consider the shared memory size
(memory_capacity) of each block,
0 <
t pb×gs
avg_degree×dw D×bytestype ≤ memory_capacity. (4)
where avg_degree is the average degree of each node;
bytestype is the size of data type (4 bytes for floating point).
7.2 Estimating
While the graph structure would vary from the graph to graph,
their underlying community structures are relatively fixed
in sizes and shapes. Based on this observation, we propose
a community-based GNN profiling strategy, which could
largely ease the profiling efforts. Specifically, we follow three
major steps. First, we broadly collect the most typical sizes
of the graph community, and randomly generate the edge
connections with 90%, 70%, and 50% densities. Second, we
evaluate them on GNNAdvisor based on the several most pop-
ular sizes (e.g., 16 in GCN, 256 in GIN) of the GNN hidden
layer embedding size, group size, and thread-per-block size.
Note that this step will also help us to explore the best value
of hyper-parameters α (Equation 2) under different settings.
Third, we select a set of appropriate hyper-parameters to ap-
proximate the overall performance for a given input setting.
To this end, we can easily get a “sense” of how good or bad
for a given GNN input.
To optimize hyper-parameters, we 1) start from a set of
randomly generated settings based on previous profiling re-
sults; 2) approximate their performance based on the above
method and keep the settings that can deliver high enough per-
formance; 3) do crossover on these kept settings to generate a
new set of settings for the next iteration beginning from step
2. In general, 10 - 15 iterations of the above process would
be enough to generate a “premium” setting with a satisfying
performance that can meet the users’ requirements.
7
8 Evaluation
In this section, we show the strength of GNNAdvisor through
intensive experiments over various GNN models and datasets.
8.1 Experiment Setup
8.1.1 Benchmarks
We choose two representative GNN models to cover main-
stream types of operations in the aggregation phase.
Graph Convolutional Network (GCN) [22] is one of the
most popular GNN architectures. It has been widely adopted
in node classification, graph classification, and link prediction
tasks. Besides, it is also the key backbone network for many
other GNNs, such as GraphSage [13], and differentiable pool-
ing (Diffpool) [54]. Therefore, improving the performance of
GCN will also benefit a broad range of GNNs.
Graph Isomorphism Network (GIN) [52], another typi-
cal type of GNN, aims to distinguish the graph-structure that
cannot be identified by GCN. GIN differs from GCN in its
aggregation function, which weights the node embedding val-
ues from the node itself. In addition, GIN is also the reference
architecture for many other advanced GNNs with more edge
properties, such as Graph Attention Network (GAT) [49].
8.1.2 Datasets
We choose three different types of datasets to cover the vast
majority of the GNN inputs. Type I Graphs are the typ-
ical datasets used by many previous GNN algorithm pa-
pers [13, 22, 52]. They are usually small in the number of
nodes and edges, but rich in node embedding information
with high dimensionality. These graphs can validate pure al-
gorithm performance (e.g., the accuracy of link prediction).
Type II Graphs [19] are the popular benchmark datasets for
graph kernels and have been selected as the built-in datasets
for DGL [50] and PyG [8]. Each dataset consists of a set of
small graphs, which only have intra-graph edge connections
without inter-graph edge connection. These graphs are gener-
ally used for batched training or inference. Type III Graphs
are large graphs [22, 26] in terms of the number of nodes and
edges. These graphs demonstrate high irregularity in its struc-
tures, which are challenging for most of the existing GNN
frameworks. Details of the above datasets are listed in Table 1.
8.1.3 Baseline Implementations
DGL Deep Graph Library (DGL) [50] is the state-of-the-art
GNN framework on GPUs, which is built upon the famous
tensor-oriented platform – Pytorch [44]. For its low-level im-
plementation, DGL is optimized with 1) kernel fusion to fuse
send and recv steps (relying on cuSparse [35]), and 2) batch
processing of nodes/edges by stacking their features. DGL sig-
nificantly outperforms the other existing GNN framework [8]
Table 1: Datasets for Evaluation.
Dataset #Vertex #Edge #Dim #Cls
Type (I)
Citeseer 3,327 9,464 3703 6
Cora 2,708 10,858 1433 7
Pubmed 19,717 88,676 500 3
PPI 56,944 818,716 50 121
Type (II)
PROTEINS_full 43,471 162,088 29 2
OVCAR-8H 1,890,931 3,946,402 66 2
Yeast 1,714,644 3,636,546 74 2
DD 334,925 1,686,092 89 2
TWITTER-Partial 580,768 1,435,116 1323 2
SW-620H 1,889,971 3,944,206 66 2
Type (III)
amazon0505 410,236 4,878,875 96 22
artist 50,515 1,638,396 100 12
com-amazon 334,863 1,851,744 96 22
soc-BlogCatalog 88,784 2,093,195 128 39
amazon0601 403,394 3,387,388 96 22
over various datasets on many mainstream GNN architectures.
Therefore, we make an in-depth comparison with DGL in our
evaluation (Section 8.2).
PyG Pytorch-Geometric (PyG) [8] is another GNN frame-
work in which users can define their edge convolutions when
building customized GNN aggregation layers. For the low-
level implementation, PyG relies on a high-performance torch-
scatter library [9], a dedicated CUDA kernel optimized for
scatter-and-gather operations, as the major building block for
aggregation operations.
NeuGraph NeuGraph [32] is a dataflow-centered GNN sys-
tem on GPUs built on Tensorflow [1]. The major part of Neu-
Graph is its graph propagation engine, which mainly focuses
on a set of traditional system-level optimizations, such as
operation fusion and scheduling.
GunRock GunRock [51] is the GPU-based graph process-
ing framework with the state-of-the-art performance on tra-
ditional graph algorithms (e.g., PageRank). Recently, they
release their implementation of GraphSage [13], a 2-layer
GCN with some additional features, such as sampling.
8.1.4 Platforms & Metrics
Our major evaluation platform is a server with an 8-core
16-thread Intel Xeon Silver 4110 Processor [16] (Clock Fre-
quency: 2.1GHz, Memory: 64GB DDR4) and a Quadro
P6000 [40] (3840 CUDA cores, Memory: 24GB GDDR5X,
Peak Memory Bandwidth: 432GB/s, Peak Single Precision
Performance: 12 TFLOPs). Besides, we use Tesla V100 [42]
on the Nvidia DGX-1 system [37] for an additional study to
demonstrate the generality of the proposed runtime system.
To measure the performance improvement, we calculate
the averaged speedup of 100 measurements under the same
setting. For kernel detailed metric analysis, we utilize CUDA
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Figure 8: Speedup over DGL for GCN and GIN.
kernel profiling metrics [38] from NVProf [39]. Note that we
focus on the evaluation of GNNAdvisor’s for GNN inferences,
but GNNAdvisor’s optimizations can also be applied towards
GNN training, which uses the same aggregation-update pat-
tern in both of its value propagation in the forward phase and
gradient propagation in backward phase.
8.2 Compared with DGL
As shown in Figure 8, GNNAdvisor achieves 4.03× and
2.02× speedup on average compared to DGL [50] over three
types of datasets for GCN and GIN, respectively. It is because
that GNNAdvisor can fully leverage the input-level informa-
tion, such as node degree, to guide system-level optimizations.
Whereas DGL only applies a set of generic optimizations with-
out effectively using the input properties. We next provide
detailed analysis for each type of datasets and give insights
into the benefits based on low-level GPU kernel metrics.
Type I Graphs: The performance improvements against
DGL is significantly higher for GCN (on average 6.45×) com-
pared to GIN (on average 1.17×). The major reason is their
different GNN computation patterns. For GCN, node dimen-
sion reduction (DGEMM) is always placed before aggrega-
tion. This largely reduces the data movements and thread syn-
chronization overheads during the aggregation phase, which
could gain more benefits from GNNAdvisor’s group-based
workload management and memory optimization for data
locality improvements. GIN, on the other side, has the aggre-
gation phase that must be finished before the node dimension
reduction (MLP, essentially DGEMM operation). Thus, it can-
not avoid high-volume memory access and data movements
during the aggregation phase. Therefore, it gets lower benefits
from the data locality and the shared memory on GPUs for
fast and low-overhead memory access. However, our effective
dimension-based workload sharing among threads could still
handle these large dimension cases for better performance.
We also observe that when the node embedding of GIN is
relatively lower, even if the size of the graph (the number of
nodes and edges) is largely increased, such as PPI, GNNAd-
visor would provide better performance (1.45×).
Type II Graphs: The performance shows less difference be-
tween GCN (4.02×) and GIN (2.86×) on the same datasets
except for TWITTER-Partial, which has the highest node em-
bedding dimension (1323) in Type II graphs. It is worth notic-
ing that the speedup for GIN is consistently better compared
with type I, there are two major reasons: 1) node embedding
dimension is much lower (average 66.5, excluding TWITTER-
Partial) versus Type I (average 1421), which can gain more
performance benefits from data spatial and temporal local-
ity of our memory optimizations; 2) Type II graphs intrinsi-
cally have good locality in its graph structure. Since Type II
datasets consist of small graphs with very dense intra-graph
connections but no inter-graph edges, plus nodes within each
small graphs are assigned with consecutive IDs. Therefore,
the performance gains of using such graph-structure level lo-
cality can be scaled up when combining with GNNAdvisor’s
efficient workload and memory optimizations.
Type III Graphs: The speedup is also evident (average
2.10× for GCN and average 1.70× for GIN) on graphs with a
large number of nodes and edges, such as amazon0505. Since
the high overhead inter-thread synchronization and global
memory access can be well reduced through our group-based
workload management and memory organization with signifi-
cant performance tuning flexibility. Besides, our node renum-
bering strategy could further facilitate an efficient workload
sharing among adjacent threads (working on a group of nodes)
through improving the data (e.g., node embeddings) spatial
and temporal locality. On the dataset artist, which has the
smallest number of nodes and edges within Type III, we no-
tice a lower speedup of its performance for GIN, and we find
that the artist dataset has the highest standard deviation of
graph community sizes within type III graphs, which makes
it challenging to 1) use the group community information to
capture the node temporal and spatial locality in the GNN ag-
gregation phase and 2) capitalize on the performance benefits
of using such a community structure for guiding system-level
optimizations (e.g., workload mapping) on GPUs, which have
a fixed number of computation and memory units within each
block/SM in general.
Kernel Metrics: To gain more insights from the perfor-
mance strength of GNNAdvisor, we further measure two
performance-critical (computation and memory) GPU ker-
nel metrics via NVProf: Stream Processors (SMs) efficiency
and Cache (L1 + L2 + Texture) Hit Rate for comparison.
As shown in Figure 9a, GNNAdvisor achieves on average
24.47% and 12.02% higher SM efficiency compared with
DGL for GCN and GIN, respectively, which indicates that our
group-based workload management strategy can strike a good
balance between the single-thread efficiency and the multi-
thread parallelism that are crucial to the overall performance
improvement. From Figure 9b, we can see that GNNAdvi-
sor achieves on average 75.55% and 126.20% better cache hit
rate compared with DGL for GCN and GIN, correspondingly,
which also demonstrates the benefit of memory optimization.
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Figure 9: Detailed GPU Kernel Metrics Compared with DGL for (a) GCN, and (b) GIN.
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Figure 10: Comparisons with Other GNN Frameworks.
8.3 Compared with PyG
We choose the Type II datasets for the comparison with PyG
since PyG has the most optimizations (e.g., Mini-batch Han-
dling) for effectively processing such batched graphs with
block-diagonal properties in their adjacent matrices. For Type
I and III datasets, we find that PyG cannot provide compara-
ble performance compared with DGL and thus decide not to
include the results here.
As shown in Figure 10a, we can see that GNNAdvisor can
outperform PyG with 46.24× and 13.39× speedup on av-
erage for GCN and GIN, respectively. For GCN, GNNAd-
visor achieves significant speedup on datasets with high-
dimensional node embedding, such as TWITTER-Partial,
through 1) node dimension reduction before aggregation and
2) workload sharing among node groups and dimensions.
For GIN, GNNAdvisor reaches 32.98× speedup on datasets
with a higher average degree, such as DD, since GNNAd-
visor can effectively distribute the workload of each node
along their embedding dimension to active threads while
balancing the single-thread efficiency and inter-thread paral-
lelism. PyG, however, achieves inferior performance because
1) it has a poor thread management in balancing workload
and controlling synchronization overhead; 2) it heavily re-
lies on the scatter-and-gather kernel, which may have perfor-
mance advantages for some datasets, but could not effectively
transfer such benefits towards various inputs due to lack of
performance-related configurability.
8.4 Compared with NeuGraph
For a fair comparison with NeuGraph that is not open-sourced,
we 1) use the GPU (Quardo P6000 [40]) that is comparable
with the GPU of NeuGraph (Tesla P100 [41]) in performance-
critical factors, such as GPU architecture (both are Pascal)
and number of CUDA cores; 2) use the same set of inputs as
NeuGraph on the same GNN architecture [32].
Table 2: Comparison with NeuGraph.
Benchmark NeuGraph (ms) GNNAdvisor (ms)
Dataset Mem.IO Comp. Mem.IO Comp.
reddit-full 3840 2460 263.78 599.69
enwiki 3240 1770 682.30 443.00
amazon 1560 1180 1543.97 474.57
As shown in Table 2, GNNAdvisor outperforms NeuGraph
with a significant amount of margin (1.3× to 7.2× speedup)
in terms of computation and memory performance. NeuGraph
relies on general GPU kernel optimizations and largely ig-
nores the input information. Moreover, the optimizations in
NeuGraph are “built-in” and “fixed” inside the framework
without performance tuning flexibility. In contrast, GNNAdvi-
sor leverages GNN-featured GPU optimizations, and demon-
strates the key contribution of input-level insights for system-
level optimizations while maintaining a significant amount of
configurability for performance tuning.
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Figure 11: Group-based Workload Impact on Performance. Note: we normalize the runtime of other group size settings w.r.t. the group
size=1 setting (100%). Similar normalization applied for Thread-per-block and Dimension worker.
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Figure 12: Node Renumbering and Block-level Optimizations. Note: (a) and (b) we normalize the change (× and %) w.r.t. that w/o node
renumbering; (c) compared baseline w/o block-level optimization.
8.5 Compared with GunRock
We make a performance comparison between GNNAdvi-
sor and GunRock [51] on GraphSage over the Type III graphs.
Note that GraphSage is the only GNN implementation of-
ficially released by GunRock, and it is essentially a 2-layer
GCN except for an additional neighbor sampling, which has
been disabled for a fair comparison. As shown in Figure 10b,
we can see that GNNAdvisor outperforms GunRock with
27.18× to 100.01× speedup. Especially, on the graphs with
large size of nodes and high-dimension node embeddings,
such as soc-BlogCatalog, such a speedup performance is
more prominent, because 1) GunRock is composed of a set
of graph-processing oriented operators that are optimized for
traditional graph algorithms with quite different computation
and memory patterns compared with GNNs; 2) GunRock
leverages optimizations that are generally applicable without
considering the inputs’ differences, thus lacking input-aware
yet effective optimizations to boost performance. In contrast,
GNNAdvisor lights with GNN-tailored optimizations and ef-
fective usage of input-level properties, which delivers much
better performance.
8.6 Optimization Analysis
8.6.1 Group-based Workload
We analyse the advantage of group-based workload of GN-
NAdvisor by exploring the impact of group-size, thread-per-
block, and dimension-worker on GCN performance.
Group-size: From Figure 11a, we can see that with the
increase of the group size, the running time of the GNNAdvi-
sor will first decrease. Since such an increase will try to fulfill
the computation capability of each thread, and meanwhile en-
joy the benefit of data locality and atomic operation reduction
(i.e., inter-thread synchronization overhead). However, when
the group size becomes larger than a certain threshold (e.g.,
32 for artist dataset), each thread would reach its computation
capability upper bound, and further increasing the group size
would not offer more performance benefit but only impose
more stress on each thread, thus suffering from performance
degradation. Besides, the even larger group size would also
result in fewer threads during the execution, thus limiting the
parallelism of GPUs.
Thread-per-block: As shown in Figure 11b, the perfor-
mance impact of thread-per-block follows a similar pattern of
the group size factor above. Increasing the thread-per-block
would first improve the overall performance, and then compro-
mise the performance when it crosses over a certain threshold
that is determined by different input-level properties (e.g.,
node degrees, and node embedding size). For example, on
the com-amazon dataset we can reach its “optimal” perfor-
mance when thread-per-block is 128 and placing more threads
on the same block would negate the speedup because of the
exacerbated inter-thread contention within the same block.
Dimension-worker: As shown in Figure 11c, the dimen-
sion worker impact is more evident in performance compared
with the above two factors. When the number of dimen-
sion worker reaches around 16, the performance of Type III
datasets could reach its optimal, which can balance the single-
worker efficiency and the multi-worker parallelism. The even
larger size of dimension worker would do more harm than
help since some launched threads will get no dimension to
work on while other launched threads also stay "hungry" due
to insufficient workload. In this case, the overall performance
suffers due to excessive kernel thread launching and thread
underutilization.
8.6.2 Node Renumbering Benefits
We demonstrate the benefit of node renumbering optimization
by profiling Type III datasets for GCN and GIN. As shown in
Figure 12a, effective renumbering nodes within a graph can
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Figure 13: Case Studies. Note: (c) we normalize the runtime of GIN w.r.t. P6000.
Table 3: GPU Specs: Quardo P6000, and Tesla V100.
Processor Architect SMs CUDA Cores Frequency Throughput Cache Max. Mem. Mem. B/W
Quardo P6000 Pascal 30 3,840 1.506 GHz 12 TFLOPs 3 MB L2 24 GB 432 GB/s
Tesla V100 Volta 80 5,120 1.530 GHz 14 TFLOPs 6 MB L2 16 GB 900 GB/s
bring up to 1.74× and 1.49× speedup for GCN and GIN, re-
spectively. Since it can increase the data spatial and temporal
locality during the GNN aggregation.
To quantify such performance benefits from node renum-
bering, we extract the detailed GPU kernel metric – memory
access in terms of read and write bytes from DRAM for
illustration. From the Figure 12b, we can see that node renum-
bering can effectively reduce the memory access overhead
(on average 40.62% for GCN and 42.33% for GIN) during
the runtime since more loaded node embeddings are likely
to be shared among the nodes with consecutive IDs. We also
notice one input case that benefits less from our optimization
– artist, since 1) the community size inside artist displays
a large variation (high standard deviation), making it chal-
lenging to capture the neighboring adjacency and locality; 2)
such a variation also hurdles system-level optimizations to
capitalize on the renumbering benefits through an effective
computation and memory resource mapping towards underly-
ing GPU hardware.
8.6.3 Block-level Optimization Benefits
We show the advantage of our block-level optimizations
(block-based workload mapping (Section 5.3) and block-
aware memory organizing (Section 6.2)), and we analyze the
two kernel metrics (atomic operations reduction and DRAM
access reduction) on three large graphs for illustration. As
shown in Figure 12c, GNNAdvisor’s block-level optimiza-
tions can effectively reduce the atomic operations and DRAM
memory access by average 47.85% and 57.93% compared
with the baseline without applying block-level optimizations.
This result also demonstrates 1) group-based workload and
its block-based mapping can effectively reduce a large por-
tion of high-overhead inter-thread synchronization overhead
– atomic operations; 2) utilizing shared memory can avoid a
significant amount of unnecessary costly DRAM access.
8.7 Case Studies
Hidden Dimensions of GNN In this experiment, we ana-
lyze the impact of the GNN architecture in terms of the size
of the hidden dimension for GCN and GIN. As shown in
Figure 13a, we observe that with the increase of hidden di-
mension of GCN, the running time of GNNAdvisor is also
increased due to more computation (e.g., additions) and mem-
ory operations (e.g., data movements) during the aggregation
phase and a larger size of node embedding matrix during
the node update phase. Meanwhile, we also notice that GIN
shows a sharper increase of latency versus GCN (Figure 13b),
mainly because of the more numbers of layers (GCN:2 vs.
GIN:5) that makes such changes more significant.
Performance on Tesla V100 To demonstrate the poten-
tial of GNNAdvisor in modern data-center environments, we
showcase the performance of GNNAdvisor on an enterprise-
level GPU – Tesla V100 [42]. The detailed comparison of
Tesla V100 and Quardo P6000 are listed in Table 3. As
shown in Figure 13c, GNNAdvisor can scale well towards
such a high-end device, which can achieve 1.97× and 1.86×
speedup compared with P6000 for GCN and GIN due to more
computation resources (e.g., 2.6× SMs, and 1.33× CUDA
cores, and 1.13× throughput performance) and higher mem-
ory bandwidth (e.g., 2.08× peak memory bandwidth). This
comparison shows that GNNAdvisor can well adapt towards
more advanced GPU hardware configurations for seeking
better performance. Moreover, we also foresee that our cur-
rent work of GNNAdvisor can be extended to the multi-GPU
or distributed data center, benefiting overall performance by
improving the single-machine/GPU efficiency.
9 Conclusion
In this work, we propose GNNAdvisor, an efficient GNN
runtime system that overcomes the issues in previous works
(e.g., graph-based systems, and deep learning frameworks).
Specifically, GNNAdvisor incorporates the input-level infor-
mation (e.g., graph properties) and the system-level optimiza-
tions (e.g., group-based workload management, and memory
optimizations), performance tuning options (e.g., design pa-
rameters), and a Modeling & Estimating strategy. Overall,
GNNAdvisor provides users a handy tool to accelerate GNNs
on GPUs systematically and comprehensively.
12
References
[1] Martín Abadi, Ashish Agarwal, Paul Barham, Eugene
Brevdo, Zhifeng Chen, Craig Citro, Greg S. Corrado,
Andy Davis, Jeffrey Dean, Matthieu Devin, Sanjay
Ghemawat, Ian Goodfellow, Andrew Harp, Geoffrey
Irving, Michael Isard, Yangqing Jia, Rafal Jozefow-
icz, Lukasz Kaiser, Manjunath Kudlur, Josh Levenberg,
Dan Mané, Rajat Monga, Sherry Moore, Derek Mur-
ray, Chris Olah, Mike Schuster, Jonathon Shlens, Benoit
Steiner, Ilya Sutskever, Kunal Talwar, Paul Tucker, Vin-
cent Vanhoucke, Vijay Vasudevan, Fernanda Viégas,
Oriol Vinyals, Pete Warden, Martin Wattenberg, Martin
Wicke, Yuan Yu, and Xiaoqiang Zheng. TensorFlow:
Large-scale machine learning on heterogeneous systems,
2015. Software available from tensorflow.org.
[2] J. Arai, H. Shiokawa, T. Yamamuro, M. Onizuka, and
S. Iwamura. Rabbit order: Just-in-time parallel reorder-
ing for fast graph analysis. In 2016 IEEE Interna-
tional Parallel and Distributed Processing Symposium
(IPDPS), pages 22–31, 2016.
[3] Vignesh Balaji and Brandon Lucia. When is graph
reordering an optimization? studying the effect of
lightweight graph reordering across applications and
input graphs. In 2018 IEEE International Symposium
on Workload Characterization (IISWC), pages 203–214.
IEEE.
[4] Hsinchun Chen, Xin Li, and Zan Huang. Link predic-
tion approach to collaborative filtering. In Proceedings
of the 5th ACM/IEEE-CS Joint Conference on Digital
Libraries (JCDL), pages 141–142. IEEE, 2005.
[5] De Cheng, Yihong Gong, Xiaojun Chang, Weiwei Shi,
Alexander Hauptmann, and Nanning Zheng. Deep fea-
ture learning via structured graph laplacian embedding
for person re-identification. Pattern Recognition, 82:94–
104, 2018.
[6] E. Cuthill and J. McKee. Reducing the bandwidth of
sparse symmetric matrices. In Proceedings of the 1969
24th National Conference, ACM ’69, page 157–172,
New York, NY, USA, 1969. Association for Computing
Machinery.
[7] Alberto Garcia Duran and Mathias Niepert. Learn-
ing graph representations with embedding propagation.
In Advances in neural information processing systems
(NIPS), pages 5119–5130, 2017.
[8] Matthias Fey and Jan E. Lenssen. Fast graph repre-
sentation learning with PyTorch Geometric. In ICLR
Workshop on Representation Learning on Graphs and
Manifolds (ICLR), 2019.
[9] Matthias Fey and Jan E. Lenssen. Pytorch extension
library of optimized scatter operations, 2019.
[10] Santo Fortunato. Community detection in graphs.
Physics reports, 486(3-5):75–174, 2010.
[11] Jaume Gibert, Ernest Valveny, and Horst Bunke. Graph
embedding in vector spaces by node attribute statistics.
Pattern Recognition, 45(9):3072–3083, 2012.
[12] Aditya Grover and Jure Leskovec. node2vec: Scal-
able feature learning for networks. In Proceedings of
the 22nd ACM international conference on Knowledge
discovery and data mining (SIGKDD), pages 855–864,
2016.
[13] Will Hamilton, Zhitao Ying, and Jure Leskovec. In-
ductive representation learning on large graphs. In Ad-
vances in neural information processing systems (NIPS),
pages 1024–1034, 2017.
[14] Minyang Han, Khuzaima Daudjee, Khaled Ammar,
M Tamer Özsu, Xingfang Wang, and Tianqi Jin. An
experimental comparison of pregel-like graph process-
ing systems. Proceedings of the VLDB Endowment,
7(12):1047–1058, 2014.
[15] Bruce Hendrickson and Tamara G Kolda. Graph parti-
tioning models for parallel computing. Parallel comput-
ing, 26(12):1519–1534, 2000.
[16] Intel. Xeon sliver 4110. https://ark.intel.
com/content/www/us/en/ark/products/123547/
intel-xeon-silver-4110-processor-11m-cache\
-2-10-ghz.html.
[17] Zhihao Jia, Sina Lin, Mingyu Gao, Matei Zaharia, and
Alex Aiken. Improving the accuracy, scalability, and
performance of graph neural networks with roc. In
Proceedings of the3rd MLSys Conference, 2020.
[18] Riesen Kaspar and Bunke Horst. Graph classification
and clustering based on vector space embedding, vol-
ume 77. World Scientific, 2010.
[19] Kristian Kersting, Nils M. Kriege, Christopher Morris,
Petra Mutzel, and Marion Neumann. Benchmark data
sets for graph kernels, 2016.
[20] Zuhair Khayyat, Karim Awara, Amani Alonazi, Hani
Jamjoom, Dan Williams, and Panos Kalnis. Mizan: A
system for dynamic load balancing in large-scale graph
processing. In Proceedings of the 8th ACM European
Conference on Computer Systems (EuroSys), EuroSys
’13, page 169–182, New York, NY, USA, 2013. Associ-
ation for Computing Machinery.
13
[21] Farzad Khorasani, Keval Vora, Rajiv Gupta, and
Laxmi N Bhuyan. Cusha: vertex-centric graph pro-
cessing on gpus. In Proceedings of the 23rd interna-
tional symposium on High-performance parallel and
distributed computing (HPDC), pages 239–252, 2014.
[22] Thomas N Kipf and Max Welling. Semi-supervised
classification with graph convolutional networks. In-
ternational Conference on Learning Representations
(ICLR), 2017.
[23] Jérôme Kunegis and Andreas Lommatzsch. Learning
spectral graph transformations for link prediction. In
Proceedings of the 26th Annual International Confer-
ence on Machine Learning (ICML), pages 561–568,
2009.
[24] Kartik Lakhotia, Shreyas Singapura, Rajgopal Kannan,
and Viktor Prasanna. Recall: Reordered cache aware
locality based graph processing. In 2017 IEEE 24th
International Conference on High Performance Com-
puting (HiPC), pages 273–282. IEEE, 2017.
[25] Andrea Lancichinetti, Santo Fortunato, and Filippo
Radicchi. Benchmark graphs for testing community
detection algorithms. Physical review E, 78(4):046110,
2008.
[26] Jure Leskovec and Andrej Krevl. SNAP Datasets: Stan-
ford large network dataset collection. http://snap.
stanford.edu/data, June 2014.
[27] Jiajia Li, Xingjian Li, Guangming Tan, Mingyu Chen,
and Ninghui Sun. An optimized large-scale hybrid
dgemm design for cpus and ati gpus. In Proceedings of
the 26th ACM international conference on Supercom-
puting (ICS), pages 377–386, 2012.
[28] Yinan Li, Jack Dongarra, and Stanimire Tomov. A
note on auto-tuning gemm for gpus. In International
Conference on Computational Science, pages 884–892.
Springer, 2009.
[29] Hang Liu and H Howie Huang. Enterprise: breadth-
first graph traversal on gpus. In Proceedings of the
International Conference for High Performance Com-
puting, Networking, Storage and Analysis (SC), pages
1–12, 2015.
[30] Dijun Luo, Chris Ding, Heng Huang, and Tao Li. Non-
negative laplacian embedding. In 2009 Ninth IEEE In-
ternational Conference on Data Mining (ICDM), pages
337–346. IEEE, 2009.
[31] Dijun Luo, Feiping Nie, Heng Huang, and Chris H Ding.
Cauchy graph embedding. In Proceedings of the 28th
International Conference on Machine Learning (ICML),
pages 553–560, 2011.
[32] Lingxiao Ma, Zhi Yang, Youshan Miao, Jilong Xue,
Ming Wu, Lidong Zhou, and Yafei Dai. Neugraph: paral-
lel deep neural network computation on large graphs. In
2019 USENIX Annual Technical Conference (USENIX
ATC), pages 443–458, 2019.
[33] Mark EJ Newman. Spectral methods for community
detection and graph partitioning. Physical Review E,
88(4):042822, 2013.
[34] Nvidia. Cuda deep neural network library (cudnn).
developer.nvidia.com/cudnn.
[35] Nvidia. Cuda sparse matrix library (cusparse).
developer.nvidia.com/cusparse.
[36] Nvidia. Dense linear algebra on gpus. developer.
nvidia.com/cublas.
[37] Nvidia. Dgx-1. https://www.nvidia.com/en-us/
data-center/dgx-1/.
[38] Nvidia. Nvprof metrics. https://docs.nvidia.
com/cuda/profiler-users-guide/index.html#
metrics-reference.
[39] Nvidia. Profiling tools. docs.nvidia.com/cuda/
profiler-users-guide/index.html.
[40] Nvidia. Quardo p6000. https://
www.nvidia.com/content/dam/en-zz/
Solutions/design-visualization/
productspage/quadro/quadro-desktop/
quadro-pascal-p6000-data-sheet-us-nv\
-704590-r1.pdf.
[41] Nvidia. Tesla p100. https://www.nvidia.com/
en-us/data-center/tesla-p100/.
[42] Nvidia. Tesla v100. https://www.nvidia.com/
en-us/data-center/v100/.
[43] Lawrence Page, Sergey Brin, Rajeev Motwani, and Terry
Winograd. The pagerank citation ranking: Bringing
order to the web. Technical report, Stanford InfoLab,
1999.
[44] Adam Paszke, Sam Gross, Francisco Massa, Adam
Lerer, James Bradbury, Gregory Chanan, Trevor Killeen,
Zeming Lin, Natalia Gimelshein, Luca Antiga, Al-
ban Desmaison, Andreas Kopf, Edward Yang, Zachary
DeVito, Martin Raison, Alykhan Tejani, Sasank Chil-
amkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and
Soumith Chintala. Pytorch: An imperative style, high-
performance deep learning library. In H. Wallach,
H. Larochelle, A. Beygelzimer, F. d Alch’e-Buc, E. Fox,
and R. Garnett, editors, Advances in Neural Information
Processing Systems (NIPS) 32, pages 8024–8035. 2019.
14
[45] Bryan Perozzi, Rami Al-Rfou, and Steven Skiena. Deep-
walk: Online learning of social representations. In Pro-
ceedings of the 20th ACM International Conference
on Knowledge Discovery and Data Mining (SIGKDD),
page 701–710, New York, NY, USA, 2014. Association
for Computing Machinery.
[46] Alessandra Sala, Haitao Zheng, Ben Y. Zhao, Sabrina
Gaito, and Gian Paolo Rossi. Brief announcement:
Revisiting the power-law degree distribution for so-
cial graph analysis. In Proceedings of the 29th ACM
SIGACT-SIGOPS Symposium on Principles of Dis-
tributed Computing (PODC), page 400–401, New York,
NY, USA, 2010. Association for Computing Machinery.
[47] Guangming Tan, Linchuan Li, Sean Triechle, Everett
Phillips, Yungang Bao, and Ninghui Sun. Fast imple-
mentation of dgemm on fermi gpu. In Proceedings of
2011 International Conference for High Performance
Computing, Networking, Storage and Analysis (SC),
pages 1–11, 2011.
[48] Tomasz Tylenda, Ralitsa Angelova, and Srikanta Be-
dathur. Towards time-aware link prediction in evolving
social networks. In Proceedings of the 3rd workshop on
social network mining and analysis, pages 1–10, 2009.
[49] Petar Velicˇkovic´, Guillem Cucurull, Arantxa Casanova,
Adriana Romero, Pietro Liò, and Yoshua Bengio. Graph
attention networks. In International Conference on
Learning Representations (ICLR), 2018.
[50] Minjie Wang, Lingfan Yu, Da Zheng, Quan Gan, Yu Gai,
Zihao Ye, Mufei Li, Jinjing Zhou, Qi Huang, Chao Ma,
Ziyue Huang, Qipeng Guo, Hao Zhang, Haibin Lin,
Junbo Zhao, Jinyang Li, Alexander J Smola, and Zheng
Zhang. Deep graph library: Towards efficient and scal-
able deep learning on graphs. ICLR Workshop on Rep-
resentation Learning on Graphs and Manifolds, 2019.
[51] Yangzihao Wang, Andrew Davidson, Yuechao Pan,
Yuduo Wu, Andy Riffel, and John D Owens. Gunrock:
A high-performance graph processing library on the gpu.
In Proceedings of the 21st ACM SIGPLAN Symposium
on Principles and Practice of Parallel Programming
(IPDPS), pages 1–12, 2016.
[52] Keyulu Xu, Weihua Hu, Jure Leskovec, and Stefanie
Jegelka. How powerful are graph neural networks? In
International Conference on Learning Representations
(ICLR), 2019.
[53] Qiumin Xu, Hyeran Jeon, and Murali Annavaram.
Graph processing on gpus: Where are the bottlenecks?
In 2014 IEEE International Symposium on Workload
Characterization (IISWC), pages 140–149. IEEE, 2014.
[54] Rex Ying, Jiaxuan You, Christopher Morris, Xiang Ren,
William L. Hamilton, and Jure Leskovec. Hierarchical
graph representation learning with differentiable pool-
ing. In Proceedings of the 32nd International Confer-
ence on Neural Information Processing Systems (NIPS),
page 4805–4815, Red Hook, NY, USA, 2018.
15
