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The purpose of this paper is to solve the inverse problem for a quadratic pencil of Sturm–
Liouville operator on a ﬁnite interval. By using the Hochstadt’s method, it is shown that
the potential function can be given from two spectras as uniquely. Later, by generalizing
this result, the Hochstadt’s theorem which is related to the structure of difference for the
potential functions is obtained.
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1. Introduction
Inverse spectral analysis has been an important research topic in mathematical physics. Inverse problems of differential
operators contain the reconstruction of a linear operator from its spectral characteristics.
It is known that potential function can be determined from a knowledge of two spectras in Sturm–Liouville problems.
However, if a ﬁnite number of eigenvalues in one spectra is unknown, q(x) is not uniquely determined by one full spectra
and one partial spectra. This problem has been studied by some authors [1,5,8,12]. Especially, Levitan [11] solved the inverse
problem for regular Sturm–Liouville operator by using these spectras, in [7] it was given the structure of the difference
q(x)− qˆ(x) by Hochstadt and Koyunbakan and Panakhov [10] solved the inverse problem for the differential operator having
singularity type l(l+1)
x2
at zero. In recent years, inverse spectral problems for Sturm–Liouville operator are mostly solved in
Refs. [2,3,6,8,13–16,18,19].
In this paper, by using Hochstadt’s method [7], we give the uniqueness of the potential function from spectras and
concerning the structure of the difference q(x) − qˆ(x) for a quadratic pencil.
Before giving the main results, some physical properties of the quadratic equation need to be mentioned. Firstly, we state
that this equation is sometimes known as diffusion equation in some literatures. The problem of describing the interactions
between colliding particles is one of fundamental interest in physics. It is related with collisions of two spine particles, and
it is supposed that the s-wave scattering matrix and the s-wave binding energies are exactly known as collision experiments.
With a radial static potential V (E, x) and s-wave Schrödinger equation is written as
y′′ + [E − V (E, x)]y = 0,
where V (E, x) is the following form for the energy dependence
V (E, x) = 2√Ep(x) + q(x).
We note that with the additional condition q(x) = −p2(x), above equation reduces to the Klein–Gordon s-wave equation for
a particle of zero mass and energy
√
E [9].
We consider a quadratic pencil of Sturm–Liouville problem as
Lp,q y = −y′′ +
[
q(x) + 2λp(x)]y = λ2 y, (1.1)
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y(0, λ) = 1, y′(0, λ) = 0,
y′(π,λ) + Hy(π,λ) = 0,
where p(x), q(x) ∈ L2[0,π ].
Let us denote by ϕ(x, λ) the solution of Eq. (1.1) satisfying the initial conditions
ϕ(0, λ) = 1, ϕ′(0, λ) = 0. (1.2)
The regular solution of (1.1), (1.2) is deﬁned as
ϕ(x, λ) = cosλx+
x∫
0
sinλ(x− t)
λ
[
q(t) + 2λp(t)]ϕ(t, λ)dt. (1.3)
In case of p(x) = 0, we will denote this solution by ϕ1(x, λ). It is well known that eigenvalues of the problem (1.1), (1.2)
are zeros of the function
ϕ′(π,λ) + Hϕ(π,λ) = 0 (1.4)
and satisfy the classical asymptotics
λn = n + c0 + c1,n
n
,
respectively, where c0 = 1π
∫ x
0 p(x)dx and c1,n depends on H , p and q [4].
2. Main results
In this section, some uniqueness theorems for problems (1.1), (1.2) are given. Firstly, some technical notations must be
given for using proof of these theorems.
Consider the differential operator
Lp,q y = −y′′ +
[
q(x) + 2λp(x)]y = λ2 y, (2.1)
subject to the boundary conditions
y(0, λ) = 1, y′(0, λ) = 0, (2.2)
y′(π,λ) + Hy(π,λ) = 0. (2.3)
Let σ(H, p,q) be the spectra of Lp,q with (2.2), (2.3). If the condition (2.3) is replaced by
y′(π,λ) + H1 y(π,λ) = 0, (2.4)
we obtain a second spectra σ(H1, p,q).
We consider a new operator
Lˆ pˆ,qˆ y = −y′′ +
[
qˆ(x) + 2λˆpˆ(x)]y = λ2 y. (2.5)
Let σˆ (Hˆ, pˆ, qˆ) and σˆ (Hˆ1, pˆ, qˆ) be the spectras of Lˆ pˆ,qˆ with (2.2), (2.3) and (2.2), (2.4).
Theorem 2.1. Let p(x), q(x), pˆ(x) and qˆ(x) be continuous real-valued functions in [0,π ]. Assume that σ(H, p,q) = σˆ (Hˆ, pˆ, qˆ) and
σ(H1, p,q) = σˆ (Hˆ1, pˆ, qˆ) then
q(x) − qˆ(x) = 2λ[pˆ(x) − p(x)].
Proof. We deﬁne two Sobolev spaces as
H = { f ∈ W 22 [0,π ] ∣∣ ( f ,ϕk) = 0, k ∈N}, (2.6)
Hˆ = { f ∈ W 22 [0,π ] ∣∣ ( f , ϕˆk) = 0, k ∈N}, (2.7)
where ϕk and ϕˆk are eigenfunctions of the problems (2.1)–(2.3) and (2.5), (2.2), (2.3), respectively. ϕk(x) are form a list of
eigenfunctions. Then, f (x) ∈ H can be expanded in terms of eigenfunctions as
f (x) =
∞∑
vk(x) (2.8)
k=1
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vk(x) = 〈 f ,ϕk(x)〉‖ϕk‖2 ϕk(x).
Now, we deﬁne an operator T that maps H into Hˆ by
Tϕk = ϕˆk. (2.9)
If λ is not an eigenvalue, then operator (λ2 − Lp,q) exists and we have
(
λ2 − Lp,q
)−1
f =
∞∑
k=1
1
λ2 − λ2k
vk(x). (2.10)
Now, we will give (λ2 − Lp,q)−1 f in another form by applying residue calculus on the Green function G(x, y, λ) such that
[9, p. 215]
(
λ2 − Lp,q
) π∫
0
G(x, y, λ) f (y)dy = f (x) (2.11)
and
G(x, y, λ) =
{
ϕ(x,λ)ϕ1(y,λ)
D(λ) , y < x,
ϕ(y,λ)ϕ1(x,λ)
D(λ) , y > x,
(2.12)
where ϕ(x, λ) is a solution of (1.1), (1.2), ϕ1(x, λ) is a solution of (1.1), (1.2) in case of p(x) = 0 and D(λ) is deﬁned by (1.3)
and called characteristic function [9].
ϕ(x, λ) and ϕ1(x, λ) are entire functions of λ [9], then the Green function deﬁned by (2.11) is a meromorphic function
with the eigenvalues λk as its poles. So, we obtain that G(x, y) is a bounded function [17, p. 14].
Now, denoting (λ2 − Lp,q)−1 f = w(x, λ) then, we obtain from (2.11)
w(x, λ) =
π∫
0
G(x, y, λ) f (y)dy.
Let Cn be a sequence of circles about the origin which intersects the positive λ-axis between λn and λn+1 centered at
zero. Then, we get
1
2π i
∫
Cn
w(x, λ)
μ − λ dμ = w(x, λ) −
n∑
k=1
Re s[w(x, λ);λk]
(λ2 − λ2k )
= w(x, λ) −
n∑
k=1
ϕ(x<)ϕ1(x>)
D ′(λ)(λ2 − λ2k )
and
lim
n→∞
1
2π i
∫
Cn
w(x, λ)
μ − λ dμ = 0,
then, we ﬁnd that
w(x, λ) =
n∑
k=1
ϕ(x<)ϕ1(x>)
D ′(λ)(λ2 − λ2k )
, (2.13)
where x< = min(x, y), x> = max(x, y).
Since ϕ(x, λk) and ϕ1(x, λk) are eigenfunctions corresponding to the simple eigenvalues λk , these functions are linear
dependent. Then, it can be written as ϕ1(x, λk) = rkϕ(x, λk), where rk are constants [19]. For this reason, we obtain
(
λ2 − Lp,q
)−1
f =
π∫
G(x, y, λ) f (y)dy =
∞∑
k=1
rkϕ1(x, λk)
∫ π
0 ϕ(y, λk) f (y)dy
D ′(λk)(λ2 − λ2k )
. (2.14)0
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‖ϕk‖2 = D
′(λk)
rk
. (2.15)
Applying T operator on both sides of (2.9), then we obtain
T
(
λ2 − Lˆ pˆ,qˆ
)−1
f =
∞∑
k=1
1
λ2 − λ2k
vˆk(x), (2.16)
where vˆk(x) = 〈 f , ϕˆk(x)〉‖ϕˆk‖2 ϕˆk(x). The right side of (2.16) is in the range of Lˆ pˆ,qˆ . Comparing (2.16) with (2.7) and referring (2.9)(
λ2 − Lˆ pˆ,qˆ
)
T
(
λ2 − Lp,q
)−1
f = T f . (2.17)
Since this equality holds for arbitrary f ∈ H , we have operator identity(
λ2 − Lˆ pˆ,qˆ
)
T
(
λ2 − Lp,q
)−1 = T .
This formula will be used to prove our main result. Our next claim is
T
(
λ2 − Lp,q
)−1
f =
∞∑
k=0
ϕˆ1(x, λk)
∫ x
0 ϕ(y, λk) f (y)dy + ϕˆ(x, λk)
∫ π
x ϕ1(y, λk) f (y)dy
D ′(λk)(λ2 − λ2k )
, (2.18)
where ϕˆ(x, λk) and ϕˆ1(x, λk) have same properties with ϕ(x, λk) and ϕ1(x, λk) in case of Lp,q = Lˆ pˆ,qˆ .
To prove the formula (2.18), we must show that the right sides of (2.16) and (2.18) coincide. We denote ϕ1(x, λk) =
rk.ϕ(x, λk) and ϕˆ1(x, λk) = rˆk.ϕˆ(x, λk). For this reason, the right side of (2.18)
∞∑
k=0
rˆk.ϕˆ(x, λk)
∫ x
0 ϕ(y, λk) f (y)dy + rkϕˆ(x, λk)
∫ π
x ϕ(y, λk) f (y)dy
D ′(λk)(λ2 − λ2k )
. (2.19)
If rk = rˆk , then, by using (2.13), (2.19) reduces to
∞∑
k=0
rk.ϕˆ(x, λk)
∫ 0
π ϕ(y, λk) f (y)dy
D ′(λk)(λ2 − λ2k )
=
∞∑
k=0
ϕˆ(x, λk)
∫ 0
π ϕ(y, λk) f (y)dy
‖ϕk‖2(λ2 − λ2k )
. (2.20)
Then, we must show that rk = rˆk . If considering asymptotic properties of eigenvalues and eigenfunctions of the operators
Lp,q and Lˆ pˆ,qˆ , it can easily be proved that rk = rˆk . So, (2.16) and (2.8) show that the relation (2.18) is valid.
Now, inserting the (2.18) in (2.17), we obtain that
(
λ2 − Lˆ pˆ,qˆ
) ∞∑
k=0
ϕˆ1(x, λk)
∫ x
0 ϕ(y, λk) f (y)dy + ϕˆ(x, λk)
∫ x
π ϕ1(y, λk) f (y)dy
D ′(λk)(λ2 − λ2k )
= T f . (2.21)
At λk , we will calculate the Mittak–Leﬄer expansion of
g(x, λk) = 1D(λ)
[
ϕˆ1(x, λk)
x∫
0
ϕ(y, λk) f (y)dy + ϕˆ(x, λk)
x∫
π
ϕ1(y, λk) f (y)dy
]
.
It is suﬃcient to calculate Re s[g(x, λk);λk], the residues of the meremorphic function g(x, λk) at the eigenvalues λk of (1.1).
Re s
[
g(x, λk);λk
]= ∞∑
k=0
uˆk(x)
∫ x
0 ϕ(y, λk) f (y)dy + vˆk(x)
∫ x
π ϕ1(y, λk) f (y)dy
D ′(λk)(λ2 − λ2k )
+
∞∑
k=0
ϕˆ1(x, λk)
∫ x
0 ϕ(y, λk) f (y)dy + ϕˆ(x, λk)
∫ π
x ϕ1(y, λk) f (y)dy
D ′(λk)(λ2 − λ2k )
. (2.22)
The second summation is in fact that T (λ2 − Lp,q) as given in (2.18), where uˆk(x) and vˆk(x) represent ϕˆ1(x, λk) and ϕˆ(x, λk)
evaluated at λk , respectively. Then, we obtain
(
λ2 − Lˆ pˆ,qˆ
)
T f = g(x, λk) −
∞∑
k=0
uˆk(x)
∫ x
0 ϕ(y, λk) f (y)dy + vˆk(x)
∫ π
x ϕ1(y, λk) f (y)dy
D ′(λk)(λ2 − λ2k )
. (2.23)
The right side of (2.23) is a C1 type function. Hence, differentiating the right side of (2.23) we yield
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[
g(x, λk);λk
]= ∞∑
k=0
ϕˆ′1(x, λk)
∫ x
0 ϕ(y, λk) f (y)dy + ϕˆ′1k(x)
∫ π
x ϕ1(y, λk) f (y)dy
D ′(λk)(λ2 − λ2k )
+
∞∑
k=0
uˆ′k(x)
∫ x
0 ϕ(y, λk) f (y)dy + vˆ ′k(x)
∫ π
x ϕ1(y, λk) f (y)dy
D ′(λk)(λ2 − λ2k )
+
[
ϕˆ1(x)ϕ(x) − ϕˆ(x)ϕ1(x)
D(λ)
−
∞∑
k=0
uˆk(x)ϕ(x, λk) − vˆk(x)ϕ1(x, λk)
D ′(λk)(λ2 − λ2k )
]
f (x). (2.24)
One can compute the residue at each λk in the last bracket and differentiate the expansion in the ﬁrst bracket, after
some straightforward computations, we obtain that
T f =
[
ϕˆ′1(x)ϕ(x) − ϕˆ′1(x)ϕ1(x)
D(λ)
−
∞∑
k=0
uˆ′k(x)ϕ(x, λk) − vˆ ′k(x)ϕ1(x, λk)
D ′(λk)(λ2 − λ2k )
]
f .
Since T f (x) is independent of parameter λ, using asymptotic formula of ϕ and ϕ1 (ϕˆ and ϕˆ1) for λ → ∞ and by hypothesis,
the term in the bracket must be unity and the last equality implies that
T f = f , (2.25)
for all f ∈ C1[0,π ]. Eq. (2.25) also holds for all f ∈ L2[0,π ], since T is a bounded linear operator. By (2.17), we have
Lˆ pˆ,qˆ T s(x) = T Lp,qs(x) and for all s ∈ C2[0,π ]. Using (2.25) and hypothesis of the theorem, we have qˆ(x) + 2λpˆ(x) = q(x) +
2λp(x). Then, q(x) − qˆ(x) = 2λ[pˆ(x) − p(x)]. 
Corollary 2.1. If p(x) = pˆ(x), then q(x) = qˆ(x).
Proof. If we take p(x) = pˆ(x) in Theorem 2.1, the proof can be seen obviously. 
Theorem 2.2. Let, we consider the spectras σ(H, p,q), σ(H1, p,q), σˆ (Hˆ, pˆ, qˆ) and σˆ (Hˆ1, pˆ, qˆ). We will denote Ω0 the ﬁnite index
set that λk 
= λˆk and by Ω the inﬁnite index set that λk = λˆk. Under these assumptions, we can conclude that
q(x) − qˆ(x) =
∑
Ω0
[
sˆk(x).ϕ(x, λk)
]′ + 2λ[pˆ(x) − p(x)].
Proof. This theorem is known as Hochstadt’s theorem and its proof is the same as the proof of Theorem 2.1 up until (2.24).
Then, we are giving rest of the proof.
Under the assumption of Theorem 2.2, instead of (2.24) we obtain that
T f =
[
ϕˆ′1(x)ϕ(x) − ϕˆ′1(x)ϕ1(x)
D(λ)
−
∞∑
k=0
uˆ′k(x)ϕ(x, λk) − vˆ ′k(x)ϕ1(x, λk)
D ′(λk)(λ2 − λ2k )
]
f (x)
−
∑
Ω0
∫ x
0 u
′
k(x)ϕ(y, λk) f (y)dy + vˆk(x)
∫ π
x ϕ1(y, λk) f (y)dy
D ′(λk)
. (2.26)
The operator T must be independent of λ. To deduce the value of the expression in bracket in (2.26), we let λ → ∞. Using
the asymptotic formulas, we see that the term in bracket must reduce unity. To simplify the second term in (2.26), we recall
that ϕ1 = rkϕ and
∫ 0
π ϕ1(y, λk) f (y)dy = 0. Then
T f = f − 1
2
∑
Ω0
sˆk(x)
x∫
0
ϕk(y) f (y)dy, (2.27)
where
1
2
sˆk(x) =
uˆ′k(x) − rk vˆk(x)
D ′(λk)
.
Hence, we conclude that if we insert (2.27) in Lˆ pˆ,qˆ T s(x) = T Lp,qs(x) and some straightforward computations, we obtain
q(x) − qˆ(x) =
∑
Ω0
[
sˆk(x).ϕ(x, λk)
]′ + 2λ[pˆ(x) − p(x)]. 
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q(x) − qˆ(x) =
∑
Ω0
[
sˆk(x).ϕ(x, λk)
]′
.
Proof. If we take p(x) = pˆ(x) in Theorem 2.2, the proof can be seen obviously. 
Acknowledgment
I wish to thank the referees of this paper for their comments and suggestions.
References
[1] G. Borg, Eine umkehrung der Sturm–Liouvillesehen eigenwertaufgabe, Acta Math. 78 (1945) 1–96.
[2] Patrick J. Browne, Bruce A. Watson, Oscillation theory for a quadratic eigenvalue problem, Quaest. Math. 31 (4) (2008) 345–357.
[3] K. Chadan, D. Colton, L. Paivarinta, W. Rundell, An Introduction to Inverse Scattering and Inverse Spectral Problems, SIAM, Philadelphia, 1997.
[4] M.G. Gasymov, G.Sh. Guseinov, Determination diffusion operator on spectral data 1, SSSR Dokl. 37 (2) (1981) 19–23.
[5] F. Gesztesy, B. Simon, Inverse spectral analysis with partial information on the potential. II: The case of discrete spectrum, Trans. Amer. Math.
Soc. 352 (6) (2000) 2765–2787.
[6] I.M. Guseinov, I.M. Nabiev, The inverse spectral problem for pencils of differential operators, Sb. Math. 198 (2007) 1579–1598.
[7] H. Hochstadt, The inverse Sturm–Liouville problem, Comm. Pure Appl. Math. XXVI (1973) 715–729.
[8] H. Hochstadt, B. Lieberman, An inverse Sturm–Liouville problem with mixed given data, SIAM J. Appl. Math. 34 (1978) 676–680.
[9] M. Jaulent, C. Jean, The inverse s-wave scattering problem for a class of potentials depending on energy, Comm. Math. Phys. 28 (1972) 177–220.
[10] E.S. Panakhov, H. Koyunbakan, Inverse problem for singular Sturm–Liouville operator, in: Proceedings of IMM of NAS of Azerbaijan, vol. XVIII, 2003,
pp. 113–126.
[11] B.M. Levitan, On the determination of the Sturm–Liouville operator from one and two spectra, Math. USSR Izv. 12 (1978) 179–193.
[12] B.M. Levitan, Inverse Sturm–Liouville Problems, VNU Science Press, Utrecht, 1987.
[13] V.A. Marchenko, Sturm–Liouville Operators and Applications, Naukova Dumka, Kiev, 1977.
[14] I.M. Nabiev, The inverse spectral problem for the diffusion operator on an interval, Mat. Fiz. Anal. Geom. 11 (3) (2004) 302–313.
[15] J. Pöschel, E. Trubowitz, Inverse Spectral Theory, Academic Press, Orlando, 1987.
[16] L.C. Shen, Some inverse problems for vectorial Sturm–Liouville equations, Inverse Problems 17 (2001) 1253–1294.
[17] E.C. Titchmarsh, Eigenfunction Expansions, Part I, Oxford, 1962.
[18] C.F. Yang, Inverse spectral problems for the Sturm–Liouville operator on a d-star graph, J. Math. Anal. Appl. 365 (2) (2010) 742–749.
[19] V. Yurko, Method of Spectral Mappings in the Inverse Problem Theory, VSP, 2002.
