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Introduction
Une algèbre associative A(M) caractérise un espace topologiqueM
si, pour tout espace topologique N, les algèbres associatives A(M) et
A(N) sont isomorphes si, et seulement si, les espaces topologiques M
et N sont homéomorphes. La caractérisation algébrique des espaces
topologiques remonte à la fin des années 30 du siècle passé avec les
travaux de I. Gel’fand et A. Kolmogoroff [11] ; où il est établi qu’un
espace topologique compact M est caractérisé par l’algèbre associative
C(M) des fonctions continues surM à valeurs dans R ou C. L’idée maî-
tresse de leurs travaux consiste à identifier chaque point p de l’espace
topologique compactM avec l’idéal maximal p∗ de C(M) constitué des
fonctions s’annulant en p. Les méthodes développées dans [11] peuvent
s’appliquer au cas d’une variété différentielleM, supposée de Hausdorff
et à base dénombrable, en considérant l’algèbre A(M) = C∞(M) des
fonctions de classe C∞ sur M. Grâce à un résultat dû à Milnor, on sait
qu’un isomorphisme d’algèbres associatives Ψ : A(M) → A(N) est de
la forme
Ψ : f 7→ f ◦ ψ,
avec ψ : N → M, un difféomorphisme de variétés différentielles. La
compacité des variétés différentielles n’est pas exigée ici ; chaque point
p de M donne lieu à un idéal p∗ de A(M) de codimension 1, constitué
des fonctions f ∈ A(M) telles que f(p) = 0.
La caractérisation Lie-algébrique des variétés différentielles appa-
rait quant à elle, pour la première fois, en 1954 dans les travaux de
P.E. Pursell et M.E. Shanks . Ces deux auteurs démontrent dans l’ar-
ticle [41], que l’algèbre de Lie V ectc(M) des champs de vecteurs de
M à support compact caractérise la variété différentielle (réelle) M. Ici
encore, on s’inspire manifestement de l’idée de Gel’fand et Kolmogoroff
car, à chaque point p ∈M, on associe l’idéal maximal p∞ de V ectc(M)
défini par
p∞ = {X ∈ V ectc(M) : X(p) = 0}.
Des résultats analogues furent également obtenus pour les cas R−analy-
tique et holomorphe dans [2, 13], où la notion d’idéal maximal est
remplacée par celle d’idéal de codimension finie.
Signalons qu’un résultat de type Pursell-Shanks de portée plus gé-
nérale a été établi par S.M. Skryabin en 1987 dans [43]. Les méthodes
développées par Skryabin, pour caractériser une algèbre associative
commutative (une R−algèbre) A par Der(A), l’algèbre de Lie des dé-
rivations de A muni du crochet des commutateurs, se basent sur la
structure de A−module de Der(A) et non sur les idéaux de codimen-
sion fini.
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D’autres sous-algèbres de Lie de V ect(M), l’ensemble de champs de
vecteurs d’une variété différentielleM, ont été étudiées pour obtenir des
résultats de type Pursell-Shanks. A titre illustratif, nous pouvons citer
les exemples suivants où la sous-algèbre de Lie considérée est précisée.
– [25] : champs de vecteurs préservant une sous-variété donnée
– [37] : champs de vecteurs préservant une forme symplectique ou
de contact
– [14] : champs de vecteurs préservant un feuilletage
– [3] : champs de vecteurs Hamiltoniens sur une variété symplec-
tique
Les supervariétés ont été récemment abordées pour des résultats de
type Pursell-Shanks dans [20, 21].
Une façon de généraliser ces résultats est d’établir des caractéri-
sations avec des algèbres de Lie plus vastes que celle des champs de
vecteurs d’une variété différentielle. C’est ce qu’ont proposé J. Gra-
bowski et N. Poncin dans [17, 18, 22]. Les résultats obtenus dans ces
articles constituent la base de ce travail et nous en avons proposé un
résumé dans le deuxième chapitre.
On peut aussi obtenir une généralisation du résultat de Pursell et
Shanks en caractérisant les fibrés vectoriels par des algèbres de Lie.
Dans cette voie, citons quelques exemples :
– [28] où il est établi que, sous certaines hypothèses, l’algèbre de Lie
des automorphismes infinitésimaux d’un fibré vectoriel caractérise
ce dernier.
– [46] où une caractérisation Lie-algébrique du fibré transverse est
proposée.
Établir un résultat de type Gel’fand-Kolmogoroff pour un fibré vec-
toriel est également une façon de généraliser le théorème de Milnor qui
donne une caractérisation des variétés différentielles par la R−algèbre
des fonctions de classe C∞.
La présente dissertation est subdivisée en six chapitres. Le premier
contient le rappel de quelques notions de base dont nous servons dans
la suite.
Le second est entièrement consacré aux résultats de J. Grabowski
et N. Poncin. Ces derniers associent à une variété différentielle M, l’al-
gèbre de Lie D(M) des opérateurs différentiels agissant sur les fonctions
de classe C∞ de M et démontrent que la structure de Lie de D(M),
contenant l’algèbre de Lie de champs de vecteurs, caractérise M.
Dans [18], une définition de la notion d’algèbre de Poisson quan-
tique est proposée de la manière suivante :
D = ∪∞i=0Di, Di ⊂ Di+1, Di.Dj ⊂ Di+j,
sur un corps commutatif K de caractéristique nulle et où le crochet des
commutateurs vérifie
(1) [Di,Dj] ⊂ Di+j−1.
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Grabowski et Poncin démontrent que sous certaines hypothèses,
celles d’être non-singulière et distinguante en l’occurrence, tout iso-
morphisme d’algèbres de Lie entre D1 et D2 est filtré et induit un
isomorphisme entre les algèbres associatives commutatives D01 et D02.
L’algèbre de Lie D(M) des opérateurs différentiels étant une algèbre
de Poisson quantique non-singulière et distinguante, avec
D0(M) ∼= C∞(M),
le théorème de Milnor permet de conclure.
Les méthodes développées pour D(M) sont valables pour la sous-
algèbre de Lie D1(M) constituée des opérateurs différentiels du premier
ordre mais aussi pour S(M), l’algèbre de Lie des fonctions polynômes
sur le fibré cotangent T ∗M, canoniquement identifiée à l’espace des
symboles des opérateurs différentiels dans D(M).
Un outil important utilisé dans ces travaux est la notion de centrali-
sateur C(D) pour une algèbre de Poisson de quantiqueD. Par définition,
un élément ψ ∈ HomK(D,D) est dans C(D) si, pour tous f ∈ D0 et
T ∈ D, on a
ψ([T, f ]) = [ψ(T ), f ].
Une propriété importante pour obtenir des résultats conduisant à
la caractérisation d’une variété différentielle M par l’algèbre de Lie
D(M), stipule que, de manière générale, si D est une algèbre de Poisson
quantique distinguante et non-singulière, tout ψ ∈ C(D) respecte la
graduation de D et est tel que
(2) ψ(f) = fψ(1), ∀f ∈ D0.
Ce chapitre se termine par le résultat selon lequel si E →M est un
fibré en droite, l’algèbre de Poisson quantique D(E,M) des opérateurs
différentiels agissant sur les sections de E est isomorphes à D(M). Par
conséquent, avec cette algèbre, une caractérisation Lie-algébrique de
fibré vectoriel ne saurait être obtenue sauf dans le cas trivial, ce qui
n’a pas beaucoup de pertinence.
Le Chapitre 3 est tiré de l’article [34]. Nous y généralisons les ré-
sultats de type Pursell-Shanks obtenus par Grabowski et Poncin dans
[18, 17, 22] et Lecomte dans [28] en établissant que l’algèbre de
Poisson quantique DE(E) des opérateurs homogènes du fibré vectoriel
E →M caractérise cet dernier.
Un opérateur homogène est un opérateur différentiel agissant sur
les fonctions de classe C∞ de E qui se décompose comme une somme
dont les termes sont des vecteurs propres de LE , la dérivée de Lie dans
la direction du champ d’Euler E . En particulier,
D0E(E) := A(E)
est la sous-algèbre de la R−algèbre C∞(E) constituée des fonctions
polynomiales en les fibres de E.
INTRODUCTION 4
L’algèbre de Poisson quantique DE(E) est non-singulière mais n’est
pas distinguante. Elle est également symplectique, ce qui signifie que
son centre est réduit aux constantes ; et elle possède la propriété d’être
quasi-distinguante ; en ce sens qu’elle vérifie les deux conditions sui-
vantes
∀T ∈ DE(E), ([T,A(E)] = 0)⇒ (T ∈ A(E))
{T ∈ DE(E)|[T,A(E)] ⊂ DkE(E)} = Dk+1E (E).
Pour arriver à un résultat de type Pursell-Shanks pour les fibrés vec-
toriels, nous avons commencé par établir un résultat de type Gel’fand-
Kolmogoroff selon lequel l’algèbre associative A(E) des fonctions po-
lynomiales du fibré vectoriel E → M caractérise ce denier. Cette ca-
ractérisation a été établie en utilisant un résultat tiré de [36] selon
lequel tout isomorphisme Ψ de R−algèbres entre A(E) et A(F ), pour
deux fibrés vectoriels E → M et F → N, induit un isomorphisme de
R−algèbres Ψ : C∞(E)→ C∞(F ), dont la restriction à A(E) coïncide
avec Ψ. Nous verrons au premier chapitre que C∞(E) est en fait ce
qu’on appelle dans [36] une enveloppe lisse de A(E).
Nous avons pu conclure, en démontrant, bien que DE(E) ne soit pas
distinguante, un résultat analogue à (2).
Signalons que pour arriver à leurs résultats de type Pursell-Shanks,
Grabowski et Poncin avaient, dans un premier temps, utilisé le carac-
tère symplectique des algèbres de Lie étudiées et que par après, ils
avaient proposé une preuve se passant de cette propriété. La méthode
que nous proposons pour arriver à des résultats analogues utilise la
propriété d’être symplectique.
Nous complétons ce chapitre par un mot sur la sous-algèbre de Lie
D+(E) des opérateurs homogènes de poids positifs ; où nous faisons
remarquer que pour cette dernière, les conclusions obtenues avec DE(E)
restent valables.
Dans le quatrième chapitre, nous proposons une autre construc-
tion de l’algèbre des opérateurs homogènes d’un fibré vectoriel. Nous
établissons, en passant par quelques considérations topologiques, que
l’algèbre de Poisson quantique DG(E) construite par la méthode de
Grothendiek sur A(E) en posant
DG(E) = ∪kDkG(E)
avec D0G(E) = A(E) et
Dk+1G (E) = {T ∈ HomR(A(E),A(E)) : [T,A(E)] ⊂ DkG(E)},
coïncide avec DE(E). Grâce à cette identification, nous avons obtenu
que les dérivations de l’algèbre associative A(E) sont données par
Der(A(E)) = V ect(E) ∩ D1E(E).
Nous avons également déterminé les dérivations de A(E) de poids
nul avec deux approches.
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D’abord, ces dérivations s’obtiennent en termes d’automorphismes
infinitésimaux du fibré E →M. Plus précisément, on a la relation
Der0(E) = Aut(E)|A(E),
avec Aut(E) l’algèbre de Lie des automorphismes infinitésimaux de E.
Ce qui permet de conclure que l’algèbre de Lie Der0(E) caractérise le
fibré vectoriel E →M, sous les hypothèses de [28].
Ensuite et enfin, nous avons obtenu l’identification
Der0(A(E)) ∼= V ect(M)⊕ gl(E∗).
Ce chapitre se termine par une section consacrée à l’étude de l’al-
gèbre de Lie D0(E) des opérateurs homogènes de poids nul. Cette sous-
algèbre de Poisson quantique de DE(E) est non-singulière mais n’est
ni symplectique, ni quasi-distinguante (et donc, ni distinguante). Les
méthodes dues à Grabowski et Poncin ne sont donc plus entièrement
applicables ici. Nous avons néanmoins calculé le centre de D0(E), dont
les éléments sont polynômiaux en le champ d’Euler, avec des coeffi-
cients réels. Nous nous sommes en particulier intéressé à l’algèbre de
Lie D10(E) des opérateurs homogènes du premier ordre de poids nul.
Nous avons établi que sous les hypothèses de [28], étant donnés deux
fibrés vectoriels E → M et F → N, tout isomorphisme d’algèbres de
Lie entre D01(E) et D01(F ), respectant l’unité, induit un isomorphisme
entre les fibrés vectoriels E et F.
Dans l’avant dernier chapitre, nous nous intéressons aux opérateurs
différentiels agissant sur les sections d’un fibré vectoriel de rang stric-
tement plus grand que 1. Nous commençons par poser une base théo-
rique abstraite en définissant ce que nous avons appelé algèbre quasi
de Poisson quantique. Cela se justifie par le fait que pour le crochet des
commutateurs de l’algèbre de Lie D(E,M) des opérateurs différentiels
agissant sur les sections d’un fibré vectoriel E →M la relation (1) est
remplacée par
[Di(E,M),Dj(E,M)] ⊂ Di+j(E,M).
Nous avons obtenu le résultat suivant.
Pour deux algèbres quasi de Poisson quantiques, non-singulières
et quasi-distinguantes, tout isomorphisme Φ : D1 −→ D2 d’algèbres de
Lie tel que Φ(Z(A1)) = Z(A2) respecte la filtration.
Ce résultat, appliqué au cas de l’algèbre quasi de Poisson quantique
D(E,M), nous a permis de conclure que vue comme C∞(M)−module,
l’algèbre de Lie D(E,M) caractérise le fibré E → M, sous les hypo-
thèses que le rang du fibré dépasse 1 et que H1(M,Z/2) = 0.
Nous avons ensuite proposé une autre filtration à D(E,M) de ma-
nière à en faire une algèbre de Poisson quantique. Nous avons noté cette
algèbre par P(E,M). Seulement, cela entraîne la perte de la propriété
d’être quasi-distinguante.
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Pour l’algèbre de Lie P1(E,M), nous avons pu obtenir un résultat
de caractérisation Lie-algébrique des fibrés vectoriels sans considérer la
structure de C∞(M)−module de cette algèbre de Lie.
A la fin de ce chapitre, nous avons étudié l’algèbre de Poisson clas-
sique S(P(E,M)), limite classique de l’algèbre de Poisson quantique
P(E,M), pour laquelle nous sommes arrivés à des conclusions ana-
logues à celles obtenues avec P(E,M).
Le sixième et dernier chapitre est consacré à l’étude de la structure
de R−algèbre associative des différentes algèbres rencontrées dans les
chapitres précédents. La question est de savoir si pour ces différentes
algèbres (de Poisson quantiques ou classiques et quasi de Poisson quan-
tiques), la structure associative permet les mêmes caractérisations que
la structure de Lie.
Pour les algèbres de Poisson quantiques ou quasi de Poisson quan-
tiques, la réponse est évidente car, le crochet de Lie étant celui des
commutateurs, tout homomorphisme d’algèbres associatives est aussi
un homomorphisme d’algèbres de Lie.
La notion d’enveloppe lisse d’une algèbre associative géométrique ;
avec comme principal énoncé, le fait l’enveloppe lisse des fonctions po-
lynômes d’un fibré vectoriel E → M est A(E) = C∞(E) est d’une
grande utilité pour les méthodes que nous avons développées dans cette
partie. Nous en avons déduit que l’algèbre de Poisson classique S(M),
utilisée par J. Grabowski et N. Poncin pour une caractérisation Lie-
algébrique de la variété M, caractérise cette dernière par sa structure
de R−algèbre associative.
Utilisant l’enveloppe lisse de SE(E), limite classique de l’algèbre
des opérateurs homogènes, nous avons également obtenu une caracté-
risation algébrique de la fibration différentielle T ∗E →M avec SE(E).
Pour S0(E), limite classique de l’algèbre des opérateurs homogènes de
poids nul, nous avons obtenu que pour deux fibrés vectoriels E → M
et F → N tels que les algèbres associatives S0(E) et S0(F ) soient iso-
morphes, alors les variétés différentielles M et N sont difféomorphes.
Un résultat similaire a été établi pour la R−algèbre associative
S(P(E,M)). Cela nous a permis de conclure que vue comme algèbre
de Poisson, l’algèbre S(P(E,M)) caractérise le fibré E → M, sans la
condition d’être considérée comme C∞(M)−module.
CHAPITRE 1
GÉNÉRALITÉS ET NOTIONS DE BASE
Dans cette partie nous commençons par rappeler quelques notions
sur les fibrés vectoriels dont nous nous servons par la suite. Vient en-
suite une section consacrée essentiellement à la notion d’enveloppe lisse
d’une algèbre associative. Enfin, quelques notions de topologie sont pré-
sentées. Précisons une fois pour toutes que les variétés différentielles
considérées dans cette thèse sont supposées séparées, à base dénom-
brable et connexes.
1. Fibrations différentielles et fibrés vectoriels
Pour une fibration différentielle piE : E → M, on dira simplement
« une fibration E » si aucune confusion n’est à craindre.
1. Un isomorphisme de fibrations différentielles entre deux fibrations
piE : E → M et piF : F → N est la donnée d’un couple (ϕ, φ) où
ϕ : E → F et φ : M → N sont des difféomorphismes de variétés
différentielles tels que
piF ◦ ϕ = φ ◦ piE.
Dans ce cas, on peut identifier les variétés différentielles M et N, et
supposer alors que les fibrations E et F ont même base M = N et que
φ = idM=N . On dit alors que ϕ est unM−isomorphisme de la fibration
E dans la fibration F et on a que, pour tout x ∈M, l’application
ϕx : Ex → Fx : e 7→ ϕ(e)
est un difféomorphisme de variétés différentielles ; où Ex = pi−1E (x)
(resp. Fx = pi−1F (x)) désigne la fibre de E (resp. de F ) au point x ∈M.
Si E →M et F →M sont des fibrés vectoriels, unM−isomorphisme
ϕ de fibrations différentielles est un isomorphisme de fibrés vectoriels
si, pour tout x ∈M, le difféomorphisme ϕx est linéaire.
2. Soient E et F deux fibrations de même base M, de fibres type
respectives H et G et ϕ : E → F un M−isomorphisme de fibrations.
Considérons un recouvrement ouvert (Uα) de M par des domaines de
trivialisation de E et F à la fois. Notons, pour chaque indice α, par
σα : Uα ×H → pi−1E (Uα) et ρα : Uα ×G→ pi−1F (Uα)
les difféomorphismes de trivialisation locales des fibrations E et F res-
pectivement.
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On observe alors que
ϕα = ρ
−1
α ◦ (ϕ|pi−1E (Uα)) ◦ σα : Uα ×H → Uα ×G
est de la forme
(x, y) 7→ (x, δα(x, y))
où δ est une application de classe C∞ telle que pour tout x ∈ Uα,
δα(x, ·) soit un difféomorphisme de Hα sur Gα; on dit alors que ϕα est
l’expression locale de ϕ correspondant à σα et δα.
En notant les difféomorphismes de transition par
θβα = σ
−1
αβ ◦ σβα et ϑβα = ρ−1αβ ◦ ρβα
on a que le diagramme suivant est commutatif
(∗) Uαβ ×H
ϕβα //
θβα

Uαβ ×G
ϑβα

Uαβ ×H ϕαβ // Uαβ ×G
où nous avons posé, pour tout couple d’indices (α, β), Uβα = Uα ∩ Uβ
et ϕβα = ϕα|(Uαβ)×H .
3. Soient E →M une fibration de fibre type H et (Uα) un recouvre-
ment ouvert de M par de domaines de trivialisation de E. Conservons
les notations du paragraphe précédent et supposons données une se-
conde variété différentielle G, et, pour tout couple d’indices (α, β), une
application
ϑβα : Uβα ×G→ Uβα ×G
de la forme
(x, y) 7→ (x, δβα(x, y))
où δβα est une application de classe C∞ de sorte que les conditions
suivantes sont vérifiées
(1) pour tout x ∈ Uβα, δβα(x, ·) : G→ G soit un difféomorphisme
(2) la « relation de recollement »
ϑβγα = ϑ
α
γβ ◦ ϑγβα
est vérifiée.
Notons par F →M la fibration ainsi définie (par recollement).
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On suppose en outre donnée, pour tout indice α, une application
δα : Uα × Fα → Gα
de classe C∞, avec δα(x, ·) un difféomorphisme, et on considère l’appli-
cation
ϕα : Uα × Fα → Uα ×Gα : (x, y) 7→ (x, δα(x, y))
telle que le diagramme (∗) soit commutatif. Il existe alors unM−isomor-
phisme et un seul ϕ : E → F tel que
ϕα = ρ
−1
α ◦ ϕ ◦ σα
2. Connexions
Il est question, ici, de rappeler quelques notions sur les connexions
linéaires d’un fibré vectoriel. Ces notions sont utilisées dans la suite
sans référence explicite à cette section.
2.1. Définition. Soit pi : E →M un fibré vectoriel de type Rn.
– Une dérivation covariante ∇ de E est une loi qui à tout champ
de vecteurs X ∈ V ect(M) associe une application linéaire
∇X : Γ(E)→ Γ(E) : (X, s) 7→ ∇Xs
telle que pour tous X, Y ∈ V ect(M), f, g ∈ C∞(M), s ∈ Γ(E)
(1) ∇X(fs) = (X.f)s+ f∇Xs,
(2) ∇fX+gY s = f∇Xs+ g∇Y s.
Pour une trivialisation (U,ϕ) de E avec U le domaine de carte
(U, (x1, · · · , xm)) de M, il existe une 1−forme Γ de classe C∞ sur
U à valeurs dans gl(n,R) telle que localement on ait
∇Xs =
m∑
i=1
X i∂is+ Γ(X)(s)
où
∑
iX
i∂i est l’expression locale du champ de vecteurs X dans
la carte (U, (xi, · · · , xm)).
– Si ∇ est associé à une connexion sur une réduction du fibré des
repères linéaires de E à la quelle le fibré E est associé, alors la
forme Γ est à valeurs dans l’algèbre de Lie du groupe de structure
de cette réduction. Cette remarque sera utilisée ultérieurement
avec le sous-groupe O(n), la réduction étant alors définie par le
choix d’un produit scalaire sur chaque fibre de E.
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2.2. Relèvement horizontal. Relativement à une connexion li-
néaire sur E → M, tout champ de vecteurs X de M se relève en un
champ de vecteurs Xh de E tel que si localement, dans un domaine de
trivialisation U de E le champ X se décompose en
∑m
i=1X
i(x)∂i, on
ait pour son relèvement horizontal, dans EU
Xh(x,y) =
m∑
i=1
X i(x)∂i −
n∑
j=1
(
m∑
i=1
X i(x)Γji (x,y)
)
∂j
Γji est de classe C∞ en x,y et à valeurs dans R.
3. Automorphismes infinitésimaux d’un fibré vectoriel
Soit E →M un fibré vectoriel de type Rn. Par définition, un champ
de vecteurs Z ∈ V ect(E) est un automorphisme infinitésimal de E si
[E , Z] = 0. Nous convenons de noter l’ensemble des automorphismes
infinitésimaux de E par Aut(E). C’est une sous-algèbre de Lie de l’al-
gèbre de Lie V ect(E) des champs de vecteurs de E.
4. UN PEU D’ALGÈBRE 11
4. Un peu d’algèbre
Dans cette partie, nous présentons quelques notions sur les R−algèbres
associatives commutatives dont nous nous servons dans la suite de ce
travail. Elles sont pour l’essentiel tirées de [36].
Soit F une R−algèbre associative commutative avec unité. Dans les
lignes qui suivent, on dira simplement que F est une R−algèbre.
On note par |F| := M, l’ensemble de tous les homomorphismes de
R−algèbres de F dans R
M 3 x : F → R : f 7→ x(f).
Les éléments de M sont alors appelés R−points de l’algèbre F et l’en-
semble |F|, l’espace dual des R−points.
Une R−algèbre F est dite géométrique si la partie
I(F) =
⋂
x∈|F|
Kerx
est réduite à l’élément nul.
Proposition 4.1. Si F est une R−algèbre de fonctions sur un
ensemble donné N, alors F est géométrique.
Démonstration. Précisons que par fonction sur un ensemble N
nous entendons une fonction f : N → R. Considérons l’application
θ : N → |F| associant à tout point a ∈ N, l’homomorphisme de
R−algèbres F → R : f 7→ f(a). En d’autres termes,
θ(a)(f) = f(a), ∀a ∈ N, ∀f ∈ F ,
et on a bien que θ(a) est un homomorphisme de R−algèbres. Observons
que par le biais de la définition
f(x) := x(f), x ∈ |F|, f ∈ F ,
tout élément de F peut-être vu comme fonction sur l’espace dual |F|.
En particulier, on a
f(θ(a)) = θ(a)(f) = f(a).
Par suite, si un élément f ∈ F s’annule en θ(a), pour tout a ∈ N, alors
f est l’élément nul de la R−algèbre F . De l’inclusion⋂
x∈|F|
Kerx ⊂
⋂
a∈N
Kerθ(a)
on déduit alors que F est géométrique. 
Une R−algèbre géométrique F est dite C∞−fermée si pour toute
collection finie d’éléments f1, · · · , fk ∈ F et toute fonction g ∈ C∞(Rk),
il existe f ∈ F tel que
f(a) = g(f1(a), · · · , fk(a)), ∀a ∈ |F|.
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Notons qu’un tel élément f ∈ F est déterminé par les fi et g de manière
unique car F est géométrique. A titre d’exemple, pour tout n ∈ N0, la
R−algèbre C∞(Rn) est C∞−fermée.
Soit F une R−algèbre géométrique que nous identifions avec une par-
tie de l’algèbre des fonctions sur |F|. Considérons l’ensemble F défini
comme l’ensemble de fonctions sur |F| pouvant être écrites sous la
forme
g(f1, · · · , fk), k ∈ N, fi ∈ F , g ∈ C∞(Rk).
L’ensemble F a une structure évidente de R−algèbre et F en est bien
une sous-algèbre. En vertu de la proposition 4.1 précédente, F est géo-
métrique. Cette algèbre est également C∞−fermée.
Par définition, la R−algèbre F ainsi associée à la R−algèbre géomé-
trique F est appelée enveloppe lisse de F . Elle jouit de la propriété
importante suivante.
Proposition 4.2. Soient F une R−algèbre géométrique et F son
enveloppe lisse. Pour tout homomorphisme Ψ : F → F ′ de R−algèbres,
avec F ′ une R−algèbre C∞−fermée, il existe un unique homomor-
phisme de R−algèbres Ψ : F → F ′ tel que Ψ = Ψ ◦ i, avec i : F → F
l’inclusion canonique.
Démonstration. Considérons la correspondance suivante
Ψ(g(f1, · · · , fk)) = g(Ψ(f1), · · · ,Ψ(fk))
définie de F dans F ′. Cette correspondance est une application. Cela
vient directement en utilisant le fait que F ′ est géométrique et en ob-
servant que pour tout a′ ∈ |F ′|, on a bien a′ ◦Ψ ∈ |F|.
Pour l’unicité de cette application, supposons qu’il existe une applica-
tion Ψ : F → F ′ telle que Ψ = Ψ ◦ i. Alors pour tout a ∈ |F ′|, on peut
écrire
Ψ(g(f1, · · · , fk)(a)) = g(f1, · · · , fk)(a ◦Ψ)
= g(i(f1), · · · , i(fk))(a ◦Ψ)
= g(f1, · · · , fk)(a ◦Ψ ◦ i)
= g(f1, · · · , fk)(a ◦Ψ)
= g(Ψ(f1), · · · ,Ψ(fk))(a)
On en déduit l’égalité Ψ = Ψ, puisque F ′ est géométrique.
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L’application Ψ ainsi définie est bien un homomorphisme de R−algè-
bres. En effet, si
g(f1, · · · , fj) · g2(f ′1, · · · , f ′k) = g′′(f ′′1 , · · · , f ′′r )
alors on a, pour tout a ∈ |F ′|,
Ψ(g′′(f ′′1 , · · · , f ′′r ))(a) = g′′(Ψ(f ′′1 ), · · · ,Ψ(f ′′r ))(a)
= g′′(f ′′1 , · · · , f ′′r )(a ◦Ψ)
= (g(f1, · · · , fj) · g2(f ′1, · · · , f ′k))(a ◦Ψ)
= (g(f1, · · · , fj)(a ◦Ψ)) · (g2(f ′1, · · · , f ′k)(a ◦Ψ))
= (Ψ(g(f1, · · · , fj)) ·Ψ(g2(f ′1, · · · , f ′k)))(a);
ce qui suffit, F ′ étant géométrique. 
On en tire alors le résultat suivant dont une preuve peut être trouvée
dans [45].
Proposition 4.3. Soient F1 et F2 deux R−algèbres géométriques.
Si Ψ : F1 → F2 est un isomorphisme de R−algèbres, alors il existe un
unique isomorphisme de R−algèbres Ψ̂ : F1 → F2 tel que Ψ = Ψ̂ ◦ i1,
avec i1 : F1 → F1 l’inclusion canonique.
Proposition 4.4. Soient F et G deux R−algèbres géométriques.
On a alors l’implication suivante
F ⊂ G =⇒ F ⊂ G.
Et l’égalité
F = F
en est un corollaire.
Démonstration. Comme F ⊂ G, notons i : F → G l’injection
canonique. D’après la Proposition 4.2, i s’étend en un homomorphisme
de R−algèbres i : F → G. La formule définissant i donnée au début
de la démonstration de la même Proposition 4.2 permet de voir que i
n’est rien d’autre que l’injection canonique de F dans G.
De l’inclusion F ⊂ F , on tire alors que F ⊂ F . D’où la conclusion. 
Énonçons un dernier résultat dans cette section et dont la preuve
peut être trouvée dans [36].
Proposition 4.5. Soit E →M un fibré vectoriel. L’enveloppe lisse
de la R−algèbre A(E) des fonctions polynomiales en les fibres de E est
la R−algèbre C∞(E.)
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5. Un peu de topologie
Ici nous regroupons des notions de topologie dont nous nous servons
dans la suite. Elles seront, comme certaines autres notions rappelées
dans ce chapitre, utilisées dans le reste de ce travail sans nécessairement
mentionner un renvoie explicite à elles. Elles sont tirées de [8] et de [42].
5.1. Espaces de Baire. On appelle espace de Baire un espace
topologique séparé E ayant la propriété suivante :
Si F1, F2, · · · , Fn, · · · est une suite de fermés de E d’intérieur vide,
leur union F = ∪nFn est encore d’intérieur vide.
5.2. Espaces de Fréchet.
– On appelle espace localement convexe un espace vectoriel topo-
logique E dont la topologie peut être définie par une famille de
semi-normes. Concrètement, si (pα)α∈I est une famille de semi-
normes définissant la topologie d’un espace localement convexe
E, on a un système fondamental de voisinages de 0 dans E en
considérant les ensembles
W ((αi); r) = {x ∈ E : pαi(x) < r pour 1 ≤ i ≤ n}
où (αi)1≤i≤n parcourt l’ensemble des familles finies d’indices de
I, et r l’ensemble des nombres réels strictement positifs.
– On appelle espace de Fréchet un espace localement convexe sé-
paré E dont la topologie peut être définie par une famille dénom-
brable de semi-normes et qui est complet pour toute distance sur
E invariante par translation.
– Les espaces de Fréchet sont métrisables et de Baire.
5.3. Partie absorbante et partie équilibrée.
– Dans un espace vectoriel topologique E sur R, on dit qu’une partie
A est équilibrée si pour tout λ ∈ R tel que |λ| ≤ 1, on a
λA ⊂ A.
– On dit que A est absorbant si, pour tout x ∈ E, il existe un réel
α > 0 tel que
|λ| ≤ α⇒ λx ∈ A
– Une partie absorbante de E engendre l’espace vectoriel E.
Tout voisinage de 0 est absorbant.
CHAPITRE 2
ALGÈBRES DE POISSON QUANTIQUES ET
CLASSIQUES
Comme annoncé dans l’introduction, toutes les notions présentées
dans ce chapitre sont tirées des articles de Grabowski et Poncin se
trouvant dans notre bibliographie. Dans les chapitres suivants, nous
nous servons à la fois des résultats présentés dans ces articles et des
méthodes développées pour les obtenir.
1. Quelques définitions
Une algèbre de Poisson quantique est une algèbre associative filtrée
avec unité,
D = ∪∞i=0Di, Di ⊂ Di+1, Di.Dj ⊂ Di+j,
sur un corps commutatif K de caractéristique nulle telle que
[Di,Dj] ⊂ Di+j−1,
où ce crochet est celui des commutateurs. On étend la filtration sur Z
en posant
Di = 0,∀ i < 0.
On observe alors que A = D0 est une sous-algèbre associative commu-
tative deD, appelée algèbre de base deD et queD1 est une sous-algèbre
de Lie de D.
En identifiant k ∈ K et k1 ∈ D, les éléments de K sont appelés les
constantes de D.
Une algèbre de Poisson classique est une algèbre commutative as-
sociative graduée
S =
∞⊕
i=0
S i, S iSj ⊂ S i+j,
avec unité 1, sur un corps commutatif K de caractéristique nulle , et
munie d’un crochet de Poisson {., .} tel que
{S i,Sj} ⊂ S i+j−1.
On observe que A = S0 est une sous-algèbre associative de S et que
S1 est une sous-algèbre de Lie de (S,{.,.}).
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Un opérateur ψ ∈ Hom(V1, V2) entre deux espaces vectoriels Z−
filtrés (resp. gradués) respecte la filtration (resp. respecte la graduation)
si
ψ(V i1 ) ⊂ V i2 , ∀i ∈ Z.
Remarque 1.1. Tout élément D ∈ D1 induit une dérivation D̂ ∈
Der(A) de A définie par
D̂(f) = [D, f ].
Proposition 1.2. A toute algèbre de Poisson quantique est asso-
ciée, de manière canonique, une algèbre de Poisson classique.
Démonstration. L’algèbre D étant quantique, on pose
S(D) = ⊕i∈ZS i(D),
où S i(D) = Di/Di−1.
Pour D ∈ D, l’entier i tel que Di soit le filtre de moindre indice conte-
nant D est appelé ordre de D et on note i = ord(D). On définit alors
le symbole principal de D par
σ : D − {0} −→ S(D) : σ(D) = D +Di−1
et le symbole σi(D) d’ordre i ≥ ord(D) par
σi(D) =
{
0, si i > ord(D)
σ(D) si i = ord(D)
On a σ(A) = A = S0.
On définit alors la multiplication commutative et associative et le cro-
chet de Poisson dans S(D) par
σ(D1) · σ(D2) = σord(D1)+ord(D2)(D1 ·D2);
et
{σ(D1), σ(D2)} = σord(D1)+ord(D2)−1([D1, D2]).

L’algèbre de Poisson classique ainsi définie est appelée limite clas-
sique de l’algèbre de Poisson quantique considérée.
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On a alors le théorème suivant.
Théorème 1.3. Pour toute algèbre de Poisson quantique D, il
existe une unique structure d’algèbre de Poisson classique sur l’espace
gradué S(D) telle que
σ(D1) · σ(D2) = σord(D1)+ord(D2)(D1 ·D2)
et
{σ(D1), σ(D2)} = σord(D1)+ord(D2)−1([D1, D2]),
pour tous D1, D2 ∈ D. En particulier,
{σ(D1), σ(D2)} =
 σ([D1, D2])ou0.
Corollaire 1.4. Pour tous D1, D2, ..., Dn ∈ D, si
[D1, [D2, ..., [Dn−1, Dn]]] = 0,
alors
{σ(D1), {σ(D2), ..., {σ(Dn−1), σ(Dn)}}} = 0.
Soit S une algèbre de Poisson classique.
(1) S est non-singulière si {S1,A} = A
(2) S est symplectique si son centre est réduit aux constantes.
(3) S est distinguante si pour tout P ∈ S, on a∀f ∈ A, ∃n ∈ IN : {P, {P, ...{P︸ ︷︷ ︸
nfois
, f}}} = 0
⇒ P ∈ A.
(4) Une algèbre de Poisson quantique est non-singulière (respec-
tivement symplectique ou distinguante) si sa limite classique
l’est.
Proposition 1.5. Soit D une algèbre de Poisson quantique.
(a) L’algèbre D est non singulière si [D1,A] = A.
(b) Si D est symplectique alors son centre est réduit aux constantes.
(c) Si D est distinguante, alors pour tout D ∈ D on a
∀f ∈ A,∃n ∈ IN : [D, [D, ...[D︸ ︷︷ ︸
nfois
, f ]]] = 0⇒ D ∈ A.
Démonstration. (a) Supposons que [D1,A] = A. Alors
σ([D1,A]) = σ(A) = A.
D’où le résultat car σ([D1,A]) = {S1(D),A}.
(b) Supposons que D soit symplectique. Cela signifie que S(D) est
symplectique ; ce qui équivaut à dire que Z(S(D)), le centre de S(D),
est réduit aux constantes.
Pour conclure, il suffit alors de démontrer que σ(Z(D)) ⊂ Z(S(D)).
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Soit alors D ∈ Z(D). On a σ(D) ∈ S(D) et pour tout P = σ(D′) ∈
S(D) on obtient
{σ(D), P} = {σ(D), σ(D′)}
= σ([D,D′])
= σ([D′, D]) = {σ(D′), σ(D)} = {P, σ(D)}.
(c) Il suffit d’appliquer le corollaire du précédent théorème. 
Exemple 1.6. L’ensemble D(M) des opérateurs différentiels li-
néaires D sur une variété différentielle M , avec
D : C∞(M) −→ C∞(M),
est une algèbre de Poisson quantique dont la limite classique est
Pol(T ∗M) = S(M),
l’algèbre de Poisson classique des fonctions polynômes sur T ∗M .
Soit L une algèbre de Lie. On note par Nil(L) la partie définie par
Nil(L) = {D ∈ L : ∀D′ ∈ L,∃n ∈ N : [D, [D, ..., [D︸ ︷︷ ︸
nfois
, D′]]] = 0}
2. Caractérisation Lie-algébrique des variétés
Lemme 2.1. Soient V un ouvert de Rm et x0 = (x10, . . . , xm0 ) ∈ V.
Pour tout i ∈ {1, · · · ,m}, il existe une fonction h ∈ C∞(V ) et une
suite (vn) à éléments dans V et convergeant vers x0 telles que toutes
les dérivées de h par rapport aux variables distinctes de xi sont nulles
et (
∂kxih
)
(vn)
 = 0, pour tout k ∈ {0, ..., n− 1}et6= 0 pour k = n.
Théorème 2.2. Soit D(M) l’algèbre de Poisson quantique des opé-
rateurs différentiels linéaires.
(1) Quel que soit D ∈ D(M),
(∀f ∈ A(M),∃n ∈ IN : (adD)n(f) = 0)⇒ D ∈ A(M).
(2) L’algèbre D(M) est non-singulière.
(3) Si de plus la variété M est connexe, l’algèbre D(M) est sym-
plectique.
Une manière de démontrer la relation (1) est proposée dans [18] et
une autre dans [17]. Elles sont omises ici ; signalons que celle proposée
dans [17] est basée sur le Lemme 2.1 précédent.
La relation (2) est établie dans [35].
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Proposition 2.3. Si L est une algèbre de Poisson quantique ou
classique distinguante de base A, alors
(a)Nil(L) = A;
(b){P ∈ S : {P,A} ⊂ S i} = S i+1 ⊕A, (i ≥ −1),
dans le cas où L = S est classique. Et dans le cas où L = D est
quantique, on a
(c){D ∈ D : [D,A] ⊂ Di} = Di+1.
Démonstration. (a) Dans le cas quantique, en vertu de la Pro-
position 1.5, Nil(L) ⊂ A. Et l’inclusion réciproque est évidente. Ce
résultat est direct dans le cas où L est classique.
(b) L’inclusion
{P ∈ S : {P,A} ⊂ Si} ⊃ Si+1 ⊕A
étant immédiate, il reste à établir l’inclusion réciproque.
Soit P ∈ S tel que {P,A} ⊂ Si.
Si P ∈ Si+1, le problème est résolu. Supposons donc pour terminer que
P ∈ S 	 Si+1 := (S − Si+1) ∪ {0}.
On peut donc écrire P comme somme des Hj ∈ Sj, (j = 0, 1, ...) tel
qu’au moins pour un k 6= i+ 1 on ait Hk 6= 0.
Relativement à cette décomposition de P , {P,A} se décompose en une
somme des {Hj,A} telle que
{Hk,A} ⊂ S 	 Si.
(c) De manière analogue que dans (b), l’inclusion suivante est directe :
{D ∈ D : [D,A] ⊂ Di} ⊃ Di+1.
Pour l’inclusion réciproque, supposons par l’absurde que D ∈ D−Di+1
et [D,A] ⊂ Di.
Observons qu’alors
ord(D)− 1 > i
et que
∀f ∈ A,Dord(D)+ord(f)−1 = Dord(D)−1.
Or le crochet {σ(D1), σ(D2)} vaut σ([D1, D2]) dans le cas où
Dord(D1)+ord(D2)−1
est le plus petit filtre contenant [D1, D2] et il est nul dans le cas
contraire. Donc on a bien
{σ(D),A} = {0} car [D,A] ⊂ Di.
La limite classique de D étant distinguante par hypothèse, on conclut
que σ(D) ∈ A. Ce qui est absurde. 
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Remarque 2.4. On notera par C(D) le centralisateur de adA dans
HomK(D,D) :
Ψ ∈ C(D) ⇔ [Ψ, adA] = 0
⇔ Ψ ◦ adf − adf ◦Ψ = 0,∀f ∈ A.
Cela se traduit par :
∀D ∈ D,Ψ(adf (D)) = adf (Ψ(D)),∀f ∈ A,
ou de manière équivalente par
Ψ([D, f ]) = [Ψ(D), f ],∀f ∈ A.
Observons que la multiplication à gauche par un élément f ∈ A, notée
et définie par
γf : D → D : D 7→ f ·D,
est un élément de C(D).
Dans les lignes qui suivent, on énonce un résultat démontré par J.
Grabowski et N. Poncin mais dont la preuve est omise ici. Mais plus
loin, à la Proposition 1.6 du chapitre suivant, nous présentons la preuve
de Grabowski et Poncin avec des hypothèses moins fortes.
Théorème 2.5. Soit D est une algèbre de Poisson quantique dis-
tinguante et non-singulière. Alors tout Ψ ∈ C(D) respecte la filtration
et pour tout f ∈ A on a
Ψ(f) = fΨ(1).
Théorème 2.6. Soient D1 et D2 deux algèbres de Poisson quan-
tiques distinguantes et non-singulières. Alors tout isomorphisme Φ :
D1 −→ D2 d’algèbres de Lie respecte la filtration et sa restriction Φ |A1
à A1 est de la forme
Φ|A1 = kΨ,
où k est un élément central de S2 et inversible dans l’algèbre associative
A2 et Ψ : A1 −→ A2 est un isomorphisme d’algèbres associatives. Le
résultat reste valable si D1 et D2 sont remplacées par leurs sous-algèbres
de Lie respectives D11 et D12.
Démonstration. Les ensembles EndK(D1) et EndK(D2) étant
des algèbres de Lie, considérons l’isomorphisme d’algèbres de Lie
Φ∗ : EndK(D1)→ EndK(D2)
défini, pour Θ ∈ EndK(D1), par :
Φ∗(Θ) = Φ ◦Θ ◦ Φ−1.
Démontrons maintenant que
Φ∗(C(D1)) = C(D2).
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Il suffira de démontrer l’inclusion dans un sens. Pour tout Θ ∈ C(D1),
on a pour tout D ∈ D2
Φ∗(Θ)([D,A2]) = Φ(Θ([Φ−1(D),A1])) = Φ([Θ(Φ−1(D)),A1])
= [Φ(Θ(Φ−1(D)),A2] = [Φ∗(Θ)(D),A2].
En particulier, on a
Φ∗(γg) ∈ C(D2),∀g ∈ A1.
On en déduit que
Φ∗(γg)(h) = Φ∗(γg)(1).h, ∀h ∈ A2,
c’est-à-dire quel que soit l’élément h ∈ A2,
Φ(g.Φ−1(h)) = Φ(g.Φ−1(1)).h, (2)
Observons que, Φ−1(1) est central dans D1 (pour la structure d’algèbre
de Lie de D1). En substituant Φ(f), (f ∈ A1) à h dans (2), on obtient
Φ(f.g) = Φ(g.Φ−1(1)).Φ(f),
quels que soient f, g ∈ A1.
Par suite, en posant ζ = Φ−1(1), on obtient
Φ(f.g) = Φ(g.f) = Φ(g.ζ).Φ(f)
= Φ(f).Φ(g.ζ)
= Φ(f).Φ(g).Φ(ζ.ζ)
On écrit donc, quels que soient f, g ∈ A1,
Φ(f.g) = Φ(ζ2).Φ(f).Φ(g).
En particulier, pour f = 1 et g = ζ, on a
Φ(ζ2).Φ(1) = 1,
ce qui traduit que l’élément Φ(ζ2), central dans D2, est inversible dans
l’algèbre associative A2.
D’où, en posant Φ(ζ2) = k−1 et définissant Ψ par
Ψ(f) = k−1.Φ(f), ∀f ∈ A,
on a directement, quels que soient f, g ∈ A,
Ψ(f.g) = k−1.Φ(f.g) = Ψ(f).Ψ(g).
Ce qui achève la démonstration du théorème. 
Les résultats précédents restent valables si on remplace les algèbres
de Poisson quantiques Di, (i = 1, 2) par des algèbres de Poisson clas-
siques Si, (i = 1, 2). (La démonstration est analogue)
On peut donc énoncer le résultat suivant.
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Théorème 2.7. Soient S1 et S2 deux algèbres de Poisson classiques
distinguantes et non-singulières. Alors tout isomorphisme Φ : S1 −→
S2 d’algèbres de Lie respecte la graduation et sa restriction Φ |A1 à A1
est de la forme
Φ |A1 = kΨ,
où où k est un élément central de S2 et inversible dans l’algèbre associa-
tive A2 et Ψ : A −→ A est un isomorphisme d’algèbres associatives. Le
résultat reste valable si S1 et S2 sont remplacées par leurs sous-algèbres
de Lie respectives S11 et S12 .
Corollaire 2.8. Si deux algèbres de Poisson quantiques (respec-
tivement classiques) distinguantes P1 et P2 et non-singulières sont des
algèbres de Lie isomorphes, alors leurs algèbres de base respectives A1
et A2 sont des algèbres associatives isomorphes. Ce résultat reste va-
lable si on remplace ces algèbres par leurs sous-algèbres de Lie P11 et
P12 : si P 11 et P12 sont isomorphes alors les algèbres de base A1 et A2
sont des algèbres associatives isomorphes.
Considérons de nouveau l’algèbre de Poisson quantique D = D(M)
des opérateurs différentiels linéaires d’une variété différentielleM , sup-
posée de Hausdorff, à base dénombrable et connexe.
On démontre le résultat suivant :
Théorème 2.9. Théorème de Milnor
Soient M et N deux variétés différentielles. Une application
Φ : C∞(M)→ C∞(N)
est un isomorphisme d’algèbres associatives si et seulement si il existe
un difféomorphisme φ : N →M tel que
Φ(f) = f ◦ φ,∀f ∈ C∞(M) (∗).
On peut maintenant énoncer le résultat de type Pursell-Shanks sui-
vant.
Théorème 2.10. Les algèbres de Lie D(M1) et D(M2) (respecti-
vement D1(M1) et D1(M2) ou S(M1) et S(M2)) des opérateurs diffé-
rentiels (respectivement des opérateurs différentiels du premier ordre
ou des tenseurs symétriques contravariants) sur deux variétés différen-
tielles M1 et M2 sont isomorphes si et seulement si les variétés M1 et
M2 sont difféomorphes.
Terminons cette partie par le résultat suivant qui met en relation
les algèbres de Poisson quantiques D(M) et D(L), cette dernière étant
celle des opérateurs différentiels agissant sur les sections d’un fibré en
droite L→M .
Théorème 2.11. Il existe un isomorphisme Ψ : D(M) → D(L)
d’algèbres de Lie tel que
Ψ(Dk(M)) = Dk(L), ∀k ∈ Z.
CHAPITRE 3
ALGÈBRE DE LIE DES OPÉRATEURS
DIFFÉRENTIELS HOMOGÈNES D’UN FIBRÉ
VECTORIEL
Soit E → M un fibré vectoriel. L’algèbre de Lie des opérateurs
différentiels agissant sur les fonctions de classe C∞ de E est notée par
D(E) et peut être définie par
D(E) =
⋃
i≥0
Di(E),
avec D0(E) = C∞(E),Di+1(E) = {T ∈ HomR(C∞(E); C∞(E)) :
[T,C∞(E)] ⊂ Di(E)}.
Observons déjà que l’algèbre de Poisson quantique D(E) caractérise
Lie-algébriquement la variété E au sens « Grabowski-Poncin » comme
nous l’avons vu dans le chapitre précédent. Et cela équivaut à dire que
l’algèbre associative C∞(E), caractérise la variété E. Ainsi, pour deux
fibrés vectoriels E → M et F → N, le fait que les algèbres de Lie
D(E) et D(F ) sont isomorphes signifie que les variétés E et F sont
difféomorphes, et cela, indépendamment du fait que les variétés M et
N sont difféomorphes ou pas.
Nous allons construire, dans ce chapitre, une sous-algèbre de Pois-
son quantique de D(E) contenant, à isomorphisme près, l’algèbre de
Poisson quantique D(M) et ayant « suffisamment d’informations » sur
la structure du fibré E → M, de manière à avoir une caractérisation
Lie-algébrique.
1. Opérateurs différentiels homogènes
Soit E →M un fibré vectoriel. Considérons DE(E,M) le R−espace
vectoriel défini par
DE(E,M) =
⋃
k≥0
DkE(E,M),
avec DkE(E,M) l’espace engendré par l’ensemble
{T ∈ Dk(E) | ∃s ∈ Z : LET = sT}
et où LE désigne la dérivée de Lie dans la direction du champ d’Euler
E du fibré vectoriel E →M.
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L’espace DE(E,M) est une sous-algèbre de Lie de D(E) satisfaisant
aux conditions suivantes.
DkE(E,M) ⊂ Dk+1E (E,M), DkE(E,M) · DlE(E,M) ⊂ Dk+lE (E,M)
et
[DkE(E,M),DlE(E,M)] ⊂ Dk+l−1E (E,M).
Les éléments de l’algèbre de Lie DE(E,M) seront appelés opérateurs
(différentiels) homogènes du fibré vectoriel E →M. Ainsi, l’algèbre de
Lie DE(E,M) est une algèbre de Poisson quantique, admettant comme
base l’algèbre associative commutativeA(E,M) = D0E(E;M), l’algèbre
des fonctions de classe C∞ de E qui sont polynomiales en les fibres.
On a ainsi
A(E,M) =
⊕
s≥0
As(E,M)
avec As(E,M) = {u ∈ A(E,M) : LEu = su}.
Dans la proposition suivantes, nous regroupons quelques propriétés élé-
mentaires des opérateurs homogènes. Nous nous en servirons souvent
dans la suite sans préciser la référence à cette proposition.
Proposition 1.1. Soit DE(E,M) l’algèbre de Poisson quantique
des opérateurs homogènes d’un fibré vectoriel E →M. Alors on a
DE(E,M) =
⊕
r∈Z
DE,r(E,M), (∗)
avec DE,r(E,M) le R−espace propre associé à la valeur propre r de LE .
De plus, on a
[DE,r(E,M),DE,s(E,M)] ⊂ DE,r+s(E,M) (∗∗)
et pour T ∈ DE,r(E,M) et u ∈ Ar(E,M) on a
T (u) ∈ Ar+s(E,M). (∗ ∗ ∗)
Démonstration. La relation (∗) est immédiate. Pour tous T ∈
DE,r(E,M) et D ∈ DE,s(E,M), on a par l’identité de Jacobi
LE([D,T ]) = [E , [D,T ]] = [[E , D], T ] + [D, [E , T ]]
= r[D,T ] + s[D,T ] = (r + s)[D,T ].
Si maintenant on considère u ∈ As(E,M), alors on a d’une part
(LET )(u) = rT (u),
car T ∈ DE,r(E,M), et de l’autre
(LET )(u) = E(T (u))− T (E(u)).
Par suite,
E(T (u)) = rT (u) + sT (u)
et la relation (∗ ∗ ∗) est ainsi vérifiée. 
Remarque 1.2. Dans la suite, les éléments de DE(E;M) sont vus
comme endomorphismes de l’espace vectoriel A(E,M).
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1.1. Une caractérisation locale de l’algèbre DE (E,M).
Proposition 1.3. Si T ∈ DE(E,M) a comme expression locale
T =
∑
|α|+|β|≤k
uα,β∂
α∂
β
,
dans une trivialisation de E, avec ((xi)1≤i≤m, (yj)1≤j≤n), comme coor-
données locales, alors uα,β est polynômial en y.
Démonstration. Plus précisément, nous allons montrer que pour
tout T ∈ DE (E,M) dont l’expression locale est de la forme donnée dans
l’énoncé et vérifiant
LET = rT (∗)
on a que uαβ est une fonction polynomiale en les fibres et homogène de
poids |β|+ r; avec la convention Ai(E) = {0}, pour i ∈ Z \ N.
Observons que pour tout f ∈ C∞(E), on a
(LE∂i)f = LE(∂if)− ∂i(LEf)
=
∑
j
(
yj∂jif
)−∑
j
(
∂i(y
j∂jf)
)
= −∂if.
On en déduit l’égalité suivante
LE(∂
β
) = − |β| ∂β.
Par suite, pour tout u ∈ A(E,M),
LE
(
uα,β∂
α∂
β
)
(u) = LE
(
uα,β∂
α∂
β
u
)
− uα,β∂α∂β(LEu)
= (LEuα,β)∂α∂
β
u+ uα,βLE(∂α∂
β
u)− uα,β∂α∂β(LEu)
= (LEuα,β)∂α∂
β
u+ uα,β∂
αLE(∂
β
u)− uα,β∂α∂β(LEu)
= (LEuα,β) ∂α∂
β
u+ uα,β∂
α
(
(LE∂
β
)u+ ∂
β
(LEu)
)
− uα,β∂α∂β(LEu)
= (LEuα,β)∂α∂
β
u− |β|uα,β∂α∂βu.
D’où, en appliquant la relation (∗), on peut alors écrire∑
|α|+|β|≤k
(LEuα,β − (|β|+ r)uα,β) ∂α∂βu = 0,
pour tout u ∈ A(E;M). Par suite, pour tous indices α, β tels que
|α|+ |β| ≤ k, on a
LEuα,β − (|β|+ r)uα,β = 0
et donc uα,β est homogène de poids |β|+ r. 
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Remarque 1.4. Observons qu’en vertu de la Proposition 1.3, si
T ∈ D(E,M) est tel que LET = rT, on peut avoir r ∈ Z \ N; bien que
pour f ∈ C∞(E) la relation LE(f) = sf impose qu’on ait s ∈ N.
Les éléments de DE(E,M) qui sont vecteurs propres de LE associés à
des valeurs propres appartenant à N engendrent une sous-algèbre de Lie
de DE(E,M), en vertu de la Proposition 1.1 de la section précédente.
On note cette sous-algèbre par D+(E,M) et on a directement
D+(E,M) =
⊕
r≥0
DE,r(E,M) =
⋃
i≥0
Di+(E,M),
où, par définition, on a posé
Di+(E,M) = D+(E,M) ∩ DiE(E,M).
1.2. Caractérisation Lie-algébrique de l’algèbre des fonc-
tions polynomiales. Dans cette partie, pour un fibré vectoriel pi :
E → M, nous noterons plus simplement l’algèbre de Poisson quan-
tique DE(E,M) par DE(E) et sa base par A(E).
Définition 1. Une algèbre de Poisson quantique D de base l’al-
gèbre associative commutative A et de limite classique S est dite quasi-
distinguante si, pour tout P ∈ S,
{P,A} = 0 =⇒ P ∈ A.
Notons par SE(E) l’espace {σ(T ) : T ∈ DE(E)} où σ(T ) désigne le
symbole principal de T ∈ DE(E). Cet ensemble SE(E) est une partie
de l’algèbre de Poisson classique
S(E) = {σ(T ) : T ∈ D(E)} ∼= Pol(T ∗E).
La restriction du crochet de Poisson de Pol(T ∗E) à SE(E) fait de ce
dernier espace une algèbre de Poisson classique que nous identifions à
la limite classique de l’algèbre de Poisson quantique DE(E).
L’algèbre DE(E) serait distinguante si pour tout P ∈ SE(E) on avait∀u ∈ A(E),∃n ∈ N : {P, {P, ...{P︸ ︷︷ ︸
n fois
, u}}} = 0
⇒ (P ∈ S0E(E) = A(E)) .
Ce n’est pas le cas. En effet, considérons P ∈ SE(E) \ S0E(E) dont le
champ hamiltonien s’écrit localement dans une carte de T ∗(E) de co-
ordonnées locales (xi, yj, ξi, ηj)(1≤i≤m;1≤j≤n) associées aux coordonnées
(xi, yj)(1≤i≤m;1≤j≤n) de la carte correspondante de E
HP = A∂y1
avec ∂y1(A) = 0. On a alors pour tout u ∈ A(E),
HP (u) = A∂y1(u).
Et on tire donc que
(adP )n(u) = (HP )
n(u) = An∂ny1(u).
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Puisque u est de degré fini en y1, il existe bien n ∈ N tel que
(adP )n(u) = 0.
Les méthodes appliquées à D(M) au chapitre précédent pour ca-
ractériser l’algèbre de base A(M) = C∞(M) ne sont plus entièrement
valables pour l’algèbre DE(E).
Dans les lignes qui suivent, nous proposons une adaptation de ces
méthodes pour obtenir des résultats similaires.
Précisons également que nous supposons fixée, pour un fibré vec-
toriel donné E → M, une connexion linéaire, relativement à la quelle,
pour tout champ de vecteursX deM, nous notons parXh le relèvement
horizontal.
Proposition 1.5. Soit pi : E → M un fibré vectoriel. L’algèbre
de Poisson quantique DE(E) est non-singulière, symplectique et quasi-
distinguante.
Démonstration. Montrons d’abord queDE(E) est non-singulière ;
c’est-à-dire que l’égalité
[D1E(E),A(E)] = A(E)
est bien vérifiée. Notons que l’inclusion
[D1E(E),A(E)] ⊂ A(E)
est immédiate. Pour l’autre sens de l’inclusion, si u ∈ Ar(E) avec r 6= 0
on a l’égalité
u = (r−1E) · u.
Et pour r = 0, on peut écrire
u =
∑
i
Xhi · (pi∗vi),
avec u = pi∗v , v ∈ C∞(M), en utilisant la décomposition
v =
∑
i
Xi · vi,
où Xi ∈ V ect(M) et vi ∈ C∞(M); Xhi étant le relèvement horizontal de
Xi par rapport à une connexion sur E. Cette dernière décomposition
découlant du fait que D(M) est non-singulière.
Montrons ensuite queDE(E) est quasi-distinguante. Soit P ∈ SE(E)
tel que le champ hamiltonien associé soit localement décrit par
HP = Ai∂xi +Bj∂yj − Ci∂ξi −Dj∂ηj .
Supposons que P commute avec A(E). Il commute alors en particulier
avec A0(E) et on a donc
Ai = ∂ξi(P ) = 0, ∀i ∈ {1, · · · ,m}.
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La relation Ai = 0 combinée avec le choix des uj ∈ A(E) conve-
nables permettent de déduire de l’égalité HP (uj) = 0 que pour tout
j ∈ {1, · · · , p}, on a bien
Bj = ∂ηj(P ) = 0.
En effet, il suffit de considérer des fonctions vj ∈ A(E) tel que locale-
ment, dans une carte adaptée au fibré, on ait vj(x, y) = fj(x)yj, avec
f ∈ C∞(M). On a ainsi obtenu le résultat cherché.
Démontrons maintenant que l’algèbre de Poisson quantique DE(E)
est symplectique. Comme DE(E) est quasi-distinguante, le centre de
SE(E) est donc une partie de A(E). De plus, si u ∈ Z(SE(E)), on a
{σ(T ), u} = 0, pour tout T ∈ D1E(E); on en déduit que u est locale-
ment constant, en passant aux coordonnées locales, et cela est suffisant
puisque la variété E est supposée connexe.

Proposition 1.6. Soit D une algèbre de Poisson quantique de base
A et de limite classique S. Si l’algèbre D est non-singulière et quasi-
distinguante, alors
(1) pour tout i ∈ N, {D ∈ D : [D,A] ⊂ Di} = Di+1 ;
(2) tout ψ ∈ C(D) préserve la filtration de D ;
(3) pour tout ψ ∈ C(D) et tout u ∈ A, ψ(u) = ψ(1)u.
Démonstration. La preuve est similaire à celle proposée dans
[18]. Nous proposons ici les grandes lignes de la démonstration de ma-
nière à montrer que le fait pour l’algèbre de Poisson quantique D d’être
quasi-distinguante est suffisant.
(1) Si D ∈ D \Di+1 et [D,A] ⊂ Di, alors {σ(D),A} = 0. Comme
D est quasi-distinguante, alors σ(D) ∈ A. On en conclut que D ∈ A;
ce qui est absurde puisque A ⊂ Di+1.
(2) Nous procédons par induction. Pour tout D ∈ D, on a
ψ([D,A]) = [ψ(D),A].
En particulier, pour D ∈ A = D0, cette égalité donne [ψ(D),A] = 0
et donc ψ(D) ∈ A, puisque D est quasi-distinguante. Maintenant, si
ψ(Di) ⊂ Di pour i ∈ N, alors pour tout D ∈ Di+1,
[ψ(D),A] = ψ([D,A]) ∈ ψ(Di) ⊂ Di.
En vertu du point (1) de cette Proposition, on en déduit que ψ(D) ∈
Di+1.
(3) Notons d’abord que pour tout D ∈ D1 et tout u ∈ A, on a
[D, u2] = 2u[D, u].
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Appliquant ψ aux deux membres de cette égalité, se servant du point
(2) de cette Proposition et en vertu de la définition de C(D), on obtient
2ψ(u[D, u]) = ψ([D, u2])
= [ψ(D), u2]
= 2u[ψ(D), u]
= 2uψ([D, u]).
En termes de la dérivation induite Dˆ ∈ Der(A), cela se traduit par
(3) ψ(uDˆ(u)) = uψ(Dˆ(u)).
En particulier, pour tous u, v, w ∈ A, on obtient
ψ((u+ w)vDˆ(u+ w)) = (u+ w)ψ(vDˆ(u+ w)).
Cette égalité se réduit en
ψ(uvDˆ(w)) + ψ(wvDˆ(u)) = uψ(vDˆ(w)) + wψ(vDˆ(u)).
Et pour v = Dˆ(w), il vient
ψ(u(Dˆ(w))2) + ψ(wDˆ(w)Dˆ(u)) = uψ((Dˆ(w))2) + wψ(Dˆ(w)Dˆ(u)).
Comme ψ(wDˆ(w)Dˆ(u)) = wψ(Dˆ(w)Dˆ(u)) en vertu de (3) avec D rem-
placé par Dˆ(w)D, nous obtenons finalement
ψ(u(Dˆ(w))2) = uψ((Dˆ(w))2)
pour tous u,w ∈ A. Cela montre que [D1,A] est une partie du radical
Rad(J ) de l’idéal
J = {u ∈ A : ψ(vu) = vψ(u), ∀v ∈ A} ⊂ A.
Puisque D est non-singulière, on a [D1,A] = A et donc
Rad(J ) = A.
On en déduit l’égalité
J = A,
puisqu’alors une puissance de l’unité de la R−algèbre A est un élément
de J . Le résultat s’ensuit immédiatement. 
Proposition 1.7. Soient D1 et D2 deux algèbres de Poisson quan-
tiques non-singulières, symplectiques et quasi-distinguantes. Tout iso-
morphisme d’algèbres de Lie Φ : D1 → D2 respecte la filtration et sa
restriction Φ|A1 : A1 → A2 est de la forme
Φ|A1 = kΨ,
où k ∈ A2 est un élément inversible, central dans D2, et Ψ : A1 → A2
un isomorphisme de R-algèbres.
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Démonstration. Signalons que la preuve s’inspire des méthodes
développées par Grabowski et Poncin dans [18] et dont l’essentiel est
donné dans le second chapitre avec le Théorème 2.6. Pour tout D ∈ D2
et tous u ∈ A1, w ∈ A2, on a
(Φ ◦ γu ◦ Φ−1)([D,w]) = Φ[uΦ−1(D),Φ−1(w)]
= [Φ ◦ γu ◦ Φ−1(D), w]
Comme Φ ◦ γu ◦ Φ−1 ∈ C(D2), en appliquant les points (2) et (3) de la
Proposition 1.6, on a que
(4) Φ(uΦ−1(w)) = Φ(uΦ−1(1))w ∈ A2
et par suite, Φ(uΦ−1(1)) ∈ A2. Puisque Φ−1(1) est central dansD1, avec
D1 symplectique, c’est donc une constante non nulle et par conséquent
Φ(A1) ⊂ A2.
Le même raisonnement avec Φ−1 donne Φ(A1) = A2.
Supposons maintenant, par hypothèse de récurrence, que Φ(Di1) ⊂
Di2 pour un i ∈ N. Pour tout D ∈ Di+11 , on écrit
[Φ(D),A2] = Φ([D,A1]) ⊂ Di2.
En vertu du point (1) de la Proposition 1.6, on obtient Φ(D) ∈ Di+12
et par suite Φ est filtré.
Enfin, en posant v = Φ−1(w) ∈ A1 et λ = Φ−1(1), l’égalité (4)
appliquée deux fois donne
Φ(uv) = Φ(uλ)Φ(v)
= Φ(λu)Φ(v)
= Φ(λ2)Φ(u)Φ(v).
En particulier, pour u = 1 et v = λ, la relation précédente montre que
l’élément Φ(λ2), central dans D2, est également inversible dans A2.
En posant κ = Φ(λ2)−1, l’application
u ∈ A1 7→ κ−1Φ(u) ∈ A2,
définit donc un isomorphisme d’algèbres associatives et la proposition
est ainsi entièrement démontrée. 
Remarque 1.8. La proposition reste vraie pour un isomorphisme
entre les sous-algèbres de Lie D11 et D12. La preuve est exactement la
même.
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On peut maintenant énoncer le résultat suivant.
Théorème 1.9. Soient pi : E −→ M et η : F −→ N deux fibrés
vectoriels. Tout isomorphisme Φ : DE(E) −→ DE(F ) d’algèbres de Lie
respecte la filtration et sa restriction Φ
∣∣A(E) à A(E) est de la forme
Φ
∣∣A(E) = kΨ,
où k ∈ IR est non nul et Ψ : A(E) −→ A(F ) est un isomorphisme
d’algèbres associatives.
Ce résultat reste vrai pour les sous-algèbres de Lie D1E(E) et D1E(F ).
On peut respectivement remplacer DE(E) et DE(F ) par SE(E) et
SE(F ), les algèbres des symboles des opérateurs différentiels dansDE(E)
et DE(F ), pour obtenir des résultats analogues.
2. Quelques caractérisations des fibrés vectoriels.
Pour E → M et F → N deux fibrés vectoriels, nous établissons
dans les lignes qui suivent que tout isomorphisme entre les algèbres
associatives A(E) et A(F ) induit un isomorphisme de fibrés vectoriels.
2.1. Un résultat de type Gel’fand-Kolmogoroff.
Lemme 2.1. Soient pi : E →M et η : F → N deux fibrés vectoriels.
Si Ψ : A(E)→ A(F ) est un isomorphisme d’algèbres associatives alors
Ψ(A0(E)) = A0(F )
Démonstration. Pour tout élément u ∈ A0(E) n’ayant pas de
zéro, la fonction u−1 : e 7→ 1
u(e)
est également un élément de A0(E).
Puisque Ψ est un homomorphisme,
A0(F ) 3 1F = Ψ(1E) = Ψ(u.u−1) = Ψ(u).Ψ(u−1)
Cela implique que Ψ(u) et Ψ(u−1) sont deux fonctions sans zéro, poly-
nomiales de degré zéro en les fibres puisque leur produit est polynômial
de degré zéro en les fibres.
En outre, pour tout élément u ∈ A0(E), la fonction u2 + 1E : e 7→
u(e)2 + 1 est sans zéro et appartient à A0(E). Il en résulte que
A0(F ) 3 Ψ(u2 + 1E) = Ψ(u).Ψ(u) + 1F ,
ce qui montre que Ψ(u) est polynômial en les fibres et de degré zéro.
Nous venons de prouver l’inclusion Ψ(A0(E)) ⊂ A0(F ). La conclusion
en découle en appliquant le même raisonnement à l’homomorphisme
inverse Ψ−1. 
Lemme 2.2. Tout difféomorphisme ϕ : Rn → Rn tel que
Pol(Rn) = {P ◦ ϕ : P ∈ Pol(Rn)}
est polynomial et sa « partie linéaire » coïncide avec l’automorphisme
ϕ∗0 du R−espace vectoriel de Rn.
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Démonstration. Observons d’abord que ϕ est forcément polynô-
mial ; en ce sens qu’on peut écrire
ϕ(y1, . . . , yn) = (ϕ1(y1, . . . , yn), ϕ2(y1, . . . , yn), · · · , ϕn(y1, . . . , yn))
avec, pour tout j ∈ {1, . . . , n},
ϕj(y1, . . . , yn) = λ
j
0 + λ
j
1y1 + · · ·+ λjnyn + ϕj≥2(y1, . . . , yn)
où l’expression ϕj≥2(y1, . . . , yn) est polynomiale en y1, . . . , yn de degré
supérieur ou égal à 2. En effet, cela vient du fait que pour tout j ∈
{1, . . . , n}, l’application
(y1, . . . , yn) ∈ Rn 7→ yj ∈ R
est un élément de Pol(Rn). On a que pour tout y = (y1, . . . , yn) ∈ Rn,
ϕ∗y =
 λ11 + ∂1ϕ1≥2(y) · · · λ1n + ∂nϕ1≥2(y)... ...
λn1 + ∂1ϕ
n
≥2(y) · · · λnn + ∂nϕn≥2(y)

est un automorphisme linéaire de Rn. En particulier, pour y = 0, on a
que la matrice
Aϕ =
 λ11 · · · λ1n... ...
λn1 · · · λnn

est régulière. Ce qui achève la démonstration du lemme. 
Théorème 2.3. Soient E →M et F → N deux fibrés vectoriels de
rangs respectifs n et n′. Les R−algèbres A(E) et A(F ), des fonctions
polynomiales en les fibres, sont isomorphes si et seulement si les fibrés
vectoriels E et F sont isomorphes.
Démonstration. Soit Ψ : A(F ) → A(E) un isomorphisme de
R−algèbres. Alors, d’après la Proposition 4.3 et la Proposition 4.5
du premier chapitre, Ψ s’étend en un isomorphisme de R−algèbres
Ψ : C∞(F )→ C∞(E). Par suite, d’après Milnor, il existe un difféomor-
phisme ϕ : E → F tel que,
Ψ(h) = h ◦ ϕ, ∀h ∈ C∞(F ).
En particulier, puisque Ψ prolonge Ψ, on peut écrire
A(E) = {u ◦ ϕ : u ∈ A(F )} (∗)
En vertu du Lemme 2.1, on a
Ψ ◦ pi∗F (C∞(N)) = pi∗E(C∞(M)).
On en déduit l’existence d’un difféomorphisme φ : M → N avec
Ψ ◦ pi∗F (g) = pi∗E(g ◦ φ), ∀g ∈ C∞(N)
Par suite, comme pi∗F (g) ◦ ϕ = Ψ(pi∗F (g)), on a, pour tout e ∈ E,
g(piF (ϕ(e))) = g(φ(piE(e)).
2. QUELQUES CARACTÉRISATIONS DES FIBRÉS VECTORIELS. 33
Cela se traduit en
piF ◦ ϕ = φ ◦ piE (∗∗)
On vient ainsi de démontrer que (φ, ϕ) est un isomorphisme de E →M
sur F → N, vues comme fibrations différentielles, les difféomorphismes
de trivialisation locale étant les mêmes que ceux qui en font des fibrés
vectoriels. On va donc supposer que les variétés M et N coïncident et
considérer ϕ comme un M−isomorphisme de fibrations entre E → M
et F →M.
Considérons maintenant un recouvrement ouvert (Uα) de M par des
domaines de trivialisation de E et F à la fois, en conservant les mêmes
notations qu’au chapitre 1, où σα et ρα sont les difféomorphismes de
trivialisation locale relatifs à E et F respectivement. On a alors, pour
tout couple d’indices (α, β), la relation
ϑβα ◦ ϕβα = ϕαβ ◦ θβα (∗ ∗ ∗)
où ϑβα et θαβ sont des difféomorphismes de transition associés respec-
tivement à E et F, et,
ϕβα : Uαβ × Rn → Uαβ × Rn : (x, y) 7→ (x, δβα(x,y))
la restriction de ϕα = ρ−1α ◦ (ϕ|pi−1E (Uα)) ◦ σα.
Observons en outre que
ϕxα : Rn → Rn : y 7→ δα(x, y)
est un difféomorphisme, polynomial en y, tel que
P ∈ Pol(Rn) 7→ P ◦ ϕxα ∈ Pol(Rn)
soit un isomorphisme de R−algèbres. Écrivons alors ϕxα(y) sous la forme
(λ0α,1(x)+
n∑
i=1
λiα,1(x)y
i+ϕ≥2α,1(x, y), · · · , λ0α,n(x)+
n∑
i=1
λiα,n(x)y
i+ϕ≥2α,n(x, y))
où pour tout i ∈ [1, n] ∩ N, ϕ≥2α,i(x, y) est un polynôme en y et dont
chacun de termes est de degré supérieur ou égale à 2.
En vertu du Lemme 2.2 précédent, on observe que (λiα,j(x)) est alors une
matrice régulière. Ainsi, pour tout indice α, on a un difféomorphisme
ψα : Uα × Rn → Uα × Rn : (x, y) 7→ (x, (λiα,j(x))(y))
tel que
ψxα : y 7→ (
n∑
i=1
λiα,1(x)y
i,
n∑
i=1
λiα,2(x)y
i, · · · ,
n∑
i=1
λiα,n(x)y
i)
soit un automorphisme de R−espace de Rn. On tire de la relation (∗∗∗)
que
ϑβα ◦ ψβα = ψαβ ◦ θβα,
en posant pour tout couple d’indices (α, β),
ψβα = ψα|Uβα×Rn .
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On déduit de ce qui précède qu’il existe un M−isomorphisme de fibré
vectoriel et un seul ψ : E → F tel que pour tout indice α
ψα = ρ
−1
α ◦ ψ ◦ σα.

Remarque 2.4. Observons que l’isomorphisme de fibrés vectoriels
ψ, construit dans la démonstration du Théorème 2.3 précédent, induit,
par la relation h ∈ C∞(F ) 7→ h ◦ ψ ∈ C∞(E), un isomorphisme de
R−algèbres dont la restriction aux fonctions polynomiales est un iso-
morphismes de R−algèbres entre A(F ) et A(E) respectant la gradua-
tion.
2.2. Une caractérisation Lie-algébrique de fibrés vectoriels.
Nous pouvons maintenant énoncer un résultat de type Pursell-Shanks
pour les fibrés vectoriels avec l’algèbre de Lie des opérateurs homogènes.
Ce résultat est une conséquence immédiate du Théorème 1.9 et du
Théorème 2.3 de la section précédente.
Théorème 2.5. Soient deux fibrés vectoriels pi : E → M et η :
F → N. Les algèbres de Lie DE(E) et DE(F ) (resp. D1E(E) et D1E(F ))
sont isomorphes si, et seulement si, les fibrés vectoriels E et F le sont.
De manière analogue, on a le résultat suivant.
Théorème 2.6. Deux fibrés vectoriels pi : E → M et η : F → N
sont isomorphes si et seulement si les algèbres de Lie SE(E) et SE(F )
(resp. S1E(E) et S1E(F )) sont isomorphes.
3. La sous-algèbre de Lie D+(E)
A la section 1.3, nous avons défini la sous-algèbre de Lie D+(E)
de DE(E) comme étant celle engendrée par les opérateurs homogènes
de valeurs propres positives ; nous dirons plus simplement, de poids
positif dans la suite. L’algèbre de Lie D+(E) est bien une algèbre de
Poisson quantique, avec comme base la R−algèbre A(E) des fonctions
polynomiales en les fibres.
Nous noterons par S+(E) la limite classique de l’algèbre de Poisson
quantique D+(E).
Nous avons, exactement comme pour l’algèbre de Poisson quantique
DE(E) et sa limite classique SE(E), le résultat suivant.
Proposition 3.1. Soient E → M et F → N deux fibrés vec-
toriels. Les algèbres de Lie D+(E) et D+(F ) sont isomorphes si, et
seulement si, les fibrés vectoriels E et F le sont. Ce résultat reste vrai
si ces algèbres de Poisson quantiques sont remplacées par leurs limites
classiques respectives ou par leurs sous-algèbres de Lie des opérateurs
différentiels du premier ordre.
CHAPITRE 4
UNE AUTRE CONSTRUCTION DE L’ALGÈBRE
DES OPÉRATEURS DIFFÉRENTIELS
HOMOGÈNES
1. Introduction
Soit pi : E → M un fibré vectoriel. Au chapitre précédent, nous
avons défini l’algèbre des opérateurs différentiels homogènes par
DE(E) =
⋃
k≥0
DE(E)
où DkE(E) est le R−espace vectoriel engendré par
{T ∈ Dk(E)|∃λ ∈ Z : LET = λT}.
L’algèbre associative commutative A(E) des fonctions polynomiales en
les fibres coïncide avec D0E(E) et on a
A(E) =
⊕
λ∈N
Aλ(E).
Considérons maintenant DG(E) l’algèbre Lie obtenue par la construc-
tion de Grothendieck sur l’algèbre associative commutative A(E) de la
manière suivante. On pose
DG(E) =
⋃
k≥0
DkG(E),
avec D0G(E) = A(E) et, pour tout k ∈ N,
Dk+1G (E) = {T ∈ End(A(E)) : ∀f ∈ A(E), [T, f ] ∈ DkG(E)}.
Notre but est d’établir l’égalité DE(E) = DG(E), à isomorphisme
près. Cette égalité, nous permettra de déterminer les dérivations de
la R−algèbre associative A(E). C’est aussi une occasion d’introduire
d’autres sous-algèbres de Lie de DE(E).
2. L’espace topologique A(E)
Le texte qui suit est une adaptation des résultats tirés de [7]. L’ob-
jectif est de munir la R−algèbre A(E) de la topologie induite de celle
qui fait de C∞(E) un espace de Fréchet.
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Tout ouvert V ⊂ Rp admet une suite fondamentale de compacts,
c’est-à-dire, une suite croissante (Km) des parties compactes de V telle
que ∪mKm = V et Km ⊂ int(Km+1) ; où pour une partie quelconque
X de Rp, int(X) désigne l’intérieur de X.
Soit pi : E → M un fibré vectoriel et considérons l’algèbre associa-
tive C∞(E) de toutes les fonctions de classe C∞ de E. Soit un atlas
au plus dénombrable (Uα, ϕα) de M tel que E soit trivialisable au-
dessus de chaque Uα. Considérons maintenant pour chaque α, la carte
(Vα = pi
−1(Uα), ψα) de E adaptée au fibré.
Soit (Km,α) une suite fondamentale de parties compactes de ψα(Vα).
Pour tout (s,m) ∈ N× N0 et f ∈ C∞(E), posons
ps,m,α(f) = sup
x∈Km,α,|λ|≤s
|∂λ(f ◦ ψ−1α )(x)|,
avec λ un multi-indice. Les ps,m,α ainsi définis sont des semi-normes sur
C∞(E). Elles munissent l’espace C∞(E) d’une structure d’espace topo-
logique séparé, localement convexe et complet, c’est-à-dire, d’une struc-
ture d’espace de Fréchet. Cette topologie est indépendante du choix de
la suite fondamentale considérée.
Puisque la topologie considérée sur C∞(E) est définie par une fa-
mille dénombrable de semi-normes, l’espace topologique C∞(E) est mé-
trisable ([8] p.63).
Dans les lignes qui suivent, l’espace A(E) est muni de la topologie
induite par celle de C∞(E). Ainsi, une fonction Φ : A(E) → A(E)
est continue si, pour toute suite (Pn) de A(E), sa convergence vers P
implique celle de la suite (Φ(Pn)) vers Φ(P ).
De manière générale, si un espace vectoriel topologiqueW est somme
directe des espaces vectoriels W1 et W2, cela ne permet pas de dire que
W est également leur somme topologique.
Soit pi : E →M un fibré vectoriel.
Proposition 2.1. Pour tout r ∈ N, l’application linéaire
prr : A(E)→ Ar(E) : u = u0 + u1 + ...+ us 7→ ur
est continue.
Démonstration. Soit (Pn) une suite qui converge vers zéro dans
A(E). Soit (V, ψ) une carte adaptée au fibré vectoriel E. Considérons
une suite fondamentale (Km) de compacts dans ψ(V ) telle que 0 ∈ Km,
pour tout entier m. Localement, on peut écrire
Pn =
dn∑
i=0
P in,
avec (P in ◦ψ−1)(x, ξ) =
∑
|α|=iA
α
n(x)ξ
α et dn ∈ N. Nous allons montrer
que la suite (P rn) converge également vers zéro, pour tout r ∈ N.
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Soit ε > 0. Pour tout (m, s) ∈ N× N0 existe N ∈ N tel que
∀n ≥ N, sup
(x,ξ)∈Km,|λ|+|µ|≤s
|∂λ∂µ(Pn ◦ ψ−1)(x, ξ)| < ε (∗)
Cette inégalité étant en particulier vraie pour ξ = 0, on obtient
∀n ≥ N, sup
(x,ξ)∈Km,|λ|+|µ|≤s
|∂λ∂µ(P 0n ◦ ψ−1)(x, ξ)| < ε
Cela signifie que la suite (P 0n) converge vers zéro dans A(E). Observons
que pour tout r ∈ N0, on a
ps,m,λ,µ(P
r
n) = sup
(x,ξ)∈Km,|λ|+|µ|≤s
|∂λ∂µ(P rn ◦ ψ−1)(x, ξ)|
= sup
(x,ξ)∈Km,|λ|+|µ|≤s
|
∑
|α|=r
∂λ(Aαn)(x)∂
µ
ξα|
≤ sup
(x,ξ)∈Km,|λ|+|µ|≤s
∑
|α|=r
|∂λ(Aαn)(x)||Cα,µ|
avec Cµ,α la borne supérieure de la fonction (x, ξ) 7→ ∂µξα dans Km.
Il nous reste donc à montrer que pour un multi-indice quelconque donné
β tel que |β| = r, la suite (Aβn) converge vers zéro. De la relation (∗),
on tire qu’à partir d’un certain rang, on peut écrire
εβ! > sup
(x,ξ)∈Km,|λ|+|µ|≤s+r,
|∂λ∂µ(Pn ◦ ψ−1)(x, ξ)|
= sup
(x,ξ)∈Km,|λ|+|µ|≤s+r
|
∑
|α|≤dn
∂λAαn(x)∂
µ
ξα|
≥ sup
(x,ξ)∈Km,ξ=0,|λ|+|µ|≤s+r,µ=β
|
∑
|α|≤dn
∂λAαn(x)∂
µ
ξα|
= β! sup
(x,ξ)∈Km,|λ|≤s
|∂λAβn(x)|
D’où le résultat. 
3. Identification d’algèbres : DE(E) ∼= DG(E)
Nous commençons d’abord par montrer qu’étant donné un fibré
vectoriel pi : E →M, un opérateur différentiel de D(E) est entièrement
déterminé par ses valeurs sur les fonctions polynomiales en les fibres.
Énonçons le résultat préalable suivant qui peut se justifier comme
dans [32] p.7 ; l’ingrédient principal de la démonstration étant le déve-
loppement de Taylor.
Lemme 3.1. Si u ∈ A(E) est tel que jl
a
u = 0, alors on peut écrire,
au voisinage de a,
u =
N∑
i=1
ui0 · · ·uil (i)
avec uij ∈ A(E) et uij(a) = 0, ∀(i, j) ∈ [1, N ]× [0, l].
3. IDENTIFICATION D’ALGÈBRES : DE(E) ∼= DG(E) 38
La proposition suivante nous permettra de prolonger chaque élé-
ment de DG(E) en un opérateur différentiel de D(E).
Proposition 3.2. Pour tout endomorphisme D : A(E) → A(E)
de R−espace tel que
jla(u) = 0⇒ D(u)(a) = 0, ∀u ∈ A(E),
il existe D̂ ∈ D(E) tel que
D̂(v) = D(v), ∀v ∈ A(E).
Démonstration. Cet énoncé résulte du fait que pour tous f ∈
C∞(E), a ∈ E et tout entier k ∈ N, il existe u ∈ A(E) tel que
jk
a
(f) = jk
a
(u).
Soit alors D ∈ DkG(E). On peut donc poser, pour tout f ∈ C∞(E),
D̂(f)a = D(u)a ,
la fonction polynomiale u ayant même jet d’ordre k que f en a ∈ E. 
Corollaire 3.3. Pour tout D ∈ Dl
G
(E), (l ≥ 0), il existe un
unique opérateur différentiel D̂ ∈ Dl(E,M) tel que
D̂(u) = D(u), ∀u ∈ A(E).
Démonstration. Soit D ∈ Dl
G
(E). Considérons une fonction u ∈
A(E) tel que jl
a
(u) = 0. Montrons qu’on a bien D(u)a = 0. Nous
procédons par récurrence sur l. En effet, cette affirmation étant vraie
pour l = 0, supposons, par hypothèse de récurrence qu’elle l’est pour
k < l. Ainsi, lorsque k = l, avec les notations du Lemme 3.1 précédent,
on a que
D(u) =
N∑
i=1
ui0D(ui1 . . . uil) +
N∑
i=1
[D, ui0 ]︸ ︷︷ ︸
∈Dl−1G (E)
(ui1 . . . uil)
s’annule en a et, le résultat cherché en découle.

À ce stade, nous avons déjà établi que les éléments de DG(E), à
l’instar de ceux de DE(E), peuvent être vus comme des restrictions
des opérateurs différentiels de D(E) sur la R−algèbre A(E). Ainsi,
les éléments de DG(E) se décomposent localement en des expressions
comportant des fonctions polynomiales en les fibres de E. Mais rien ne
nous dit que ces polynômes sont de dégré borné indépendamment des
cartes ; comme cela s’est avéré être le cas avec les éléments de DE(E).
Le lemme qui suit nous permettra d’énoncer un résultat stipulant que
cela est également vrai pour les éléments de DG(E).
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Lemme 3.4. Soit D ∈ Dl
G
(E). Il existe Ns ∈ N tel que
As(E) = FNs(E),
où pour N ∈ N, on a par définition,
FN(E) = {u ∈ As(E) : r ≥ N ⇒ prrD̂(u) = 0)}·
Démonstration. Notons que
As(E) = {u ∈ C∞(E) : LEu = su}
est fermé dans C∞(E); il s’agit donc d’un espace de Baire. Pour N ∈ N,
il en est de même de
As
N
(E) = {u ∈ As(E) : r ≥ N ⇒ prrD̂(u) = 0}.
Ce dernier ensemble est une intersection des fermés du fait de la conti-
nuité des opérateurs différentiels et celle de prr, en vertu de la Proposi-
tion 3.3 précédente.( Relativement à la topologie pour laquelle C∞(E)
est un Fréchet). Observons qu’on a
As(E) =
⋃
N∈IN
As
N
(E)·
Il existe donc Ns ∈ N tel que AsNs (E) soit d’intérieur non vide. Or
tout ouvert d’un espace vectoriel topologique contenant l’origine est
absorbant. Donc on peut écrire
As(E) = As
Ns
(E)·
En effet, soit v ∈ Int(AsNs(E)). Alors il existe un ouvert U de l’origine
tel que
v + U ⊂ Int(AsNs(E)) ⊂ As(E)·
Considérons maintenant un élément quelconque u ∈ As(E). Comme U
est absorbant, il existe κ > 0 tel que κu ∈ U . Par suite,
κu+ v ∈ As(E)
et donc u ∈ As(E). 
Proposition 3.5. L’unique opérateur différentiel D̂ ∈ D(E) asso-
cié à D ∈ Dl
G
(E) s’écrit localement
D̂ =
∑
|α|+|β|≤l
uα,β∂α∂β (∗)
où les uα,β sont polynômiaux en (y1, . . . , yn) d’un degré maximal borné
indépendamment des cartes.
Démonstration. Rappelons au préalable que
∂α∂β(x
γyδ) =
{ γ!
(γ−α)!
δ!
(δ−β)!x
γ−αyδ−β si α ≤ γ et β ≤ δ
0 sinon.
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Pour |α|+ |β| = 0,
u00 = D̂(1) ∈ A0 ⊕ · · · ⊕ AN0(E),
pour un certain N0 ∈ N, en vertu du Lemme 3.4 précédent.
Supposons par hypothèse de récurrence que la proposition est vraie
pour |α|+ |β| < t. Soit U un domaine de trivialisation au-dessus duquel
D̂ est de la forme (∗). Considérons une fonction ρ ∈ A0(E) telle que
ρ = pi∗E(f), f étant un fonction à support compact dans U, nulle en
dehors de U et valant 1 dans un ouvert V de U. Pour |γ|+ |δ| = t, on a
D̂(ρ xγyδ)
V
=
∑
|α|+|β|≤l
α<γ ou β<δ
uα,β
γ!
(γ − α)!
δ!
(δ − β)!x
γ−αyδ−β + γ!δ!uγ,δ
Observons qu’il existe N|δ| tel que
D̂(ρ xγyδ) ∈ A0(E)⊕ · · · ⊕ AN|δ|(E).
Cela vient du Lemme 3.4 précédent, et on a que pour α < γ ou β < δ,
l’hypothèse de récurrence peut être appliquée à uα,β.
On en déduit que uγ,δ est polynomial de degré borné ne dépendant pas
de carte ; ce qui achève la démonstration de la proposition.

De la précédente proposition et de la caractérisation locale de l’al-
gèbre DE(E) au chapitre précédent on déduit le résultat suivant.
Théorème 3.6. Soit E → M un fibré vectoriel. Les algèbres de
Poisson quantiques D
G
(E) et DE(E) définies par
DE(E) =
⋃
k≥0
DkE(E)
et
DG(E) =
⋃
k≥0
DkG(E),
où on a posé
D0G(E) = A(E),Dk+1G (E) = {T ∈ End(A(E)) : [T,A(E)] ⊂ DkG(E)}
et
D0E(E) = A(E),DkE(E) =〉{T ∈ Dk(E,M)|∃r ∈ Z : LE(T ) = rT}〈,
coïncident (à isomorphisme près).
4. Les dérivations de l’algèbre associative A(E)
Soit E → M un fibré vectoriel. Dans les lignes qui suivent, A(E)
désigne encore l’algèbre associative des fonctions polynomiales en les
fibres du fibré E →M. Nous nous servons de l’égalité DE(E) = DG(E)
pour déterminer toutes les dérivations de l’algèbre A(E).
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Proposition 4.1. Une application linéaire D : A(E)→ A(E) est
une dérivation de A(E) si et seulement si D est la restriction à A(E)
d’un élément de D1E(E) ∩ V ect(E).
Autrement dit,
Der(A(E)) = D1E(E) ∩ V ect(E)|A(E).
Démonstration. L’inclusion Der(A(E)) ⊃ D1E(E)∩ V ect(E) est
évidente. Soit maintenant D ∈ Der(A(E)). On a, pour tout u ∈ A(E),
l’égalité suivante
[D, γu] = γD(u)·
En effet, pour tous u, v ∈ A(E), on peut écrire
[D, γu](v) = D(uv)− uD(v)
= D(u)v = γD(u)(v)·
Par suite, D ∈ D1G(E) = D1E(E). Observons que comme R−espace
vectoriel, on a l’égalité
D1E(E) = (D1E(E) ∩ V ect(E))⊕A(E)·
Posons alors D = Dc + w avec Dc ∈ D1E(E) ∩ V ect(E) et w ∈ A(E).
Comme D(1) = Dc(1) = 0, on peut conclure que w = 0. Par suite, on
a l’inclusion
Der(A(E)) ⊂ D1E(E) ∩ V ect(E);
ce qui achève la démonstration. 
Nous proposons dans les lignes qui suivent un résultat qui met en
relation l’algèbre de Lie des automorphismes infinitésimaux Aut(E) du
fibré vectoriel E et celle des dérivations de poids nul de la R−algèbre
A(E).
Proposition 4.2. L’algèbre des dérivations de poids zéro de A(E)
est donnée par
Der0(A(E)) = Aut(E)|A(E)·
Démonstration. L’inclusion
Der0(A(E)) ⊃ Aut(E) ∣∣A(E)
est immédiate. Pour D ∈ Der0(A(E)), en adoptant les notations du
Corollaire 3.3, on obtient un élément D̂ ∈ V ect(E) tel queD = D̂ ∣∣A(E) .
Comme [EE, D̂]
∣∣A(E) = 0, alors on a
[EE, D̂] = 0,
et le résultat est établi. 
On va déduire de la proposition précédente un résultat de type
Pursell-Shanks, en vertu du résultat suivant tiré de [28].
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Proposition 4.3. Soient E →M et F → N deux fibrés vectoriels
de rangs respectifs n, n′ > 1 avec H1(M,Z/2) = 0. Les algèbres de Lie
Aut(E) et Au(F ) sont isomorphes si et seulement si les fibrés vectoriels
le sont.
Voici maintenant le résultat de caractérisation Lie-algébrique des
fibrés vectoriels annoncé.
Corollaire 4.4. Soient E → M et F → N deux fibrés vectoriels
de rangs supérieurs à 1. Si H1(M,Z/2) = 0, alors les fibrés vectoriels
E →M et F → N sont isomorphes si, et seulement si, les algèbres de
Lie des dérivations de poids nul Der0(A(E)) et Der0(A(F )) le sont.
Nous savons aussi qu’étant donnés deux fibrés vectoriels E →M et
F → N, tout isomorphisme Ψ : A(E) → A(F ) d’algèbres associatives
induit un isomorphisme d’algèbres de Lie par
Ψ̂ : Der(A(E))→ Der(A(F )) : D 7→ Ψ ◦D ◦Ψ−1.
De plus, si Ψ est gradué, l’isomorphisme induit respecte les sous-
algèbres de Lie Der0(A(E)) et Der0(A(F )) des dérivations de poids
nul de Der(A(E)) et Der(A(F )) respectivement.
Nous allons proposer dans cette section une autre façon de déter-
miner les dérivations de poids zéro de A(E) et ce faisant, nous allons
montrer qu’un tel isomorphisme Ψ̂ : Der(A(E)) → Der(A(F )) pré-
serve le champ d’Euler.
Théorème 4.5. Soit pi : E −→M un fibré vectoriel de rang n.
(a) L’algèbre de Lie des dérivations homogènes de poids 0 de l’algèbre
associative A(E) est donnée par
Der0(A(E)) ∼= V ect(M)⊕ gl(E∗).
où nous avons posé gl(E∗) = Γ(Hom(E∗, E∗)).
(b) Le centre Z(Der0(A(E))) de cette algèbre de Lie est formé des
multiples réels de la dérivée de Lie dans la direction du champ d’Euler.
Démonstration. Soit D ∈ Der0(A(E)). Comme D respecte la
graduation de A(E), sa restriction à A0(E) = {f ◦ pi : f ∈ C∞(M)} se
ramène à l’action d’un champ de vecteurs X ∈ V ect(M) par
pi∗f 7→ pi∗LXf.
Considérons la restriction de D à A1(E), ce dernier espace étant iden-
tifié à Γ(E∗). En fait à u ∈ Γ(E∗) on associe û ∈ A1(E) défini par
û(a) = ux(a),
pour a ∈ Ex.
Ainsi, l’application linéaire D : Γ(E∗) −→ Γ(E∗) est un opérateur
différentiel, et il est d’ordre un.
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En effet, pour tout u ∈ Γ(E∗), tel que j1xu = 0 dans un ouvert U de
M contenant x, on peut considérer une décomposition
u =
∑
i
fiui, fi ∈ A0(E), ui ∈ Γ(E∗)
où les fi et les ui s’annulent en x. Par suite, l’opérateur différentiel D
agissant sur les sections du fibré E∗ s’écrit localement
D(u) = A(u) +
∑
i
Ai(∂iu)
avec Ai, A ∈ C∞(U, gl(n,R)).
Observons que Γ(E∗) est un A0(E)−module ; on définit alors pour tout
f ∈ A0(E), un opérateur différentiel d’ordre zéro agissant sur les sec-
tions du fibré E∗ par
γf : Γ(E
∗)→ Γ(E∗) : u 7→ fu.
On a alors d’une part,
D(fu) = fD(u) +D(f)u
= fA(u) + f
∑
i
Ai(∂iu) +D(f)u,
pour tous f ∈ A0(E) et u ∈ Γ(E∗) ∼= A1(E).
Et d’autre part,
D(fu) = A(fu) +
∑
i
Ai(∂i(fu))
= A(fu) +
∑
i
Ai(f∂iu) +
∑
i
Ai(u∂if).
Par ailleurs, on a
D(f)u = (X.f)u,
pour un champs de vecteurs X ∈ V ect(M). Et de plus, pour tous
f ∈ A0(E) et A ∈ gl(E∗), on a bien que [A, γf ] = 0, ce dernier crochet
étant celui des commutateurs dans l’algèbre des endomorphismes du
R−espace vectoriel Γ(E∗).
On en tire que Ai = X iid et on peut donc écrire
D(u) = ∇Xu+B(u),
avec X ∈ V ect(M) et B ∈ gl(E∗). On a supposé donnée, dans ce qui
précède, une connexion sur le fibré vectoriel E →M, et c’est encore le
cas dans les lignes qui suivent.
Observons que la dérivation LE ∈ Der0(A(E)) est nulle sur A0(E) et
qu’elle coïncide avec l’identité sur Γ(E∗); ce qui correspond donc au
cas X = 0, A = id.
CommeA0(E) etA1(E) engendrent toute la R−algèbreA(E), la partie
(a) du théorème est ainsi établie.
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Soient DX,A ∈ Z(Der0(A(E))), DY,B ∈ Der0(A(E)) et u ∈ Γ(E∗).
On doit donc avoir
0 = [DX,A, DY,B](u)
= DX,A(DY,B(u))−DY,B(DX,A(u))
= ∇X(∇Y u+B(u))+A(∇Y u+B(u))−∇Y (∇Xu+A(u))−B(∇Xu+A(u))
= (R(X, Y ) +∇[X,Y ])u+ (∇XB)(u)− (∇YA)(u) + [A,B](u)
Cette relation étant vraie pour tous Y,B; en posant Y = 0, on obtient
[A,B] = 0 et ∇XB = 0,
quel que soit B. La première égalité donne A = κ id. La deuxième
donne, en posant B = f id, f ∈ A0(E), X.f id = 0 et donc X = 0.
(Puisque M est supposée connexe.)

Corollaire 4.6. Soient E →M et F → N deux fibrés vectoriels.
Tout isomorphisme d’algèbres associatives Φ : A(E)→ A(F ) induit un
isomorphisme d’algèbres de Lie Ψ̂ : Der(A(E))→ Der(A(F )) tel que
Ψ̂(EE) = EF et Ψ̂(Derr(A(E))) = Derr(A(F ))
avec Derr(A(E)) (resp.Derr(A(F ))) désignant le R−espace vectoriel
des dérivations de A(E) (resp. A(F )) de poids r.
Démonstration. Comme Ψ induit un isomorphisme gradué entre
A(E) et A(F ), voir la Remarque 2.4 du chapitre précédent, nous allons
noter les deux par Ψ. Ainsi, par définition, pour tout D ∈ Der(A(E)),
on a Ψ̂(D) = Ψ ◦ D ◦ Ψ−1; et donc, Ψ respectant les graduations, il
vient, pour tout D ∈ Derr(A(E)) et tout u ∈ As(F ),
(Ψ̂(D))(u) = Ψ(D(Ψ−1(u))) ∈ Ar+s(F ),
car Ψ−1(u) ∈ As(E). D’où l’inclusion
Ψ̂(Derr(A(E))) ⊂ Derr(A(F )).
En outre, de
Ψ̂(Z(Der0(A(E)))) = Z(Der0(A(F ))),
vu le théorème 4.5 précédent, on conclut qu’il existe κ ∈ R \ {0} tel
que
Ψ̂(EE) = κEF .
Par suite, pour tout u ∈ A1(F ), on a d’une part
(Ψ̂(EE))(u) = Ψ ◦ EE ◦Ψ−1(u)
= Ψ(Ψ−1(u)) car Ψ−1(u) ∈ A1(E)
Et de l’autre,
(Ψ̂(EE))(u) = (κEF )(u)
= κu
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Par suite, κ = 1; et on a bien que Ψ̂ préserve le champs d’Euler. 
5. Algèbre de Lie des opérateurs homogènes de poids zéro
Soit pi : E →M un fibré vectoriel. Soit maintenant
D0(E) = {D ∈ DE(E) : [E , D] = 0}
la sous-algèbre de Lie de DE(E) des opérateurs différentiels homogènes
de poids zéro.
On a alors que D0(E) est une sous-algèbre de Poisson quantique de
DE(E). En effet, posons
Di0(E) = D0(E) ∩ DiE(E) ∀i ∈ Z.
On a alors
D0(E) =
⋃
i∈Z
Di0(E)
On a aussitôt les inclusions suivantes
Di0(E) ⊂ Di+10 , Di0(E) · Dj0(E) ⊂ Di+j0 (E)
et
[Di0(E),Dj0(E)] ⊂ Di+j−10 (E),
si bien que D0(E) est une sous-algèbre de Poisson quantique de DE(E)
dont la base est l’algèbre associative commutative A0(E).
Il se pose alors la question de savoir si cette algèbre de Lie caracté-
rise le fibré E →M ou à défaut, la variété différentielle M.
Observons déjà que si T ∈ Dk0(E), alors localement, dans une carte
adaptée au fibré (pi−1(U), ψ) avec (U,ϕ) une carte de M telle que E →
M soit trivialisable au-dessus de U et ψ = (ϕ×id)◦φ−1 où φ : U×Rn →
pi−1(U) est une trivialisation du fibré, on peut alors écrire
T =
∑
|α|+|β|=k
uαβ∂
α∂
β
avec uαβ ∈ A|β|(EU); en vertu de la caractérisation locale de DE(E)
donnée à la section 1.3 du Chapitre 3.
On peut énoncer le résultat suivant, où nous regroupons les pre-
mières propriétés de l’algèbre de Poissons quantique D0(E).
Proposition 5.1. Soit D0(E) l’algèbre de Poisson quantique des
opérateurs homogènes de poids zéro d’un fibré vectoriel E →M . Alors
D0(E) est non-singulière, n’est ni quasi-distinguante ni symplectique.
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Démonstration. D’après la proposition 1.5 du chapitre 3, on
peut écrire pour tout u ∈ A0(E),
u =
p∑
i=0
Xhi · (pi∗(fi)),
avec p ∈ N, fi ∈ C∞(M), Xi ∈ V ect(M) et Xhi le relèvement horizontal
du champ de vecteur Xi relativement à une connexion linéaire du fibré
vectoriel E →M.
Observons que de la relation
[E , Xh] = 0, ∀X ∈ V ect(M)
on déduit que l’algèbre de Poisson quantique D0(E) est non-singulière.
L’algèbre D0(E) n’est ni symplectique ni quasi-distinguante car
[E , T ] = 0, ∀T ∈ D0(E).
En effet, d’une part, cette égalité signifie que le champ d’Euler E ap-
partient au centre de l’algèbre de Lie D0(E) et de l’autre, on déduit de
la relation [E ,A0(E)] = 0 l’égalité
{σ(E),A0(E)} = 0
qui traduit que D0(E) n’est pas quasi-distinguante. 
Ainsi, les méthodes développées jusqu’à présent ne nous permettent
pas de conclure à une quelconque caractérisation Lie-algébrique, que ce
soit en termes, ni de fibré vectoriel, ni de variété différentielle.
On a le résultat suivant.
Lemme 5.2. Soit E →M un fibré vectoriel. Dans une carte adaptée
au fibré, les puissances du champs d’Euler E sont données par
E1 := ∆1; E2 = E + ∆2, avec ∆2 :=
∑
i,j
yiyj∂i∂j
Ek = ∆1+a2∆2+· · ·+ak−1∆k−1+∆k, avec ∆k =
∑
i1,··· ,ik
yi1 · · · yik∂i1 · · · ∂ik ,
où a1, · · · ak1 ∈ R et on a la relation
E ◦∆k = k∆k + ∆k+1.
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Démonstration. La dernière égalité s’obtient directement par
E ◦∆k =
 n∑
ik+1=1
yik+1∂ik+1
 ◦( ∑
i1,··· ,ik
yi1 · · · yik∂i1 · · · ∂ik
)
=
k∑
j=1
( ∑
i1,··· ,ik
yi1 · · · E(yij) · · · yik
)
∂i1 · · · ∂ik
+
∑
i1,··· ,ik+1
yi1 · · · yik+1∂i1 · · · ∂ik+1
= k∆k + ∆k+1.
La suite de la preuve se fait par récurrence. Supposons que la puissance
Ek est donnée par la formule de l’énoncé. Alors on a
Ek+1 = E ◦ Ek = E ◦∆1 + a2E ◦∆2 + · · ·+ ak−1E ◦∆k−1 + E ◦∆k
= E + ∆2 + ai
k−1∑
i=2
(i∆i + ∆i+1) + k∆k + ∆k+1
= E + (1 + 2a2)∆2 +
k−1∑
j=3
(aj−1 + jaj)∆j + (k + ak−1)∆k + ∆k+1

Le précédent lemme donne lieu à la remarque suivante.
Remarque 5.3. En premier lieu, on peut écrire
∆k =
∑
α1+···+αn=k
k!
α1! · · ·αn!y
α1
1 · · · yαnn ∂
α1
1 · · · ∂
αn
n
Mais aussi,
∆k = p(E),
où p ∈ R[X] est de degré k.
En effet, si ∆k = p(E), alors
∆k+1 = E ◦∆k − k∆k = E ◦ p(E)− k p(E).
On peut maintenant énoncer le résultat suivant ; dans lequel R[E ]
désigne l’ensemble des opérateurs différentiels homogènes qui, dans
toute carte adaptée au fibré, sont polynômiaux en E , avec des coef-
ficients réels et de degré borné, indépendamment de la trivialisation.
Proposition 5.4. Soit E → M un fibré vectoriel. Alors le centre
de l’algèbre de Lie D0(E) est donné par
Z(D0(E)) = R[E ].
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Démonstration. La peuve se fait en deux étapes. D’abord, nous
montrons que les seuls éléments du centre Z(D0(E)) ayant une expres-
sion locale de la forme∑
|α|≤k
uα∂
α, uα ∈ A0(EU)
sont dans A0(E); et par conséquent sont constants. En suite et en-
fin, nous nous intéressons aux éléments centraux ayant une expression
locale de la forme∑
|α|+|β|≤k
uαβ∂
α∂
β
, uαβ ∈ A|β|(EU) |β| 6= 0.
Nous établissons alors qu’un tel élément central T est tel que son sym-
bole est un multiple réel de celui d’une puissance du champ d’Euler, et
comme nous allons le voir, cela est suffisant pour achèver la démons-
tration de notre proposition.
Passons à la première étape. Soit T ∈ Z(D0(E)). Alors on a
{σ(T ), u} = 0,
pour tout u ∈ A0(E). Par suite, si P = σ(T ), en passant en coordonnées
locales, on a
∂ξiP = 0,∀i ∈ {1, · · · ,m}
avec (x, y, ξ, η) les coordonnées locales dans T ∗E associées à des coor-
données locales (x, y) dans une carte adaptée au fibré E. De plus, pour
tout D ∈ D10(E) avec σ(D) = Q, on a {P,Q} = 0. Localement, cela se
traduit par
−
m∑
i=1
(∂xiP · ∂ξiQ) +
n∑
j=1
(∂ηjP · ∂yjQ− ∂yjP · ∂ηjQ) = 0 (1)
Par suite, de la relation (1) ci-dessus, on tire
∂xiP = 0, ∀i ∈ {1, · · · ,m},
car il est possible de choisir Q de sorte que ∂ξiQ 6= 0 et ∂ξkQ = 0, pour
tout indice k distinct de i et, ∂yjQ = ∂ηjQ = 0, pour tout indice j.
Supposons, dans un premier temps, qu’il existe un indice k0 tel que
∂ηk0P = 0. Considérons alorsQ tel que localement on aitQ = f(x)y
k0ηk0
avec f ∈ C∞(M). La relation (1) donne dans ce cas
∂yk0P = 0.
Par ailleurs, pour Q = f(x)yk0ηj0 , j0 6= k0, on peut écrire ∂ykQ = 0, si
k 6= k0 ; et on a donc localement
{P,Q} = −
∑
k
∂ykP · ∂ηkQ.
Mais pour k 6= j0, on a bien ∂ηkQ = 0; on en déduit alors que
∂yj0P = 0, ∀j0 6= k0.
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Cela n’est possible que si P ∈ A0(E). Et dans ce cas, P ∈ A0(E) est
central dans D0(E) si c’est une constante car P doit alors commuter
avec tous les Xh, pour X ∈ V ect(M).
Pour la dernière étape, nous supposons donc dans la suite, que pour
tout j, ∂ηjP 6= 0. Nous allons montrer que
σ(T ) = a σ(Ek),
pour tout T ∈ Dk0(E) \ Dk−10 (E) appartenant à Z(D0(E)) avec a ∈ R.
Observons que cela est suffisant pour achever la démonstration de notre
proposition. En effet, si on décompose localement T en T = Tk−1 + Tk,
le dernier terme de cette somme étant la partie d’ordre exactement k
dans T, le fait que T soit dans le centre entraîne
[Tk−1, D] = 0,∀D ∈ Z(D0(EU)),
au-dessus de U ⊂ M, l’ouvert donnant lieu à la trivialisation du fibré
dans laquelle nous travaillons. Nous avons ainsi utilisé une sorte de
« récurrence descendante » sur l’ordre de l’opérateur différentiel.
Posons, au dessus de U,
P = σ(T ) =
∑
|α|=|β|=k
aαβy
αηβ,
avec aαβ ∈ R. La relation
{P, f(x)yrηr} = 0,∀r ∈ {1, · · · , n}, f ∈ C∞(U)
donne ∑
βraαβy
αηβ =
∑
αraαβy
αηβ.
On en déduit que α = β. Nous notons dans la suite, P =
∑
|α|=k aαy
αηα.
Pour tous indices distincts r, s ∈ {1, · · · , n}, on a
{P, f(x)yrηs} = 0 ⇔ ∂ηrP · ∂yr(yrηs) = ∂ysP · ∂ηs(yrηs)
Ce qui équivaut à∑
|α|=k
αraαy
αηα11 · · · ηαr−1r · · · ηαs+1s · · · ηαnn
=
∑
|β|=k
βsaβy
β1
1 · · · yβr+1r · · · yβs−1s · · · yβnn ηβ
On en déduit que pour chaque α de longueur k, il existe β de même
longueur tel que  αj = βj,∀j /∈ {r, s}αr = βr + 1αs = βs − 1
Par suite, on peut écrire
aα1···αn =
αs + 1
αr
aα1···(αr−1)···(αs+1)···αn ,
en considérant un indice r tel que αr 6= 0.
5. ALGÈBRE DE LIE DES OPÉRATEURS HOMOGÈNES DE POIDS ZÉRO 50
On en déduit donc que
aα =
(αs + 1) · · · (αs + αr)
αr(αr − 1) · · · 1 aα1···0···(αs+αr)···αn
=
(αs + αr)!
αr!(αs)!
aα1···0···(αs+αr)···αn
=
(α1 + · · ·αn)!
α1! · · · (αn)! a0···0···(α1+···+αn)···0
On écrit alors
P = a0···s···0
∑
|α|=k
k!
α1! · · ·αn!y
αηα = a0···s···0∆k
En effet, cela vient du fait que pour un multi-indice quelconque λ tel
que |λ| = k, s’il existe r tel que 0 ≤ λr < αr, alors on a
aα =
(αs + 1) · · · (αs + (αr − λr))
αr(αr − 1) · · · (λr + 1) aα1···λr···(αs+(αr−λr))···αn

Définition 2. Soit L une algèbre de Lie. Le Casimir d’une partie
V de L est défini et noté par
Cas(V ) = {a ∈ V |[a, V ] = 0.}
Dans les lignes qui suivent, A0(E)≤1[E ] désigne l’ensemble des opé-
rateurs différentiels homogènes qui s’écrivent localement comme poly-
nômes de degré inférieur ou égale à 1 en E , à coefficients dans A0(E).
Proposition 5.5. Soit E → M un fibré vectoriel. Alors les inclu-
sions suivantes sont vérifiées
A0(E) ⊂ Nil(D10(E)) ⊂ {T ∈ D10(E)|[T,A0(E)] = 0}
Et on a l’égalité suivante
Cas(Nil(D10(E))) = A0(E)≤1[E ].
Démonstration. La première inclusion étant immédiate, véri-
fions la seconde. Soit T ∈ Nil(D10(E)) tel que, dans une carte adaptée
au fibré, on puisse noter
T = h+
∑
i
fi∂i +
∑
j
vj∂j,
avec h, fi ∈ A0(EU) et vj ∈ A1(EU).
Nous allons montrer que les fi sont nulles. Pour cela, nous adaptons
les méthodes développées Grabowski et Poncin dans [17] pour montrer
que l’algèbre D(M) est distinguante.
Enfin, nous construisons un élément particulier de Nil(D10(E)) nous
permettant de conclure que les éléments du Casimir de ce dernier en-
semble sont de la forme annoncée dans notre proposition.
5. ALGÈBRE DE LIE DES OPÉRATEURS HOMOGÈNES DE POIDS ZÉRO 51
Supposons par l’absurde qu’il existe i ∈ {1, · · · ,m} tel que fi 6= 0;
et soit alors e ∈ EU tel que fi(e) 6= 0. Il existe donc un domaine
W ⊂ pi−1(U) de carte adaptée au fibré, contenant e, tel que fi|W 6= 0.
En considérant les coordonnées (x0, y0) de e dans une telle carte, on a
bien que la fonction x 7→ fi(x, y0) est non nulle dans un voisinage V
de x0 = pi(e).
On peut maintenant appliquer le Lemme 2.1 du second chapitre
pour obtenir une fonction h ∈ C∞(V ) et une suite un dans V ⊂ M
ayant les propriétés énoncées dans ce lemme.
En multipliant h par une fonction valant 1 au voisinage des un et à
support compact dans V, on obtient une fonction g ∈ C∞(M) telle
qu’en posant f = pi∗(g) ∈ A0(E), on ait
(adT )n(f)(un, y
0) = (fi)
n(∂xi)
n(f)(un, y
0) 6= 0.
En effet, dans le membre à gauche de l’égalité ci-dessus, la fonction ap-
pliquée à (un, y0) se développe en une somme de dérivées de f d’ordres
supérieurs ou égales à n. On a alors que toutes les dérivées par rapport
aux xk(k 6= i) sont nulles et pour s < n,
(∂sxif) (un) = 0.
Par conséquent, tous les termes d’ordre inférieur à n s’annulent et il en
est de même de ceux d’ordre maximum sauf
(fi)
n∂nx1f
qui est non nul en (un, y0).
Il existe donc D′ ∈ D10(E) tel que, pour tout n ∈ N, on ait
(adT )n(D′) 6= 0,
ce qui est absurde puisque T ∈ Nil(D10(E)).
Par suite, pour tout T ∈ Nil(D10(E)), on peut écrire localement
T = g +
∑
j
vj∂j
avec vj ∈ A1(E) et g ∈ A0(E). Et on a donc bien la relation
[T,A0(E)] = 0.
Calculons maintenant le Casimir de Nil(D10(E)). Observons que pour
r 6= s, on peut écrire
R := fS ∈ Nil(D10(E)),
où nous nous plaçons dans une carte adaptée au fibré de domaine
pi−1(U), avec
S = yr∂s ∈ D10(EU)
et en posant f = pi∗(h), où h est une fonction à support compact dans
U et y valant 1.
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En effet, soit un élément quelconque T ∈ D10(E) dont l’expression
locale est
T = g +
∑
i
gi∂i +
∑
j
vj∂j.
On a bien
(adR)2(T ) = (adR)
(
−
∑
i
∂i(f)giy
r∂s +
∑
j
fyr∂s(vj)∂j − fvr∂s
)
= fyr∂s(
∑
i
∂i(f)giy
r)∂s + (f · 0)∂s +
∑
k
fyr∂s(
∑
j
fyr∂s(vj))
− ffyr∂s(vr)∂s − fyr∂s(fvr)∂s + (f · 0)∂s
= −2f 2yr∂s(vr)∂s.
Par suite, on a
(adR)3(T ) = 0, ∀T ∈ D10(E);
en d’autres termes, on vient de construire un élément particulier de
Nil(D10(E)). Ainsi, si T ∈ Cas(Nil(D10(E))), on a bien, en particulier,
[T,R] = 0;
ce qui, localement, se traduit par
fvr∂s − fyr
∑
j
∂s(vj)∂j = 0,
où nous avons noté T = g +
∑
j vj∂j. On en déduit que{
∂s(vj) = 0,∀j 6= s
vr = y
r∂s(vs)
On tire de la première égalité que pour tout j ∈ {1, · · · , n}, vj est de
la forme vj = fj(x)yj et de la deuxième, que pour tous r et s, fr = fs.
Cette deuxième égalité signifie aussi que si vr = 0, alors pour tout
r 6= s, on a aussi vs = 0. On en déduit que
Cas(Nil(D10(E))) ⊂ A0(E)≤1[E ].
Cela achève la démonstration de notre proposition car l’inclusion in-
verse est immédiate. 
Notons encore par C(D10(E)) le sous-ensemble deHomR(D10(E),D10(E))
défini par
ψ ∈ C(D10(E))⇔ ψ([T, P ]) = [ψ(T ), P ],∀T ∈ D10(E), ∀P ∈ A0(E)≤1[E ].
Lemme 5.6. Pour tout ψ ∈ C(D10(E)), on a
ψ(fE) = ψ(f)E et ψ(f) = fψ(1) ∀f ∈ A0(E).
Et aussi ψ(A0(E)) ⊂ A0(E).
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Démonstration. Notons d’abord que la deuxième partie de ce
lemme est une conséquence de la première partie. En effet, notons dans
une carte adaptée au fibré, pour f ∈ A0(E),
ψ(f) = h+
∑
i
hi∂i +
∑
j
vj∂j
avec h, hi ∈ C∞(M) et vj ∈ A1(E).
On a alors
ψ(f) ◦ E = hE +
∑
i,j
hiy
j∂i∂j +
∑
j
vj∂j +
∑
j,k
vjy
k∂j∂k.
Et comme, ψ(f) ◦ E ∈ D10(E), on doit avoir, pour tous i, j,
hi = 0 = vj.
Pour tout T ∈ D10(E), on peut écrire
[T, f 2E ] = [T, f 2]E
= 2f [T, f ]E .
En outre,
ψ([T, f 2E ]) = [ψ(T ), f 2E ]
= [ψ(T ), f 2]E = 2f [ψ(T ), f ]E
= 2fψ(T̂ (f))E
On obtient donc
ψ(fT̂ (f)E) = fψ(T̂ (f))E (∗)
En remplaçant f par f + h et T par gT dans (∗), puis en remplaçant
g par T̂ (h), il vient
ψ(fT̂ (h)T̂ (h)E)+ψ(hT̂ (h)T̂ (f)E) = fψ(T̂ (h)T̂ (h))E+hψ(T̂ (h)T̂ (f))E .
En effet, cela vient du fait qu’on a
̂̂
T (h)T |A0(E) = T̂ (h)T̂ |A0(E),∀h ∈ A0(E)
et en appliquant la relation (∗) ci-dessus.
D’où, en commutant T̂ (h) et T̂ (f), on peut encore appliquer (∗) et
obtenir la relation
ψ(fT̂ (h)2E) = fψ(T̂ (h)2)E (∗∗)
Considérons l’idéal de A0(E) défini et noté par
J = {g ∈ A0(E) : ∀f ∈ A0(E), ψ(fgE) = fψ(g)E}.
Comme D10(E) est non-singulière, la relation (∗∗) permet de conclure,
comme dans les chapitres précédents, que
Rad(J ) = A0(E) = J .
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Par suite, pour tous f, g ∈ A0(E), on a
ψ(fgE) = fψ(g)E = gψ(f)E .
D’où le résultat, puisqu’on peut reprendre le raisonnement précédent
en omettant le champ d’Euler. 
Proposition 5.7. Soient E → M et F → N deux fibrés vecto-
riels. Tout isomorphisme Φ : D10(E)→ D10(F ) d’algèbres de Lie tel que
Φ(1) ∈ R respecte les algèbres de base et sa restriction à A0(E) est de
la forme
Φ|A0(E) = kΨ,
avec k ∈ R0 ⊂ A0(F ) et Ψ : A0(E) → A0(F ) un isomorphisme de
R-algèbres.
Démonstration. On a, pour tout f ∈ A0(E),
Ψ ◦ γf ◦Ψ−1 ∈ C(D10(F )).
Par conséquent, pour tout g ∈ A0(F ), il vient
Φ(fΦ−1(g)) = Φ(fΦ−1(1))g ∈ A0(F ).
D’où, l’inclusion
Φ(A0(E)) ⊂ A0(F ).
On en déduit, en posant g = Φ−1(h) que
Φ(fg) = Φ−1(1)(Φ(f)Φ(g)).
D’où l’application
Ψ : A0(E)→ A0(F ) : f 7→ kΦ(f),
en posant k = Φ−1(1), est bien un isomorphisme d’algèbres associatives.

Les méthodes développées dans les lignes précédentes, permettent
d’énoncer le résultat de caractérisation Lie-algébrique de fibrés vecto-
riels suivant.
Proposition 5.8. Soient E →M et F → N deux fibrés vectoriels
de rangs respectifs n, n′ > 1 avec H1(M,Z/2) = 0. S’il existe un iso-
morphisme d’algèbres de Lie Φ : D10(E) → D10(F ) tel que Φ(1) ∈ R,
alors les fibrés vectoriels E →M et F → N sont isomorphes.
Démonstration. Soit Φ : D10(E)→ D10(F ) un isomorphisme d’al-
gèbres de Lie. D’après les calculs faits dans la démonstration de la
Proposition 5.7 précédente, on a
Φ(A0(E)) = A0(F ).
Observons qu’on a la décomposition
D10(E) = A0(E)⊕ Aut(E),
d’espaces vectoriels.
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Et qu’une égalité analogue est vraie pour le fibré F → N. Considé-
rons maintenant les espaces quotients
D10(E)/A0(E) ∼= Aut(E) et D10(F )/A0(F ) ∼= Aut(F ),
ces identifications étant entendues entre algèbres de Lie car A0(E) et
A0(F ) sont respectivement des idéaux des algèbres de Lie D10(E) et
D10(F ). On en déduit que les algèbres de Lie Aut(E) et Aut(F ) sont
isomorphes et la Proposition 4.3 précédente permet de conclure. 
CHAPITRE 5
ALGÈBRE DE LIE DES OPÉRATEURS
DIFFÉRENTIELS AGISSANT SUR LES
SECTIONS D’UN FIBRÉ VECTORIEL
1. Cadre général
Soit D = ⋃i≥0Di une algèbre associative filtrée avec unité sur un
corps commutatif K de caractéristique nulle. On pose D0 = A et on
étend la filtration sur Z, en posant Di = {0}, pour i < 0.
(1) On dit que l’algèbre de Lie D muni du crochet des commuta-
teurs est une algèbre quasi de Poisson quantique si
Di ⊂ Di+1,DiDj = Di+j, [Di,Dj] ⊂ Di+j.
Dans ce cas, A est une sous-algèbre associative de D, mais
aussi une sous-algèbre de Lie deD. La R−algèbre associativeA
est appelée l’algèbre de base ou simplement la base de l’algèbre
quasi de Poisson quantique D.
(2) L’algèbre D est dite non-singulière s’il existe une sous-algèbre
de Lie D1A de D1 telle que Z(A) = [D1A, Z(A)].
(3) D est symplectique si Z(D), le centre de D, est réduit aux
constantes. L’espace des constantes étant identifié à K par
k ∈ K 7→ k · 1 ∈ D, où 1 désigne l’unité de la R−algèbre D.
(4) Le centralisateur de ad(Z(A)) dans HomK(D,D), noté C(D),
est défini par
Ψ ∈ C(D)⇔ Ψ([T, u]) = [Ψ(T ), u],∀u ∈ Z(A), ∀T ∈ D
(5) D est quasi-distinguante si
[T, u] = 0, ∀u ∈ Z(A)⇒ T ∈ A
et si pour tout entier naturel i,
{T ∈ D : [T, Z(A)] ⊂ Di} = Di+1.
Proposition 1.1. Soit D une algèbre quasi de Poisson quantique,
non-singulière et quasi-distinguante. Alors tout Ψ ∈ C(D) respecte la
filtration et est tel que
Ψ(u) = Ψ(1)u
pour tout u ∈ Z(A).
56
1. CADRE GÉNÉRAL 57
Démonstration. Soit Ψ ∈ C(D). Alors pour tout A ∈ D0 et tout
u ∈ Z(A), on a
[Ψ(A), u] = Ψ([A, u]) = 0
puisque [A, u] = 0. Comme D est quasi-distinguante, il en résulte que
Ψ(A) ∈ A. Supposons maintenant que Ψ(Di) ⊂ Di. Alors, pour tous
T ∈ Di+1, u ∈ Z(A), on a
[Ψ(T ), u] = Ψ([T, u]) ∈ Ψ(Di) ⊂ Di.
Par suite, D étant quasi-distinguante, Ψ(T ) ∈ Di+1.
Observons d’abord que pour T ∈ D1, l’application A 7−→ T̂ (A) = [T,A]
n’est pas toujours une dérivation de D0, mais elle vérifie la relation
T̂ (AB) = T̂ (A)B + AT̂ (B) (∗)
puisqu’en général, ad∆ est une dérivation de la structure associative
de l’algèbre quasi de Poisson quantique D, quel que soit ∆ ∈ D. D’où
pour tous Ψ ∈ C(D), T ∈ D1, u ∈ Z(A), on a d’une part
Ψ([T, u2]) = Ψ(T̂ (u2))
= ψ(T̂ (u)u+ uT̂ (u))
= 2Ψ(uT̂ (u)),
puisque T ∈ D1 entraîne T̂ (u) ∈ D0; et d’autre part, en utilisant le fait
que Ψ(T ) ∈ D1, on a
Ψ([T, u2]) = [Ψ(T ), u2]
= 2uΨ(T̂ (u)).
Par suite,
Ψ(uT̂ (u)) = uΨ(T̂ (u)) (∗∗),
pour tous T ∈ D1, u ∈ Z(A).
Observons ensuite que pour tout v ∈ Z(A), les restrictions de ̂̂T (v)T
et T̂ (v)T̂ sur Z(A) coïncident. En effet, pour tout w ∈ Z(A),
̂̂
T (v)T (w) = [T̂ (v)T,w] = T̂ (v)Tw − wT̂ (v)T
= T̂ (v)Tw − T̂ (v)wT
= T̂ (v)T̂ (w).
En général, pour un élément quelconque A de D0, AT̂ ne vérifie pas la
relation (∗) précédente mais AT̂ et ÂT coïncident sur Z(A).
D’où, en remplaçant T par AT,A ∈ D0 et u par u + w,w ∈ Z(A), la
relation (∗∗) devient
Ψ((u+ w)ÂT (u+ w)) = (u+ w)Ψ(ÂT (u+ w)).
Ce qui équivaut à
Ψ(uAT̂ (w)) + Ψ(wAT̂ (u)) = uΨ(AT̂ (w)) + wΨ(AT̂ (u)).
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Pour A = T̂ (w) cette dernière égalité devient
Ψ(u(T̂ (w))2) + Ψ(wT̂ (w)T̂ (u)) = uΨ((T̂ (w))2) + wΨ(T̂ (w)T̂ (u))
Cette équation devient pour T ∈ D1A,
Ψ(u(T̂ (w))2) = uΨ((T̂ (w))2) (∗ ∗ ∗)
En effet, si T ∈ D1A alors
Ψ(wT̂ (w)T̂ (u)) = Ψ(wT̂ (u)T̂ (w))
= Ψ(w
̂̂
T (u)T (w))
= wΨ(
̂̂
T (u)T (w)) = wΨ(T̂ (w)T̂ (u)),
l’avant dernière égalité découlant de (∗∗). Considérons l’ensemble
J = {v ∈ Z(A) : Ψ(vu) = uΨ(v),∀u ∈ Z(A)}.
Le sous-espace vectoriel J est un idéal de Z(A). En effet, pour tous
u ∈ Z(A), v ∈ J on a bien uv ∈ J car pour tout w ∈ Z(A),
wΨ(uv) = (uw)Ψ(v) = Ψ((uw)v) = Ψ((uv)w).
La relation (∗ ∗ ∗) précédente montre que Rad(J ) ⊃ [D1A, Z(A)].
L’algèbre D étant non-singulière, on en conclut que Rad(J ) = Z(A)
et par suite J = Z(A). D’où la relation
Ψ(u) = uΨ(1),
pour tous Ψ ∈ C(D), u ∈ Z(D0). 
Proposition 1.2. Soient D1 et D2 deux algèbres quasi de Poisson
quantiques, non-singulières et quasi-distinguantes. Alors tout isomor-
phisme Φ : D1 −→ D2 d’algèbres de Lie tel que Φ(Z(A1)) = Z(A2)
respecte la filtration, sa restriction à A1 est un isomorphisme d’algèbres
de Lie et celle à Z(A1) est de la forme
Φ|Z(A1) = κΨ,
où Ψ : Z(A1)→ Z(A2) est un isomorphisme d’algèbres associatives.
Démonstration. Observons d’abord que pour tout A ∈ A1, les
endomorphismes d’espace vectoriel γA : T 7−→ AT et Φ ◦ γA ◦ Φ−1, de
D1 et D2 respectivement, appartiennent à C(D1) et C(D2) selon le cas.
En effet, pour tous A ∈ A1, T ∈ D1 et u ∈ Z(A1)
γA([T, u]) = ATu− AuT = [γA(T ), u];
et pour tout v ∈ Z(A2), comme Φ−1(v) ∈ Z(A1), on a pour tout
D ∈ D2,
Φ ◦ γA ◦ Φ−1([D, u]) = [Φ ◦ γA ◦ Φ−1(D), u].
Par suite, pour tout w ∈ Z(A2), en vertu de la Proposition 1.1 précé-
dente, on obtient
Φ ◦ γA ◦ Φ−1(w) = Φ(AΦ−1(1))w ∈ A2 (∗)
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On en déduit que pour tout A ∈ A1,
Φ(AΦ−1(1)) ∈ A2 (v)
En posant v = Φ−1(w), A = u et λ = Φ−1(1) dans la relation (∗)
précédente, on obtient
Φ(uv) = Φ(uλ)Φ(v)
= Φ(λu)Φ(v) = Φ(λ2)Φ(u)Φ(v). (∗∗)
En particulier, pour u = 1 et v = λ, la relation (∗∗) précédente montre
que l’élément Φ(λ2), appartenant au centre de D2, est inversible dans
A2. Par suite, en posant κ−1 = Φ(λ2), on a que Ψ : Z(A1) → Z(A2) :
u 7→ κ−1Φ(u), est bien un isomorphisme d’algèbres associatives.
Observons que
Ψ(λΨ−1(κ)) = Ψ(λ)κ
= κ−1Φ(λ)κ = 1.
Ainsi λ = Φ−1(1) est inversible dans A1 et on peut donc déduire de la
relation (v) que Φ(A1) ⊂ A2.
Supposons maintenant que Φ(Di1) ⊂ Di2 pour i ∈ N. Soit T ∈ Di+11 .
On a
[Φ(T ), Z(A2)] = Φ([T, Z(A1)]) ⊂ Di2
D’où Φ(T ) ∈ Di+12 et donc Φ respecte la filtration. 
2. Opérateurs différentiels d’un fibré vectoriel
Dans les chapitres précédents, nous avons étudié des algèbres de Lie
formées d’opérateurs différentiels agissant sur les fonctions appartenant
à C∞(E), pour un fibré vectoriel donné E → M. Dans les lignes qui
suivent, nous nous intéressons aux opérateurs différentiels agissant sur
les sections d’un fibré vectoriel.
Soit E → M un fibré vectoriel et notons par Γ(E) l’espace de
sections du fibré E. L’espace Γ(E) étant un C∞(M)−module, posons
γu : Γ(E)→ Γ(E) : s 7→ us,∀u ∈ C∞(M).
On a bien que γu est un endomorphisme de l’espace Γ(E).
Posons alors
A(E,M) := D0(E,M) = {T ∈ End(Γ(E)) : [T, γu] = 0, ∀u ∈ C∞(M)}
et pour tout entier k ≥ 1,
Dk(E,M) = {T ∈ End(Γ(E))|∀u ∈ C∞(M) : [T, γu] ∈ Dk−1(E,M)};
où [·, ·] est le crochet des commutateurs de End(Γ(E)).
On a alors l’énoncé suivant
Proposition 2.1. Les éléments du R−espace Dk(E,M), k ∈ N,
sont les opérateurs différentiels d’ordre ≤ k sur Γ(E).
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Démonstration. La preuve se fait par récurrence sur k et s’ob-
tient exactement comme au Corollaire 3.3 du chapitre 4.
En effet, la condition initiale est bien vérifiée pour k = 0 et supposons
par hypothèse de récurrence que le résultat est vrai pour les éléments
de Di(E,M), i ≤ k − 1. Soient T ∈ Dk(E,M) et une section s ∈ Γ(E)
tel que jlx(s) = 0. Comme dans le corollaire cité précédemment, on a
bien
T (s)(x) = 0,
en utilisant le fait que la section s peut alors se décomposer en
s =
∑
i≤r
fi1 · · · fik+1si, fij ∈ C∞(M), si ∈ Γ(E),
où les fonctions fij s’annulent en x.
Ce qui achève la démonstration. 
On peut maintenant énoncer le résultat suivant où nous regroupons
les premières propriétés des espaces que nous venons de définir. Préci-
sons avant quelques notations. Dans la suite, l’algèbre des champs des
endomorphismes de E, se note par gl(E). On a ainsi
Γ(Hom(E,E)) = gl(E).
La sous-algèbre de gl(E) des endomorphismes de E ayant une trace
nulle se note par sl(E), c’est l’idéal dérivée de l’algèbre de Lie gl(E).
On démontre alors que le centre de gl(E) est donné par
Z(gl(E)) = C∞(M) id
Proposition 2.2. Les relations suivantes sont vérifiées
(1) A(E,M) = D0(E,M) = gl(E)
(2) Di(E,M) ⊂ Di+1(E,M), Di(E,M) · Dj(E,M) ⊂ Di+j(E,M)
(3) [Di(E,M),Dj(E,M)] ⊂ Di+j(E,M).
Démonstration. La relation (1) vient de la définition de l’espace
D0(E,M) et de la Proposition 2.1 précédente.
Les deux inclusions de (2) se démontrent par récurrence. Pour la
première, on a bien que la condition initiale est directe pour i = 0.
Supposons par hypothèse de récurrence que cette inclusion est vraie
pour i = k ∈ N et considérons T ∈ Dk+1(E,M). On a alors, pour toute
fonction u ∈ C∞(M),
[T, γu] ∈ Dk+1(E,M),
en vertu de l’hypothèse de récurrence. Cela traduit que T ∈ Dk+2(E,M)
et la première inclusion est bien établie.
Pour la seconde inclusion de (2), la récurrence se fait sur la somme
k = i+ j.
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Rappelons qu’on a bien l’égalité
(∗) [T ◦ T ′, T ′′] = T ◦ [T ′, T ′′] + [T, T ′′] ◦ T ′
pour tous T ∈ Dp(E,M), T ′ ∈ Dq(E,M) et T ′′ ∈ Dr(E,M) avec
p, q, r ∈ N. En particulier, pour T, T ′ ∈ D0(E,M) et T ′′ = γu, où
u ∈ C∞(M), la relation (∗) permet d’obtenir la condition initiale pour
k = 0.
Supposons par hypothèse de récurrence que l’inclusion est vraie
pour i + j < k et considérons T ∈ Dp(E,M) et T ′ ∈ Dq(E,M) avec
p+ q = k. On a alors, en appliquant l’hypothèse de récurrence, que
T ◦ [T ′, γu, ] , [T, γu] ◦ T ′ ∈ Dp+q−1(E,M),
pour tout u ∈ C∞(M). D’où, en vertu de la relation (∗) précédente
T ◦ T ′ ∈ Dp+q(E,M).
La relation (3) est une conséquence de la deuxième inclusion de (2). 
Considérons l’algèbre de Lie définie par
D(E,M) =
⋃
k≥0
Dk(E,M).
C’est donc une algèbre quasi de Poisson quantique dont les éléments
seront appelés opérateurs différentiels du fibré vectoriel E →M.
Faisons remarquer que le cas de fibré de rang n = 1 ne nous intéresse
pas dans la mesure où l’algèbre de Lie D(E,M) ne saurait caractériser
le fibré vectoriel E → M, en général, car, en vertu du Théorème 2.11
du chapitre 2, on a l’identification
D(E,M) ∼= D(M).
Proposition 2.3. Soit E → M un fibré vectoriel de rang n > 1.
L’algèbre quasi de Poisson quantique D(E,M) est non-singulière, quasi
distinguante et symplectique.
Démonstration. Pour la non-singularité, observons que pour une
dérivation covariante ∇ du fibré E et un champ de vecteurs X sur M,
on a, pour tout u ∈ C∞(M),
[∇X , γu] = γX(u) = γ[X,u],
ce dernier crochet étant celui définit dans D(M), l’algèbre de Lie des
opérateurs différentiels de M. La non-singularité de D(E,M) vient
alors de celle de D(M), en posant
D1A(E,M) = {T ∈ D1(E,M) : [T, Z(A(E,M))] ⊂ Z(A(E,M))}.
En effet, ainsi défini, l’espace D1A(E,M) est bien une sous-algèbre de
Lie de D1(E,M) par l’identité de Jacobi.
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Si dans une trivialisation de domaine U ∈M , T ∈ Dk(E,M) s’écrit
T =
∑
|β|<k
Bβ∂
β +
∑
|α|=k
Aα∂
α,
avec Tα, Tβ ∈ C∞(U, gl(n,R)), alors la relation [T, γu] = 0 donne∑
|α|=k
[Aα∂
α, γu] = 0.
Par suite, en considérant les termes d’ordre maximal, on obtient pour
tout u ∈ C∞(M), ∑
|α|=k
Aα ◦ γ∂i(u)∂αi = 0,
avec pour i ∈ [1,m], αi = α − ei. On en déduit que Aα ◦ γ∂i(u) = 0, et
donc que Aα = 0. D’où l’implication suivante
([T, γu] = 0,∀u ∈ Z(A(E,M)))⇒ T ∈ A(E,M);
ce qui permet de conclure que D(E,M) est quasi distinguante.
On a aussi l’inclusion
Z(D(E,M)) ⊂ {T ∈ D(E,M) : [T, Z(A(E,M))] = 0}.
D’où, D(E,M) étant quasi-distinguante, on a
Z(D(E,M)) ⊂ Z(A(E,M)).
De plus, pour u ∈ C∞(M), [D1A(E,M), γu] = 0 implique que u est
constant. 
Nous allons maintenant énoncer des résultats de caractérisation Lie-
algébrique des fibrés vectoriels. Le théorème qui suit est tiré de [31].
Théorème 2.4. Soient E 7→ M et F 7→ M deux fibrés vectoriels
de rangs respectifs n, n′ > 1 avec H1(M,Z/2) = 0. Les algèbres de Lie
gl(E) et gl(F ) (resp. sl(E) et sl(F )) sont isomorphes si et seulement
si les fibrés vectoriels E et F sont isomorphes.
Théorème 2.5. Soient E 7→ M et F 7→ M deux fibrés vectoriels
de rangs respectifs n, n′ > 1 avec H1(M,Z/2) = 0. Les algèbres de Lie
D(E,M) et D(F,M), vues comme C∞(M)−modules, sont isomorphes
si et seulement si les fibrés vectoriels E et F sont isomorphes.
Démonstration. Soit Φ : D(E,M)→ D(F,N) un isomorphisme
d’algèbres de Lie et de C∞(M)−modules. Puisque ces algèbres quasi
de Poisson quantiques sont symplectiques, on a
Φ(C∞(M)) = C∞(N),
en identifiant u ∈ C∞(X) avec γu pour X = M ou X = N. En effet,
pour tout u ∈ C∞(M), on a
Φ(γu) = Φ(uγ1)
= uΦ(γ1).
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Les algèbres dont il est question ici étant non-singulières et quasi-
distinguantes, on peut donc appliquer la Proposition 1.2 précédente
pour obtenir l’égalité
Φ(gl(E)) = gl(F ).
Le Théorème 2.4 précédent permet alors de conclure. 
3. L’algèbre de Poisson quantique P(E,M)
Soit E → M un fibré vectoriel de rang n > 1. Dans cette section,
nous proposons une autre filtration pour l’algèbre quasi de Poisson
quantique D(E,M), de manière à la rendre de Poisson quantique.
On pose
P(E,M) =
⋃
k≥0
Pk(E,M),
avec, par définition,
P0(E,M) = {γu : u ∈ C∞(M)}
et
Pk+1(E,M) = {T ∈ End(Γ(E))|∀u ∈ C∞(M) : [T, γu] ∈ Pk(E,M)}.
Dans l’énoncé qui suit, nous donnons certaines propriétés de l’algèbre
P(E,M). Et on verra que, contrairement à D(E,M), la filtration de
P(E,M) confère à l’algèbre des opérateurs différentiels de E une struc-
ture d’algèbre de Poisson quantique.
Proposition 3.1. Pour tous entiers j, k ∈ N, on a
(1) Pk(E,M) ⊂ Pk+1(E,M) et Pj(E,M)·Pk(E,M) ⊂ Pj+k(E,M)
(2) [Pj(E,M),Pk(E,M)] ⊂ Pj+k−1(E,M)
Démonstration. La relation (1) se démontre exactement comme
pour D(E,M). Démontrons la dernière inclusion. Posons pour com-
mencer P i(E,M) = {0} pour i < 0 et faisons une récurrence sur
j + k. Le résultat étant vrai pour j + k = 0, supposons qu’il en est de
même pour j + k < p. Soient alors D ∈ Pj(E,M), T ∈ Pk(E,M) avec
j + k = p. On a pour tout u ∈ C∞(M),
[[D, γu], T ] + [D, [T, γu]] ∈ Pj+k−2(E,M),
par hypothèse de récurrence, puisque [D, γu] ∈ Pj−1(E,M) et [T, γu] ∈
Pk−1(E,M), par définition. Par conséquent, on a bien
[[D,T ], γu] ∈ Pj+k−2(E,M).
Et cela achève le démonstration de la proposition. 
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Le lien entre les algèbres de Lie D(E,M) et P(E,M) est donné
dans l’énoncé suivant.
Proposition 3.2. Soit E →M un fibré vectoriel de fibre type Rn.
On a, pour tout k ∈ N,
(1) Pk(E,M) ⊂ Dk(E,M) ⊂ Pk+1(E,M).
(2) P(E,M) = D(E,M)
Démonstration. Observons que la relation (2) est un corollaire
de la relation (1). Nous démontrons donc (1), dans les lignes qui suivent
et cela est suffisant. La première inclusion étant évidente, établissons
la seconde par récurrence. On a pour tout A ∈ D0(E,M) et toute
fonction u ∈ C∞(M),
[A, γu] ∈ P0(E,M);
et l’inclusion est établie pour k = 0. Supposons qu’elle est également
établie pour k ∈ N. Soit T ∈ Dk+1(E,M). On a alors
[T, γu] ∈ Dk(E,M) ⊂ Pk+1(E,M)
pour tout u ∈ C∞(M), cette dernière inclusion étant vraie par hypo-
thèse de récurrence. On en déduit l’inclusion
Dk+1(E,M) ⊂ Pk+2(E,M).
Ce qui achève la démonstration de la proposition. 
Proposition 3.3. L’algèbre de Poisson quantique P(E,M) est
non-singulière et symplectique et n’est pas quasi-distinguante. On a les
résultats suivants
[T, γu] = 0,∀u ∈ C∞(M)⇒ T ∈ gl(E) ⊂ P1(E,M) (∗)
{T ∈ P(E,M)|[T,P0(E,M)] ⊂ P i(E,M)} = P i+1(E,M). (∗∗)
Démonstration. La non-singularité de P(E,M) vient de celle de
D(E,M), puisque, D1A(E,M) = P1(E,M).
En outre, D(E,M) étant quasi-distinguante, les relations (∗) et (∗∗)
viennent directement car Pk(E,M) ⊂ Dk(E,M), pour tout k ∈ N.
L’algèbre P(E,M) est symplectique puisque P(E,M) = D(E,M).

Proposition 3.4. Soit E → M un fibré vectoriel de rang n > 1.
Alors pour tout Ψ ∈ C(P(E,M)), on a
Ψ(P0(E,M)) ⊂ gl(E) et Ψ(γu) = Ψ(1)γu,
pour tout u ∈ C∞(M).
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Démonstration. Pour tous u, v ∈ C∞(M), on a
[Ψ(γu), γv] = 0,
et donc, en vertu de la relation (∗) de la Proposition 3.3 précédente,
Ψ(γu) ∈ gl(E). De la même manière que pour la Proposition 1.1 pré-
cédente, on a bien, pour tout u ∈ C∞(M),
Ψ(γu) = Ψ(1)γu,
car on peut se ramener à un étape où le fait que l’algèbre de Poisson
quantique P(E,M) soit non-singulière nous permette de conclure. En
effet, on a bien la relation
Ψ(γuT̂ (γu)) = γuΨ(T̂ (γu)),
pour tous T ∈ P1(E,M), γu ∈ P0(E,M), exactement comme dans le
cas général à la Proposition 1.1, citée précédemment.
En remplaçant T par γvT et γu par γu + γw, cette égalité donne
Ψ((γu + γw)γvT̂ (γu + γw)) = (γu + γw)Ψ(γvT̂ (γu + γw)).
Par suite, en remplaçant γv par T̂ (γw), un développement analogue à
celui du cas abstrait de la Proposition 1.1 permet d’aboutir à
Ψ(γu(T̂ (γw))
2) = γuΨ((T̂ (γw))
2),
pour tous u,w ∈ C∞(M); ce qui, P(E,M) étant non-singulière, donne
le résultat cherché en appliquant le même raisonnement qu’à la propo-
sition citée précédemment. 
Pour la sous-algèbre de Lie P1(M), qui n’est rien d’autre que la
sous-algèbre des automorphismes infinitésimaux de E, un résultat de
caractérisation Lie-algébrique des fibrés vectoriels existe. Nous propo-
sons dans les lignes qui suivent une démonstration adaptant les mé-
thodes développées par Grabowski et Poncin et se basant également
sur un résultat de Lecomte en appliquant le résultat d’algèbre linéaire
selon lequel l’enveloppe linéaire des matrices nilpotentes est toute l’al-
gèbre des matrices de trace nulle.
Théorème 3.5. Soient E → M,F → N deux fibrés vectoriels de
rangs respectifs n, n′ > 1 avec H1(M,Z/2) = 0. Si Φ : P1(E,M) →
P1(F,N) est un isomorphisme d’algèbres de Lie, alors
Φ(P0(E,M)) = Φ(P0(F,N)).
Démonstration. La démarche consiste à démontrer que P0(E,M)
est le Casimir de la partie Nil(P1(E,M)) de P1(E,M). Pour y arriver,
nous démontrons que tout élément de ce Casimir permute avec sl(E)
et donc avec gl(E) tout entier. Observons d’abord que
Nil(P1(E,M)) ⊂ gl(E)
Cela vient du fait que localement, T ∈ P1(E,M) s’écrit T = A+ γui∂i
et D(M) est distinguante.
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En effet, cette écriture permet de voir que pour tout T ∈ P1(E,M),
relativement à une connexion sur E, il existe X ∈ V ect(M) tel que
(adT )(γv) = LX(v)id = γX·v,
pour tout v ∈ C∞(M). On en déduit donc que
(adT )p(γv) = (LX)
p(v)id,
pour tout v ∈ C∞(M) et tout p ∈ N.
Le résultat annoncé en découle puisque D(M) est distinguante.
Calculons maintenant le Casimir deNil(P1(E,M)). Rappelons qu’on
a, par définition,
Cas(Nil(P1(E,M))) .
= {T ∈ Nil(P1(E,M))|∀D ∈ Nil(P1(E,M)) : [T,D] = 0}
Et montrons que
Cas(Nil(P1(E,M))) = C∞(M)id.
Il suffit pour cela de montrer que pour tous A ∈ Cas(Nil(P1(E,M)))
et B ∈ sl(E), on a
[Ax, Bx] = 0 ∀x ∈M.
Soient x0 ∈ M et (U, ψ) une trivialisation du fibré Hom(E,E) → M,
dont le domaine contient x0, associée à une trivialisation (U,ϕ) de
E → M. Rappelons que pour tout x ∈ U, ϕx : Ex → Rn est une
bijection linéaire et qu’il en est de même pour
ψx : gl(Ex)→ gl(n,R) : A 7→ ϕx ◦ A ◦ ϕ−1x .
Pour β ∈ gl(Ex0), soit B ∈ gl(E) tel que
(∗)
{
Bx = 0 pour x ∈M \ U
Bx = u(x)ψ
−1
x ◦ ψx0(β) pour x ∈ U,
où u ∈ C∞(M) est une fonction à support compact dans U et qui vaut
1 en x0. On a bien que Bx0 = β.
De plus, on observe que s’il existe k ∈ N tel que βk = 0, alors
Bk = 0, et on peut donc conclure dans ce cas que B ∈ Nil(P1(E,M)).
En effet, cela vient du fait que pour tous A,B ∈ gl(E), on a que
(adB)k(A) se décompose en une somme dont les termes sont de la
forme
cα,βB
α ◦ A ◦Bβ, cα,β ∈ R, α + β = k.
Soit maintenant A ∈ Cas(Nil(P1(E,M))) et considérons un élément
nilpotent β ∈ gl(Ex0). Pour un élément B ∈ gl(E) ∩ Nil(P1(E,M))
construit comme en (∗) ci-dessus, on a alors
0 = [Ax0 , Bx0 ] = [Ax0 , β].
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Ce qui traduit que Ax0 commute avec toutes les matrices nilpotentes
de gl(Ex0), et donc avec leur enveloppe linéaire qui est sl(Ex0). 1
Cela étant vrai pour tout x0 ∈M, on a le résultat cherché. 
Contrairement à ce qui se passe avec l’algèbre de Lie D(E,M) tout
entière, et cela même si on considère la filtration proposée précédem-
ment et qui en fait une algèbre de Poisson quantique, il est possible, en
vertu de la Proposition 3.5 précédente, d’obtenir par les méthodes de
Grabowski et Poncin, une caractérisation Lie-algébrique des fibrés vec-
toriels sans considérer la structure de C∞(M)−module de P1(E,M).
Voici un énoncé qui nous permettra d’appliquer le Théorème 2.4
précédent pour obtenir un résultat de type Pursell et Shanks pour les
fibrés vectoriels avec P1(E,M).
Théorème 3.6. Soient E → M,F → N deux fibrés vectoriels de
rangs respectifs n, n′ > 1. Alors tout isomorphisme Φ : P1(E,M) →
P1(F,N) d’algèbres de Lie est tel que sa restriction à P0(E,M) est de
la forme
Φ|P0(E,M) = κΨ,
où Ψ : P0(E,M)→ P0(E,N) est un isomorphisme d’algèbres associa-
tives. On a aussi
Φ(gl(E)) = gl(F ).
Démonstration. En vertu de la Proposition 3.5 précédente, on a
Φ(P0(E,M)) = P0(F,N).
On a aussi, pour tout élément A ∈ gl(E), que
Φ ◦ γA ◦ Φ−1 ∈ C(P1(F,N)),
les notations étant celles précisées dans démonstration de la Proposition
1.2 précédente. Et donc pour tout γw ∈ P0(F,N), l’égalité suivante est
vraie
Φ ◦ γA ◦ Φ−1(γw) = Φ(AΦ−1(1))γw (∗)
La Proposition 3.4 précédente donne alors
Φ(AΦ−1(1)) ∈ gl(F )
pour tout A ∈ gl(E). Par suite, P1(E,M) étant symplectique, on en
déduit que
Φ(gl(E)) = gl(F ),
car alors, la constante Φ−1(1) est non nulle.
La suite de la démonstration est une adaptation du raisonnement
développé à la Proposition 1.2 précédente. En effet, pour A = γu, u ∈
C∞(M) et λ := Φ−1(1), la relation (∗) précédente donne en particulier
Φ(γuΦ
−1(γw)) = Φ(λγu)γw·
1. En fait, on démontre que sl(n,R) admet une base dont les éléments
sont nilpotents. Voir par exemple, sur Internet le lien : http ://www.iecn.u-
nancy.fr/ eguether/zARTICLE/DP.pdf
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En posant, Φ−1(γw) = γv et on obtient
Φ(γu · γv) = λΦ(γu)Φ(γv).
Par suite, la correspondance
γu 7→ Φ−1(1)Φ(γu)
est bien un isomorphisme de R−algèbres de P0(E,M) sur P0(F,N).

On peut maintenant énoncer le résultat suivant.
Théorème 3.7. Soient E → M,F → M deux fibrés vectoriels de
rangs respectifs n, n′ > 1 avec H1(M,Z/2) = 0. Les algèbres de Lie
P1(E,M) et P1(F,M), , sont isomorphes si et seulement si les fibrés
vectoriels E et F le sont.
4. L’algèbre de Poisson classique S(P(E,M))
Dans cette partie, nous étudions la limite classique de l’algèbre de
Poisson quantique P(E,M) abordée dans la précédente section.
Commençons par rappeler que
S(P(E,M)) =
⊕
i∈Z
S i(P(E,M));
avec S i(P(E,M)) = P i(E,M)/P i−1(E,M) et que pour T ∈ P i(E,M),
ord(T ) = i, si T /∈ P i−1(E,M).
Pour i ≥ ord(T ), le symbole de degré i de T est défini par
σi(T ) =
{
0 si i > ord(T )
T + P i−1(E,M) si i = ord(T )
et le symbole lié à la structure de Poisson quantique de P(E,M) par
σpson : P(E,M)→ S(P(E,M)) : T 7→ σord(T ).
Pour P ∈ S i(P(E,M)) et Q ∈ Sj(P(E,M)) tels que P = σi(T ) et
Q = σj(D), on pose par définition
P.Q = σi+j(T ◦D) et {P,Q} = σi+j−1([T,D])·
4.1. Cas particulier de l’algèbre de Lie gl(E) ⊂ P1(E,M).
Ainsi, par définition,
σpson(γu) = γu + {0}, ∀u ∈ C∞(M)
et on notera simplement σpson(γu) = γu.
De même, pour A ∈ gl(E) \ P0(E,M), on a
σpson(A) = A
′ + P0(E,M),
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avec A′ = A − tr(A)
n
id, tr(A) étant la trace de A. Ainsi, pour A,B ∈
gl(E), on a
σpson([A,B]) = [A,B] + P0(E,M)
= [A′, B′] + P0(E,M).
Et pour le produit, si A,B /∈ P0(E,M), on a bien
σpson(A) · σpson(B) = 0,
et si γu ∈ P0(E,M), on a alors
σpson(γu) · σpson(A) = γu ◦ A′ + P0(E,M).
On a donc l’identification suivante d’algèbres de Lie
σ(gl(E)) ∼= sl(E)⊕ C∞(M)id,
où la multiplication est commutative et est définie par
(A+ γu) · (B + γv) = γv ◦ A+ γu ◦B + γuv;
et le crochet est donné par
{A+ γu, B + γv} = [A,B].
4.2. Cas général. Énonçons le résultat suivant qui donne l’ex-
pression locale des éléments de P(E,M) dans une trivialisation de E.
Il nous arrivera, par commodité d’écriture, de noter simplement γu
par u ∈ C∞(M).
Proposition 4.1. Les éléments de Pk(E,M), k ≥ 1, sont caracté-
risés par le fait qu’ils s’écrivent localement, dans une trivialisation de
domaine U ⊂M, sous la forme∑
|α|<k
Tα∂
α +
∑
|β|=k
uβ∂
β (∗)
avec Tα ∈ C∞(U, gl(n,R)) et uβ ∈ C∞(U).
Démonstration. La preuve se fait par récurrence sur k. Soit T ∈
P1(E,M) et supposons que dans une trivialisation de domaine U de E
on ait
T = A+
m∑
i
Ti∂i, A, Ti ∈ C∞(U, gl(n,R))
La relation [T, γu] ∈ P0(E,M) donne
m∑
i=1
Ti ◦ ∂i(u) ∈ C∞(U), ∀u ∈ C∞(M).
Par suite, pour tout i ∈ [1,m] ∩ N, on a bien Ti ∈ C∞(U).
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Supposons par hypothèse de récurrence que le résultat est vrai pour
tout élément de Pr(E,M) avec r < k. Soit T ∈ Pk(E,M) tel que
localement on ait
T =
∑
|α|<k
Tα∂
α +
∑
|β|=k
Tβ∂
β.
On a, en appliquant l’hypothèse de récurrence à [T, γu], que son terme
de plus haut ordre de dérivation est de la forme∑
|λ|=k
uλ∂
λ.
Or dans [Tβ∂β, γu], les termes de plus haut ordre de dérivation sont
de la forme ∂iuTβ∂βi , avec βi = β − ei, où (ei)1≤i≤m désigne la base
canonique du R−espace vectoriel Rm. Donc ∂iuTβ ∈ C∞(U), pour tout
u, et par conséquent Tβ ∈ C∞(U).
Inversement si T ∈ D(E,M) s’écrit localement sous la forme (∗), on
obtient que T ∈ Pk(E,M), pour tout k ≥ 1, en faisant une récurrence
sur k. 
Ainsi, dans une trivialisation de domaine U ⊂M, la partie d’ordre
strictement égal à k de l’expression locale de T, est de la forme∑
|α|=k−1
Aα∂
α +
∑
|β|=k
uβ∂
β, (∗∗)
avec Aα ∈ C∞(U, sl(n,R)) et uβ ∈ C∞(U).
Pour D ∈ P l(E,M), ayant∑
|λ|=l−1
Bλ∂
λ +
∑
|µ|=l
vµ∂
µ
comme terme d’ordre l, celui d’ordre k + l de T ◦D (mais aussi celui
de D ◦ T ) est
(5)
∑
|α|=k−1
∑
|µ|=l
Aαvµ∂
α∂µ +
∑
|λ|=l−1
∑
|β|=k
Bλuβ∂
β∂λ +
∑
|β|=k
∑
|µ|=l
uβvµ∂
β∂µ
et pour le crochet [T,D], le terme d’ordre k + l − 1 est
(6)
∑
|α|=k−1
∑
|λ|=l−1
[Aα, Bλ]∂
α∂λ
+
∑
|α|=k−1
∑
|µ|=l
∑
1≤i≤m
(Aα∂ivµ∂
αi∂µ − ∂iAαvµ∂α∂µi)
+
∑
|β|=k
∑
|λ|=l−1
∑
1≤i≤m
(
uβ∂iBµ∂
λ∂βi − ∂iuβBλ∂β∂λi
)
+
∑
|β|=k
∑
|λ|=l−1
∑
1≤i≤m
(
uβ∂ivµ∂
βi∂µ − vµ∂juβ∂µj∂β
)
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On remarque que la décomposition locale (∗∗) donnée ci-dessus
n’est pas intrinsèque. En fait, si dans la somme de droite on recon-
nait bien le symbole principal de l’opérateur différentiel au sens usuel,
la somme à gauche, quant à elle, ne résiste pas à un changement de
coordonnées et n’est donc pas globalement définie.
Dans les lignes qui suivent nous construisons une décomposition
gobale permettant de trouver un sens global à l’expression donnée en
(∗∗) précédemment.
Soit maintenant T ∈ Sk−1(M) ⊗ sl(E) et supposons donnée une
partition de l’unité (Ui, ρi) de M dont les domaines Ui sont des do-
maines de trivialisation de E. Dans chaque Ui, si T s’exprime sous la
forme
T =
∑
|α|=k−1
Aα,iξ
α,
alors on pose
T i =
∑
|α|=k−1
Aα,i∂
α ∈ Dk−1(E|Ui , Ui)
avec Aα,i ∈ C∞(Ui, sl(n,R)). L’opérateur différentiel
T =
∑
i
ρiT i ∈ Dk−1(E,M) ⊂ Pk(E,M),
lié à la partition de l’unité choisie au départ est alors tel que
σpson(T ) = σppal(T ) = T,
mais n’est évidemment pas le seul à vérifier cette relation.
Néanmoins, on a l’énoncé suivant.
Proposition 4.2. L’espace Sk(P(E,M)) = Pk(E,M)/Pk−1(E,M)
des symboles au sens « algèbre de Posson quantique » des opérateurs
différentiels dans Pk(E,M) est déterminé par la courte suite exacte de
R−espaces vectoriels suivante
0 −→ Sk−1(M)⊗ sl(E) θ−→ Pk(E,M)/Pk−1(E,M) δ−→ Sk(M) −→ 0,
avec θ : T 7→ T + Pk−1(E,M) et
δ : D + Pk−1(E,M) 7→
{
0 si D ∈ Dk−1(E,M)
σppal(D) sinon.
Démonstration. L’application θ est bien définie. En effet, si des
opérateurs différentiels D1, D2 ∈ Dk−1(E,M) ⊂ Pk(E,M) sont tels
que σpson(D1) = σpson(D2), alors on a bien D1 −D2 ∈ Pk−1(E,M); ce
qui signifie que l’image de T ne dépend pas du choix de l’opérateur T
tel que σpson(T ) = T.
En outre, θ est évidemment une application linéaire et elle est in-
jective. En effet, soit T ∈ Sk−1(M)⊗ sl(E) est tel que θ(T ) = 0.
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On a alors T ∈ Pk−1(E,M). Or par construction T /∈ Dk−2(E,M).
Donc, on a bien
σppal(T ) ∈ Sk−1(M)id
On en déduit, comme σpson(T ) = σppal(T ) = T, que T = 0.
L’application δ étant linéaire et directement surjective, montrons
pour terminer que
ker(δ) = Im(θ).
L’inclusion ker(δ) ⊃ Im(θ) est évidente. Démontrons l’autre sens de
l’inclusion. Si D + Pk−1(E,M) ∈ ker(δ), alors, par définition de δ, on
a
D ∈ Dk−1(E,M) ∩ Pk(E,M).
Par suite, d’une part,
σppal(D) ∈ Sk−1(M)⊗ gl(E),
puisque D ∈ Dk−1(E,M) et de l’autre, comme D ∈ Pk(E,M), on a
plutôt,
σppal(D) ∈ Sk−1(M)⊗ sl(E).
L’inclusion cherchée en découle directement. 
Ainsi, comme R−espaces vectoriels, on a la décomposition
Pk(E,M) = Polk−1(T ∗M, sl(E))⊕ Polk(T ∗M,R)
pour tout entier k ∈ N.
La question qui se pose est celle de savoir si la suite exacte d’al-
gèbres de Lie mais aussi d’algèbres associatives suivante, dont l’exac-
titude vient de celle donnée dans l’énoncé précédent et des opérations
effectuées en (5) et en (6) précédemment est scindée.
(∗) 0 // S(M)⊗ sl(E) // S(P(E,M)) // S(M) // 0
Notons que la scission de cette suite entraînerait en particulier celle de
la suite exacte d’algèbres de Lie suivante
0 // sl(E) // S1(P(E,M)) // V ect(M) // 0
Pour y répondre, nous nous servons du résultat suivant où une suite
d’algèbres de Lie scindée est donnée.
Proposition 4.3. Soit E → M un fibré vectoriel de rang n. Re-
lativement à une connexion sur E, la courte suite exacte d’algèbres de
Lie suivante est scindée.
0 // P0(E,M) i−→ P1(E,M) σpson−→ P1(E,M)/P0(E,M) // 0
où i est l’injection canonique et σpson défini précédemment.
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Démonstration. Via une dérivation covariante ∇ de E, on a
l’identification de R−espaces vectoriels
P1(E,M) ∼= V ect(M)⊕ gl(E).
En effet, pour T ∈ P1(E,M) ⊂ D1(E,M), on a
σppal(T ) = X ∈ V ect(M)
et par suite, comme ∇X ∈ P1(E,M), la différence T −∇X est bien un
champ d’endomorphismes.
On note par λ : P1(E,M)→ V ect(M)⊕ gl(E) la bijection linéaire
ainsi définie. Si on a T = ∇X + A et D = ∇Y + B, alors on obtient
dans P1(E,M)
[T,D] = ∇[X,Y ] +R∇(X, Y ) +∇XB −∇YA+ [A,B],
ce qui se traduit par
(∗∗) [(X,A), (Y,B)] = ([X, Y ], R∇(X, Y ) +∇XB −∇YA+ [A,B])
dans l’espace V ect(M)⊕ gl(E).
Par ailleurs, considérons la courte suite exacte suivante
0 // sl(E) // P1(E,M)/P0(E,M) // V ect(M) // 0
correspondant au cas particulier k = 1 de celle caractérisant l’espace
des symboles, au sens « Poisson quantique, » des opérateurs différentiels
d’ordre k, que nous avons donnée au début de cette section. Ainsi,
comme dans le cas général au début de cette section, on a l’application
linéaire
δ : T + P0(E) 7→
{
0 si T ∈ gl(E)
σppal(T ) sinon
qui est surjective et l’injection θ : A ∈ sl(E) 7→ A+ P0(E,M).
Comme R−espaces vectoriels, on a donc l’identification suivante
P1(E,M)/P0(E,M) ∼= V ect(M)⊕ sl(E).
Considérons le diagramme commutatif suivant
(X,A) ∈ V ect(M)⊕ sl(E)
λ−1

µ // P1(E,M)/P0(E,M)
∇X + A ∈ P1(E,M)
σpson
44
L’application linéaire µ = σpson ◦ λ−1 est injective car µ(X,A) = 0
donne ∇X + A ∈ P0(E); et on déduit que
X = 0 et A ∈ sl(E) ∩ P0(E,M).
De même, µ est surjective.
Le crochet dans P1(E,M)/P0(E,M) est donc donné par
[[T ], [D]] = ∇[X,Y ] +R∇(X, Y ) +∇XB −∇YA+ [A,B] + P0(E,M)
avec [T ] = ∇X + A+ P0(E,M) et [D] = ∇Y +B + P0(E,M).
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Et donc, l’opération correspondante dans V ect(M)⊕sl(E), obtenue
par transport de structure via µ, n’est pas nécessairement un crochet
de Lie puisque le terme R∇(X, Y ) n’est pas toujours de trace nulle.
Pour remédier à cela, supposons que ∇ soit associée à une forme de
connexion d’une réduction du fibré principal des repères L1(E) de E
au sous-groupe de Lie O(n) de GL(n,R). Pour une telle dérivation, R∇
est à valeurs dans sl(E). On a alors un isomorphisme d’algèbres de Lie
µ : V ect(M)⊕ sl(E)→ P1(E,M)/P0(E,M),
l’espace V ect(M)⊕ sl(E) étant muni du crochet suivant
(∗ ∗ ∗)[(X,A), (Y,A)] = ([X, Y ], R∇(X, Y ) +∇XB −∇YA+ [A,B]).
Vu les relations (∗∗) et (∗ ∗ ∗), on conclut que l’injection canonique
β : V ect(M)⊕ sl(E)→ V ect(M)⊕ gl(E)
est un homomorphisme d’algèbres de Lie. Par suite,
λ−1 ◦ β ◦ µ−1 : P1(E,M)/P0(E,M)→ P1(E,M)
est un homomorphisme d’algèbres de Lie permettant d’identifier l’al-
gèbre de Lie P1(E,M)/P0(E,M) à une sous-algèbre de Lie de P1(E,M),
pour les structures précisées dans les lignes précédentes, et on voit bien
que c’est une section de σpson.
On vient ainsi de montrer que la courte suite exacte de l’énoncé est
scindée. 
On remarque que si ∇ est une dérivation covariante de E associée
à la réduction dont il est question dans la démonstration précédente,
alors pour T = ∇X + A, la déposition
T = (∇X + A− 1
n
tr(A) id) +
1
n
tr(A) id
ne dépend que de la réduction et non du choix de la connexion. En
effet, si relativement à une autre dérivation covariante ∇′, associée à la
même réduction, on se donne une décomposition analogue de T, alors
on a
T = ∇′X + A′ = ∇X + (A′ + (∇′X −∇X))
= ∇X + S + A′
avec S = ∇X −∇′X , et donc S est de trace nulle, et A′ = A− S.
Par suite, tr(A) = tr(A′) et on a
∇′X + A′ −
1
n
tr(A′) id = ∇X + S + A− S − 1
n
tr(A) id.
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Considérons maintenant le diagramme suivant
0

0

gl(E)

sl(E)

0 // P0(E,M) // P1(E,M) //

P1(E,M)/P0(E,M) //

0
V ect(M)

V ect(M)

0 0
Nous avons établi que la suite horizontale est scindée. Et on en
déduit que la scission de la suite verticale de droite entraînerait celle
de la suite verticale située à gauche. Or selon [33], la scission de cette
suite exige essentiellement la naturalité du fibré vectoriel E; le fibré est
forcément naturel si la base M est simplement connexe.
Donc la réponse à la question de savoir si la suite exacte d’algèbres
de Lie (∗) est toujours scindée est non.
4.3. Caractérisation Lie-algébrique des fibrés vectoriels. De
la même manière que pour le Théorème 3.7 précédent, on peut énoncer
le résultat suivant.
Théorème 4.4. Soient E → M,F → M deux fibrés vectoriels
de rangs respectifs n, n′ > 1 avec H1(M,Z/2) = 0. Les algèbres de
Lie S(P(E,M)) et S(P(F,M)), vues comme C∞(M)−modules, sont
isomorphes si, et seulement si, les fibrés vectoriels E et F le sont.
Pour les sous-algèbres de Lie S1(P(E,M)) et S1(P(F,N)), ce ré-
sultat peut s’améliorer. Pour le démontrer, nous nous servons de la
courte suite exacte présentée dans l’énoncé suivant.
On peut maintenant énoncer le résultat suivant de caractérisation
Lie-algébrique de fibrés vectoriels.
Théorème 4.5. Soient E → M,F → N deux fibrés vectoriels de
rangs respectifs n, n′ > 1 avec H1(M,Z/2) = 0. Les algèbres de Lie
S1(P(E,M)) et S1(P(F,N)) sont isomorphes si et seulement si les
fibrés vectoriels E et F le sont.
Démonstration. On observe, partant de la décomposition
S1(P(E,M)) = sl(E)⊕ V ect(M)
obtenue précédemment via une connexion sur E, pour tout T = (∇X , A)
si pour tout B ∈ sl(E), il existe r ∈ N tel que
(ad(T ))r(B) = 0.
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On a alors bien
∇X(∇X · · · (∇X(B))) = 0,
où ∇X est appliqué r fois. Dans une trivialisation de E de domaine
U ⊂ M, en considérant B dont l’expression locale est de la forme
(αij) = (δ12u), u ∈ C∞(U), i.e ayant tous ses termes nuls sauf celui
de la position (1, 2), le Lemme 2.1 du second chapitre nous permet de
choisir u de sorte qu’on ait nécessairement X = 0. On en déduit que
Nil(S1(P(E)) ⊂ sl(E).
Par ailleurs, on sait que si A ∈ sl(E) est tel que Ap = 0, alors on a
A ∈ Nil(S1(P (E,M)). En effet, on observe que
(adA)k(∇X +B) = (adA)k(∇X) + (adA)k(B)
= −(adA)k−1(X · A) + (adA)k(B)
où, en vertu du cas particulier étudiée à la section 4.1 précédente, pour
tous C,D ∈ sl(E), on a
(adC)(D) = {C,D} = [C,D],
ce qui permet de conclure, puisque (adC)k(D) est alors une somme des
termes de la forme akCk ◦D ◦ Ck−1, ak ∈ R.
Dans les lignes qui suivent, le but est d’établir que l’enveloppe li-
néaire des champs d’endomorphismes nilpotents est sl(E) tout entier.
Soit A ∈ sl(E). Au-dessus d’un domaine de trivialisation U ⊂ M, on
peut donc écrire
A|U = ΣiNUi
avec NUi ∈ sl(E|U), (1 ≤ i ≤ n2 − 1), des champs d’endomorphismes
nilpotents puisque sl(n,R) admet une base formée de matrices nilpo-
tentes. Considérons maintenant un recouvrement de Palais de M,
O = O1 ∪ · · · ∪ Or, r ∈ N,
localement fini, les éléments Uα,j de chaque Oj étant des domaines de
trivialisation de E 2 à 2 disjoints, et une partition de l’unité (ρα,j),
localement finie, subordonnée à ce recouvrement. On a alors
ρα,jA =
n2−1∑
i=1
Ni,α,j
avec Ni,α,j ∈ sl(E|Uα,j) nilpotent et de support compact dans Uα,j.
Posons ∪Oj = ∪αUα,j = Uj et considérons Nji défini par
Nji(x) =
{
Ni,α,j(x) si x ∈ Uj
0 sinon
On a alors que Nji est de classe C∞. En effet, pour x /∈ Uj, considérons
un voisinage ouvert V 3 x d’adhérence compacte. On sait que V n’est
rencontré que par un nombre fini de supports des Nα,j, dont la réunion
est le compact que nous convenons de noter par K.
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Alors V \K est un voisinage ouvert de x dans lequel Nji est identi-
quement nul. Et on a ainsi établi notre affirmation puisque pour x ∈ Uj
le caractère C∞ de Nji est évident. On en conclut que∑
α
ρα,jA =
n2−1∑
i=1
Nji,
et par suite,
A =
n2−1∑
i=1
r∑
j=1
Nji.
On vient donc de démontrer que
〉Nil(S1(P(E,M)) 〈= sl(E),
où la notation usuelle 〉H 〈 désigne l’enveloppe linéaire d’une partie H
d’un espace vectoriel.
On en déduit que tout isomorphisme
Φ : S(P1(E,M))→ S(P1(F,N))
d’algèbres de Lie est forcément tel que
Φ(sl(E)) = sl(F ).
Par suite, en vertu du Théorème 2.4 précédent, on a le résultat cherché.

CHAPITRE 6
CARACTÉRISATION ALGÉBRIQUE DES
VARIÉTÉS DIFFÉRENTIELLES ET DES FIBRÉS
VECTORIELS
Les algèbres de Poisson quantiques ou classiques sont des algèbres
de Lie mais aussi des algèbres associatives. Jusque-là, nous avons ob-
tenu des caractérisations des variétés différentielles et des fibrés vecto-
riels par la seule structure de Lie. La question posée dans ce chapitre
est celle de savoir si pour ces algèbres, la structure d’algèbre associative
permet les mêmes caractérisations.
1. Caractérisation algébrique des variétés différentielles
SoitM une variété différentielle. Nous savons que les algèbres D(M)
et S(M) caractérisent la variété M par leurs structures respectives
d’algèbres de Lie. Pour leurs structures de R−algèbres (associatives),
le résultat suivant apporte une réponse à la question.
Théorème 1.1. Soient M et N deux variétés différentielles.
(a) Les R−algèbres associatives D(M) et D(N) sont isomorphes si, et
seulement si, les variétés différentielles M et N sont difféomorphes.
(b.1) Tout isomorphisme Φ : S(M)→ S(N) de R−algèbres associatives
induit un isomorphisme de R−algèbres respectant les graduations.
(b.2) Les R−algèbres associatives S(M) et S(N) sont isomorphes si et
seulement si les variétés différentielles M et N sont difféomorphes.
Démonstration. L’assertion (a) vient du fait que tout isomor-
phisme d’algèbres associatives entre D(M) et D(N) est également un
isomorphisme d’algèbres de Lie.
Pour (b), rappelons que S(M) = Pol(T ∗M) et que Pol0(T ∗M) =
A(M) = C∞(M), via l’identification pi∗T ∗M(C∞(M)) ∼= C∞(M)).
L’énoncé (b.1) est alors une conséquence immédiate de la Remarque
2.4 du troisième chapitre.
Le point (b.2) s’obtient comme corollaire du point (b.1) précédent
ou en appliquant directement le Lemme 2.1 du chapitre 3. 
2. Caractérisation algébrique des fibrés vectoriels.
Soient M une variété différentielle de dimension m, E → M un
fibré vectoriel de rang n et T ∗E → E le fibré cotangent de E.
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Considérons l’algèbre associative SE(E), sous-algèbre associative de
Pol(T ∗E) := S(E), les éléments de ce dernier ensemble étant les fonc-
tions polynomiales sur les fibres de T ∗E.
On peut aussi énoncer le résultat suivant ; la justification étant la même
qu’au point (a) du Théorème 1.1 précédent.
Théorème 2.1. Soient E → M et F → N deux fibrés vectoriels.
Les algèbres associatives DE(E) et DE(F ) sont isomorphes si et seule-
ment si les fibrés vectoriels E et F sont isomorphes.
Proposition 2.2. L’enveloppe lisse de la R−algèbre géométrique
SE(E) est donnée par
SE(E) = C∞(T ∗E).
Démonstration. Notons d’abord que
SE(E) ⊃ pi∗T ∗E(C∞(E)).
En effet, en vertu de la Proposition 4.5 du premier chapitre, on a d’une
part,
pi∗T ∗E(C
∞(E)) = pi∗T ∗E(A(E))
et de l’autre,
C∞(E) = A(E) ∼= pi∗T ∗E(A(E))
On obtient ainsi l’identification
pi∗T ∗E(A(E)) ∼= pi∗T ∗E(A(E));
ce qui permet d’avoir le résultat annoncé en appliquant la Proposition
4.4 précédente à l’inclusion
pi∗T ∗E(A(E)) ⊂ SE(E).
Soit u ∈ Polk(T ∗E). Pour tout e ∈ T ∗E, il existe un domaine de carte
canonique U 3 e de T ∗E associée à une trivialisation (V, ψ) de E dans
lequel on peut écrire
u(e) =
∑
|r|+|s|=k
frs(x, y)ξ
rηs,
où (x, y) sont les cordonnées locales dans V , (x, y, ξ, η) celles corres-
pondantes dans U et frs ∈ C∞(V ).
Recouvrons M par de tels domaines de trivialisation et extrayons-
en un recouvrement de Palais. Notons le recouvrement ouvert de T ∗E
associé à ce recouvrement de Palais de M par O = O1 ∪ · · · ∪ON avec
N ∈ N et notons Ui,α(α ∈ J) les éléments de Oi.
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Considérons une partition de l’unité ϕi,α de M subordonnée au
recouvrement (Ui,α) de M associé à O, où chaque ϕi,α est à support
compact dans Ui,α; et pour chaque Ui,α, considérons une fonction φi,α
à support compact dans Ui,α et qui vaut 1 lorsque ϕi,α est non nulle.
On a alors
pi∗T ∗E ◦ pi∗E(ϕi,α)u = pi∗T ∗E ◦ pi∗E(ϕi,α · φi,α)u
=
∑
|r|+|s|=k
grsi,α · vrsi,α,
où grsi,α ∈ pi∗T ∗E(C∞(E)) et vrsi,α ∈ SE(E) sont à support dans Ui,α et
sont donnés par
grsi,α = ϕi,αf
rs
i,α et v
rs
i,α = φi,αξ
rηs.
Par suite, on peut écrire
u =
∑
|r|+|s|=k
∑
i,α
grsi,α · vrsi,α
=
∑
|r|+|s|=k
∑
i
(∑
α
grsi,α
)
·
(∑
β
vrsi,β
)
=
∑
|r|+|s|=k
∑
i
grsi · vrsi
puisque pour α 6= β, grsiα ·vrsiβ = 0. On a alors que u ∈ SE(E), puisqu’on
vient de montrer que u se décompose en une somme dont les termes
sont des produits ayant deux facteurs, l’un dans pi∗T ∗E(C∞(E)) et l’autre
dans SE(E). Par suite,
Pol(T ∗E) ⊂ SE(E).
D’après la Proposition 4.4 précédente, on a donc l’inclusion
Pol(T ∗E) ⊂ SE(E).
Mais on a aussi Pol(T ∗E) = C∞(T ∗E) et donc
C∞(T ∗E) ⊂ SE(E).
On en déduit alors l’égalité
SE(E) = C∞(T ∗E);
car l’inclusion SE(E) ⊂ C∞(T ∗E) vient de la Proposition 4.4 du cha-
pitre 1, appliquée aux inclusions
SE(E) ⊂ Pol(T ∗E) ⊂ Pol(T ∗E).

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On peut maintenant énoncer le résultat suivant qui nous permettra
de tirer quelques conclusions sur les fibrés vectoriels, en rapport avec
la structure de R−algèbre de l’espace des symboles des opérateurs ho-
mogènes.
Proposition 2.3. Soient E →M et F → N deux fibrés vectoriels
et T ∗E → E et T ∗F → F les fibrés cotangents associés à E et F
respectivement. Tout isomorphisme de R−algèbres Ψ : SE(E)→ SE(F )
s’étend en un unique isomorphisme de R−algèbres Ψ : C∞(T ∗E) →
C∞(T ∗F ) tel que
Ψ(A0((E))) = A0((F ))
où A0((E)) = pi∗T ∗E(A0(E)) et A0((F )) est la R−algèbre définie de
manière analogue.
Démonstration. Si u ∈ A0((E)) ⊂ Pol0(T ∗E), n’a pas de zéro
sur T ∗E, alors il en de même pour
u−1 : T ∗E → R : e 7→ 1
u(e)
qui est un élément de Pol0(T ∗E). Mais u étant une fonction polyno-
miale de degré zéro en y, lorsque l’on considère un système de coor-
données locales (x, y, ξ, η), dans une carte canonique de T ∗E, il en est
de même pour u−1; et donc
u−1 ∈ A0((E)) ⊂ S0E(E) = pi∗T ∗E(A(E)).
Par suite, la relation
Ψ(u) ·Ψ(u−1) = 1T ∗F : e 7→ 1
devient, comme Ψ prolonge Ψ,
Ψ(u) ·Ψ(u−1) = 1T ∗F
ce qui permet de conclure que les polynômes Ψ(u) et Ψ(u−1) sont
constants en les fibres de T ∗F ; ils sont donc dans
S0E(F ) = pi∗T ∗F (A(F )).
Mais comme les éléments inversibles de A(F ) ayant leurs inverses dans
A(F ) sont dans A0(F ) et
pi∗T ∗F |C∞(F ) : C∞(F )→ C∞(F )
est un isomorphisme de R−algèbres, on en conclut également que Ψ(u)
est dans A0((F )). Cela démontre la première égalité ; puisque pour tout
u ∈ A0((E)), l’élément u2+1 n’ayant pas de zéro, on a bien que (Ψ(u))2
est un élément de A0((F )). On en tire directement que,
Ψ(u) ∈ A0((F )).
Ce qui achève la démonstration. 
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Remarque 2.4. Soit E →M un fibré vectoriel. À tout difféomor-
phisme de transition du fibré E →M de la forme (x, y) 7→ (x,A(x)(y))
correspond un difféomorphisme de transition du fibré tangent TE → E
de la forme
(x, y,h,k) 7→ (x, y,h, (A′(x) · y)(h) + A(x)(k)),
où A′(x) · y est une matrice de type (n,m) dont l’élément de ligne l et
colonne k est donné par ∑
r
∂kAl,r(x)y
r
et vérifiant
(A′(x) · y)(h) = (A∗xh)(y).
Les difféomorphismes de transition de T ∗E → E sont donnés par
(x, y, ξ, η) 7→ (x, y, ξ −t (A−1(x) ◦ (A′(x) · y))(η) , tA−1(x)(η))
Ces difféomorphismes définissent ainsi une fibration différentielle T ∗E →
M dont la projection est donnée par
pi : T ∗E →M : e 7→ piE ◦ piT ∗E(e)
Corollaire 2.5. Soient deux fibrés vectoriels E →M et F → N.
Si les R−algèbres SE(E) et SE(F ) sont isomorphes, alors les fibrations
différentielles T ∗E →M et T ∗F → N sont isomorphes.
Démonstration. En effet, en vertu de la Proposition 2.3 pré-
cédente, les R−algèbres C∞(T ∗E) et R−algèbres C∞(T ∗F ) sont iso-
morphes. Il existe donc un difféomorphisme Φ : T ∗E → T ∗F tel
que, en vertu de la proposition citée précédemment, l’isomorphisme
de R−algèbres Ψ entre SE(F ) et SE(E) soit donné par
Ψ : u ∈ SE(F ) 7→ u ◦ Φ ∈ SE(E)·
La même Proposition 2.3 permet d’écrire
Ψ(pi∗T ∗F ◦ pi∗F (C∞(N))) = pi∗T ∗E ◦ pi∗E(C∞(M))·
Par suite, la restriction de Ψ à A0(F ) induit un isomorphisme de R-
algèbres Ψ entre C∞(N) et C∞(M).
Par Milnor, il existe donc un difféomorphisme φ : M → N tel que
Ψ(g) = g ◦ φ.
On déduit de ce qui précède,
Ψ(pi∗T ∗F ◦ pi∗F (g)) = pi∗T ∗E ◦ pi∗E(g ◦ φ)·
Or on a l’égalité
(pi∗T ∗F ◦ pi∗F (g)) ◦ Φ = Ψ(pi∗T ∗F ◦ pi∗F (g))·
Donc, pour tout e ∈ T ∗E, on a
(pi∗T ∗F ◦ pi∗F (g))(Φ(e)) = pi∗T ∗E ◦ pi∗E(g ◦ φ)(e) · .
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Ce qui équivaut à
g(piF ◦ piT ∗F (Φ(e))) = g(φ(piE ◦ piT ∗E(e))),∀e ∈ T ∗E,∀g ∈ C∞(N)·
On en déduit que
(piF ◦ piT ∗F ) ◦ Φ = φ ◦ (piE ◦ piT ∗E);
et le résultat énoncé est établi. 
Remarque 2.6. Le corollaire ci-dessus, nous permet également de
dire que si les R−algèbres SE(E) et SE(F ) sont isomorphes, les bases
M et N des fibrés vectoriels E et F sont difféomorphes mais aussi que
ces fibrés sont de même rang. Nous ne savons pas en dire plus à ce
stade, en termes de caractérisation des fibrés vectoriels.
3. Limite classique des opérateurs homogènes de poids nul
Soient E →M un fibré vectoriel. Rappelons que l’espace
D0(E) = {T ∈ D(E) : [E , D] = 0}
est l’algèbre de Poisson quantique des opérateurs homogènes de poids
nul. Considérons l’algèbre de Poisson classique S0(E), limite classique
de D0(E). On a alors
S0(E) =
⊕
k≥0
Sk0 (E),
avec Sk0 (E) = {σ(T ) : T ∈ Dk0(E)}. Vue comme sous-algèbre associa-
tive de Pol(T ∗E), on a bien
S00 (E) = pi∗T ∗E(A0(E)) = A0((E)).
Localement, dans une carte canonique de T ∗E associée à une carte
adaptée de E, un élément u de Sk0 (E) s’écrit sous la forme
u(e) =
∑
|r|+|s|≤k
frs(x)y
rξsηr, (∗)
où e ∈ T ∗E admet (x, y, ξ, η) comme coordonnées locales.
Proposition 3.1. Soient E →M et F → N deux fibrés vectoriels.
Si Ψ : S0(E)→ S0(F ) est isomorphisme de R−algèbres, alors
Ψ(A0((E))) = A0((F )).
Démonstration. La démonstration est analogue à celle du Lemme
2.1 du chapitre 3. En effet, soit u ∈ A0((E)) n’ayant pas de zéro sur
T ∗E. Alors u = pi∗T ∗E(u), avec u ∈ A0(E) n’ayant pas de zéro dans E.
Par suite, u−1 ∈ A0(E) et, en notant u−1 = pi∗T ∗E(u−1) on a bien la
relation
u · u−1 = 1T ∗E : e 7→ 1.
D’où, on a
Ψ(u) ·Ψ(u−1) = 1T ∗F .
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On en déduit que
Ψ(u) ∈ Pol0(T ∗F ) ∩ S0(F ) = A0((F )).
En considérant un élément quelconque u de A0((E)), on a que u2 + 1
n’a pas de zéro dans T ∗E et donc Ψ(u) ·Ψ(u) ∈ A0((F )).
On peut alors conclure car cela entraine
Ψ(u) ∈ A0((F )).

On en déduit alors le résultat suivant.
Corollaire 3.2. Soient E →M et F → N deux fibrés vectoriels.
Si les R−algèbres S0(E) et S0(F ) sont isomorphes alors les variétés
différentielles M et N sont difféomorphes.
4. La structure de R−algèbre de l’algèbre de Lie S(P(E,M))
Pour un fibré E → M, de rang dépassant 1, nous avons établi que
sous certaines hypothèses, la structure de Lie de S(P(E,M)) carac-
térise le fibré E. Nous allons voir ce qu’il en est de sa structure de
R−algèbre.
Considérons la suite exacte suivante, rencontrée dans le chapitre
précédent, et limitons-nous à la seule structure d’algèbre associative
des espaces en question
0→ S(M)⊗ sl(E) θ−→ S(P(E,M)) δ−→ S(M)→ 0.
Notons qu’en vertu des opérations effectuées en (5) et en (6) au
chapitre précédent, la structure de R−algèbre sur S(M)⊗ sl(E) dont
il est question ici est celle pour laquelle le produit de deux éléments
quelconques est nul.
Considérons la partie de S(P(E,M)) définie et notée par
J (E) := {P ∈ S(P(E,M)) : P 2 = 0}·
On a alors que l’espace J (E) est un idéal de la R−algèbre S(P(E,M)).
En effet, cela découle du fait que J (E) n’est rien d’autre que le noyau
de l’homomorphisme de R− algèbres δ de la suite exacte précédente.
Proposition 4.1. Les éléments inversibles de la R−algèbre asso-
ciative S(P(E,M)) se décomposent sous la forme u+f, avec u ∈ J (E)
et f ∈ Pol0(T ∗M) ∼= C∞(M) une fonction n’ayant pas de zéro. Et l’in-
verse d’un tel élément est donné par
(u + f)−1 = −f−2 · u + f−1.
avec f−1 : T ∗M → R : x 7→ 1
f(x)
.
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Démonstration. Soient P,Q ∈ S(P(E,M)) tels que P ·Q = 1.
On a alors
δ(P ) · δ(Q) = 1,
et cela implique que δ(P ) et δ(Q) sont des polynômes constants en les
fibres de T ∗M, en tenant compte de l’identification S(M) ∼= Pol(T ∗M).
On en déduit qu’il existe des fonctions sans zéro f, g ∈ C∞(M), l’une
étant l’inverse de l’autre, telles que δ(P ) = f et δ(Q) = g. Par suite,
par définition de l’homomorphisme δ, on a la décomposition
P = f + u et Q = g + v
avec u,v ∈ J (E) = Kerδ. On a alors
(f + u)−1 =
1
f
1
1 + 1
f
u
=
1
f
∑
k
(−1)k 1
fk
uk = f−1 − f−2u
car u2 = 0, et le résultat est établi. 
Observons que la graduation de la R−algèbre S(P(E,M)) en induit
une sur J (E) et on peut noter
J (E) =
⊕
k≥0
J k(E),
avec en particulier J 0(E) = {0}.
On peut maintenant énoncer le résultat suivant.
Proposition 4.2. Soient E →M et F → N deux fibrés vectoriels.
Si Ψ : S(P(E,M))→ S(P(F,N)) est un isomorphisme de R−algèbres,
alors Ψ respecte leurs idéaux J (E) et J (F ).
Démonstration. Soit Ψ : S(P(E,M)) → S(P(F,N)) un iso-
morphisme de R−algèbres. La proposition vient directement du fait
que pour tout P ∈ S(P(E,M)) tel qu’il existe r ∈ N avec P r = 0,
alors on a également (Ψ(P ))r = 0. 
Proposition 4.3. Soient E →M et F → N deux fibrés vectoriels.
Tout isomorphisme de R−algèbres Ψ : S(P(E,M))→ S(P(F,N)) est
tel que
Ψ(S0(P(E,M))) = S0(P(F,N)).
Démonstration. Comme J (E) est un idéal pour la structure de
R−algèbre de S(P(E)), on a alors que
Ψ : [Q] 7→ [Ψ(Q)]
est bien un isomorphisme de R−algèbres entre les espaces quotients
S(P(E,M))/J (E) et S(P(F,N))/J (F ) avec
[P ] = [Q]⇔ P −Q ∈ J (E).
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Observons que ces R−algèbres quotients sont gradués, le sous-espace
de poids k étant identifié à
Sk(P(E,M))/J k(E) ∼= Polk(T ∗M)
pour S(P(E,M))/J (E), et pour S(P(F,N))/J (F ), on a une identifi-
cation analogue. On en déduit l’existence d’isomorphismes gradués de
R−algèbres
ΨM : S(P(E,M))/J (E)→ Pol(T ∗M)
et
ΨN : S(P(F,N))/J (F )→ Pol(T ∗N).
On en tire un isomorphisme de R−algèbres
ΨN ◦Ψ ◦Ψ−1M : Pol(T ∗M)→ Pol(T ∗N).
Comme on a
ΨN ◦Ψ ◦Ψ−1M (Pol0(T ∗M)) = Pol0(T ∗N),
en vertu du Lemme 2.1 du troisième chapitre, alors on peut écrire
Ψ(S0(P(E,M))/J 0(E)) = S0(P(F,N))/J 0(F ),
puisque ΨM et ΨN sont gradués. Par suite, pour tout f ∈ S0(P(E,M)),
on a l’égalité
Ψ([f ]) = [Ψ(f)] ∈ S0(P(F,N))/{0},
et le résultat cherché en découle. 
On en déduit le résultat suivant.
Corollaire 4.4. Soient E →M et F → N deux fibrés vectoriels.
Si les R−algèbres S(P(E,M)) et S(P(F,N)) sont isomorphes, alors
les variétés différentielles M et N sont difféomorphes.
On observe qu’un fibré vectoriel E ne peut pas être caractérisé par
la seule structure d’algèbre associative de S(P(E,M)) puisque « l’in-
formation » sur la nature du fibré, hormis sa base, est logée dans l’idéal
J (E) sur lequel la restriction de la multiplication de S(P(E,M)) se
réduit à la structure triviale.
5. Caractérisation Poisson-algébrique des fibrés vectoriels
Pour des algèbres de Poisson quantiques, un homomorphisme de
R−algèbres est nécessairement un homomorphisme d’algèbres de Lie.
Les résultats obtenus à la section précédente et au chapitre précédent
suggèrent de considérer, pour les algèbres de Poisson classiques, des
homomorphismes respectant à la fois les structures d’algèbres associa-
tives et de Lie, dans le but d’obtenir une caractérisation algébrique
des fibrés vectoriels sans imposer que les R−algèbres S(P(E,M)) et
S(P(F,M)) sont vues comme C∞(M)−modules.
Mais donnons d’abord une définition.
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Une application R−linéaire Ψ entre deux algèbres de Poisson classiques
est un homomorphisme d’algèbres de Poisson si Ψ est à la fois un ho-
momorphisme d’algèbres associatives et de Lie.
Ici, il n’est pas exigé que Ψ soit gradué.
On peut maintenant énoncer la proposition suivante.
Théorème 5.1. Soient E → M et F → N deux fibrés vectoriels
de fibre type Rn et Rn′ respectivement, avec n, n′ > 1.
Sous l’hypothèse H1(M,Z/2) = 0, les algèbres de Poisson S(P(E,M))
et S(P(F,N)) sont isomorphes si, et seulement si, les fibrés vectoriels
E et F le sont.
Démonstration. Soit Ψ : S(P(E,M))→ S(P(F,N)) un isomor-
phisme d’algèbres de Poisson. Observons qu’en vertu de la Proposition
4.3 précédente, on a
Ψ(P0(E,M)) = P0(F,N).
Par suite, en appliquant le même raisonnement qu’au Théorème 3.6 du
chapitre 5, il vient que
Ψ(gl(E)) = gl(F ),
et le théorème est établi, en vertu du Théorème 2.4 du chapitre cité
précédemment. 
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