In this paper, we study the following degenerate critical elliptic equations with anisotropic coefficients
Introduction and main results
In this paper, we study the following degenerate critical elliptic equations with anisotropic coefficients where x = (x 1 , · · · , x N ) ∈ R N , N ≥ 3, α > 1/2, 0 ≤ s ≤ 2, 2 * (s) = 2(N − s)/(N − 2) and K ∈ C 1 (R N ). The motivation for studying equations (1.1) and (1.2) comes from the following interesting characteristics these equations possessing. First, these equations relate to the weighted Sobolev inequality with anisotropic coefficients (see Theorem 2.1):
where N ≥ 3, 0 ≤ s ≤ 2 and α > 1/2. Thanks to this inequality, solution u of equation (1.1) which satisfies that R N |x N | 2α |∇v| 2 < ∞, turns out to be a critical point of the variational integral J:
where X α (R N ) is the completion space of C 3) relates to some Hardy-Sobolev inequality in half spaces (see [6] ). Let In a recent paper [5] , the authors showed that equation (1.5) can be transformed into the following equations:
(i). semilinear elliptic equation relates to Hardy-Sobolev-Maz'ya inequalities:
where x = (y, z) ∈ R m × R k , µ, N ′ , m, k depend on N, s, α, andK depends on K;
(ii). Grushin type equation with critical exponent:
where ξ = (x, y) ∈ R m × R k , τ, N ′ , m, k depend on N, s, α, andK depends on K. Here Q = m + k(1 + τ ); This paper is organized as follows: In section 2, we obtain some weighted Sobolev type inequalities (see Theorem 2.1) and define some function spaces related to these inequalities. These inequalities can be seen as some kind of variant of the Hardy-Sobolev-Maz'ya inequalities (see [22] ). They not only play important role in proving the regularity and symmetry properties of solutions of equations (1.1) and (1.2) but also have their own interest. In section 3, we investigate the properties of the degenerate elliptic operator −div(|x N | 2α ∇u). We prove a strong maximum principle (see Proposition 3.2) for this operator and get some results on the isolated singularity of the positive solution of equation −div(|x N | 2α ∇u) = 0 (see Proposition 3.5) . In section 4, by means of the weighted Sobolev inequalities obtained in section 1 and the Moser iteration technique, we derive some regularity results for positive solutions of equations (1.1) and (1.2). More precisely, we prove a Harnack inequality (see Theorem 4.3) and some Hölder continuity results (see Theorem 4.4) for solutions of equations (1.1) and (1.2). In section 4, using the moving sphere and moving plane methods, some results on the symmetry and decay of entire solutions of equations (1.1) and (1.2) are obtained (see Theorem 5.1, Theorem 5.6 and Remark 5.2). Especially, we obtain the result that the positive solution of equation (1.1) is unique up to a Möbius transform which leaves the upper half space R N + invariant (see Theorem 5.8) . In the last section, we derive some variational identities (see Corollary 6.2, Theorem 6.1 and Theorem 6.4) for solutions of equation (1.2) . As a consequence, some non-existence results for solutions of equation (1.2) are obtained (see Remark 6.3) .
Notation:
In what follows, B ρ (x), B ρ (x) and ∂B ρ (x) will respectively denote the open ball the closed ball and the sphere centered at x and having radius ρ.
. For a function u, u + and u − denote the functions max{u(x), 0} and max{−u(x), 0} respectively. For a Lebesgue measurable set A ⊂ R N , mesA denotes the Lebesgue measure of A. The symbol δ i,j denotes the Kronecker symbol:
Some weighted Sobolev inequalities and related function spaces
In this section, we give some weighted Sobolev type inequalities which can be seen as some kind of variant of the Hardy-Sobolev-Maz'ya inequalities (see [22] ). Then we define some function spaces related to these inequalities which will be used in the subsequent sections frequently. Theorem 2.1. Let N ≥ 3. For any 0 ≤ s ≤ 2 and α > 1/2, there exist constants C = C(α, s) > 0 and
Since α > 1/2, we get that
= 0, and by the fact that the supports of u and v are compact, we get that
By (2.3) and (2.4), we obtain
By Hardy inequality (see [13, Theorem 327]), we have
, by (2.6) and Hardy-Sobolev inequality in half space (see [6] ), we get that 
respectively, where the norms || · || Xα(R N ) and || · || X 0 α (Ω) are defined by
denote the space of the completion of In this section, we investigate the degenerate elliptic operator −div(|x N | 2α ∇u). Throughout this section, we assume that α > 1/2.
Proof. Without loss of generality, we may assume that min x∈∂B1(0) u(x) = 0. Let Ω − = {x ∈ B 1 (0) | u(x) < 0}. If we can prove that mes(Ω − ) = 0, then the result of this Proposition holds.
Let
− and integrating by parts, we get that
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Proof. Without loss of generality, we may assume that min x∈∂B1(0) u(x) = 0. By Proposition 3.1, we know that u ≥ 0 in B 1 (0). Since div(|x N | 2α ∇u) is uniformly elliptic in B 1 (0) \ {x N = 0}, by the classical maximum principle, we deduce that u > 0 in B 1 (0) \ {x N = 0}. Therefore, to prove this proposition, we only need to prove that u(x) > 0 for x ∈ B 1 (0) ∩ {x N = 0}. Without loss of generality, we only prove u(0) > 0.
It follows that when η > 0 large enough, △w
where Ω = B − and integrating by parts,
Proof. Let y = x − e 1 and let v(y) = u(y + e 1 ), y ∈ B 1 (0). 
When |y| ≥ 1/2 and η > 0 large enough,
Since u(y + e 1 ) > 0 for any y ∈ B 1 (0), we can choose ǫ > 0 small enough, such that u(y + e 1 ) − ǫw(y) > 0 for |y| = 1/2. Furthermore, for |y| = 1, we have u(y + e 1 ) − ǫw(y) ≥ 0. Thus
By Proposition 3.1, we get that u(y + e 1 ) − ǫw(y) ≥ 0 in 1/2 ≤ |y| ≤ 1. It follows that for 0 < t < 1/2,
Letting t → 0+ in the above inequality, we get that
By straightforward calculation, we get that for any l ∈ R,
u(x) = 0, we deduce that there exists a sequence {τ n } satisfying that τ n → 0+ as n → ∞ and V ǫ (x) > u(x), ∀x ∈ ∂B τn (0). By Proposition 3.2, we get that
Fixing n and letting ǫ → 0, by (3.4), we get that
Letting n → ∞, by (3.5), we get that
We have
where n = (n 1 , · · · , n N ) is the outer normal vector of ∂B ǫ/2 (0) ∪ ∂B ǫ/4 (0). From result (i) of this proposition, we know that u is bounded in B * 1 (0). Thus we get that
Thus by (3.7), we get
By (3.6), (3.8) and the fact that lim ǫ→0 B1(0) |x N | 2α uη ǫ ∇u∇ζ = B1(0) |x N | 2α u∇u∇ζ, we get that
As the proof of (3.8), we get that lim ǫ→0 B2(0) |x N | 2α ϕ∇u∇η ǫ = 0. Moreover, we have
The following result describes the isolated singularity of positive solution of −div(|x N | 2α ∇u) = 0. People can consult [29] for the similar result of Laplace operator △.
And by the fact that there exists x ∈ B *
We shall prove that lim r→0 w(r)/v(r) = 0.
If not, there exist η > 0 and r n → 0 such that w(r n ) ≥ ηv(r n ). 
Regularity of solutions
In this section, we derive some regularity results for solutions of equations (1.1) and (1.2).
. By a similar argument, we know that |x|
− also satisfies equation (1.1). This finishes the proof of this proposition.
It is easy to verify the following two inequalities
where
by (4.4), (4.5) and the weighted inequality (2.2), we deduce that
By (4.2) and Hölder inequality, we have
Since u is a nonnegative weak sub-solution of equation (1.1), we have
Then by (4.6) and (4.7) we get that
Choose ρ small enough such that
Choose t 0 > 2 such that t 0 − 2 small enough and let k → ∞ in (4.9), we get
. Combining (4.10), we get that
(0) and |∇η| ≤ 2/(r 1 − r 2 ). As (4.6), we have
By (4.2) and Hölder inequality,
where q = 2 * (s)t0 (t0−2)2 * (s)+4 satisfies q < 2 * (s)/2, since t 0 > 2. Furthermore, by Hölder inequality, we have
Then by (4.11) − (4.14), we have
Then by (4.15) we have
Theorem 4.3. (Harnack inequality) Suppose that
Proof. By the local boundedness of u (Proposition 4.2), ∀β ∈ R and η ∈ C
Then we have
By (4.16) − (4.18), we obtain that if β = −1, 0, 19) and if β = −1, 
This means that for β = −1, w ∈ X α,loc (B 1 (0)). Since
by (4.19), (4.21) and
When 2α ≥ α · 2 * (s) − s, by (4.24) and Theorem 2.1, we obtain that if β = −1, 0,
(4.25)
Then by (4.24) and Theorem 2.1, we obtain that if β = −1, 0,
Let r 1 , r 2 be such that 0 < r 1 < r 2 < 1. Let η be a cut-off function satisfying η ≡ 1 in B r1 (0), η ≡ 0 in R N \ B r2 (0) and |∇η| ≤ 2/(r 2 − r 1 ). By (4.25) and (4.26), we obtain that if 2α ≥ α · 2 * (s) − s, 27) and if 2α < α · 2 * (s) − s, 28) where C > 0 is a constant depending only on β and is bounded when |β| is bounded away from zero.
By (4.27) and (4.28), we obtain that when 2α ≥ α · 2 In a similar manner, by (4.30) or (4.32), we can prove that for any p > 0,
Let S ρ (x, r) be the ball {y ∈ R N | ρ(x, y) < r} with the metric ρ defined in [8, Theorem 2.7] . By Proposition 2.9 and Theorem 2.7 of [8] , we deduce that when ς small enough, there exists δ > 0 such that 
Then by (4.35), we get that
Using the similar argument as the proofs of the above two theorems and Theorem 8.22 of [12] , we can get the following theorem 
Proof. By Theorem 4.4 and Schauder estimates, we obtain that u ∈ C 2,γ (B 1 (0) \ {x N = 0}), since the operator −div(|x N | 2α ∇u) is uniformly elliptic in compact subset of B 1 (0) \ {x N = 0}. As the same proof of Theorem 8.8 in [12] , we know that for
∂xi in B 1 (0) weakly. Using the same method as the proof of Theorem 4.4, we can get
and u is a weak solution of equation (1.1) in Ω, then there exists C > 0 such that
Symmetry and uniqueness of solutions
In this section, we obtain some symmetry and uniqueness results for positive solutions of equations (1.1).
Given λ > 0 and a function u :
shall use the method of moving sphere (see [4, 15, 16] ) and its variant (see [24] ) to prove the following Theorem 
Proof. By Theorem 4.4, we know that u is Hölder continuous in R N . The proof is divided into four steps.
Step 1. In this step, we shall prove that there exists λ 0 > 0 such that u λ (x) ≥ u(x), |x| ≤ λ if 0 < λ < λ 0 .
By Proposition 4.1, we know that u λ satisfies equation (1.1) and
where ψ λ (x) is some number between u λ (x) and u(x). Let Ω
− and integrating. By Hölder inequality and Theorem 2.1, we get that if 0 < λ ≤ 1, then
small enough. It follows that if λ small enough, then for any
Step 2. Set λ = sup{µ > 0 | u λ (x) ≥ u(x), |x| ≤ λ, 0 < λ < µ}. We shall prove that if λ < ∞,
Obviously, it is sufficient to prove that u λ ≡ u in B λ (0). From the definition of λ, we know that
and Proposition 3.2, we get that
3)
It follows that for δ > 0 small enough,
By (5.4), we can choose ǫ = ǫ(δ) > 0 small enough, such that ǫ = o(δ) as δ → 0 and
. By (5.5) and the fact that 
By (5.3), we deduce that there exists C(δ) > 0 such that u λ (x) − u(x) ≥ C(δ) > 0 if |x| < λ − δ. Thus we can choose ǫ small enough, such that u λ (x) − u(x) > 0 if |x| < λ − δ and λ ≤ λ ≤ λ + ǫ. Combining (5.7), we obtain that u λ (x) − u(x) ≥ 0 if |x| ≤ λ and λ ≤ λ ≤ λ + ǫ. It contradicts the definition of λ. Thus u λ ≡ u in R N \ {0}.
Step 3. For b ∈ R N −1 , let u (b) (x) = u(x + (b, 0)), x ∈ R N and let λ b be defined as in Step 2 relative to u (b) . In this step, we shall prove that if λ b = ∞ for some b ∈ R N −1 , then λ b = ∞ for all b ∈ R N −1 .
By Step 2, there is a maximal
. Since λ b = ∞, we know that the above inequality holds for all λ > 0 and |x b | ≥ λ. For any fixed λ > 0, it follows that
Step 4. In this step, we shall prove that λ b < ∞ for all b ∈ R N −1 . 
By contradiction. If not, then by Step 3, for any
has no solution.
Proof. Equation (5.11) is equivalent to −f ′′ (r) − 
where |x| = y. It is easy to verify that σ > −2 and 
Then there is
(5.14)
Multiplying the above identity by |x| N −2+2α and letting |x| → ∞, we find
and using u(0) = u(0), we get
From u = u and (5.14), we have
, by Proposition 4.5, we know that f ∈ C 1,γ (R N −1 ). Now setting x N = 0 in the last identity and using (5.15), we obtain
Then as the proof of Corollary 2.8 of [24] , we can get that
Corollary 5.7. Suppose that α > 1/2 and 0 ≤ s < 2. Let u ∈ X α,loc (R N ) be a positive solution of equation (1.1) . Then there exist λ > 0 and
Proof. By Theorem 5.1, there exists µ > 0 such that 
Proof. By Corollary 5.7, there exist η > 0 and a 
Using the same argument, we deduce that there exist µ > 0 and x 
Furthermore, taking derivatives with respect to the parameters λ and ζ at λ = 1 and ζ = 0, we get N functions V 1 , · · · , V N . These functions are solutions to the linearized equation 17) and any solution of (5.17) can be the linear combination of
Proof. If u is a positive solution of equation (5.16), then by Remark 5.2, we know that u ∈ X 1 (R N ). 
the N −dimensional hyperbolic space and H 1 (H) is the Sobolev space defined in the proof of Theorem 5.8. Let R N +2 = R N −1 × R 3 and z = (x, y), x ∈ R N −1 , y ∈ R 3 . By [5, Lemma 2.1], we know that 
, taking derivatives with respect to the parameters λ and ζ at λ = 1 and ζ = 0 to λ (N −2)/2 U 1 (λx + ζ, λy), we get N functions. These functions are solutions to the linearized equation at U 1
and any solution of (5.18) can be the linear combination of the N functions. Thus taking derivatives with respect to the parameters λ and ζ at λ = 1 and ζ = 0 to λ N/2 U (λx ′ + ζ, λx N ), we get N functions V 1 , · · · , V N . These functions are solutions to the linearized equation (5.17) and any solution of (5.17) can be the linear combination of V 1 , · · · , V N . 2
Some variational identities
In this section, we derive some variational identities for solutions of equation (1.2). As a consequence, some nonexistence results for solutions of equation (1.2) are obtained.
) is a weak solution of equation (1.2) in B ς (0), then for any 0 < σ < ς, the following identity holds 1) where B(σ, x, u, ∇u) =
is the outer normal vector of ∂B σ (0), i.e., n = x/|x|, n i = x i /|x|, 1 ≤ i ≤ N.
Multiplying left hand side of equation (1.2) by x · ∇u and integrating in Ω + ǫ,σ , we obtain by divergence theorem that
where n = (n 1 , · · · , n N ) is the outer normal vector of Ω + ǫ,σ . We have
Through integrating by part, we get that
It follows that
(6.4) By (6.2) − (6.4), we obtain
Multiplying right hand side of equation (1.2) by x · ∇u and integrating in Ω + ǫ,σ , we obtain
(6.6) By (6.5), (6.6) and the fact that − Ω
we have
By (6.7) and (6.8), we obtain
Let Ω − ǫ,σ = B σ (0) ∩ {x N < −ǫ}, 0 < ǫ < σ. We can get a similar identity like (6.9) with Ω + ǫ,σ replaced by Ω − ǫ,σ . Adding these two identities, we obtain
where n = (n 1 , · · · , n N ) is the outer normal vector of Ω
By Proposition 4.6, we get that as ǫ → 0,
Furthermore, by Proposition 4.5 and Proposition 4.6, we deduce that as ǫ → 0,
In a similar manner, we have
Letting ǫ → 0 in (6.10), by (6.11) − (6.13), we obtain the desired result of this theorem. 2
(6.14)
Using the transform y = x/|x| 2 ( the Jacobian of this transform is |x| −2N ), we get that
From the proof of Theorem 2.1, we get that v(
Then by the Hardy inequality, we deduce that R N v 2 |x| 2 < ∞. Thus,
By (6.15) and (6.16), we get that
(6.17)
Note that It follows that
(6.20)
By (6.20) and using the transform y = x/|x| 2 , we get that
By (6.14), (6.17) and (6.21), we get that
by (6.20), we get that
Using the transform y = x/|x| 2 , we get that
Since u ∈ X α , as (6.16), we can get that
Then by (6.23) − (6.25), we get that
By (6.22), (6.18) and (6.19), we get
As above, we deduce that
Then by (6.28) and (6.29), we get that By the fact that u ∈ L ∞ (R N ), we deduce that u satisfies |x| −(N −2+2α) decay at infinity. Thus,
Then by (6.31) and (6.1), we obtain the desired result of this Lemma. 2 The following kind of result will be used in the blow-up analysis of equation (1.2). Similar results have been used in [14] . The result of this Proposition follows from (6.41) and (6.46). 2
