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Abstract. Electroencephalogram (EEG) is a brain data signal that is captured by sensors. Many 
studies have used EEG to be used as a decision maker or classifying. What classification has 
been used most frequently in existing studies over the last 5 years? These are the questions that 
will be answered in this research. In addition to these questions, another question that will be 
answered is what is the most popular method used in processing EEG data? The final question in 
research is the recent development of EEG and CNN research. The results of these answers are 
the most popular research using the CNN method as a classification method, the application of 
the field of Human-computer Interfaces 
Keywords: Electroencephalogram, Convolution Neural Network.  
 
Abstrak. Electroencephalogram (EEG) merupakan data sinyal otak yang ditangkap dengan 
sensor. Penelitian-penelitian telah banyak menggunakan EEG untuk dimanfaatkan sebagai 
pengambil keputusan atau menklasifikasi. Klasifikasi apa yang paling sering digunakan dalam 
penelitian-penelitian yang telah ada selama 5 tahun terakhir? Pertanyaan tersebut merupakan 
pertanyaan yang akan dijawab dari penelitian ini. Selain pertanyaan tersebut yang akan dijawab 
pertanyaan lain adalah metode apa yang paling popular digunakan dalam pengolahan data 
EEG? pertanyaan terakhir dalam penelitian adalah perkembangan terbaru dari penelitian EEG 
dan CNN. Hasil dari jawaban-jawaban tersebut adalah penelitian terpopolur menggunakan 
metode CNN sebagai metode clasifikasi, penerapan dibidang area Human-computer Interfaces. 
Kata Kunci: Electroencephalogram, Convolution Neural Network. 
 
1. Pendahuluan  
Electroencephalogram (EEG) merupakan aktifitas otak yang direkam berupa sinyal digital (Abiri 
et al., 2019). EEG telah banyak digunakan dalam berbagai bidang. Penelitian tentang EEG digunakan 
untuk mendeteksi ganguan Alzheimer (Vecchio et al., 2020), gangguan Epilepsi (Thanaraj et al., 
2020), Coronavirus (Pilato et al., 2020), Parkinson (Bočková & Rektor, 2019) dan lain-lain. EEG juga 
sering diteli untuk pendeteksian emosi ataupun kelainan seseorang (akashina T., Yanagi M., Yamariku 
Y., Hirayama Y., Horie R., 2019) (Li et al., 2020) (Zeng, H.; Wu, Z.; Zhang, J.; Yang, C.; Zhang, H.; 
Dai, G.; Kong, 2019).  
Banyak metode klasifikasi yang pernah digunakan pada data EEG seperti metode k-Neirest 
Neighbor (k-NN / KNN) untuk mengklasifikasi data EEG. Choubey dan Pendey (Choubey & Pandey, 
2021) mengkombinasikan data statistic dari EEG untuk mendeteksi penyakit epilesi dari EEG 
menggunakan metode klasifikasi KNN dan ANN yang sebagai benchmark. Penelitian tahun 2020 
(Wang et al., 2020) menggunakan fitur ekstraksi Fourier transform (DFT) dan modifikasi dari KNN 
yang disebut A Weighted K-nearest Neighbor Classifier based on Bray Curtis distance (WBCKNN).  
Metode Support Vector Machine juga dilakukan untuk pendeteksian mental stress EEG tahun 
2018 (Al-shargie et al., 2018) menggunakan 18 orang untuk validasi penelitian. Metode SVM yang 
digunakan merupakan modifikasi SVM menggunakan Error-correction output code. Penelitian tahun 
2019 menambahkan multilevel assessment pada proses validasi penelitian (Al-Shargie, 2019). SVM 
untuk mendeteksi kelainan autis dilaporakan tahun 2020 (Kang et al., 2020), pendeteksian kosentrasi 
manusia diteliti oleh (Purnamasari & Junika, 2019), dan pendeteksian level stress manusia dilaporkan 
pada tahun 2017 (Gaikwad & Paithane, 2017).  
Artificial Neural Network (ANN) merupakan metode klasifikasi yang sering digunakan untuk 
pengolah data EEG. Penelitian pendeteksian emosi manusia pernah dilaporkan menggunakan metode 
ANN dengan modifikasi Long Sort Term Memory (LSTM) (Alhagry et al., 2017). EEG dihasilkan 
dari sensor motor yang ditempelkan pada kepala manusia, untuk mencari efesiensi jumlah motor EEG 
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yang optimal metode ANN digunakan untuk mendapatkan hal tersebut (Maksimenko et al., 2018). 
Kelainan epilepsy pernah dilaporkan telah berhasil diklasifikasi dengan metode Neural Network pada 
tahun 2020 (George et al., 2020). Kombinasi metode ANN dengan metode optimasi metaheuristic 
Lion optimization dan Geneteic algorithm pernah juga dilaporkan (Kose, 2018) (Saddam et al., 2017). 
Pada paper review ini diklasifikasikan penelitian tentang pemanfaatan sensor EEG untuk 
klasifikasi mental manusia meliputi klasifikasi epilepsy, emosi, tingkat stress, maupun penyakit yang 
lain. Paper review ini juga tentang perkembangan penelitian EEG dengan metode Convolution Neural 
Network, sehingga dapat mengetahui penelitian yang telah ada dan dapat mengetahui arah atau pola 
penelitian selanjutnya.  
Pertanyaan yang akan dijawab pada penelitian terdapat 3 pertanyaan:  
• Penyakit mental apa yang paling sering diteliti dalam 3 tahun terakhir 
• Metode apa yang paling sering digunakan dengan memanfaatkan sensor EEG? 
• Bagaimana perkembangan penelitian EEG menggunakan CNN 3 tahun terakhir? 
Sususan bagian penelitian ini adalah: pendahuluan penelitian, tinjaun Pustaka yang akan menerangkan 
teori tentang metode-metode terkait, bagian metodologi, hasil, dan kesimpulan penelitian.  
 
2. Tinjauan Pustaka 
2.1 EEG 
Aktifitas listrik pada otak manusia dapat diamati dengan menggunakan sebuah alat 
isntrumentasi yaitu Electroencephalography (EEG). Klasifikasi dari sinyal EEG terhadap perubahan 
variable tertentu dapat menerangkan fungsi kerja dari otak dan menangkap perubahan aktifitas otak 
terhadap variable yang diberikan. Sinyal EEG dapat dipengaruhi oleh beberapa variable diantaranya 
kondisi mental, kesehatan, aktifitas dari pasien, lingkungan perekaman, gangguan atau rangsangan dan 
usia dari pasien [25]. Klasifikasi sinyal EEG dapat dilakukan dengan algoritma deep learning yang 
memilki beberapa arsitektur dan salah satunya yaitu deep learning neural networks. 
Deteksi sinyal EEG telah diaplikasikan untuk permasalahan tertentu seperti penelitian (Zhang 
et al., 2018). Brain Computer Interface (BCI) berbasis EEG dapat memberikan kesempatan kepada 
setiap orang untuk berinteraksi dengan suatu perangkat dengan menafsirkan sinyal EEG otak. 
Pendekatan yang diusulkan menggunakan Convolution Neural Network (CNN) untuk mempelajari 
fitur sinyal EEG sehingga dari sinyal EEG yang dideteksi dapat diterjemahkan ke dalam bentuk teks. 
Deteksi sinyal EEG dengan memanfaatkan CNN juga dapat diaplikasikan untuk deteksi kebohongan 
(Baghel et al., 2020).  
 
2.2 CNN 
Salah satu algoritma Deep Learning adalah Convolutional Neural Network (CNN) berfungsi 
mengolah data citra dua dimensi. CNN termasuk metode supervised learning dan sering digunakan 
untuk mengenali benda atau pemandangan serta melakukan deteksi dan segmentasi objek. CNN 
menggabungkan tiga pokok arsitektur, yaitu local receptive fields. Shared weight yang berupa filter, 
dan spatial subsampling yang berupa Pooling. Konvolusi atau yang biasa disebut dengan Convolution 
merupakan matriks yang berfungsi untuk melakukan filter. Arsitektur yang dimiliki oleh 
Convolutional Neural Network (CNN) sebagai berikut seperti Gambar 1. 
 
Gambar 1. Algoritma Convolution Network 
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Convolution Layer 
Convolutional Layer merupakan layer pertama yang menerima input gambar langsung pada 
arsitektur. Operasi pada layer ini melakukan operasi kombinasi linier filter terhadap daerah local. 
Perhtungan dimensi Convolution Layer dapat menggunakan formula berikut: 
 
𝑊2 = (𝑊1 − 𝐹 + 2𝑃)/𝑆 + 1   ......................................................................... (1) 
𝐻2 = (𝐻1 − 𝐹 + 2𝑃)/𝑆 + 1    ......................................................................... (2) 
𝐷2 = 𝐾    ......................................................................... (3) 
Dimana K, F, S, P, D, W, dan H adalah jumlah filter yang digunakan, ukuran spasial dari filter 
(lebar/tinggi), stride, atau besar pergeseran filter dalam konvolusi, padding & jumlah penambahan nol 
pada gambar, dimensi, lebar pixel citra, dan tinggi pixel citra. 
Secara umum operasi konvolusi dapat ditulis dengan rumus berikut. 
𝑠(𝑡) = (𝑥 ∗ 𝑤)(𝑡)  ......................................................................... (4) 
Pada fungsi s(t) menghasilkan output tunggal yaitu Feature Map, argumen pertama berupa 
input yang merupakan x dan argument kedua yang merupakan w sebagai kernel atau filter. Jika 
melihat input sebagai citra dua dimensi, maka (t) bisa diasumsikan sebagai sebuah piksel dan 
menggantinya dengan i dan j. Gambar 2, dibawah ini menunjukan cara kerja dari Convolution Layer. 
 
Gambar 2. Convolution Layer 
Stride 
Stride adalah parameter yang menentukan berapa jumlah pergeseran filter (DEWI, 2018). Jika 
nilai stride adalah satu, maka feature map akan bergeser sebanyak 1 pixel secara horizontal lalu 
vertical. Semakin kecil stride yang digunakan, maka semakin detail informasi yang didapatkan dari 
sebuah input, namun membutuhkan komputasi lebih jika dibandingkan dengan stride yang besar. 
Padding 
Padding merupakan salah satu parameter yang menentukan jumlah piksel yang berisi nilai nol 
dan untuk ditambahkan di setiap sisi pada citra input sehingga mengatur dimensi output agar tetap 
sama seperti dimensi input sehingga dapat dilakukan ekstraksi feature yang lebih mendalam.  
Activation Function  
Activation function merupakan sebuah node yang ditambahkan di akhir output dari setiap 
jaringan syaraf (DEWI, 2018). Pada arsitektur CNN, fungsi aktivasi terletak pada perhitungan akhir 
keluaran feature map untuk menghasilkan suatu pola fitur. Fungsi aktivasi yang sering digunakan 
yaitu fungsi sigmoid, tanh, Rectified Liniear Unit (ReLU), Leaky ReLU (LReLU) dan Parametric 
ReLU. Secara umum operasi ReLU (Rectified Liniear Unit) dapat ditulis dengan rumus berikut. 
𝑓(𝑥) = max (0, 𝑥) .............................................................................................................. (5) 
𝑓(𝑥) =  {
0   𝑥 <  0
𝑥   𝑥 ≥ 0
  ............................................................................................................. (6) 
Pooling Layer  
Pooling Layer menggunakan fungsi feature map sebagai masukan dan mengolahnya dengan 
berbagai macam operasi statistik berdasarkan nilai piksel terdekat. Pooling layer disisipkan secara 
teratur setelah beberapa convolution layer dan dapat secara progresif mengurangi ukuran volume 
output pada feature map sehingga jumlah parameter dan perhitungan di jaringan berkurang, dan 
mempercepat komputasi karena parameter yang harus diupdate semakin sedikit serta untuk mengatasi 
overfitting. Pooling layer digunakan untuk mengambil nilai maksimal (max-pooling) dari bagian-
bagian piksel pada citra. Cara kerja Max pooling adalah membagi output dari hasl convolution layer 
menjadi beberapa grid kecil lalu mengambil nilai maksimal dari setiap grid seperti Gambar 3. 
146. INTEGER: Journal of Information Technology, Vol 6, No 2, September 2021: 143-150  ISSN: 2579-566X (Online)  




Gambar 3. Pooling Layer 
Kotak yang berwarna merah, hijau, kuning dan biru pada sisi kiri merupakan kelompok kotak 
yang akan dipilih nilai maksimumnya. Sehingga hasil dari proses tersebut dapat dilihat pada kumpulan 
kotak disebelah kanannya. Proses tersebut memastikan fitur yang didapatkan akan sama meskipun 
objek citra mengalami translasi (pergeseran). Untuk formula dari Pooling Layer adalah sebagai 
berikut: 
𝑊2 = (𝑊1 − 𝐹)/𝑆 + 1   ..................................................................................................(7) 
𝐻2 = (𝐻1 − 𝐹)/𝑆 + 1   ....................................................................................................(8) 
𝐷2 =  𝐷1  ..........................................................................................................................(9) 
Variabel W, H, F, S, dan D adalah lebar piksel citra, tinggi piksel citra, ukuran spasial filter 
(lebar/tinggi), stride atau besar pergeseran filter dalam konvolusi, dan dimensi. 
Full Connected Layer 
Hasil dari convolution layer berbentuk multidimensional array, dan melalui proses flatten 
untuk mengubah menjadi sebuah vektor agar bisa digunakan sebagai input dari fully-connected layer.  
Lapisan Fully-Connected adalah lapisan di mana semua neuron aktivasi dari lapisan sebelumnya 
terhubung semua dengan neuron di lapisan selanjutnya seperti halnya jaringan saraf tiruan biasa.  
 
3. Metode Penelitian 
Untuk menjawab pertayaan pada pendahuluan maka dibutuhkan metodologi untuk setiap 
pertanyaan. Maka setiap metodologi akan mempunyai metodologi berbeda.  
Pertanyaan pertama: Penyakit mental apa yang paling sering diteliti dalam 3 tahun terakhir? 
Pertanyaan kedua: metode apa yang paling sering digunakan dalam 3 tahun terakhir untuk 
mengolah data EEG?  
Untuk menjawab pertanyaan pertama dan kedua metodologi yang akan digunakan adalah dengan 
menggumpulkan penelitian dari search engine google (scholar.google.com). paper yang akan 
dikumpulkan sebanyak 30 paper dari setiap query yang dimasukkan. Querry yang dimasukkan: 
Electroencephalography classification, Electroencephalography identification, Electroencephalo-
graphy Recognition. Total dari penelitian yang digunakan adalah 150 penelitian. Jurnal yang akan 
digunakan adalah jurnal dan seminar international (berbahasa inggris).  
 
Pertanyaan ketiga: Bagaimana perkembangan penelitian EEG menggunakan CNN? 
untuk menjawab pertanyaan terakhir ini metodologi penelitian yang kami gunakan adalah dengan 
menelusuri paper-paper yang terbaru dari CNN dengan memanfaatkan data EEG.  
 
4. Hasil Dan Kesimpulan 
4.1 Area paling banyak yang digunakan pada data EEG 
Jawaban pertanyaan dari area pemanfaatan data EEG yang paling sering digunakan adalah 
Human-computer Interface. Human-computer Interface adalah merupakan gabungan dari komputer 
dan manusia. Penelitian-penelitian tentang HCI terdapat jumlah 26 penelitian, untuk lebih jelasnya 
dapat dilihat pada tabel 1. Pemanfaatan data EEG yang lain adalah pada pengolahan data EEG itu 
sendiri, pada penelitian ini tidak terdapat pemanfaatan dari data yang diperoleh. Pengolahan data EEG 
meliputi pengolahan preprocesing data EEG, ekstraksi fitur data EEG, dan bagaimana mendapatkan 
hasil terbaik dari classification data EEG. pemanfaatan area yang terbanyak selanjutnya adalah tentang 
penangkapan emotional manusia dari data EEG. Selanjutnya terdapat pendeteksian Epilepsy, dan 
selebihnya adalah kelainan penyakit mental yang lain.   
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Tabel 1. Area Pemanfaatan data EEG 
Area Pemanfaatan EEG Jumlah Penelitian 




Other Mental Disorder 11 
    
 
Gambar 4. Area Pemanfaatan data EEG 
 
4.2 Metode yang paling sering digunakan pada EEG 
Hasil jawaban dari pertanyaan kedua dilihat pada Gambar 5. Metode yang paling sering 
digunakan atau paling popular untuk mengolah data EEG adalah CNN. Sebanyak 40 penelitian yang 
mencantumkan metode deep learning atau CNN. Artificial Neural Network merupakan metode yang 
paling sering digunakan ke-2 setelah CNN. Sedangkan untuk metode-metode yang lainya dapat dilihat 
pada Tabel 1. Sedangakan yang ada pada other classifier adalah metode Linear discriminant analysis, 
Wavelete, Logistic Regression, Entropy Analysis, Naïve Bayes Classification, Decision Tree.  
Dari hasil yang diperoleh dari pencarian metode yang paling sering digunakan, metode CNN 
merupakan metode yang paling baru dari semua metode yang telah disebutkan di atas. Penelitian yang 
menggunakan metode CNN sebagai classifier merupakan perkembangan dari metode CNN. Hal ini 
menunjukkan metode CNN yang merupakan metode yang paling baru, tetapi masih terus 
dikembangan dan masih banyak peluang kedepanya. 
 
Gambar 5. Metode Classifier 
   
Tabel 2. Hasil Metode Terbanyak Digunakan 





other classifiers 19 
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4.3 Penelitian CNN dengan memanfaatkan data EEG 
 (Ma et al., 2021) adalah penelitian tentang pengenalan kelainan epilepsy. Metologi penelitian 
yang digunakan dapat dilihat pada Gambar 6. Dataset yang digunakan ada 2 dataset, private dataset 
dan public dataset. Kedua data tersebut digunakan untuk membuat pemodelan metode CNN. Untuk 
mengevaluasi model CNN maka digunakan 10-fold Cross validation.  
 
Gambar 6. Metodologi Penelitian (Ma et al., 2021) 
Metode yang digunakan pemodelan adalah kombinasi dari Recurrent Neurat Network and 1-D 
CNN dan untuk mengoptimalkan ekstrasi fitur yang digunakan adalah Independent recurrent neural 
network (indRNN). Untuk mendapatkan hasil yang komperhensive pada penelitian ini menggunakan 
dua jenis dataset class target data, 2 class dan 3 class. setiap dataset metode RCNN yang diusulkan 
akan dilakukan benchmark dengan 4 metode yang lain: LSSTM, 1DCNN, INDRNN, dan RESNET. 
Hasil yang diperoleh dari metode RCNN mendapatkan hasil terbaik dari percobaan. Hasil terbaik dari 
2 class adalah akurasi mencapai 100% dan akurasi mendapatkan nilai akurasi 92.11%.  
 
Integrated CWT-CNN for Epilepsy Detection Using Multiclass EEG Dataset (Naseem et al., 
2021) 
Pada penilitian ini juga menggunakan data EEG untuk mengklasifikasi kelainan epilepsy. 
Datset yang diugnakan berasal dari dataset public / data secondary UCI (Machine Learning 
Repository). Metodeologi yang digunakan adalah dengan ekstrasi data menggunakan metode 
Continuous Transform Transform (CWT) dan CNN. Untuk memvalidasi metodelogi yang digunakan 
adalah k-fold crossvalidation dengan nilai k=10. Nilai epoch (iterasi) yang digunakan untuk metode 
yang diusulkan lebih rendah dibandingkan dengan metode pendahuluanya.  
Metode benchmark yang digunakan adalah 4 metode yang lain GoogleNet, AlexNet, VGG16, 
Mao et al (2020). Hasil yang diperoleh dapat dilihat pada Tabel 3. Baik hasil training dan testing 
metode yang diusulkan lebih bagus dari metode-metode yang digunakan benchmark.,  
Tabel 3. Hasil Penelitian (Naseem et al., 2021) 
Model 
Accuracy (%) Loss (%) 
Test Accuracy (%) Time (m) 
Train Validation Trian Validation 
GoogleNet 81.29 77.97 42.34 47.72 77.97 448 
AlexNet 88.83 72.35 29.45 73.90 71.25 219 
VGG16 75.86 74.38 52.91 53.59 74.32 305 
Mao et al (2020) 72.49  59.60   820 
Our model 90.46 78.84 27.55 53.04 78.84 36 
 
5. Kesimpulan 
Dari hasil penelitian yang telah dilakukan dapan diperoleh kesimpulan bahwa dataset 
Electroencephalogram (EEG) dapat dimanfaatkan pada beberapa area penelitian. Area penelitian yang paling 
banyak digunakan adalah Human-computer Interface atau lebih spesifik kepada Brain-computer interaction yang 
berarti kita dapat mengkontrol perangkan keras dengan data EEG. pemanfaatan yang lain adalah dapat 
mendeteksi berbagai kelainan mental manusia seperti Epilepsi, Alzheimer, Parkinson, dan lain-lain. Selain 
dimanfaatkan dengan area yang lain, penelitian tentang pengolahan data EEG itu sendiri cukup banyak juga 
diteliti dalam 5 tahun terakhir.  Metode yang digunakan untuk mengolah data EEF dengan keyword 
classification, identification, dan recognition dalam lima tahun terakhir metode Deep Learning atau Convolution 
Neural Network (CNN) adalah metode yang paling sering digunakan. Banyak penelitian yang telah 
memodifikasi metode CNN ini untuk memperoleh hasil yang lebih baik. Metode-metode seperti SVM, KNN dan 
ANN tetap digunakan tetapi sudah mulai menurun lima tahun terakhir ini. 
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