This study uses the Taylor rule model of exchange rate determination, to analyse how accurately it can predict directional changes in the exchange rate. Using bilateral exchange rate data for the US, UK, Sweden and Australia, we conduct the Pesaran-Timmermann test to determine how accurately this model can forecast changes in direction. The results suggest that although in many studies the standard out-of-sample forecasting ability of this model has been successful, the performance of the change of direction predictions are not consistently accurate over all specifications tested, in which case they may not prove profitable in a trading environment.
Introduction
The ability to forecast directional change in exchange rates is important to asset managers and macroeconomists, with implications regarding the efficient allocation of capital and the ability to predict important economic events. This study aims to estimate the popular Taylor rule models of the exchange rate and apply an alternative measure of forecast performance to the mean square error approach commonly used, in this case forecasts of the direction of change using the Pesaran-Timmermann (1992) test. Although a number of studies have recently found
the Taylor rule based model of the exchange rate, initially developed by Engel and West (2006) to be a more successful model at forecasting the exchange rate relative to more standard models, it does not imply that this will also be the case for the directional change forecasts.
Unlike earlier studies of the exchange rate which largely failed to outperform the random walk (Meese and Rogoff, 1982) , recent studies such as Molodstova and Papell, (2009) and Ince (2014) among others have demonstrated that the Taylor rule based model can outperform the random walk in out-of-sample forecasts. This study aims to build on these results by testing whether the model can additionally accurately forecast the direction of change of the exchange rate. Forecasts based on accurately predicting movements in the direction the exchange rate moves could not only be potentially profitable for investors, but can also facilitate greater understanding of exchange rate dynamics for the monetary authorities.
The use of financial loss functions, such as the Pesaran-Timmermann (PT) test, is particularly relevant when forecasting asset prices, as forecasting the direction in which an asset moves can determine whether the trade is profitable or not, regardless of the performance using the conventional forecast errors. In addition a number of studies such as Leitch and Tanner (1991) have demonstrated that forecasting the direction of change accurately can produce more profits compared to the standard forecasting approaches.
Forecasts based on directional predictions have been conducted extensively in the literature with differing degrees of success. In general their ability to forecast varies across markets and the modelling approaches used to produce the forecasts, to this extent these results tend to reflect the results from the more conventional forecast error approaches. Studies which have attempted to forecast the direction of change have been conducted for a number of markets and series, including stock prices (Leung et al (2000) and Nyberg, (2011) ), crude oil prices (Knetsch, 2006) , interest rates (Greer, 2003) and GDP (Pons, 2000) . There have also been a number of approaches to forecasting the direction of change in exchange rates, including Qi and Wu (2003) , although they find that their non-linear approach is not good at forecasting the future exchange rate or its direction. Another approach with exchange rates by Mitchell and Pearce (2007) finds that using forecasts provided by Wall Street Journal Economists can't provide direction of change forecasts that are more accurate than a chance occurrence. The contribution of this study is that it uses a variety of Taylor rule based exchange rate models to forecast directional accuracy, to determine if the recent success from conventional forecasts with these models is also apparent with directional prediction tests.
Unlike other conventional exchange rate models, the Taylor rule type exchange rate models overcome one of the major shortcomings of traditional exchange rate models which tend to pay too little attention to the market's expectations of future values of the macroeconomic fundamentals (Bacchetta and van Wincoop, 2006; Engel and West, 2005) . It reflects how monetary policy is actually conducted or evaluated and offers a different explanation of exchange rate dynamics. In addition we test a number of variations on the conventional Taylor rule model including the addition of asset market effects to the model. The use of the directional accuracy tests is particularly relevant for asset market based models and as far as we know, this is the first time it has been attempted with an exchange rate model which includes asset price measures as explanatory variables.
The theoretical basis for this study is the linear model of the exchange rate developed by Molodtsova and Papell (2009) among others. In addition, as in Wang et al. (2016) , this model can be extended by the inclusion of asset market or wealth effects, including both house and stock prices, to produce a number of different variations on the main model for comparison purposes. The inclusion of asset market measures in the specification is motivated by the increasing importance of capital flows between asset markets, which inevitably influences exchange rates. As Case et al. (2005) suggest, both housing and stock markets have varying degrees of influence on the macro-economy. As with other similar studies using the Taylor rule, the emphasis in this study is on the forecasting performance of this model rather than the estimation of the model 1 .
Following the introduction we discuss the Taylor rule exchange rate models used in this study, then outline the Pesaran-Timmermann test. We then analyse the results and finish with some conclusions.
Materials and Methods.
The Although this is the case in most studies, an exception is Chen et al. (2016) , who have used a SVAR and a Taylor rule based model to analyse exchange rate policy, with respect to foreign exchange intervention and capital controls. The Taylor rule approach to monetary policy is widely used, including in the countries tested in this study. It allows US variables to be included in all the specifications, in effect acting as a proxy for the impact from the rest of the world, either in a restricted or unrestricted format. However there are many other approaches that could be common approach to modelling the exchange rate (Beckmann et al., 2012) 
Where is the real exchange rate.
incorporated into exchange rate modelling such as the issue of global liquidity (Beckmann et al., 2014) , current account imbalances (Beckmann et al.,2013) and productivity shocks (Beckmann et al., 2015) .
A lagged interest rate is also incorporated into the Taylor rule to account for the Federal
Reserve following the Taylor rule, while responding gradually to changes in the inflation and output gaps. The observable interest rate follows a partial adjustment to the target rate as follows:
Where ρ denotes the extent of interest rate smoothing and is the error term also known as the interest rate smoothing shock. Substituting (2) into (3) gives the following equation for the actual short-term interest rate:
Taking the U.S. as the benchmark country, equation (4) as the interest rate reaction function for the foreign country, then the monetary policy reaction function for the US would be the same as equation (4) 
The exchange rate models
Deriving the Taylor rule based exchange rate model requires generating the implied interest rate differential. Where ~ denotes variables for the foreign country; the interest rate differential is produced by subtracting the Taylor rule equation for the foreign country from that of the domestic country, in this case the US.
Where u and f are coefficients for the U.S. and the foreign country respectively. is a constant, 1 , 1 and 1 for both countries, and 1 for the foreign country.
Finally we assume that the expected rate of exchange rate depreciation is proportional to the interest rate differential:
Where ∆ represents the logarithmic difference of the nominal exchange rate; specified as the price of the home currency in terms of the foreign currency, and denotes the expectations operator. If we Assume Uncovered Interest Parity (UIP) holds with rational expectations, then 1 , producing the following Taylor rule based exchange rate equation:
Where is the natural log of the U.S. nominal exchange rate, defined as the US dollar per unit of foreign currency, meaning a rise in implies a depreciation of the American dollar. This specification using UIP, follows other similar approaches such as the Dornbusch (1976) overshooting model which provides a link for the monetary policy reaction function to the exchange rate behaviour through UIP. It has also previously been used in other Taylor rule based exchange rate models, such as Jian and Wu (2009) and Molodtsova and Papell (2009) .
The Taylor rule forecasting model has the following form
The models were also estimated and used for forecasting with lags of the variables included, but this had little effect on the forecasts.
where ∆ is the change in the log of the nominal exchange rate determined as the domestic price of foreign currency. , is a vector contains different economic variables. A general form of our forecasting model is given by the following equation:
To produce the forecasts rolling regressions have been conducted with a moving window of 40 quarters (10 years) to produce one quarter ahead forecasts. Covering the time period from 1989Q1 to 2008Q4, forecasts are generated of the exchange rate and this forecast is then compared to the actual data, where the initial estimation period is from1979Q1 to 1988Q4
(except Australia which begins in 1983Q4). Depending on different assumptions regarding the coefficients, including the addition of stock prices and house prices as the wealth effect, there are sixteen models embedded in the above equation, which can be used for forecasting. 
Methodology
The Pesaran-Timmermann test is a directional prediction test which focuses on correctly forecasting the direction of change in the variables being considered. The null hypothesis is that there is no relationship between actual and predicted directional changes. The procedure is distribution free and based on the proportion of times the direction of change in is correctly predicted in the sample, as speicified in Pesaran and Timmermann, (1992) . There are a number of economic theories that suggest predicting directional chnages can be effectiver. As Hong and Chung (2003) point out, one example is the overreaction theory, whereby there are reversals in price movements following an overreaction by the market to a news announcement.
With exchnage rates the overshooting approach, as developed by Dornbusch (1976) would be an example of when directional change in the exchnage rate could potentially be predictable.
Similarly with the contagion theory, where adverse movements in one market could cause similar movements in another related market.
Assuming the following: Estimating these probabilities with their samples, we have:
Under the null hypothesis that and are independently distributed, i.e. has no power in forecasting , the test statistic is: 
Data and Results

Data
The data is all quarterly and consists of the exchange rates returns measured in log-differences, and the standard Taylor rule economic fundamentals for the United States, the United Kingdom, Sweden and Australia. Due to data availability, the time period for these countries differs depending on the measure of the wealth effect, which in the case of stock prices representing the wealth effect, the data runs from 1975Q1 to 2008Q4. Whereas when house prices are used, the data runs from 1980Q1 to 2008Q4 (The Australian data is estimated from 1983 quarter 4, reflecting the move to a floating exchange rate in that year). These four countries were selected partly because they have strong housing markets and therefore plentiful housing data and also because the UK, US and Australia have large internationally traded stock markets. As the interest rates approached their zero bounds after the financial crisis, the models are only estimated up to 2008. However a separate set of tests for robustness has been conducted on the shadow interest rate for the UK/US exchange rate to allow a data series to continue past 2008 (until 2015 Q4) and predict exchange rate movements after the financial crisis. The shadow interest rate is estimated and made available by Wu and Xia (2016).
All variables except interest rates are in logarithms 4 . The inflation rate is the annual inflation rate calculated using the CPI over the previous 4 quarters and we have used real GDP to measure the level of output. As in other similar studies, the output gap is constructed as the percentage deviation of actual output from a Hodrick Prescott (1997) (HP) generated trend.
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The real foreign/U.S. exchange rate is calculated as the percentage deviation of the nominal exchange rate from a target, which is defined by purchasing power parity (PPP) (i.e., * , where and * are natural logarithms for U.S. and foreign price levels, respectively, as measured by respective CPI levels. The money market interest rates are used as a measure of the short-term interest rates. The nominal exchange rate is defined as the U.S. dollar price of foreign currency and is taken as the end-of-month exchange rate.
Similar studies, such as Molodtsova and Papell (2009) have emphasised the importance of realtime data in the use of Taylor rule-based models for forecasting the exchange rate. Real-time data use vintages of data which are available to researchers at each point in time (i.e., before any revisions to the data are applied). We have followed the approach of Molodtsova and Papell (2009) and used quasi-real time data for the output gap. In this case, current vintage data has been used and the trends at period t were calculated based on observations 1 to t-1. 4 The data was taken from the International Financial Statistics (IMF), except the exchange rate and main stock market indices which are from Datastream and the house price series from Oxford Economics. Summary statistics of the data are contained in tables 8 to 11 and plots in Figure 1 .
Quarterly data was used, as the GDP data was not available on a monthly basis.
Discussion.
Structural breaks
As Pesaran and Timmermann (2004) and Sinclair et al. (2008) have indicated, the presence of structural breaks can affect forecasts and Beckmann et al. (2011) have emphasised the importance of testing for structural breaks in exchange rate models. To determine if there are structural breaks present and also whether the data is stationary, we have employed the LeeStrazicich (2003) test for unit roots and structural breaks in the dataset. The Lee-Strazicich (2003) test starts with the assumption that the null hypothesis is a unit root with up to two breaks. Compared to the other ADF-type endogenous break unit root tests, it not only endogenously determines the structural breaks, but the alternative hypothesis also implies the series is trend stationary (Glynn et al., 2007) . The ability to permit up to two breaks in the null and two breaks in the level or slope of the alternative make this approach particularly flexible and attractive.
The results are shown in Table 1 -2. For variables that are expected to grow over time, we allow for a constant and a time trend under the alternative hypothesis. Those series are the stock price and house price. For the exchange rate differences, inflation, interest rate, output gap and real exchange rate, we expect a long-run equilibrium value which does not grow over time and these tests have been specified with a constant but no time trend; Table 1 lists the test results and break points we considered for each of the countries measured at the 95% confidence interval 6 . In the presence of breaks for these variables, we have re-estimated the models including dummy variables to account for the breaks and ensure the data is stationary.
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We also used the Perron-NG test for a unit root, results available on request. For the real Swedish exchange rate, as it was non-stationary even with two structural breaks, we included it in first-differenced form. Table 2 contains the results over the extended time period using the shadow interest rates and Tables 3 and 4 The European exchange rate mechanism; Within the ERM, Germany was dominant and other countries followed German interest rate policy.
which has already shown that forecasts from this Taylor rule based model outperform a random walk and the results of conducting the same tests on the models used here mirrored those results 8 .
For the UK and US exchange rates 9 , the rolling predictions attain the sign of the exchange rate changes correctly in at least 50% of all quarters over the period 2000 to 2008. We have based the selection criteria on the models which perform best simply on the one with the highest percentage of correct predictions. We have in addition provided information on the explanatory power of these models in tables 5 to 7, but as with similar studies we concentrate on the forecast performance rather than the models explanatory powers.
In table 2 we find that only 3 models predict the directional change when using the shadow interest rate on post-crisis data with model 15 performing best, this is less than the UK/US model for the pre-crisis data suggesting directional change is now less easy to predict in the post-crisis monetary regime for these two countries. In Table 3 , again for the UK/US model 15 (symmetric, no smoothing, heterogeneous coefficients with stock prices) gives the highest directional prediction accuracy, with 72.2 percent of actual exchange rate changes correctly predicted. The PT test statistics show that only for 5 out of the 14 models, are the predicted changes significantly associated with the actual changes. A common feature shared by the successful results is that they are all symmetric models, without the real exchange rate. For the 8 Results are available on request.
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The implied restrictions on the coefficients were tested using Wald tests and models 5 and 13 in the cases of the US/UK exchange rate and Models 9, 10, 13 and 14 in the case of US/Sweden exchange rate the restrictions could not be rejected, so the unrestricted results of these tests have not been reported.
PT results confirming the directional accuracy, models with significant PT statistics tend to have a higher proportion of successful directional prediction than the others.
According to the results in Table 4 , the model which gives the best forecast of directional change for the Sweden/US exchange rate is the symmetric, non-smoothing and homogeneous coefficient model with house prices representing the wealth effect (see Model 6). It gives the highest fraction of successful directional prediction at 66.7% and the PT statistic is well above the 95% critical value for a one sided standard normal test, leading to a strong rejection of the hypothesis that actual and predicted exchange rates are independently distributed. The PT statistics show that 5 models provide evidence of predictive power in exchange rate direction movements. All the best performing Swedish models have house prices representing the wealth effect. Therefore, exchange rate forecasting models incorporating house prices are the most accurate approach to forecasting the direction of exchange rate changes, which reflects the relative importance of housing to the Swedish economy relative to the stock market.
The difference between the Swedish and the UK/ Australian results can be explained by reference to the underlying structure of the Swedish economy. There are several reasons why house prices are more significant than stock prices in explaining the US-Swedish exchange rate. Firstly, Swedish stock market wealth accounts for only a small proportion of the total household financial wealth, as estimated by Chen (2006) . This study found that 0.08-0.2% of total financial wealth in Sweden is from the stock market. In contrast, housing wealth takes up a much a larger proportion, again according to Chen (2006) , about 50-70% of non-stock wealth originates from housing for the period 1980 to 2004. As housing wealth takes up a large proportion of household asset wealth, changes in house prices will have a more significant impact on consumption and therefore output, as well as a more substantial effect on inflation.
Secondly, house prices often indirectly influence consumption through credit loans, as it is often used as collateral. Sweden has a large and liquid housing finance market and its mortgage bond market ranks as the third largest in Europe.
For the Australian data, the PT test statistics show that only models 5, 13 and 15 have significant statistics and so we reject the null hypothesis for only these three models. Since model 13 is an unrestricted version of model 15, and Model 13 has a higher directional accuracy and PT statistic than model 15, we conclude that symmetric models with heterogenous coefficients and stock prices are better in predicting directional changes for Australia. Table 4 contains the results from including dummy variables in those series where a structural break was found based on the Lee-Stazichich test. Where no structural breaks were found the test statistic is the same as in the previous table. In general there is a slight improvement in the forecasting performance for the UK and Swedish tests in terms of significant forecasts, but no difference for Australia.
From the above PT test results, we conclude that not all Taylor rule models are effective in predicting the direction of the exchange rate changes. For almost two thirds of the models studied, the direction of exchange rate changes predicted from the Taylor rule models is uncorrelated with the actual directional changes. This mirrors other studies such as Qi and Wu (2003) who found using their model to predict the direction of change of the exchange rate was not successful, although in their case, it also failed to consistently predict the future value of the exchange rate. Among the three countries that have been studied, the PT statistics show that Taylor rule models give the highest predictive power for the UK/ US data. Model 15 in general works well for both the UK/US and Australia/US exchange rate predictions.
When accounting for the structural breaks in the series by adding dummy variables, there is little evidence that the forecasts have improved substantially. Although there is a slight improvement for the Swedish and UK models, there is no improvement for Australia. Overall there is a lack of significance in most of the results, this could be due to the lack of any predictable overreaction or overshooting in these exchange rates over the recent past. Although it doesn't prove that there is no overshooting, it appears that if there is any it is not predictable using this approach. Similarly with regard to the contagion theory, if there are any adverse movements in the money markets, it doesn't appear to transfer to the foreign exchange markets in a predictable way based on our results.
Conclusion
Following the success of the Taylor rule model of the exchange rate in out-of-sample forecasting based on the conventional forecast errors measures, we have used the PT test of directional accuracy to determine if this modelling approach produces forecasts that are equally accurate. However the results suggest there is mixed evidence of these models being able to consistently forecast directional change, which is in contrast to other studies using these models with the conventional forecasting approach. This suggests that the ability of a model to forecast future exchange rates doesn't imply it will be able to predict directional change, which can be a more practical way of assessing the profitability of investing in asset markets.
The main policy implications of these findings relate to both the asset management sector and macroeconomic policy makers. For asset managers being able to predict directional change can be essential for active asset management strategies involving the use of technical trading rules.
This in turn is important for the efficient allocation of resources by financial markets. Similarly for macroeconomists attempting to forecast future economic events, these results indicate it is difficult to predict directional changes to the economy, such as following a sudden financial crises.
However there is evidence that the results are sensitive to the specification of the models used, in particular the measure of wealth used. Some specifications of these models can produce reasonably accurate forecasts and therefore the potential to make a profit by using these forecasts. For instance for Australia and the UK exchange rates, the symmetric model, with no smoothing, homogenous coefficients and stock prices as the wealth effect appears to do better than simple chance, perhaps reflecting the importance of the stock markets in these two countries and the role of capital flows between the UK, Australian and the US asset markets.
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