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Introduction
Cloud computing model offers the benefits including [4, 13, 15] : (a) an improved peak-load handling and dynamic resource provisioning without the need for setting up a new software or hardware infrastructure in every location; (b) a superior ability of resource providers to meet Service Level Agreements compliance for clients; (c) an improved service by optimizing the service location and throughput according to users' QoS needs; (d) a higher reliability as providers can transparently migrate their services to other domains, thus enabling a highly resilient computing environment. However, providers of such environments must solve the challenge of determining the optimal number of resources required, as well as workload balancing problems. Both of these determinants are interdependent, thus their management problem is considered in this paper, mainly for SaaS platform deployments.
From Cloud service provider's viewpoint, the main problem is to match its resources to variable users' demand distribution in time (Fig.1 ).
Figure 1. Allocation of resources in time
Cloud service provider usually faces two problems:
-to deploy maximum quantity of servers ( Fig.1 , max line) wishing to satisfy all its users' requests, but cost-effective scalability is not achieved because of idle processes and resources during nonpeak periods;
-to keep the minimum quantity of servers ( Fig.1 , min line) in full usage even the user's load is at minimum level, but the revenues from potential customers are lost if the quantity of servers is too low.
The providers of Cloud application service often base their work on jobs management model, classifying them into two categories: users that send jobs of high priority (HP) and pay full service price (with guarantee that the service will be fully granted), and users that send jobs of low priority (LP) and pay minimal service price (with certain probability that the service may not be received) [6] . It is clear that such jobs management model does not ensure that a certain part of LP jobs will be serviced.
In this paper, the project rendering (as a task) service will be considered as an instance of SaaS service. Rendering service requires many computing resources and can be easily parallel processed by matching one video frame to a server. The users of video rendering service are liable to wait for a certain time period, especially when big video projects must be rendered, i.e. they are willing to get many resources for their projects later but not to render them on their own computers. The priority system is also used in academic networks. Such network is usually comprised of several organizations. HP is assigned to the jobs that are received from the members of the organization, which owns the cloud.
The contribution of this paper is to present the workload balancing approach which ensures that both HP and LP projects will be carried out. All projects are arranged in the certain queue which is serviced based on the method presented in the paper. The main idea is depicted in Fig.1 : sector [A] denotes the projects which executions are postponed to a later date, since they cannot be serviced at the moment due to the low number of available resources that all are busy; sector [B] denotes the execution of projects that were postponed for a certain time period from sector [A] . The concept of this approach implies that all LP projects that cannot be serviced at the current moment are postponed for a later time when the users' demand for SaaS type service will be decreased. We posit that such idea would allow to decrease the quantity of current resources as well as to ensure the service for all users. For this purpose, an experimental study of the expected effect will be presented in the paper.
The remainder of this paper is organized as follows. Section 2 surveys the related works in the field of workload balancing applied for Cloud platforms. Section 3 presents the utility function as an objective function to be maximized from Cloud provider's viewpoint. Section 4 describes the models to be used for predicting the workload dynamics and rendering durations. The algorithms for workload balancing and projects scheduling are presented in Section 5. Experimental results are considered in Section 6. Conclusions are presented in Section 7.
Related works
Cloud's elasticity means that Cloud computing has ability to add or remove resources at a fine grain (one server at a time with EC2) and with a lead time of minutes rather than weeks. This allows matching resources to workload much more closely, but it is very important to employ these resources in a reasonable way. In practice, the estimates of average server utilization range from 5% to 20%, but for many services the peak workload exceeds the average by factors of 2 to 10. Thus, it is a big challenge to make sure that all users will receive their service and the downtime of private resources will be minimized [2] .
To respond to the dynamic workload behaviour, the strategies such as job scheduling and workload balancing have been intensively studied in the literature, as well as practically applied. In general, load-balancing algorithms can be broadly categorized as centralized or decentralized, dynamic or static, periodic or nonperiodic, and those with thresholds or without thresholds [5, 11] . Currently, the best known Cloud service provider Amazon EC2 offers Elastic Load Balancer, which automatically distributes the incoming application across EC2 instances and provides the amount of load balancing capacity needed in response to incoming traffic. One of the main roles for workload balancer is to manage the peak load by leasing Cloud infrastructure services from market. In the references [3, 7] , different strategies for extending the capacity of local clusters with commercial providers are evaluated. These strategies aim to schedule reservations for resource requests.
Workload forecasting models are developed from the need to estimate resource usage precisely in the face of significant variability in client workload patterns. It is desirable that the resources could be reserved earlier than the time when workload actually increases. It can be implemented if the future workload can be predicted using historical data. Good workload predictor must involve key dimensions relevant for making resource provisioning decisions, such as non-stationary workload variations in the amount and configurations in the mix of operations. The paper [14] presents the model for predicting various runtime overheads involved in using virtual machines, allowing to support advance reservations efficiently. Prediction is considered in the paper [13] , applying it to both a standard priority scheduler and a pre-emptive job scheduler. The paper [1] presents workload prediction-based capacity allocation techniques able to coordinate multiple distributed resource controllers working in geographically distributed Cloud sites. The authors propose the idea for dynamic load redirection mechanism that allows redirecting the requests during peak loads from heavily loaded sites to other sites. Within this context, it is clear that workload forecasting models can improve the load balancing problems. It is notable that forecasting is reasonable since users usually do have resource usage patterns or periodical load behaviour [16, 17] , and it helps to plan and optimize balancing decisions.
Managing and allocating resources among various clients intelligently is usually modelled in a cost-effective manner. The optimization helps when the automatization of processes is considered. Since the Cloud provider's infrastructure tends to be very large and complex with many parameter settings the solution is to use autonomic computing techniques, such as control theory, machine learning, and combinatorial search methods combined with queuing network models [8, 10] . The Cloud computing service provider, as an autonomic controller, can include global utility function as an objective function to be maximized. The paper [9] proposes that utility functions, combined with optimization algorithms that seek to maximize utility for a workload given certain resources, may provide an effective paradigm for managing workload execution in Cloud computing.
Concept of workload balancing
For Cloud service providers of SaaS type, it is important to determine the adequate quantity of resources as it was shown in Fig.1 . Since providers aim to minimize their expenses and to earn the profit, their obtained utility is modelled as optimization problem given as:
with constraints
where ݂ሺȉሻ -some utility function to be maximized / minimized; ‫ܥ‬ ோ , ‫ܥ‬ -costs for one server per one hour in private/public Cloud; ܲ , ܲ ோ , ܲ ோ -a price for a user's usage of one server service per one hour in public/private Cloud ‫ܤ(‬ denotes that service can be postponed for a certain time period); ݅ ோ ሺ‫ݐ‬ሻ, ݅ ሺ‫ݐ‬ሻ -the quantity of projects using private/public Cloud service at the current time moment; ݅ ோ ሺ‫ݐ‬ሻ, ݅ ሺ‫ݐ‬ሻ -the quantity of projects using private / public Cloud service at the current time moment with condition that the service can be postponed for a certain time period; ‫ݔ‬ -the quantity of resources in the private Cloud.
As it was considered in the introduction, the other but also very important goal of SaaS service providers − to service all projects sent by users. It was noticed that the dynamics of users' demand has some pattern in time (periodical variations). Thus, it is reasonable to postpone projects for a later date (Fig. 1 from sector [A] to [B] ). In this paper, it is modelled that there exist LP and HP projects. Only some part of projects that are of low priority can be postponed for a certain time ¨t (2-8 hours). Section 5 presents the algorithm which ensures that all received projects during time period ¨t will be started to execute, in some special cases resending them to public Cloud.
The result of such projects reallocation method is depicted in Fig. 2 . Based on this, one LP project and one HP project are forwarded to public Cloud, as all own resources (private Cloud) are busy. LP project is sent to the public Cloud, since the postponement time ¨t has ended. In Fig.2 ¨t is equal to two time intervals. HP project is sent to the public Cloud, as there are more HP projects than private Cloud can service at the current time moment. In Fig.2 depicted effect for service provider from different allocation of projects will be evaluated in the experimental study.
Figure 2. Load balancing between clouds
Workload balancing method, which includes optimization component (1) and constraints (2), reserves resources in advance to achieve maximum service for HP projects, while LP projects can be postponed for a later date. The reservation is organized based on users' demand forecasting.
The statistical analysis of observations for workload was performed, and it can be concluded that workload dynamics has three types of seasonalities (day, week, and year).
Forecasting of workload dynamics and rendering durations
The workload balancing strategy presented in this paper includes the forecasting component which is responsible for predicting the number of resources required to meet the workload variations in time. The workload statistical data constitutes a time series, thus forecasting methods like autoregressive moving average models, generalized autoregressive conditional heteroskedasticity models, and smoothing techniques can be applied. In this case, the forecasting approach is chosen the Holt Linear Method (HLM) [12] , since it requires very little memory and execution time, and it is suitable to describe situations when some workload patterns or seasonalities are observed.
Forecasts are also needed for the durations of video frame rendering. To know a server time required for the whole project is only possible by rendering every frame. The main idea of our prediction algorithm is to calculate average frame render time, by estimating random frames at different resolutions. First, render them at native and minimal satisfying resolution, and find a multiplier from the difference. Them, render every frame in lower resolution, and multiply time required by a multiplier to find a project time.
Based on captured project rendering files, statistical relationships between rendering times for different video resolutions were estimated based on computed Pearson's correlation coefficient. The obtained results showed that the frame's rendering time of current size can be predicted using the same frames only of lower resolution. Inaccuracies are significant when the resolution reaches 0.1 of original size or the video is stationary.
Algorithm
The purpose of an algorithm is to balance the rendering of projects between private and public Clouds with minimum usage of public Cloud and also to ensure that all projects will be started on time. In the graphics rendering system this algorithm starts each minute (if the past instance is not running). Main parts of the algorithm are explained further.
'Reservation': workload balancing model uses prediction algorithm to reserve clusters (a set of resources) in private Cloud for HP projects. The prediction method is described in Section 4. Based on historical observations, a cluster is reserved for each HP project for an average project rendering time duration. Let define t1 as time period which describes how frequent reservation is run, and t2 − as reservation period.
'Queue sorting': firstly it is checked if there are any projects in the queue; if it is − they are arranged as follows. Firstly, HP projects are distributed to clusters, and then LP projects are sorted by the time moment they must be started. The start time of LP project is computed as project's incoming time plus a period of time that project can be delayed (this period is declared in system settings and depends on system size). 'Distribution between Clouds': HP projects must be started without a delay. HP project is sent to the public Cloud immediately if there is no reservation or free cluster in the private Cloud. LP project can be delayed a defined period of time to get resources in the private Cloud. LP project is sent to the public Cloud if a waiting time ends and still there are no free and not reserved resources in the private Cloud.
'Resources allocation if there is no load in the private Cloud': every time when project is send to the private Cloud it is checked if there are more free resources than projects in a row and predicted projects to come in the future. In the case of available free resources, project is given as much clusters as they need not to interrupt further projects rendering sequence and duration.
Experimental study
The goal of experiment is to demonstrate the advantages of the workload balancing and projects scheduling method presented in this paper if it is assumed that a certain part of incoming projects can be postponed for a short time. The experiment focuses on the estimating the adequate quantity of resources in private Cloud matching them to a variable users' demand in time.
In Fig.4 , the costs dependency on quantity of resources in private Cloud is depicted: the top curve shows the costs distribution based on captured statistical workload data; two lower curves -costs distribution if the workload balancing algorithm is applied for projects with postponement time 2h and 4h. The costs are reduced because of reallocation, which cuts most 'spikes' in public Cloud and fills downtimes of resources in private Cloud with postponed projects. These results are obtained under assumption that the costs for the downtime in the private Cloud is four time less than the costs for the usage of servers in the public Cloud for the same period.
In (Fig.3) is applied. When the intensity of requests flow is high for a certain time, some projects are sent to the public Cloud ([A] sector). It was noticed that under given modelling assumptions (Section 3, Section 4) the following improvements are as follows: (a) the utilization of public Cloud's service is reduced from 35% to 17%; (b) the full balancing of the system to be modelled in this paper is increased from 0% to 28%. The full balancing means the full usage of resources in private Cloud, while there is no need to use public Cloud's resources.
Conclusions
In general, the main purpose of various overviewed researches is to propose novel rescheduling techniques, workload balancing strategies, dynamic provision strategies for a reliable execution of projects and cost efficient cloud computing.
In this paper, the workload balancing and projects scheduling algorithm is proposed considering the case of projects rendering as a service based on Cloud SaaS platform. Its implementation practically is worth if the certain part of projects in the workload can be postponed for a short time period. The proposed algorithm makes sense in reducing total costs if the quantity of resources is close to adequate, which is computed from the optimization model. The utilization of public Cloud may be significantly reduced and the workload in the private Cloud is more evenly distributed if the workload balancing is applied, while the number of resources in the private Cloud stays the same.
