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It is known that some optimality criteria of experimental designs
are functionals of the eigenvalues of their information matrices. In
this context we study the problem of maximizing the determinant
of αIt − (P + PT ), α > 2, over the class of t-by-t permutation
matrices, and thedeterminantofαIt+P+PT ,α  2.5, over the class
of t-by-t permutation matrices with zero diagonal (derangement
matrices). The results are used to characterize D-optimal complete
block designs under an interference model.
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1. Introduction
A basic problem in the theory of experimental designs is the determination of optimal designs. If in
an experiment the response to a treatment is affected by other treatments (for example in agricultural
and horticultural experiments), then the optimality of designs under an interference model is stud-
ied. Recently some results on universal optimality of designs under this model have been published.
These results concernmainly optimality of circular neighbor balanced designs (CNBD) and orthogonal
arrays of type I under the fixed and mixed interference models, where the observations are or are
not correlated (see e.g. [3–7]). It is known, however, that for some combinations of design parameters
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universally optimal designs cannot exist. In such a case the efficiency of some designs or optimality
with respect to specified criteria are considered. The efficiency of some cyclic designs under a fixed
interference model was studied in [8]. A characterization of E-optimal complete designs under the
interference model is given in [9,11].
In this paper, we are interested in determining D-optimal designs under the interference model.
This criterion is based on the eigenvalues of the information matrices of designs. This problem has
not been discussed previously in the literature. Only the problem of determining D-optimal designs
under the model with block effects as the only nuisance parameters over the class of designs has been
partially solved: see e.g. [13,12,2]. However there is no characterization of D-optimal designs under
an interference model. We solve this problem for some classes of complete block designs. It is worth
observing that complete block designs are often used in practice. For example in UPOV (International
Union for the ProtectionofNewVarieties of Plants) research, complete blockdesigns are recommended
in experimentswhen thenumber of treatments is less than16.Designswith the samenumber of blocks
as the number of treatments and units are also applied in clinical trials [17].
This paper is organized as follows. First we identify permutationmatrices that maximize the deter-
minant ofαIt − (P+PT ),α > 2, over the class of t-by-t permutationmatrices, and the determinant of
αIt +P+PT ,α  2.5, over the class of t-by-t permutationmatrices with zero diagonal (derangement
matrices). In the next section we use the results to characterize D-optimal designs under an inter-
ference model over special classes of binary designs, and then we show their optimality over wider
classes of designs. It is known that in the class of complete block designs with t treatments, univer-
sally optimal designs cannot exist for a number of blocks equal to t − 2 or t. Thus, for such design
parameters we determine the structure of the left-neighboring matrix of a D-optimal design under
the interference model with left-neighbor effects, and finally we give some methods of construction
of D-optimal designs.
2. Algebraic results
In this section, first we identify permutation matrices that maximize the determinant of αIt −
(P+ PT ), α > 2, over the class of t-by-t permutation matrices, Pt . Then we characterize permutation
matrices thatmaximize the determinant ofαIt +P+PT ,α  2.5, over the class of t-by-t permutation
matrices with zero diagonal (derangement matrices), P˜t . It is clear that P˜t exists for t > 1.
Throughout the paper we will use the property of permutational similarity. Recall that the matrix
PTAP, where P ∈ Pt , is called permutationally similar to A. It is known that the eigenvalues (and, in
consequence, the determinant) of A and a matrix permutationally similar to A are equal.
Let us define the cyclic permutation matrix from Pt , t  2, as
Ht =
⎛⎝ 0Tt−1 1
It−1 0t−1
⎞⎠ . (1)
Observe that since the eigenvalues of permutationally similar matrices are equal, in the class Pt it
is enough to consider only matrices of the form P = diag (Ht1 ,Ht2 , . . . ,Htm), with ∑mi=1 ti = t,
1  m  t. It is easy to see that αIt ± (P + PT ) is a tridiagonal matrix with corners (m = 1), the
identity matrix (m = t, H1 = 1) or a block-diagonal matrix with every block tridiagonal with corners
or identity. In the class of derangement matrices P˜t we assume ti  2 and hence m  t2 for even t
andm  t−1
2
for odd t.
We will also use the log-superadditivity of functions. Recall that a function f (x) such that f (x1 +
x2)  f (x1) · f (x2) is called a log-superadditive function.
2.1. Maximization of det(αIt − (P + PT )), α > 2, over Pt
Theorem 1. If P ∈ Pt is permutationally similar to Ht , then det(αIt − (P + PT )), α > 2, is maximal
over Pt .
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Proof. Let P = Ht . Following [14] we obtain
det
(
αIt −
(
Ht + HTt
))
= −2 + tr
⎡⎢⎣
⎛⎝ α −1
1 0
⎞⎠t
⎤⎥⎦ .
Since the trace of the tth power of a diagonalizable matrix is equal to the sum of the tth powers of its
eigenvalues, we have
det
(
αIt −
(
Ht + HTt
))
= −2 + xt + yt (2)
with
x = λ1
⎡⎣⎛⎝ α −1
1 0
⎞⎠⎤⎦ = α−√α2−4
2
, y = λ2
⎡⎣⎛⎝ α −1
1 0
⎞⎠⎤⎦ = α+√α2−4
2
. (3)
It is easy to see that y = 1
x
. Observe that for α > 2 the following inequalities are valid:
0 < x < α−(α−2)
2
= 1, α − 2
α
= α+α− 4α
2
< y < α+α
2
= α. (4)
It is enough to show that
det
(
αIt − diag (Ht1 ,Ht2)− diag (HTt1 ,HTt2))− det (αIt − Ht − HTt )  0,
with t1 + t2 = t and t1, t2 < t. It is equivalent to show that the function f (t) = −2 + xt + x−t is
log-superadditive for t ∈ N, t  2, x ∈ (0, 1). Since the determinant of a block-diagonal matrix is the
product of the determinants of the diagonal blocks, from (2) we have(
−2 + xt1 + yt1
) (
−2 + xt2 + yt2
)
+ 2 − xt − yt
= 1
xt
(
6xt + x2t1 + x2t2 − 2xt1 − 2xt2 − 2xt+t1 − 2xt+t2
)
= 1
xt
⎛⎝ 8∑
i=1
xui −
8∑
i=1
xvi
⎞⎠
with u = (t, t, t, t, t, t, 2t1, 2t2)T and v = (t1, t1, t2, t2, t + t1, t + t1, t + t2, t + t2)T . Observing
that u is majorized by v, by Proposition C.1. of Marshall and Olkin [15, p. 64], the above expression is
nonpositive. 
2.2. Maximization of det(αIt + P˜ + P˜T ), α  2.5, over P˜t
Theorem 2. If P˜ ∈ P˜t is permutationally similar to
(i) Im ⊗ H3, for t = 3m, m ∈ N\{1};
(ii) diag (Im ⊗ H3,H4), for t = 3m + 4, m ∈ N;
(iii) diag (Im ⊗ H3,H5), for t = 3m + 5, m ∈ N,
then det(αIt + P˜ + P˜T ), α  2.5, is maximal over P˜t . Moreover, if 2  t  5 then the determinant of
αIt + Ht + HTt is maximal over P˜t for α > 2.
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Proof. Let P˜ = Ht . Following [14] we have
det
(
αIt + Ht + HTt
)
= 2(−1)t+1 + tr
⎡⎢⎣
⎛⎝ α −1
1 0
⎞⎠t
⎤⎥⎦ .
Since the trace of the tth power of a diagonalizable matrix is equal to the sum of the tth powers of
its eigenvalues, we obtain
det
(
αIt + Ht + HTt
)
=
⎧⎨⎩−2 + x
t + yt, for even t,
2 + xt + yt, for odd t, (5)
with x, y determined in (3).
Observe that for every α  2.5 the following inequalities are valid:
0 < x  α−(α−1)
2
= 1
2
, α − 1
2
= α+α−1
2
 y < α+α
2
= α. (6)
Let t = 2. The only matrix P˜ ∈ P˜2 is H2.
Let t = 3. The only matrices P˜ ∈ P˜3 are H3 and HT3.
Let t = 4. The only matrices P˜ ∈ P˜4 are H4 and diag(H2,H2) (up to permutational similarity). Using
(5) we have to show the inequality
(−2 + x2 + y2)2  (−2 + x4 + y4)
which follows from the log-superadditivity of f (t) = −2 + xt + yt for t ∈ N, t  2. Observe that it
holds for α > 2.
Let t = 5. The only matrices from P˜ ∈ P˜5 are H5 and diag(H3,H2) (up to permutational similarity).
Using (5) we have to show the inequality
(−2 + x2 + y2)(2 + x3 + y3)  (2 + x5 + y5)
which follows from
(−2 + x2 + y2)(2 + x3 + y3) − (2 + x5 + y5)
= −6 − 2(x3 + 1
x3
) + 2(x2 + 1
x2
) + x + 1
x
= −(x+1)2(x2−2x+2)(2x2−2x+1)
x3
< 0.
For t  6 we prove the theorem in two steps. First we show
det
(
αIt + Ht + HTt
)
 det
(
αIt + diag(Ht−3,H3) + diag
(
HTt−3,HT3
))
(7)
and then
det
(
αIt + diag(Ht1 ,Ht2) + diag
(
HTt1 ,H
T
t2
))
 det
(
αIt + diag(Ht−3,H3) + diag
(
HTt−3,HT3
))
,
(8)
with t1 + t2 = t, t1, t2  2, and at least one ti = 3, i = 1, 2.
Since the determinant of a block-diagonal matrix is equal to the product of the determinants of its
blocks, using (5) and (6) we obtain
det
(
αIt + Ht + HTt
)
− det
(
αIt + diag(Ht−3,H3) + diag
(
HTt−3,HT3
))
= −2 + xt + yt −
(
2 + xt−3 + yt−3
) (
2 + x3 + y3
)
= −6 − 2x3 − 2y3 − 2xt−3 − 2yt−3 − x3yt−3 − xt−3y3 < 0
878 K. Filipiak et al. / Linear Algebra and its Applications 436 (2012) 874–887
for even t, and
det
(
αIt + Ht + HTt
)
− det
(
αIt + diag (Ht−3,H3) + diag
(
HTt−3,HT3
))
= 2 + xt + yt −
(
−2 + xt−3 + yt−3
) (
2 + x3 + y3
)
= 6 + 2x3 + 2y3 − 2xt−3 − 2yt−3 − x3yt−3 − xt−3y3
< 61
4
+ 2y3
(
1 − yt−6
)
 61
4
− 2y3 < 0
(9)
for odd t, and we have proved (7).
Let t1 + t2 = t, t1, t2  2, and at least one ti = 3, i = 1, 2.
Assume odd t1 and t2. Then, using (5), we may rewrite inequality (8) as(
2 + xt1 + yt1
) (
2 + xt2 + yt2
)
−
(
2 + xt−3 + yt−3
) (
2 + x3 + y3
)
 0
that is equivalent to
−2x3 − 2xt−3 + 2xt1 + 2xt2 − 2y3 − 2yt−3 + 2yt1 + 2yt2
−x3yt−3 − xt−3y3 + xt1yt2 + xt2yt1  0
and 1
xt
(∑10
i=1x
ui −∑10
i=1x
vi
)
 0with u = (t+ t1, t+ t1, t+ t2, t+ t2, t+ t1 − t2, t+ t2 − t1, t−
t1, t− t1, t− t2, t− t2)T and v = (2t−3, 2t−3, 2t−6, t+3, t+3, t−3, t−3, 6, 3, 3)T . Observing
that u is majorized by v, similarly as in the proof of Theorem 1, the above expression is nonpositive.
Assume now t1 and t2 are both even. Then we have to show(
−2 + xt1 + yt1
) (
−2 + xt2 + yt2
)
−
(
2 + xt−3 + yt−3
) (
2 + x3 + y3
)
 0.
Weobtain this inequality directly from the fact that the formula on the left-hand side is always smaller
than the respective formula for odd ti, i = 1, 2.
Assume now, without loss of generality, that t1 is even and t2 is odd. Then, similarly as in the
previous cases and since t1  4, t2  5,(
−2 + xt1 + yt1
) (
2 + xt2 + yt2
)
−
(
−2 + xt−3 + yt−3
) (
2 + x3 + y3
)
= 2x3 − 2xt−3 + 2xt1 − 2xt2 + 2y3 − 2yt−3 + 2yt1 − 2yt2
−x3yt−3 − xt−3y3 + xt1yt2 + xt2yt1
= 1
xt
⎛⎝ 10∑
i=1
xui −
10∑
i=1
xvi
⎞⎠
with u = (t + t1, t + t1, t + 3, t + 3, t + t1 − t2, t + t2 − t1, t − 3, t − 3, t − t1, t − t1)T and
v = (2t − 3, 2t − 3, 2t − 6, t + t2, t + t2, t − t2, t − t2, 6, 3, 3)T . Observing that u is majorized by
v, similarly as in the proof of Theorem 1, the above expression is nonpositive. 
From the proof of the above theorem it follows that for t = 6 and t = 8, the results pre-
sented hold for α > 2. Further observe that the last line of inequality (9) may be replaced by
6 + 2x3 + 2y3 − 2yt−3 − x3yt−3, which is maximal for t = 7, and then the inequality holds for
α  2.2242.Moreover, we can conclude that for 2 < α < 2.2242 and odd t, det(αIt +Ht +HTt ) could
be larger than the determinant of the respective matrices given in the theorem. Numerical studies
show that this happens especially for α close to 2 and relatively small odd t.
Example. Let t = 7 and 2 < α  2.191487. Then (6) and (9) are not satisfied. We have the following
function:
f (α) = 2 + x7 + y7 − (−2 + x4 + y4)(2 + x3 + y3), x = α−
√
α2−4
2
, y = 1
x
which is nonnegative for every 2 < α  2.191487.
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If t = 9 then the respective function is nonnegative for 2 < α  2.053621, and for 2 < α 
2.025915 if t = 11.
3. D-Optimality of designs under an interference model
3.1. Definitions and notations
Let Dt,b,k be the set of designs with t treatments, b blocks and k experimental units per block. An
interference model with left-neighbor effects associated with the design d ∈ Dt,b,k can be written as
y = Tdτ + Ldλ + Bβ + ε, (10)
where τ , λ and β are the vectors of treatment effects, left-neighbor effects and block effects, respec-
tively. Here ε is a vector of random errors with E(ε) = 0 and Cov(ε) = σ 2Ibk , where σ 2 is an
unknown constant. The matrix B = Ib ⊗ 1k , where 1k is the k-vector of ones and ⊗ is the Kronecker
product, is the design matrix of block effects. Further, Td is the design matrix of treatment effects and
Ld = (Ib ⊗ Hk)Td, with Hk as defined in (1), is the design matrix of left-neighbor effects. This form of
the matrix Ld follows from the assumption that each treatment has a left neighbor (for more details
see e.g. [3,9,11,10]).
All the results presented in the paper also hold for a model with right-neighbor effects, i.e., with
Ld =
(
Ib ⊗ HTk
)
Td.
Under the interferencemodel (10), the informationmatrix for estimating treatment effects, Cd, has
the form
Cd = TTdQ (B:Ld)Td,
where Q X = I − PX = I − X(XTX)−XT is the orthogonal projector onto the orthocomplement of
the column span of X and A− denotes the generalized inverse of A. Since P(X1:X2) = PX1 + PQX1X2 , the
information matrix may be expressed as
Cd = TTdQ BTd − TTdQ BLd
(
LTdQ BLd
)−
LTdQ BTd,
or equivalently
Cd = TTdQ LdTd − TTdQ LdB
(
BTQ LdB
)−
BTQ LdTd. (11)
It is easy to see that Q B = Ib ⊗ Ek , where Ek = Ik − 1k1k1Tk . Because of the form of Ek and since Hk is
orthogonal, it can be seen that TTdQ BTd = LTdQ BLd.
Weare interested indeterminingD-optimal designs, i.e., designsminimizing the general variance of
best linear unbiased estimators of any orthonormal set of t−1 contrasts. The condition of D-optimality
can be expressed in terms of the eigenvalues of the information matrix as follows.
For a design d ∈ Dt,b,k let 0 = λ0(Cd)  λ1(Cd)  · · ·  λt−1(Cd) be the eigenvalues of its informa-
tion matrix Cd. A design d
∗ ∈ Dt,b,k is called D-optimal over Dt,b,k if∏t−1i=1 λi(Cd∗)  ∏t−1i=1 λi(Cd) for
all designs d ∈ Dt,b,k (cf. [16]).
Observe that formula (11) involves a generalized inverse of a matrix, which depends on the design,
i.e., which changes with the arrangement of treatments on experimental units. This makes the deter-
mination of a D-optimal design difficult. Therefore in this paper we consider experiments with t = k.
The class of designswith t = k, in which each treatment occurs atmost once in each block (the class of
complete binary designs), we will denote by Bt,b,t . In such a case the information matrix has the form
Cd = bIt − 1bSTdSd, (12)
where Sd = LTdTd. The (i, j)th entry of Sd denotes the number of occurrences of treatment j with
treatment i as left neighbor in a design d. Therefore we will call this matrix a left-neighboring matrix.
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Note that in the class Bt,b,t , the diagonal entries of Sd are equal to 0 and the off-diagonal entries belong
to the set {0, 1, . . . , b}. Moreover, Sd1t = STd1t = b1t .
It is known that for t = k and b = t−2or b = t, a universally optimal designunder the interference
model (CNBD) cannot exist. Thus throughout this paper we will assume b = t − 2 (Section 3.2) and
b = t (Section 3.3).
Following [10], designs with t = k = 3, 4 and b = t − 2 are all disconnected. Thus we assume
t  5. We show optimality over the class Dt,t−2,t . In the case b = t we start with t = 3. We prove
optimality over the class of equireplicated designs with no treatment preceded by itself, denoted by
Rt,t,t .
3.2. D-optimality of designs over Dt,t−2,t
Let B˜t,t−2,t be the set of designs, for that Sd = 1t1Tt − It − P˜d, with P˜d ∈ P˜t .
Assume d ∈ B˜t,t−2,t . Then
STdSd = (t − 4)1t1Tt + 2It + P˜d + P˜Td
and the information matrix may be written as
Cd = t2−4t+2t−2 It − t−4t−21t1Tt − 1t−2 (P˜d + P˜Td).
Observe that the matrices Cd and Cd + β1t1Tt have the same eigenvectors and the eigenvalues cor-
responding to those eigenvectors are the same, except the vector 1t , which is an eigenvector of both
matrices corresponding to the eigenvalues 0 and βt, respectively. Thus the product of the t − 1 eigen-
values of Cd is equal to the determinant of Cd + β1t1Tt divided by βt, and it is enough to compare
the determinants of (t − 2)Cd + (t − 4)1t1Tt = αIt − (P˜d + P˜Td) for different matrices P˜d, with
α = t2 − 4t + 2. Observe that α > 2 for every t  5, and we can write the following corollary.
Corollary 3. If there exists a design d∗ ∈ B˜t,t−2,t , t  5, such that the left-neighboring matrix Sd∗ is
permutationally similar to 1t1
T
t − It − Ht , then d∗ is D-optimal over B˜t,t−2,t .
Now we generalize the results of Corollary 3 as follows.
Theorem 4. If d∗ ∈ B˜t,t−2,t , t  5, is D-optimal over B˜t,t−2,t , then it is D-optimal over Dt,t−2,t .
Proof. First we prove the D-optimality of d∗ ∈ B˜t,t−2,t over the class of binary designs, Bt,t−2,t and
then over the class Dt,t−2,t .
Let d∗ be D-optimal over B˜t,t−2,t , t  5. Then, from Theorem 1, (2), (4) and binomial evaluation,
we obtain
det
(
(t − 2)Cd∗ + (t − 4)1t1Tt
)
= det
(
αIt −
(
Ht + HTt
))
= −2 + xt + yt > yt − 2 >
(
α − 2
α
)t − 2 > αt − 2tαt−2 − 2. (13)
Let d ∈ Bt,t−2,t\B˜t,t−2,t . Then
(t − 2)Cd + (t − 4)1t1Tt = (t − 2)2It + (t − 4)1t1Tt − STdSd. (14)
Recall that for every Hermitian matrix the product of its eigenvalues is majorized by the product of
its diagonal entries (cf. [15]). Observe that the row and column sums of Sd are t − 2. Since for every
d ∈ Bt,t−2,t\B˜t,t−2,t at least one entry of Sd is not smaller than 2, at least one diagonal entry of matrix
(14) is not greater than (t − 2)2 + (t − 4)− t = t2 − 4t = α − 2, and the remaining diagonal entries
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are not greater than α. Hence
det
(
(t − 2)Cd + (t − 4)1t1Tt
)

t∏
i=1
(
(t − 2)Cd + (t − 4)1t1Tt
)
ii
 αt−1(α − 2).
(15)
Comparing (13) and (15) we obtain
αt−1(α − 2) − (αt − 2tαt−2 − 2) = −2αt−2(t2 − 6t + 2) + 2  0
for t  6. If t = 5 we obtain the result by comparing (15) with
(
α − 2
α
)5 − 2.
Now let d ∈ Dt,t−2,t\Bt,t−2,t . We consider two cases: when d is equireplicated, and when it is not.
(a) Let d be equireplicated. From (11) we have
Cd L TTdQ LdTd = Rd − STdR−1d Sd = (t − 2)It − 1t−2STdSd, (16)
with Rd = TTdTd = LTdLd = diag(rd,1, . . . , rd,t) – the diagonal matrix with the number of replications
of every treatmenton thediagonal, andwhereA L Bmeans thatmatrixA is better thanB in Loewner’s
sense.
If in the design d there is no treatment preceded by itself (Sd has zero diagonal), according to (12) the
matrix on the right side of (16) is the information matrix of a certain design from Bt,t−2,t . From the
first part of the proof we obtain the result.
Assume now that in the design d at least one treatment has itself as the nearest neighbor. Recall that
the entries of Sd are nonnegative integers and Sd1t = STd1t = (t − 2)1t . Thus in every row and every
column of Sd there is at least one zero. Hence if we permute the rows and columns of Sd, we obtain
(t − 2)It − 1t−2PT2STdPT1P1SdP2 = (t − 2)It − 1t−2PT2STdSdP2,
P1, P2 ∈ Pt , which is permutationally similar to the information matrix of a certain design from
Bt,t−2,t . Again, from the first part of the proof, we obtain the result.
(b) Let d not be equireplicated. From (11) we have
Cd L TTdQ LdTd = Rd − STdR−1d Sd. (17)
Observe that the jth diagonal entry of Rd − STdR−1d Sd, is equal to
(
Rd − STdR−1d Sd
)
jj
= rd,j −
t∑
i=1
s2d,ij
rd,i
= rd,j −
t∑
i=1
s2d,ij∑t
l=1 sd,il
,
and we obtain the following average of diagonal entries of Rd − STdR−1d Sd:
1
t
t∑
j=1
(
Rd − STdR−1d Sd
)
jj
= 1
t
t∑
j=1
rd,j − 1
t
t∑
j=1
t∑
i=1
s2d,ij∑t
l=1 sd,il
= t − 2 − 1
t
t∑
i=1
∑t
j=1 s2d,ij∑t
j=1 sd,ij
.
Assume that at least one entry of Sd is not smaller than 2. We are looking for such a design that
minimizes
∑t
i=1
∑t
j=1 s2d,ij∑t
j=1 sd,ij
.
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Without loss of generality, assume that the first treatment appears the most often in the design.
Then
t∑
i=1
∑t
j=1 s2d,ij∑t
j=1 sd,ij
=
∑t
j=1 s2d,1j
rd,1
+∑ti=2 ∑tj=1 sd,ij∑t
j=1 sd,ij

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
t + 2
t−1 , rd,1 = t − 1
t + 2
t
, rd,1 = t
t + 2i
t−i ,
rd,1 = t + i,
i = 1, 2, . . . , t2 − 4t + 1
and hence
1
t
t∑
j=1
(
Rd − STdR−1d Sd
)
jj
 t − 2 − 1
t
(
t + 2
t+1
)
= t − 3 − 2
t(t+1) .
From (17), and since the product of the eigenvalues of the matrix is majorized by the product of its
diagonal entries, we obtain
det
(
(t − 2)Cd + (t − 4)1t1Tt
)

t∏
i=1
(
(t − 2)Rd − (t − 2)STdR−1d Sd + (t − 4)1t1Tt
)
ii

(
(t − 2)
(
t − 3 − 2
t(t+1)
)
+ t − 4
)t = (t2 − 4t + 2 − 2(t−2)
t(t+1)
)t
.
(18)
On the other hand, using (13), we have
det
(
(t − 2)Cd∗ + (t − 4)1t1Tt
)
>
(
t2 − 4t + 2
)t−2 (
t4 − 8t3 + 20t2 − 18t + 4 − 2
(t2−4t+2)t−2
)

(
t2 − 4t + 2
)t−2 (
t4 − 8t3 + 20t2 − 18t + 1370
343
)
.
(19)
Now it is enough to show that(
t2 − 4t + 2
)t−2 (
t4 − 8t3 + 20t2 − 18t + 1370
343
)

(
t2 − 4t + 2 − 2(t−2)
t(t+1)
)t
, (20)
which implies
t4 − 8t3 + 20t2 − 18t + 1370
343

(
t2 − 4t + 2 − 2(t−2)
t(t+1)
)2
.
Observe that the above inequality is equivalent to 5t5 − 46t4 + 29t3 + 40t2 − 32  0, which is valid
for every t > 11.4.
For 6  t  11 we obtain the theorem directly from the inequality (20).
For t = 5, using (18), we have
det
(
3Cd + 151T5
)

(
52 − 4 · 5 + 2 − 2(5−2)
5(5+1)
)5 = (6.8)5
< 15125 = det
(
3Cd∗ + 151T5
)
.
Finally, let d ∈ Dt,t−2,t be a design such that all entries of Sd are zeros or ones. First we evaluate the
maximal and minimal diagonal entry of Rd − STdR−1d Sd and then we evaluate the remaining diagonal
entries as the average of the trace of this matrix with the maximal and minimal entries subtracted.
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Observe that since
∑t
j=1 s2d,ij =
∑t
j=1 sd,ij , we have
tr
(
Rd − STdR−1d Sd
)
=
t∑
j=1
(
Rd − STdR−1d Sd
)
jj
= t(t − 3).
To obtain a lower bound of the maximal diagonal entry of Rd − STdR−1d Sd, we have to minimize the
maximal number of replications andmaximize
∑t
j=1
sd,ij
rd,j
. Recall that in our case sd,ij ∈ {0, 1}. Without
loss of generality, assume the first treatment is replicated the most often, i.e., rd,1 = rmax = t or
rd,1 = rmax = t − 1. Observe that the vector of replications is majorized by the vector with
(i) t − 3 replications of t, one replication of t − 2, and two replications of 1 if rmax = t;
(ii) t − 2 replications of t − 1, one replication of t − 3, and one replication of 1 if rmax = t − 1.
Note that all entries in the first row of Sd are equal to 1 if rmax = t, and exactly one entry in the
first row of Sd is equal to 0 if rmax = t − 1. Since the function ∑ti=1 1rd,i is increasing (in the sense
of majorization), we obtain the maximum of this function if the replications are as above (for more
details see e.g. [15]).
Since
t −
(
t−3
t
+ 1
t−2 + 2
)
 t − 1 −
(
t−3
t−1 + 1t−3 + 1
)
,
we have
max
i
(
Rd − STdR−1d Sd
)
ii
 t − 1 −
(
t−3
t−1 + 1t−3 + 1
)
= t − 3 + t−5
(t−1)(t−3) .
Similarly, the minimal diagonal entry of Rd − STdR−1d Sd is maximal if the minimal number of repli-
cations, rmin, is t − 3, and the remaining treatments are replicated as equally as possible. Thus
min
i
(
Rd − STdR−1d Sd
)
ii
 t − 3 −
(
3
t−1 + t−6t−2
)
= t − 4 + t+2
(t−1)(t−2) ,
for every t  6. Now we can evaluate the remaining entries of Rd − STdR−1d Sd as follows:
1
t−2
[
tr
(
Rd − STdR−1d Sd
)
− min
d
(
max
i
(
Rd − STdR−1d Sd
)
ii
)
− max
d
(
min
i
(
Rd − STdR−1d Sd
)
ii
)]
 1
t−2
[
t2 − 5t + 7 − 2(t2−4t+2)
(t−1)(t−2)(t−3)
]
, t  6.
Thus
det
(
(t − 2)Cd + (t − 4)1t1Tt
)

t∏
i=1
(
(t − 2)
(
Rd − STdR−1d Sd
)
+ (t − 4)1t1Tt
)
ii

(
t2 − 5t + 5 + 3
t − 1
)(
t2 − 4t + 3 − 3t − 7
(t − 1)(t − 3)
)
·
·
(
t2 − 4t + 3 − 2(t
2 − 4t + 2)
(t − 1)(t − 2)(t − 3)
)t−2
, t  6.
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Using (19) it is enough to show that(
t2 − 4t + 3 − 2(t2−4t+2)
(t−1)(t−2)(t−3)
)t−2 (
t2 − 4t + 3 − 3t−7
(t−1)(t−3)
)
·
(
t2 − 5t + 5 + 3
t−1
)

(
t2 − 4t + 2
)t−2 (
t4 − 8t3 + 20t2 − 18t + 1370
343
)
, t  6,
(21)
which is equivalent to⎡⎣ t2 − 4t + 2
t2 − 4t + 3 − 2(t2−4t+2)
(t−1)(t−2)(t−3)
⎤⎦t−2

[
t2 − 5t + 5 + 3
t−1
] [
t2 − 4t + 3 − 3t−7
(t−1)(t−3)
]
t4 − 8t3 + 20t2 − 18t + 1370
343
, t  6.
(22)
Using binomial evaluation, we may write⎡⎣ t2 − 4t + 2
t2 − 4t + 3 − 2(t2−4t+2)
(t−1)(t−2)(t−3)
⎤⎦t−2
=
[
1 − t
3 − 8t2 + 19t − 10
t5 − 10t4 + 38t3 − 70t2 + 65t − 22
]t−2
> 1 − (t − 2)(t
3 − 8t2 + 19t − 10)
t5 − 10t4 + 38t3 − 70t2 + 65t − 22 +
(t − 2)(t − 3)(t3 − 8t2 + 19t − 10)2
(t5 − 10t4 + 38t3 − 70t2 + 65t − 22)2
− (t − 2)(t − 3)(t − 4)(t
3 − 8t2 + 19t − 10)3
(t5 − 10t4 + 38t3 − 70t2 + 65t − 22)3 , t  6
and it is enough to show that the last expression is not smaller than the right side of (22). Solving this
inequality usingMathematica 7.0we find that it is valid for every t > 8.81.
For t = 7, 8 we obtain the result by comparing the left side of (21) with the determinant of
((t − 2)Cd∗ +(t − 4)1t1Tt
)
, i.e.,
det
(
5Cd + 3171T7
)
< 3.35469 · 109 < 3.35994 · 109 = det
(
5Cd∗ + 3171T7
)
.
det
(
6Cd + 4181T8
)
< 1.76586 · 1012 < 1.77346 · 1012 = det
(
6Cd∗ + 4181T8
)
.
For t = 5, 6 we obtain the result using numerical calculations – we compare det
(
(t − 2)Cd + (t −
4)1t1
T
t
)
for every non-equireplicated design d for which the entries of Sd are zeros and ones. 
3.3. D-Optimality of designs overRt,t,t
Let B˜t,t,t be the set of designs for which Sd = 1t1Tt − It + P˜d, with P˜d ∈ P˜t .
Assume d ∈ B˜t,t,t . Then
Cd = t2−2t It − 1t1Tt + 1t (P˜d + P˜Td).
Similarly as in the previous sections, to characterize a D-optimal design it is enough to compare the
determinants of tCd + t1t1Tt = αIt + P˜d + P˜Td , α = t2 − 2, for different matrices P˜d. Observe that
α > 2.5 for every t  3, and we can write the following corollary.
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Corollary 5. If there exists a design d∗ ∈ B˜t,t,t such that Sd∗ is permutationally similar to
(i) Im ⊗ H3 + 1t1Tt − It , for t = 3m, m ∈ N;
(ii) diag(Im ⊗ H3,H4) + 1t1Tt − It , for t = 3m + 4, m ∈ N ∪ {0};
(iii) diag(Im ⊗ H3,H5) + 1t1Tt − It , for t = 3m + 5, m ∈ N ∪ {0},
then d∗ is D-optimal over B˜t,t,t , t  3.
Now we generalize the results of Corollary 5 as follows.
Theorem 6. If the design d∗ is D-optimal over B˜t,t,t , then it is D-optimal overRt,t,t , t  3.
Proof. First we show the D-optimality of d∗ ∈ B˜t,t,t over the class of binary designs, Bt,t,t and then
over the class of equireplicated designs with no treatment preceded by itself,Rt,t,t .
Let d∗ be D-optimal over B˜t,t,t . From Theorem 2 and (5) we obtain
det
(
tCd∗ + t1t1Tt
)
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(
2 + x3 + y3
)m
, for t = 3m, m ∈ N,(
2 + x3 + y3
)m (−2 + x4 + y4) , for t = 3m + 4, m ∈ N ∪ {0},(
2 + x3 + y3
)m (
2 + x5 + y5
)
, for t = 3m + 5, m ∈ N ∪ {0}.
Using (6) we may write
det
(
tCd∗ + t1t1Tt
)
>
⎧⎨⎩ y
t − 2yt−4, for t = 3m + 4, m ∈ N ∪ {0},
yt, for remaining t.
It is easy to see that det
(
tCd∗ + t1t1Tt
)
> yt −2yt−4. Observe that sinceα  7, due to (3), y > α− 2
α
.
Thus, using binomial evaluation,
det
(
tCd∗ + t1t1Tt
)
>
(
α − 2
α
)t−4 (
α4 − 8α2 + 22 + 16
α4
− 32
α2
)
>
(
αt−4 − 2(t − 4)αt−6
) (
α4 − 8α2
)
.
Let d ∈ Bt,t,t\B˜t,t,t . Then, at least two off-diagonal entries of Sd are not smaller than 2, or at least one
entry of Sd is greater than 2. In both cases at least one off-diagonal entry of Sd is zero. Thus at least one
diagonal entry of tCd + t1t1Tt = t2It − STdSd + t1Tt 1t is not greater than t2 − (4 + 4 + t − 4) + t =
t2 − 4 = α − 2, and the remaining diagonal entries are not greater than α. We obtain
det
(
tCd + t1t1Tt
)

t∏
i=1
(
tCd + t1t1Tt
)
ii
 αt−1(α − 2).
It is enough to show that
αt − 2αt−1 <
(
αt−4 − 2(t − 4)αt−6
) (
α4 − 8α2
)
.
Observe that
αt − 2αt−1 −
(
αt−4 − 2(t − 4)αt−6
) (
α4 − 8α2
)
= −2αt−4(α3 − tα2 + 8(t − 4))
= −2αt−4(t6 − t5 − 6t4 + 4t3 + 12t2 + 4t − 40) < 0
for every t  3. Therefore we have proved the D-optimality of d∗ ∈ B˜t,t,t over Bt,t,t .
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Let d ∈ Rt,t,t\Bt,t,t . We have
Cd L Rd − SdR−1d STd = tIt − 1t SdSTd .
Since in the classRt,t,t every diagonal entry of Sd is zero, the matrix tIt − 1t SdSTd is the design matrix
of a certain binary design. We obtain the result from the first part of the proof. 
3.4. Construction of D-optimal designs
In the previous sections we derived the forms of the left-neighboring matrix of D-optimal designs.
The problem is whether there exists a design d∗ with the respective Sd∗ . [9] presented a method of
construction of E-optimal designs over Dt,t,t . The construction of D-optimal designs over this class is
similar. In this section, we show how to construct D-optimal designs over Dt,t−2,t .
Consider the class Dt,t−2,t . Let design d∗ have the left-neighboring matrix Sd∗ given in Corollary 3.
Note that the matrix 1t1
T
t − It from that corollary is the left-neighboring matrix of a circular neigh-
bor balanced design (CNBD). Thus subtracting a matrix permutationally similar to Ht is equivalent to
abridging one arbitrary block fromCNBD. Thus design d∗ can be constructed from a CNBD by abridging
one arbitrary block. A catalog of CNBDs with t = k, b = t − 1 is given in [1].
Example. The following designs are D-optimal over Dt,t−2,t:
for t = 5 : for t = 8 :
d∗ =
⎛⎜⎜⎝
1 5 4 3 2
1 2 3 4 5
1 3 5 2 4
⎞⎟⎟⎠ , d∗ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 2 6 3 5 4 8 7
1 4 6 5 8 2 7 3
1 7 6 8 3 4 2 5
1 8 4 7 5 3 6 2
1 3 2 8 5 6 7 4
1 5 7 2 4 3 8 6
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Observe, however, that for t = 6 a CNBD with b = t − 1 and t = k cannot exist (cf. [1]).
Moreover, numerical calculations show that a design with Sd = 161T6 − I6 − H6 does not exist.
In the class B˜6,4,6 there exist only designs with left-neighboring matrix permutationally similar to
161
T
6 − I6 − diag(H4 : H2) (say Sd1 ) or 161T6 − I6 − I3 ⊗ H2 (say Sd2 ). For such designs we have
det
(
4Cd2 + 2161T6
)
= 7077888 < 7225344 = det
(
4Cd1 + 2161T6
)
.
Moreover, for a design d ∈ B6,4,6, using (15), the following inequality holds:
det
(
4Cd + 2161T6
)
 α5(α − 2) = 6453888 < 7225344 = det
(
4Cd1 + 2161T6
)
.
For a design d such that in Sd there is at least one entry greater than 1, using (18) we obtain the
inequality
det
(
4Cd + 2161T6
)

(
t2 − 4t + 2 − 2(t−2)
t(t+1)
)t ≈ 6935412
< 7225344 = det
(
4Cd1 + 2161T6
)
.
For a design d such that all the entries of Sd belong to the set {0, 1}, by numerical calculationswe verify
that the inequality
det
(
4Cd + 2161T6
)
< 7225344 = det
(
4Cd1 + 2161T6
)
always holds. We have shown that design d1 is D-optimal over D6,4,6.
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Example. The following design is D-optimal over D6,4,6:
d∗ =
⎛⎜⎜⎜⎜⎜⎜⎝
6 1 2 3 4 5 6
2 1 3 5 4 6 2
3 1 4 2 6 5 3
5 1 6 4 3 2 5
⎞⎟⎟⎟⎟⎟⎟⎠ .
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