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Abstract 
Practical database applications give the impression that sets of constraints are rather small and 
that large sets are unusual and are caused by bad design decisions. Theoretical investigations, 
however, show that minimal constraint sets are potentially very large. Their size can be estimated 
to be exponential in terms of the number of attributes. The gap between observation in practice 
and theory results in the rejection of theoretical results. However, practice is related to average 
cases and is not related to worst cases. 
The theory used until now considered the worst-case complexity. This paper aims to develop 
a theory for the average-case complexity. Several probabilistic models and asymptotics of cor- 
responding probabilities are investigated for random databases formed by independent random 
tuples with a common discrete distribution. Poisson approximations are studied for the distri- 
butions of some characteristics for such databases where the number of tuples is sufficiently 
large. We intend to prove that the exponential complexity of key sets and sets of functional 
dependencies is rather unusual and almost all minimal keys in a relation have a length which 
depends mainly on the size of the relation. 
Keywords: Functional dependency; Keys; Minimal keys; Random database; 
Bonferroni inequality; Poisson approximation 
1. Introduction 
The relational data model is one of the main database models and the basis for most 
existing database management systems. In this model, the user’s data are expressed by 
relations (relational matrices) whereby rows represent records and columns represent 
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the domains or attributes, respectively. Records or tuples can be identified, recorded, 
and searched by sets of attributes, the so-called keys, in a unique way. Generally, 
a key is an attribute (or a combination of several attributes) that uniquely identifies 
a particular record. A given set of attributes is a minimal key if its proper subsets 
are not keys. The basis for a large variety of algorithms used in database technol- 
ogy is the identification of tuples through keys, e.g., algorithms for selection, joining, 
constructing, and maintaining tuples are as simple as search algorithms if key indexes 
are used. Therefore, keys and minimal keys are absolutely fundamental to database 
models. However, if this approach is used, at least the combinatorial behavior of key 
sets should be known. For relations, keys are generalized to functional dependencies 
which specify the relationship between two attribute sets. In a relation, the values of the 
first set determine the values of the second set. Functional dependencies are used for 
the normalization of database systems. If a database designer knows the complete set 
of functional dependencies in a given application, then unpredictable behavior during 
updates and update anomalies can be avoided. Therefore, the size of functional depen- 
dency sets is of great interest. If this size is exponential in the number of attributes, 
then the entire approach becomes unmanageable. 
In practical applications, it is often the case that sets of keys, minimal keys, and 
sets of functional dependencies are rather small. Based on this observation, practitioners 
believe that those sets are small in most applications. If there is an application with a 
large set of constraints, then this application is considered to be poorly designed. This 
observation of engineers is in contrast with theoretical results. It can be proven that 
in the worst case, key sets and sets of functional dependencies are indeed exponential. 
Hence, the problem is deciding which case should be considered the normal one: the 
observation of practitioners or the theory of theoreticians. The solution to this gap 
between the observation of practitioners and the results of theoreticians can be given 
by developing a theory of average-case complexity (cf. the average complexity setting 
in theory of approximation and scientific computing, see, e.g., [ 151). We use the notion 
complexity for the cardinality of a minimal key set. There are cases in which the worst- 
case complexity does occur. In most cases, as shown below, the worst-case complexity 
is unlikely. Thus, for average-case considerations, the observation of practitioners is 
well founded by the approach to be developed below. 
The worst-case complexity has been investigated in a large number of papers (see, 
e.g., [2,4,5,9, 10, 12,131 The number of minimal keys in a relation is determined 
by the maximum number of elements in a Spemer set. More precisely, for a given 
relational schema Y = ((01, . . . ,D,}, 0) with domains D1,. . . ,D,,, a relation W from 
SAT(Y) has at most 
( > ,;I = o(yn-‘/2) 
different minimal keys. This estimate is precise, i.e., a relation can be constructed with 
exactly this number of minimal keys. These considerations can be extended to sets of 
functional dependencies [S, 9,141. 
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Considering the worst-case behavior we observe that large key sets occur only when 
the minimal keys are L!j] or J 5 1 in length. In our models a minimal key set is rather 
small whenever the length of minimal keys is much larger or smaller and also depends 
on the number of tuples in a relation. For instance, if minimal keys are not higher than 
3 in length, then the cardinality of the set of all minimal keys can be bounded by o(n3), 
i.e. the bound is polynomial and not exponential. Thus, we now consider a minimal 
key probability, i.e., the probability for a given set of attributes to be a minimal key, 
and a length of minimal, and in particular, shortest, key instead of the cardinal&y of 
key sets. In this case we can analyze the behavior of key sets as well. In the paper it is 
found that the distribution of the length of a shortest key in our models has relatively 
little support. As the first and necessary step to estimate the mean characteristics of 
the cardinality of key sets, it is necessary to evaluate minimal key probabilities for 
different sets of attributes. 
Some problems of discrete mathematics (e.g., nonredundant tests [2], the height 
of binary digital trees [7, 111) are similar to the corresponding problems for keys in 
random databases in Section 3. We can directly apply our results to the following 
database problems: 
l Results of this paper can be directly applied to the heuristic support within database 
design. If the size of relations is restricted by a certain function, then the size 
of minimal keys can be considered in accordance with the expected length. This 
approach has been used in the design system RADD [l]. 
l Database mining aims to discover semantics in real existing databases. If any pos- 
sible constraint or even any possible key is checked, database mining is infeasible. 
However, if we consider the probabilistic approach of this paper, we only have to 
check the validity of a very small section of constraints, provided that the size of 
the database is limited by certain bounds. 
l Stochastic algorithms are often applied to the solving of difficult tasks in databases. 
Algorithms of the Monte-Carlo type are more reliable if they can be applied to 
databases with predictable constraint sets. Thus, our approach can be used to deter- 
mine when such algorithms are useful and when they should not be applied. 
This brief list of application areas for our results is not exhaustive. We feel that the 
main application of our approach should be database design. This approach restricts 
the considered set of constraints to those which are most likely. 
1.1. Basic notation 
Let R be a matrix with m rows (tuples) and n columns (attributes), and U = { 1,. . . , n} 
be the set of all attributes. For any set of attributes A 2 U, the corresponding part of 
the jth tuple will be termed tj(A), j = 1,. . . , m. Suppose all tuples take values in the 
Cartesian product ni,, Dj = D1 x . . . x D,,, where the domain Di is a finite integer set 
for i= 1 , . . . , n. Denote by ISI the cardinality of a finite set S. 
We consider some properties of R within a probabilistic framework. We say that 
R is a random database if tuples tj(U), j = 1,. . . , m, are independent and identically 
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distributed random vectors with a given discrete distribution P{ ti( U) = k( U)} = p(k( U)) 
for k(U) E ni,, Di. Let h(A) := xiEA log, lDi[ be the information function of A for 
a given set of domains {Di, i EA c U}. We say that a random database R is a stan- 
dard Bernoulli database if R is a binary matrix and tj(i), j = 1,. . . , m, i = 1,. . . , n, are 
independent standard Bernoulli random variables with the equal probability outcomes 
0 and 1, and whereby p(k( U)) = 2~“. The random database R is a uniform random 
database if all tuples have the discrete uniform distribution, i.e., p(k( U)) =2-h(U). For 
sequences x(m) and y(m), m = 1,2,. . . , we write x(m) x y(m), if there exist positive 
constants cl and c2 such that cl y(m)dx(m)<c2y(m) for all m. We say that R is 
uniform-type if p(k( U)) x 2-h(u). 
Further, a set of attributes A is said to be a key in a random database R if all tj(A) 
are different. We say a key A is minimal in R if the key property fails for any proper 
subset B c A. Write R k A if A is a key, and R kmin A if A is a minimal key. Let 
A c U and B C U\A. We say that B functionally depends on A if there are no tuples 
in R with the same data in columns A but different in columns B. Denote this property 
by A + B. Henceforth, we consider the asymptotic behavior of some characteristics of 
random databases when the number of tuples m and the number of attributes n tend 
to infinity. Let m be the main limit index. We drop the argument m for parameters, 
when doing so causes no confusion. 
The notion of ‘random database’ extends the usual notion. In database theory, rela- 
tions are considered, i.e., sets of tuples. In a random database, tuples can be identical. 
We treat a random database as a sequence of tuples (also referred to as table). Hence, 
the number of different tuples can be less than m. Note that the notions of key and 
minimal key for random database correspond to those of test and nonredundant test, 
respectively, widely used in discrete mathematics (e.g., in pattern recognition, see [2]). 
We show that the main asymptotic results for keys and minimal keys are extended in 
certain conditions to the case of a random relation, i.e., a database with different values 
of tuples. On occasion we adopt the convention that the random relation is termed W 
if it is the counterpart of R. Write 9 +A if A is a key, and 9I! kmin A if A is a minimal 
key in a. Clearly, U is always a key in 9. 
First we evaluate the functional dependency probability P{A -+ B} for a uniform- 
type random database. We derive asymptotic properties of keys and our main problem 
of interest, namely, minimal keys, in Sections 3 and 4, respectively. An asymptotic 
distribution of the length of a shortest key (i.e., a key with minimal length) is treated in 
Section 3. These results and the similar arguments based on the Poisson approximation 
technique (the Stein-Chen method) allow to investigate the minimal key probability 
P{W kmin A} for random databases. As the first but an important step we consider 
standard Bernoulli databases. For uniform random databases with different domains, 
we investigate the case when the minimal key probability is asymptotically equivalent 
to the corresponding key probability, i.e., almost ail keys are minimal. We treat the 
extensions of the results for keys and minimal keys in random relations in Sections 
3 and 4, respectively. Section 5 gives evidence to support the statements made in the 
previous sections. 
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2. Functional dependencies in random databases 
Let A and B c U\A be sets of attributes in R. Denote by N = N(A, B) the random 
number of pairs of tuples in a database R when the functional dependency property fails, 
i.e., t(A) = t’(A) and t(B) # t’(B). The distribution of N(A,B) characterizes the degree 
of dependency between sets of attributes A and B. Clearly, P{A --f B} = P{N(A, B) = 0). 
Henceforth, in this section, write a = h(A), b = h(B), and M = m(m- 1)/2. In particular, 
if R is a standard Bernoulli database, then a = IAl and b = IBI. 
Further, for any tuple t(U), denote by 
&(A), k(B)) = P(Q) = k(A), t(B) = k(B)), 
&%4)/k(B)) =P{U) = k(B)/@) = k(A)); 
i.e., p(k(A)/k(B)) is the conditional probability of the event t(B) = k(B) when t(A) = 
k(A). For such models, we denote the mean of N(A,B) by 
A = UB) =-WGWI =M C &W))(l - p(k(B)lk(A)))p(k(B),k(A)) 
4wm 
= MEb(W)(1 - P(W/W))I, 
where E[+] is the mathematical expectation for the joint distribution {p(k(A), k(B))}. 
As an example, for a uniform database, ;1= M27 1 - 2-b). 
Theorem 1. Let R be a uniform-type database and p(k(B)/k(A))<G < 1. Suppose 
that O<il<ca; then 
P{A+B}=e-‘(1 +0(2-y’)) as m+cq 
where O<c<iln2 and r=i -c/ln2>0. 
Corollary 1. Let R be a uniform-type random database. If a-2 log, m + c1 and b -+ fi, 
where lcl\ 6 + cc and 1 <p< + co, then 
P{A + B} + exp{ -2-(‘+‘)( 1 - 2-p)) as m--+00. 
We can interpret this asymptotic result in the following way. The size of a database 
very strongly indicates the length of possible candidates for left sides of functional 
dependencies. Therefore, for a given database with m tuples there is a subset 90(B) of 
all possible functional dependencies F(B) with right side B which are likely. First of 
all the set 90(B) is determined by the value of the parameter ;1, since the probability 
P{A --) B} N een as m + 0;). This set is much smaller than F(B) and, with regard to 
the average case, there is a high probability that a functional dependency from F(B) 
which is valid in the random database, belongs to F,(B). Thus, heuristic algorithms, 
for example, which are used to check the validity of functional dependencies from 
P(B), should begin with constraints from 90(B). In this case, they succeed much 
faster. 
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Theorem 1 shows that a functional dependency for a random database with suffi- 
ciently large m relates both with stochastic properties of an attribute set A and with 
stochastic relationship between attribute values in A and B. Also, the distribution of 
t(A) defines the first factor, and the conditional distribution of t(B) with a given t(A) 
characterizes the latter. 
3. Keys in random databases and relations 
3.1. Random databases 
The asymptotic results for the key probability P{R + A} are very similar to those for 
the functional dependency probability when b = h(B) + cc as m + co. However, in the 
case of a uniform random database there is also an explicit formula for P{R FA}. Let 
a = h(A) and A4 = m(m - 1)/2 as above. We also introduce the random number of key 
condition violations (cf. the functional dependency case), N = N(A) = 1 {&(A) = ti(A), 
i,j= 1 , . . . , m, i <j} I. The distribution of N(A) characterizes the capability of A to dis- 
tinguish tuples in R. Clearly, P{R b=A} =P{N(A) =0} for a set of attributes A C U. 
Denote also the mean number of key condition violations by A = 1(A) = E[N(A)] = M 
&A) p(4A))2 =MJW~W)I, w ere h E[.] is the mathematical expectation for the 
distribution { p(k(A))}. 
Theorem 2. Let R be a uniform-type database. 
(i) IfO<;l<ca, then 
P{R k A} = e-“( 1 + O(2-y”)) as m + co, 
where O<c<iln2 and y=i -c/ln2>0; 
(ii) If R is uniform then P(R + A} = ny=<* (1 - j2-‘) ~e-~. Zf additionally, 0 <I < 
2a(2-7’)13, where 0 < y < 2, then 
P{R b A} = e-I( 1 + 0(2-ya)) as m + 00. (1) 
In the uniform case, R = M2-a, we also formulate the following: 
Corollary 2. Let R be a uniform-type random database. Zf a - 2 log, m + a, where 
Ial d + 00, then 
P{R + A} --+ exp{ -2-(a+1)} as m-+00. 
Remark. Let v= v(A) be the length of a shortest key in A, i.e. an integer ran- 
dom variable, which equals the length of a minimal key subset B in A. Therefore, 
{v(A)Gr}={R/=A} if (Al=r. F or a standard Bernoulli database, we have JAI = a. 
Write CI =a - 2 log, m. It is a straightforward consequence of Theorem 2, that if 
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a+x/ln2 - 1, then 
P{v(A)6a}=P{v(A)-2log,mda}+ exp{-e-I} as m-00. (2) 
Thus, the normalized size of a shortest key in A has asymptotically the Gumbel (double 
exponential) distribution and the values of the random variable v(A) concentrate near 
2 log, m (cf. [7, 1 l] for the height of a digital trees). 
We observe that keys are more likely in a very small interval. Therefore, algorithms, 
which search for keys in relations, are faster if these intervals are checked at first. 
3.2. Random relations 
Let R be a random database and 9 be the corresponding relation. By definition the 
only difference between R and 6%? is that the latter may have identical tuples. Write 
u = h(U). Clearly, N(U) <N(A) and, therefore, 
P{W k A} = P{N(A) = O/N(U) = 0) = P{N(A) = O}/P{N( U) = 0). (3) 
It follows directly by definition that for uniform-type databases A( U)/&A) x 2a-U. Now 
the main results about asymptotic behavior of key probability can be formulated also 
for random relations. Applying Theorem 2 and Eq. (3), and not striving for generality, 
we obtain the following: 
Theorem 3. Let R be a uniform-type and W be the corresponding random relation. 
(i) IfO<A(A)<ca and 0<1(U)<cu, then 
P{W +A} = exp{ -I@)( 1 - n(U)/l(A))}( 1 + 0(2-ya)) as m + 00, 
where O<c<iln2 and y= i - c/ln2>0; 
(ii) Ifil(A)-+& andu-a+cq thenP{%f/=A}-+e-h as m+cq whereO<&<+ 
(iii) TX is uniform, then P(92 +A} = rr,“=;‘(l -j2-a)/(l - j2-U). 
Applying the same arguments as in Theorem 3, clearly, (2) is also valid for random 
relations if u - a 4 00 as m + 03. 
4. Minimal keys 
In this section, we derive our main asymptotic results for the minimal key probability 
P{R kmin A}, where A is a given set of attributes. For this extreme case in a sense, 
first we consider a standard Bernoulli model. If Di = (0, 1, . . . , d}, i = 1,. . . , n, and d 2 2, 
then the arguments are similar. By using the notation of the previous section we have 
the following: 
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Theorem 4. Let R be a standard Bernoulli database and 0 <lo < il -C ca, where 0 -CC c 
i ln2. Then, there exists y >O such that for any suficiently large &, 
P{R kmi,A} = e-‘( 1 - e-I)‘( 1 + 0(2-ya)) as m -+ 00. 
Now Theorem 4 allows to evaluate the asymptotic maximum value of the minimal key 
probability. 
Proposition 1. Zf 0 < lo < 5 then 
P{R +,i,A} =P(a)<P,&a)Ne-‘/(a + 1) as m+co, 
and also P(a) = P,,(a) zx 
2log,m-logzln(210g,m)- 1 +o(l)<a6210gzm- 1, 
i.e., II= ln(a+ 1)(1+0(l)) as m--too. 
This result can also now be compared with worst-case complexity of minimal key 
systems. Thus, if m is small or large enough then minimal key systems can contain 
only a very small number of minimal keys in average. Therefore, worst-case complexity 
results are highly unlikely for these cases. 
The result of Proposition 1 shows that the probability for a set of attributes A to be a 
minimal key tends to be zero as a + CC and this property does not depend on relation- 
ship between the number of tuples m and the size of A as in the case of key (cf. Theo- 
rem 2). However, the following corollary shows that this relationship is important when 
we consider the conditional minimal key probability P(a/K) = P{R kmin A/R k A}. 
Corollary 3. Let m2=2’+l(lna+d), i.e., 1- lna+d, andd-,x, where 1x1 < +CQ 
and also d > ilo - In a, 20 > 0. Then 
P(a/K) + exp{ -e-‘} as m + 0;). 
Now it follows directly that if 1= In a + d and d + + 00, then 
P{R kmin A} N P{R k A} - e-l as m + co. (4) 
Furthermore, the main results about asymptotic behavior of minimal key probability 
can be formulated for random relations too. It is evident, {R k,, A} c {N(U) = 0) 
and, therefore, 
P{%? kmin A} = P{R kmi,A/N( U) = 0) = P{R k,, A}/P{N( U) = 0). 
Applying Theorems 2 and 4 and Eq. (5) we obtain the following: 
(5) 
Theorem 5. Let 6% be a random relation and the conditions of Theorem 4 be valid. 
Suppose u = n > 6 log, m, where g < 6 c 00; then, there exists y > 0 such that for 
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any s@ciently large A0 > 0, 
P{W kmin A} = exp{ -A( 1 - 2’-“)}( 1 - e-‘)‘( 1 + 0(2-ya)) as m + co. 
Remark. The asymptotic results of Proposition 1 are also valid for random relations if 
n-a+oo as m+oo. 
Finally, let R now be a uniform random database and IDil > 2, for i EA. The previous 
asymptotic result (4) for P{R kmi,A} can be generalized for this case as well. Write 
di=IDi] -2>O for iEA. Denote by nk=IAI-‘l{i:di=k, iEA}I for k=O,...,L, 
where L = maxiEA di > 0. Note that ck=, r& = 1 and {rck}; is a distribution of values 
di for i EA. Denote by g(z) the generating function for the distribution {r&}i and 
whereby g(z) : = CL= k O.zk~k, IzI d 1. In particular, for a standard Bernoulli database, 
we have L = 0, rcc = 1, and g(z) = 1. Let I = In a + d, where a = h(A). We introduce 
the following condition: 
ae-‘g(e-‘) = e8g(e@/a) -3 0 as m + 00. (6) 
Write nmax = rnaxi$k<L Xk. Evidently, to ensure (6) it is sufficient, if d 4 + co, since 
]g(z)l d 1 for Iz] 6 1; or if eed max(rrO,e-drt,,,/a)-+O as m+oo. 
Proposition 2. Let R be a uniform and (6) hold. Zf log,(L+2) = o(a) as m + cc and 
A< 2Ea, where 0 < E < i, then (4) is valid. 
In the following simple examples of nontrivial distributions we have L Z 1. 
Example 1 (Two-steps distribution). Let nk = 0, k = 1,. . . ,L - 1 and rco + rr~ = 1, rr~ 
> 0. Then g(z) = rca +zLrcL, and (6) holds iff eed max(rcs, rcLe-d-L1na) + 0 as mAc0. 
Example 2 (Binomial distribution). Let for any k = 0,. . . ,L, 71k = (i) pktiVk, p(m) = 
1 - q(m) > 0. Then g(z) = (q + zp)“, and (6) holds iff Lln(q + epdp/a) - d + - co 
as m-+co. 
5. Proofs 
Let (0, 9, P) be a standard probability space. For every B E %, denote by B := S2\B. 
Let N=C,,, Z,, where Z, is the indicator of the event C, and P{ZE = 1) = P(G), 
o! E r. Write M = ]Z]. There are classic limit theorems for independent indicator random 
variables. In general, C,, CI E Z, are dependent and it needs a different technique. The 
Stein-Chen method has been developed for establishing Poisson approximation for 
sums of dependent indicator variables. We use one of the result of this approach 
following [3]. 
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Denote by G = r\(a), and 1= E[N] = Mq. Suppose that r, is partitioned into r,“, 
and r; such that I, and {Zg; /I E r’} are independent. Write mo = 1 r,” I. The next propo- 
sition follows directly from [3, Corollary 2.C.5.1. 
Proposition 3. Let N be the sum of indicators, q = P{IU = l}, and EII,Ig] <S for 
orEr and /?Er,0. Then 
lP{N = 0) - e-“1 6 A/k! (mo + 1 + mos/q2). 
We use also the following elementary inequality 
]ln(l +x)1 <21x], 1x1 d i. (7) 
5.1. Functional dependencies in random databases 
Proof of Theorem 1. To apply the Stein~hen method, note that in our case r= {(i, j) : 
i,j = 1,. . . , m,i <j}, where ]rl =M=m(m - 1)/2. Further, write N(A,B)=C,,,I,, 
where Z, is the indicator of the event C, = Cij = {ti(A) = tj(A), ti(B) # tj(B)}. The ran- 
dom variables Z,, a E r, are identically distributed, but dependent. In addition, r,” 
={(i,k),(l,j);k#j,Z#i}, and ]r,01=2(m-- 1) f or a = (i,j). Moreover, P{I, = 1) = q 
and E[I&] =s for all CI E r and j3 E r,“. Now, Proposition 3 yields 
~P{N=0}-e~“~d~/M(2(m-1)+1+2(m-l)s/q2)=4~/m(~+s/q2). 
Since R is uniform-type, we have s =: q2 and, therefore, 
]P{N=0}-e-“J<CtI/m~C~e-~exp{il+ln~-~ln2a}, (8) 
where 0 < Cl, C2 < co, and the assertion follows. 0 
Proof of Corollary 1. For a finite value of lo the assertion follows directly by 
Theorem 1 and Eq. (8). If lo = 0 we can use the following estimate: 
p{Ri=A}=l -P{N2i}=i -P UCij al-141 as m+m. 
{ 1 i,j 
If 10 = co, then for every E > 0 and & > 0, we find mE such that m,(m, - 1)/2P{Ci2} 
= &. Then for every n > n,, I > I,, and m > m,, we get 
P{A +B} = P{N = 0) = p(m) < p(mE). 
Applying now the assertion of the theorem, we obtain 
P{A -+ B} < p(mB) < eKL + ~12 < e 
for every m > m,. This completes the proof. 0 
J. Demetrovics et al. I Theoretical Computer Science 190 (1998) 151-166 161 
5.2. Keys in random databases and relations 
The proofs in this section are similar to those we have for functional dependencies. 
Applying the same notation as above we have N(A) = xaEr I,, where I, is the in- 
dicator of the event C, = C, = {ti(A) =$(A)}. Now the proofs of Theorem 2 (i) and 
Corollary 2 repeat those of Theorem 1 and Corollary 1, respectively. 
In the uniform case we use the following combinatorial argument. One can find 
2” = njEA IDil variants for the first row t(A) in R. For the second raw, there are 2a - 1 
variants and so on. There exist 2ma different matrices m x IAI, and whence, 
p(m)=P{R~A}=&mfi1(20-j)=DIfi1(l _j2--a)~~-i. 
j=O j=l 
Applying now (7) yields e--Pm < elp(m) < 1, where 
p,=m~’ 
.2 -2a 
J 2 
j=l 1 - j2-a ’ 
for some 0 < CO < 00, and (ii) follows, since p(m)=e-‘(1 + a,), with l&l < 1 - 
e-pm < pm. q 
5.3. Minimal keys 
Proof of Theorem 4. R be a standard Bernoulli database and whence IAl = a. Denote 
byAk=A\{k}, &={RkAk},k=l ,..., a, and ~2 = {R + A}. Then it follows directly 
by the definition of a minimal key that P{R bmi,, A} can be represented in the following 
form: 
(9) 
In fact, {R krnin A} = {R + A} & {R b Aj} = d nyzl&;. Therefore, P{R kmi,, A} = 
P(J) + p(UT=l dj>, since JfY dj = 0 for j = 1 , . . . , a. Then (9) follows by using the 
inclusion-exclusion formula. 
For the proof of the theorem, first we apply the Poisson approximation technique to 
evaluate the probability P(Jz?~ . . . dj); then the Bonferroni inequality yields the asser- 
tion. 
The events JzZ~, k=l,..., a, are strongly dependent. Hence, we represent the event 
Ep = dl . . . dp as follows, Ep =niCjBij, where Dij =Uf=, Db and D& = {ti(Al)= 
$(AI)). 
Lemma 1. Let 1 < p < T and 0 < I < ca, where 1 < T < max(ca/A - 1, a) and 0 < c 
< i In 2. Then there exists y > 0 such that 
PC&l ...&~)=e-(P+l)l(l +O(e0”)) as m--too. 
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Proof. Denote by 1, the indicator of the event D, = D,, c1 E r, and N(A) = xaEr I,. 
First consider P(Dq) = P(D12), i,j = 1,. . , m, i #j. We find P(Dtz) by using again the 
inclusionexclusion formula. Namely, IA 11 = a - 1, 
P(D;,) = P(D,‘,) = P{tl(Al) = t2(A1)} =2-@-‘I. 
If It # l2 and k > 2, then Df;Dfz, = {tl(A) = tz(A)} and, therefore, 
P(D’l 12.. . DF2) = P(D;‘,D:;) = P{q(A) = t2(A)} = 2-‘. 
Thus, the inclusion-exclusion formula yields 
(10) 
P(D12) = C P(D;‘,) - c P(Df;DfZ,) +. 9. 
11 ]I<[2 
and, therefore, 
n,==E[N(A)]=M(p+ 1)2-a=(p+ l)k 
To estimate the probability P(D,Dg) when Dg E r,“, we use again the inclusion- 
exclusion formula for the events ckl = e2Di3 for k, I = 1,. . . , a. Then 
P(D,Dg)=P(DlzDls)=P UD,,D,, 
(k,, k ‘) =‘( gckl)’ 
If k = I, then 
P(Df2D~2)=P{tl(A~)=t2(A1),tl(A,)=t3(A1)}=sl, 
where sl = 2-2(a-1). If k # I, then 
P(D112D:2)=P{tl(Al)=t~(Al),tl(A2)=t3(A2)} 
=P{t,(~~2)=~2(~~2),t~(~~2)=~3(~12)}P{t1(2)=~2(2),tl(l)=~3(1)} 
=s1, 
where Akl = A\{k, I}, and, therefore, 
cp(ck,l)= f’+2 ; 
( 0) 
Sl = ps,. 
k, 1 
Applying again ( 10) yields that if kl = k2 or 11 = 12, then P(ck,,[, ck,, l2 ) = 2-2(a-1)-1 
= 42, otherwise P(ck& ck&) = 2-2+-2) = ~1/4. Let order the set {(ki,li): (kiyZi)# 
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(ki,lj), i#j, i,j=l,..., (f)}, and Ti=Cck,,l,), i=l,..., ($). Hence, 
CP(TiTj)=Cp(ck,,l,c~,l,)=2P 
i<j iij 
($P+(( :‘) -2p( ;))M. 
163 
Finally, we obtain 
p(&@3) =p 
( ) 
u ckl = (p - 1 h/4 + p*S, - p(p - l)Sl < cp*Sl (11) 
S 1 
for some 0 < C < cc. Thus, from Proposition 3 and Eq. (11) we get 
IW,) - epil < Cr;Ip/m, 
where 3Lp = (p + 1 )I d (T + 1 )A < ca, and 0 < c < i In 2. The assertion follows now as 
in Theorem 2(ii). q 
Further, we represent the asymptotic function in the following inclusion-exclusion 
form 
e-A(l _ e-Ay = 5 (_l)j a ,-(i+lV. 
j=O 0 j 
Hence, the Bonferroni inequality (see, e.g., [6]) implies 
IP{R +,i,A} - e-‘(1 - e-“)al 
< (T+lV + P(ET)) + 
a 
<2 
0 
T 
e--(T+l)l + C a 
0 j$T j 
Ri(m) 
= e-“( 1 - e-‘)a(Zl + 12) 
for every T= l,..., a, First consider 11. Let T be as in Lemma 1 and choose cl > 0 
such that T =cla/;l < L(cu/l - l)J, and 12 lo. Then, for a sufficiently large lo, we 
have T < a. Applying (7) and Stirling’s formula we obtain 
11 < aT/T!epAT( 1 - e-‘)-’ < Cr exp{ T ln(a/T) + T - AT + 2ae-“} 
< C2 exp{acrA-’ ln(l/cr) - aq + aq/A + 2ae-“} 
d C3 exp{acllo-’ In 10 - era + acr/lo + ae-&} < e--yla, (12) 
for some yr and Ci > 0, i = 1,. . . ,3, and sufficiently large ilo > 0. 
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In the case of 12 combining Lemma 1 and Eq. (7), we get 
I~ G (1 _ e-l)-ae-ya 2 e-j1 u 
j=O 0 j 
6 exp{-yu - aln(1 - e-“) + ue-I} 
< exp{ -ya + 3ae-&0) d e-Y2a, (13) 
for some yz > 0 and sufficiently large JO. Now the assertion follows by (12) and 
(13). 0 
Proof of Proposition 1. First, let A > la > 0, as in Theorem 4, then we have 
P(a) N e-I( 1 - e-‘)’ 6 e-‘/(a + 1) =Pmax(u), 
since the function f(x) =x( 1 -~)a, x > 0, has the unique maximum point x = l/(u+ l), 
i.e. A= ln(u+ 1)+0(l) as m--too. Namely, 
fmax=f(l/(u+ l))=l/(u+ l)(l- l/(u+ l))“-e-‘/(a+ 1) as u--+oo. 
If I > cu, then Z’(u) d eel d eeca. Finally, the asymptotic estimates in the assertion 
can be easily checked. •I 
Proof of Corollary 3. If m2 = 2”+‘(lnu + d), then m2-a’2 + 00 and 
A=M2-‘=(lnu+d)(l+O(l/m))= lnu+c>Ai, 
where c = d( 1 + O(e-ya)) as m + 00, ,I, > 0. The assertion follows now by applying 
Theorems 2 and 4, since 
Proof of Proposition 2. Denote by pi(u) =P{R +=Ai} and p(u) = P{R FA} for i E A. 
By the definition of a minimal key as in the proof of (9) we obtain 
Aa) 2 p(u) 2 Aa) - C PiCal = P(“)(l + hn). 
iEA 
To prove the assertion it is sufficient to verify that 6, --+ 0 as m + 00. Write ui = a - 
log, IDil and lli = M2-ai = AIDi for i E A. By assumption, 
m N &2a’2 < 2@/2)(‘+&) < 2(2/3-~b 
, y > 0 
where ui N u as m + co. Thus, Ai < 2”‘“1, 0 < ~1 < 5, uniformly in i E A. Hence, the 
claims of Theorem 2 (ii) hold uniformly in i E A. We observe that there exists ya > 0 
such that 
pi(u) = e-ll( 1 + O(e-YO”‘)) = e--(di+2)A( 1 + O(e-Y@)), 
p(u) = e-“( 1 + O(eC@)), 
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as m -+ 00 uniformly in i E A. Finally, 
l&21 = l/p(a) ts pi(a) = (1 + O(e-Yoa))e-i i& eddl’ 
?‘Ck = ae-“g(e-I) = eedg(epd/a) -+ 0 as m 4 00, 
and the assertion follows. 0 
6. Conclusion 
Worst-case results on sets of minimal keys state that their sizes are exponential 
according to the number of attributes. For instance, the worst-case number for sets 
of minimal keys is 0(2”n-‘/2), where n is the number of attributes, It is of interest 
whether these results are valid also for the average case. The proofs of worst case 
results are based on the length of minimal keys or on the length of let? sides of 
functional dependencies. Thus, if we can prove for the average case that the length 
is rather small compared with the number of attributes, then we can assume that the 
numbers are not exponential. In this paper, tables are considered. Tables are sequences 
of tuples. We could develop a theory of key length for tables. Relations are a special 
case of tables where tuples are different. Our main results are applied on tables as 
well as on relations. We have shown that depending on the size of relations almost 
all minimal keys have a length which mainly depends on the size of the relation. 
Otherwise, the minimal key length probability is exponentially small compared with 
the number of minimal keys of the derived length. Thus, we have shown that for a 
large variety of relations the exponential complexity of sets of minimal keys is rather 
unusual. Further, if we have found a key in a relation and this key has the length 
derived from the size of the relation, then this key is probably a minimal key. The 
similar results can be shown for functional dependencies. Furthermore, our results show 
that the size of the domains does not change the general picture. The presented research 
is only the first step. There are several problems left open in this paper. One of the 
main problems is the evaluation of the mean number of minimal keys. Relations on 
n attributes can be grouped depending on their size. In this case, different scenarios 
can be discussed according to the number of tuples in a relation and compared with 
the number of attributes: keys in rather small relations, keys in rather large relations, 
and keys in relations in the small spectrum of an exponential size of the number 
of attributes. The first two cases are covered by our results. The last case leads to 
large sets of minimal keys. Furthermore, we can group databases into such whose size 
does not change too much and such whose size is changing to a larger extend. The 
behavior of key systems in the case of the last group is another open problem. We 
consider the uniform and uniform-type models, but our conjecture is that the main 
results are also valid for more general probabilistic models. Statistical estimation of 
database parameters for the developed models is the next stage of investigation. 
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