Results: First, larger DPOAE levels were measured after SPL calibration than after FPL calibration, which demonstrated the expected impact of standing waves. Second, for both FPL and SPL calibration, test performance was best for moderate stimulus levels. Third, differences in test performance between calibration methods were evident at low-and high-stimulus levels. Fourth, there were small but statistically significant improvements in test performance after FPL calibration for clinically relevant conditions. Fifth, calibration method had no effect on threshold prediction.
Objectives: Distortion-product otoacoustic emissions (DPOAEs) collected after sound pressure level (SPL) calibration are susceptible to standing waves that affect measurements at the plane of the probe microphone due to overlap of incident and reflected waves. These standing-wave effects can be as large as 20 dB, and may affect frequencies both above and below 4 kHz. It has been shown that forward pressure level (FPL) calibration minimizes standing-wave effects by isolating the forward-propagating component of the stimulus. Yet, previous work has failed to demonstrate more than a small difference in test performance and behavioral-threshold prediction with DPOAEs after SPL and FPL calibration. One potential limitation in prior studies is that measurements were restricted to octave and interoctave frequencies; as a consequence, data were not necessarily collected at the standing-wave null frequency. In the present study, DPOAE responses were measured with f 2 set to each participant's standing-wave frequency in an effort to increase the possibility that differences in test performance and threshold prediction would be observed for SPL and FPL calibration methods.
Design: Data were collected from 42 normal-hearing participants and 93 participants with hearing loss. DPOAEs were measured with f 2 set to 4 kHz and at each participant's notch frequency after SPL and FPL calibration. DPOAE input/output functions were obtained from −10 to 80 dB in 5 dB steps for each calibration/stimulus condition. Test performance was evaluated using clinical decision theory. Both area under receiver operating characteristic curves for all stimulus levels and cumulative distributions when L 2 = 50 dB (a level at which the best performance was observed regardless of calibration method) were used to evaluate the accuracy with which auditory status was determined. A bootstrap procedure was used to evaluate the significance of the differences in test performance between SPL and FPL calibrations. DPOAE predictions of behavioral threshold were evaluated by correlating actual behavioral thresholds and predicted thresholds using a multiple linear regression model.
INTRODUCTION
The purpose of this study was to determine the influence of calibration procedure on distortion-product otoacoustic emission (DPOAE) measurements. Specifically, DPOAEs were measured after standard sound pressure level (SPL) calibrations and after calibration using forward pressure level (FPL) measurements. Whereas SPL calibrations are affected by standing waves, FPL measurements are not. The frequency at which standing waves occur varies across participants, and does not always occur at a standard test frequency (such as 4 kHz). To evaluate the influence of standing-wave interactions on DPOAE measurements, data were collected at the notch frequency in SPL calibrations and at the same frequency after FPL calibrations. These measurements directly assess the extent to which standing waves influence SPL calibrations and, in turn, DPOAE measurements.
DPOAEs result from the interaction of two simultaneously presented tones that differ in frequency (f 2 and f 1 , with f 2 typically about 20% higher in frequency than f 1 ). They are generated within the cochlea and are a result of nonlinear processes. DPOAEs are generated by outer hair cells (OHCs) as a byproduct of their electromotility (Brownell 1990) . Because OHC damage results in hearing loss and DPOAEs are dependent on the integrity of the OHCs, DPOAE measurements have been used clinically to objectively evaluate auditory function (e.g., Lonsbury-Martin et al. 1993) . DPOAE responses may be used to dichotomously differentiate between participants with normal hearing (NH) and those with hearing loss, which we refer to as test performance (e.g., Gorga et al. 1993 Gorga et al. , 1997 Kim et al. 1996) . Because both DPOAE level and behavioral thresholds are graded responses related to OHC integrity, DPOAEs have also been used to predict threshold (Boege & Janssen 2002; Gorga et al. 2003; Rogers et al. 2010) . The accuracy with which DPOAEs identify hearing status (NH versus hearing-impaired [HI] ) is greatest when the responses are measured at moderate stimulus levels and at mid to high frequencies (Whitehead et al. 1995; Stover et al. 1996; Gorga et al. 1997; Johnson et al. 2010) . However, even under optimal stimulus conditions, DPOAE test performance is imperfect (Kirby et al. 2011) .
One source of inaccuracy in DPOAE measurements may be due to standing-wave effects when SPL calibrations are used. To account for participant ear acoustics, stimuli typically are calibrated in the ear canal (in situ) before DPOAE responses are measured. Stimuli used for calibration are measured with a probe assembly that is located 15 to 20 mm away from the tympanic membrane (TM). During in situ SPL calibration, some of the sound energy is transmitted through the TM, and some is reflected back through the ear canal. The overlap of FPL and reflected pressure may result in pressure cancellation due to the occurrence of standing waves when stimulus frequencies are above 2 kHz because the round-trip phase shift in the ear canal forward pressure can be nearly 180° (Gilman & Dirks 1986; Siegel & Hirohata 1994; Siegel 2007; Withnell et al. 2009 ). Depending on the relative phase of forward and reflected waves, there may be constructive or destructive summation of pressure at the plane of the probe microphone. As a consequence, the measured level at the plane of the probe may not accurately represent the level at the TM, and is typically less than it is at the TM (Siegel 1994) and, thus, the cochlea. This leads to an underestimation of the effective level of the stimulus entering the ear. The voltage to the sound sources within the probe is increased to compensate for this null in the pressure at the probe microphone, resulting in more pressure at the TM than intended. The magnitude of the difference may be as great as 20 dB (e.g., Richmond et al. 2011) . During measurements, this may lead to a larger DPOAE response than would be expected, given the intended stimulus level (Whitehead et al. 1995) .
Two alternative measures that eliminate standing-wave effects during calibration are FPL and sound-intensity level (SIL). FPL calibration isolates the forward-propagating portion of the stimulus, thus eliminating interference from the reflected wave. SIL calibrations are also less susceptible to standingwave effects (compared with SPL calibrations), as demonstrated by Neely and Gorga (1998) , who measured behavioral thresholds at two different probe-insertion depths with SIL and SPL calibrations. There were depth-dependent changes in behavioral thresholds (which were assumed to be constant) for SPL calibrations, but not for SIL calibrations, demonstrating the influence of standing waves on SPL calibrations. Scheperle et al. (2008) compared DPOAE levels after SPL, FPL, and SIL calibrations using shallow and deep probe insertions. They found that probe placement resulted in more variable DPOAE levels after SPL calibrations compared with the DPOAE levels measured after FPL and SIL calibrations.
To explore whether these calibration differences affected DPOAE test performance, Burke et al. (2010) measured DPOAE input/output (I/O) functions in participants with NH and in those with hearing loss, after both SPL and FPL calibration. They then evaluated test performance (the ability of DPOAE measurements to detect normal hearing or impaired hearing) for a range of stimulus levels. At the moderate levels for which test performance was best, there were no differences in test performance between the two calibration types except at 8 kHz. Rogers et al. (2010) used the same DPOAE data to predict behavioral thresholds, using both fits to the I/O functions and a criterion DPOAE level to define DPOAE threshold. They found no differences between SPL and FPL calibration in terms of behavioral-threshold predictions except at 8 kHz. In both the test-performance and threshold-prediction studies, the effects at 8 kHz were attributed to system distortion (resulting in a situation in which system distortion was potentially incorrectly identified as a biological response). Kirby et al. (2011) used a multivariate approach to analyze the difference in DPOAE test performance with SPL and FPL calibration under a number of optimal stimulus and recording conditions. Although they observed improved DPOAE test performance with multivariate analyses, they only found a small effect of calibration method.
In the aforementioned previous work, no effort was expended in determining the frequencies at which standing-wave effects occurred; it was simply assumed that they occurred in the vicinity of 4 kHz. Richmond et al. (2011) analyzed the calibration data from the study by Burke et al. (2010) to determine the frequencies at which notches in the SPL calibration occurred as a result of standing-wave effects. As expected, they found evidence for standing-wave effects (i.e., pressure cancellation) in the SPL calibration centered around 4 kHz, with calibration errors as large as 20 dB. However, these calibration errors were dispersed in frequency over a range from 3 to 5 kHz. In the assessments of calibration effects on DPOAE test performance and threshold prediction, DPOAE measurements were restricted to octave and interoctave frequencies. As a result, the test frequencies did not always precisely align with the frequencies at which the standing-wave effects occurred in all participants. The inclusion of data from a large number of participants in their studies Rogers et al. 2010; Kirby et al. 2011 ) makes it possible for the effects of calibration to be minimized in group statistics such as clinical decision theory and correlation analyses.
The purpose of the present study was to determine whether DPOAE test performance and threshold prediction differed between SPL and FPL calibrations when measurements were made with the higher-frequency primary (f 2 ) set equal to the standing-wave notch frequency. DPOAE I/O functions were measured at the notch frequency after SPL calibrations and then repeated after FPL calibrations. These I/O data were used to evaluate DPOAE test performance as a function of stimulus level and to assess the relationship between DPOAE thresholds and behavioral thresholds. By focusing measurements at the notch frequency, any differences in calibration method that were minimized in prior large-scale studies (in which measurements were restricted to widely spaced frequencies) should be evident. As a result, this study directly tested the effect of calibration method at frequencies where calibration effects occurred.
PARTICIPANTS AND METHODS

Participants
Data were collected from 42 NH participants and 93 participants with hearing loss, whose ages ranged from 11 to 75 years. Audiometric thresholds were measured at octave frequencies from 0.25 to 8 kHz and at the interoctave frequencies of 3 and 6 kHz using conventional audiometry and either insert (ER-3A; Etymōtic Research, Elk Grove Village, IL) or supra-aural (TDH-50P; Telephonics, Farmingdale, NY) earphones. Bone conduction thresholds were obtained at 0.25, 0.5, 1, 2, and 4 kHz using a Radioear B71 bone oscillator. Participants with hearing thresholds ≤ 20 dB HL from 0.25 to 8 kHz were considered to have NH. Those with thresholds > 20 dB HL at 4 kHz and at DPOAE test frequencies closest to their notch frequency between 2 and 6 kHz were classified as HI. All participants were included regardless of the magnitude of their hearing loss; however, special efforts were extended to recruit participants with mild-to-moderate degrees of loss. This emphasis was based on the view that false-negative errors (the primary error of concern as a consequence of calibration effects) would be more likely to occur in participants with mild-tomoderate losses. All participants had normal middle-ear function based on (1) normal otoscopic inspection, (2) a normal 226-Hz tympanogram (peak-compensated static acoustic admittance between 0.3 and 2.5 mmhos and peak tympanometric pressure between −100 and +50 daPa), and (3) air-bone gaps ≤ 10 dB. DPOAEs were measured in one ear. When both ears met the inclusion criteria in NH participants, the ear with better hearing was tested. If both ears had similar hearing thresholds, the test ear was chosen randomly. When both ears met the inclusion criteria in HI participants, the ear with hearing thresholds in the 25 to 65 dB HL range between 2 and 8 kHz was tested to increase the likelihood of a DPOAE response above the noise floor. If both ears had thresholds in this range, test ear was chosen randomly. Data collection was conducted under an Institutional Review Board-approved protocol and informed consent was obtained from each participant. During data collection, participants sat on a comfortable reclining chair situated in a sound-attenuated booth. Test time, including obtaining consent, audiometric and tympanometric evaluations, and experimental data collection took approximately 60 min per participant.
Instrumentation
An ER-10C probe-microphone system (Etymōtic Research) was used to calibrate and present stimuli, and to record responses. Stimuli were generated with a 24-bit sound card (CardDeluxe; Digital Audio Labs, Chanhassen, MN). Software developed at BTHRH (EMAV v. 3.28; Neely & Liu 2011) was used for probe-source calibrations (i.e., the Thévenin-equivalent calculations) that are required for the FPL calibration, FPL conversion, and DPOAE measurements.
Calibration
The goal of this study was to evaluate the impact of calibration method on test performance and threshold predictions based on DPOAE measurements. In one case, standard in-theear SPL calibration was used to set stimulus levels. This represented the condition in which standing-wave interactions may occur. The SPL data were also used as part of the procedures that resulted in an alternative calibration, namely FPL.
SPL is converted to FPL with the following equation:
where P + = the forward pressure, P l = load (ear-canal) pressure, Z 0 = characteristic impedance of the source (probe microphone), and Z l = load (ear-canal) impedance. To solve this equation, the Thévenin-equivalent source characteristics (i.e., probe impedance and pressure) were estimated daily using a set of five brass cylindrical cavities with known acoustic impedances as described previously (Scheperle et al. 2008; Burke et al. 2010; Kirby et al. 2011 ). Because Burke et al. (2010) did not find an effect of temperature during probe calibration on DPOAE test performance, daily probe calibrations were performed at room temperature only. Ear-canal pressure was measured via in situ calibration for each participant. Then, ear-canal pressure P l ( )
, probe impedance Z 0 , and probe pressure P s ( ) were used to estimate ear-canal impedance Z l ( ) using the equation:
After determining the source impedance, ear-canal pressure, and ear-canal impedance, Eq. (1) was used to solve for FPL.
Notch Frequency Selection
The notch in the SPL-calibrated signal was defined as the frequency between 2 and 6 kHz at which the largest decibel difference between SPL-and FPL-calibrated signals occurred (experimental conditions above 6 kHz were not included to avoid problems due to system distortion). At the start of the study, the frequency at which the minimum intensity in the SPL-calibrated spectrum occurred, determined by visual inspection, was chosen as the notch frequency. Approximately half of the data were collected using this procedure. A second, more accurate, method was later implemented in which both the SPL-and FPL-calibrated spectra were analyzed to determine the frequency at which the largest dB difference between these two spectra occurred. The frequency location of this maximum difference was defined as the notch. The second half of data collection used this more objective (and presumably more accurate) approach. We wanted to include the data collected with the first approach, but felt that a criterion was needed to assure that it accurately represented the notch frequency. To accomplish this, the SPL/FPL calibration spectra from the initial method were compared after the fact. Data were excluded from further analyses (test performance and threshold predictions) if the notch frequency selected by the first method was not within 10% of the notch frequency selected by the second method. Figure 1 provides an example of a case for the calibration comparison at the extreme of this inclusion criterion. The FPL-SPL pressure ratio (i.e., the difference between FPL and SPL in dB) is plotted as a function of frequency. As described in the study by Richmond et al. (2011) , an ideal case with 100% reflection and negligible phase shift would demonstrate a pressure ratio of −6 dB for a signal measured with FPL calibration compared with a signal measured with SPL calibration, as FPL calibration only takes into consideration the forward-propagating portion of the signal, and does not include reflected pressure. Any difference greater than −6 dB in this ratio occurs because of "standingwave" effects in SPL calibration, and a local maximum in this difference is associated with an SPL notch. Figure 1 provides an example from one participant in whom the maximum FPL-SPL difference was about 8 dB. The notch frequencies (the frequency where the peak FPL-SPL difference occurs) chosen by both the visual-detection and objective methods are indicated by + signs, and the actual frequencies are provided in the figure legend. Even though these frequencies differed by 328 Hz, the calibration errors for the two methods differ by less than 1 dB (≈0.6 dB). Thus, the magnitude of the notch after the first procedure agreed with the magnitude selected by the more objective procedure. This approach was followed for all data collected before the implementation of the objective procedure. The example in Fig. 1 provides support for the inclusion of the data from the first procedure to determine notch frequency as long as it differed by no more than 10% from the frequency determined from a comparison of FPL and SPL calibrations.
Figure 2 plots the notch depth (i.e., the maximum FPL-SPL difference) as a function of frequency based on both the initial procedure and the more objective procedure for determining notch frequency. Data are provided for both NH and HI ears. These data are consistent with previous observations (Richmond et al. 2011) , in that the notch frequency tends to cluster around 4 kHz, but is observed for a range of frequencies. Likewise, these data demonstrate that the depth of the notch varies across ears, ranging from about 4 to 18 or 19 dB. Together, these data justify efforts to include experiments at each participant's notch frequency.
Procedure
In situ calibration was completed in each ear using a chirp stimulus. L 1 was set according to the following formula derived by Johnson et al. (2006) and modified by Kirby et al. (2011) :
The f 1 frequency was also determined using a formula derived by Johnson et al. (2006) :
DPOAE responses were recorded at 4 kHz after both SPL and FPL calibrations. I/O functions were measured in 5 dB steps in descending order from 80 dB to −10 dB, or until the DPOAE response was less than 3 dB above the noise floor at two consecutive stimulus levels. Next, DPOAE I/O functions were measured with f 2 at the notch frequency using both SPLand FPL-calibrated stimuli. To ensure that the notch frequency did not shift over time as a result of movement of the probemicrophone assembly in the ear canal, the initial 4 kHz SPL calibration was compared with a second 4 kHz SPL calibration obtained at the end of data collection. If the initial and final notch frequencies differed by more than 10%, the experimental conditions were repeated.
Each 2-second sampled DPOAE measurement was alternately stored in one of two buffers. The contents of the two buffers were summed and the level in the 2f 1 -f 2 frequency bin was used to estimate DPOAE level (L d ). The contents of the two buffers were subtracted and the levels in the 2f 1 -f 2 bin, along with the levels in the five bins above and below this frequency, were averaged to provide an estimate of the noise level.
DPOAE data collection continued at each L 2 until either the noise floor was ≤−25 dB SPL, the signal-to-noise ratio was >20 dB, or 210 seconds of artifact-free averaging time passed. These rules were chosen to maximize the dynamic range of the measurements. For the stimulus frequencies used in the present study, the noise levels are low; thus, averaging typically stopped on the noise-floor rule.
Analysis
Test performance was evaluated using clinical decision theory. Specifically, receiver operating characteristic (ROC) curves were constructed at each L 2 and the area under each ROC curve (A ROC ) was calculated to describe performance for all L 2 levels. This information was used to evaluate differences in test performance due to calibration method and to determine optimal stimulus levels for measuring DPOAEs, where optimal was defined as the stimulus level at which A ROC was largest. Cumulative distributions of L d were then constructed from the data for both NH and HI listeners in response to the optimal stimulus level for each of the four test conditions (i.e., at 4 kHz and at the notch frequency for both SPL-and FPL-calibrated stimuli) and were used to derive selected sensitivities and specificities.
Hearing threshold data, together with the DPOAE I/O data, were used to obtain multiple linear regression (MLR) coefficients that characterize the relationship between thresholds and DPOAE I/O functions for the entire group of participants. The MLR coefficients were used to predict thresholds from the DPOAE I/O measurements. Separate predictions, each with its own MLR coefficients, were made for the four different test conditions (i.e., SPL and FPL at 4 kHz, SPL and FPL at the notch frequency). Because the notch frequency was seldom exactly equal to one of the audiometric frequencies used in this study, hearing thresholds at the notch frequency were estimated as the weighted average of measured thresholds of the audiometric frequencies below and above the notch frequency. The weight was based on the proximity of the notch frequency to the two audiometric frequencies surrounding the notch. The predictions were made using data for participants with thresholds less than or equal to 60 dB HL because most participants with thresholds greater than 60 dB HL did not produce measurable DPOAEs. Simple linear regression was used to characterize the relationship between the measured and predicted hearing thresholds, and to evaluate the success of the predictions.*This simple linear regression analysis should not be confused with the MLR analysis used for making the predictions. The accuracy of the predictions was also assessed using average root-mean-square (rms) deviation between the measured and predicted thresholds.
RESULTS
Effect of Calibration on DPOAE Level
Mean DPOAE levels as a function of L 2 are plotted in Fig. 3 . The top panel displays mean I/O functions for participants with NH and the bottom panel displays mean I/O functions for those with hearing loss. Within each panel, the parameter is calibration/stimulus condition (either using SPL or FPL calibration at 4 kHz or at the notch frequency determined individually for each participant). In the interest of clarity, error bars are not provided; however, the standard deviations were similar across calibration/stimulus conditions, and, thus, were averaged to provide an overall estimate of the variability in the data. Averaged across all conditions, the standard deviations were 4.9 and 4.4 dB for NH and HI participants, respectively. Thus, there was little difference between participant groups. The average noise floor across test conditions is also not displayed, but averaged −27.2 dB SPL for NH participants and −25.9 dB SPL for HI participants. Variability in noise level was low (SD was 2.2 and 1.6 dB for NH and HI participants, respectively). Both the mean noise levels and their standard deviations are the result of the measurement-based stopping rule that continued averaging until the noise floor was ≤−25 dB SPL.
For both NH and HI participants, the I/O functions measured after SPL calibration at 4 kHz (filled circles) and at the notch frequency (open circles) were nearly identical for all L 2 levels. In NH participants, mean I/O functions measured after FPL calibration at 4 kHz (filled squares) and at the notch frequency (open squares) were shifted to the right of the mean I/O functions measured after SPL calibration at most L 2 levels. The shape of these functions, however, was not dependent on calibration/stimulus condition. In HI participants, there was a similar shift in mean DPOAE levels once the response exceeded the noise floor. However, in NH participants, there was a larger difference between I/O functions at 4 kHz and at the notch frequency with FPL calibration than in HI participants for the same stimulus conditions (filled squares compared with open squares). Because the notch frequency was usually close to 4 kHz, we expected to see little or no difference in L d for the two frequencies for either FPL or SPL calibration. Thus, the separation in the I/O functions for 4 kHz and the notch frequency after FPL calibration in NH participants was unexpected. The reason for this effect is presently unknown.
The differences between the I/O functions in Fig. 3 (with larger L d after SPL calibration compared with L d after FPL calibration) are the result of underestimated stimulus levels during SPL calibration, especially at the notch frequency, a condition for which the impact of standing waves is greatest. Because of destructive summation of forward and reflected waves at the plane of the probe microphone, the level measured at the probe was less than the level at the eardrum and, therefore, the level entering the cochlea. The DPOAE measurement software compensated for this difference by increasing the voltage to the loudspeakers to achieve nominal requested levels. These standing-wave effects did not occur during FPL calibration. As a consequence, the actual level presented to the ear was greater after SPL calibrations, compared with FPL calibrations. Because L d increases as stimulus level increases, L d measured after SPL calibration was larger than L d measured after FPL calibration. When measurements were made at the notch frequency, the differences in stimulus levels between SPL and FPL were greatest, thus resulting in larger differences between measured L d levels. Figure 4 general trends are consistent with the results from previous studies (e.g., Whitehead et al. 1995; Stover et al. 1996; Burke et al. 2010; Johnson et al. 2010) , and are a consequence of the fact that as stimulus level increases (regardless of calibration method) more NH participants produce responses, which drives down the false-positive rate. At high stimulus levels, some HI participants (especially those with milder losses) produce responses, which drives up the false-negative rate. Moderate stimulus levels result in conditions for which both the false-positive and false-negative rates are minimized, thus resulting in the largest A ROC .
Test Performance
The observation of better test performance at low stimulus levels after SPL calibration is a consequence of the fact that the stimulus level, on average, was about 10 dB greater for this condition, compared with when measurements were made after FPL calibration. This difference in stimulus level is indirectly evident in the I/O functions of Fig. 3 ; a 10-dB rightward horizontal shift of the I/O functions after SPL calibration would cause them to overlap with the functions after FPL calibration. Therefore, when SPL calibration was used at low L 2 levels, more NH participants produced L d levels above the noise floor and were correctly classified as having NH for all the comparisons shown in Fig. 4 . Stimulus calibration effects also explain why better test performance was obtained after FPL calibration at high L 2 levels compared with test performance after SPL calibration. Larger L d levels were produced after SPL calibration in both NH and HI participants. This result has no impact on the false-positive rate because NH participants were already producing large responses and are still correctly identified as having NH. However, the higher stimulus level, presented as a consequence of standing-wave interactions after SPL calibration, has the effect of eliciting responses from some HI participants, thus causing an increase in the falsenegative rate. Evidence in support of this view can be seen in the bottom panel of Figure 3 , showing larger L d levels for stimulus conditions after SPL calibration in HI participants, compared with L d when FPL calibrations were used. Therefore, at high L 2 levels, more HI participants produced responses and were incorrectly classified as having normal hearing when SPL calibration was used compared with when FPL calibration was used. Even after FPL calibration, A ROC decreased at the highest levels for the same reasons, because, at high stimulus levels, some HI participants produced responses.
Over a range of moderate levels (approximately 30 to 55 or 60 dB), there was a small difference in test performance between SPL-and FPL-calibrated stimuli at both 4 kHz and at the individually determined notch frequency. A bootstrap procedure with replacement (1000 samples) was used to assess the significance of these differences in A ROC when L 2 = 50 dB (Fox 2008) . The results of this analysis are summarized in Table 1 , where mean A ROC and 95% confidence intervals are provided. While the differences were small for both 4 kHz and for the notch frequency, they were statistically significant. Figure 5 shows mean cumulative distributions of L d for NH and HI participants. Just as in the case in which A ROC s were compared, this L 2 was chosen because optimal test performance was achieved at this stimulus level (as well as others; see Fig. 4 ) and because it is a level commonly used to measure DPOAE responses in the clinic. The top panel provides data for conditions after SPL calibration and the bottom panel provides data for the same stimulus conditions after FPL calibration. Thick lines represent cumulative distributions at 4 kHz, and thin lines represent cumulative distributions at the notch frequency. Solid lines represent cumulative distributions for ears with normal hearing and dashed lines represent cumulative distributions for ears with hearing loss. Any hit rate (sensitivity) and it's associated false-positive rate (1 minus the specificity) can be determined from these distributions. The top panel of Fig. 5 demonstrates how to derive false-positive rates for a selected hit rate, in this case 95%. A horizontal line is drawn from the 95th percentile on the y axis to the point at which it intersects with the distribution of responses from HI participants. A vertical line is extended downward from this point until it intersects with the distribution of responses from NH participants. The percentile at which the vertical line intersects with the NH distribution represents the false-positive rate that would be expected if the criterion value that resulted in a 95% hit rate was used. A similar approach can be used in which a desired false-positive rate (5% in this example) is selected and the associated hit rate is then determined, which is demonstrated in the bottom panel of Fig. 5 . A horizontal line is drawn from the fifth percentile on the y axis to the point at which it intersects with the distribution of responses from NH participants. A vertical line is extended upward from this point until it intersects with the distribution of responses from HI participants. The percentile at which the vertical line intersects with the distribution of responses from HI participants represents the hit rate that would be expected if the criterion value resulting in a 5% false-positive rate was used.
Following the above approach, false-positive rates were determined when the hit rates were fixed at 90% and 95%, and hit rates were determined when the false-positive rates were set to 5% and 10%. A bootstrap procedure with replacement (1000 samples) was used to derive mean values and confidence intervals. These values are provided in Table 2 . There were small differences in hit and false-alarm rates after SPL and FPL calibrations favoring FPL calibrations for all but one of the eight comparisons in Table 2 . Specifically, with sensitivity fixed at either 90% or 95%, the false-alarm rates were lower with FPL calibration than with SPL calibration, and with false-positive rates fixed at either 5% or 10%, the hit rates were higher with FPL calibration than with SPL calibration. Except for the false-alarm rates when the hit rate was fixed at 90% (a condition for which there was no difference in false-alarm rates between SPL and FPL), the seven other comparisons differed significantly. This result was not found previously , which may be a consequence of the fact that the equation used to calculate FPL calibration has been improved since the earlier work. The cumulative distributions provided in Fig. 6 may provide support for this view. Note that there was less variability in notch depth when the characteristic impedance was set equal to the surge impedance (the present study), compared with when it was set equal to the impedance of the calibration tube as it was in the study by Burke et al. (2010) . This may account for the differences in test performance between the present study and that by Burke et al. Figure 7 shows the relation between measured behavioral thresholds and predicted thresholds from DPOAE data. Each panel displays threshold prediction using one of the four calibration/ stimulus conditions (SPL and FPL calibration at 4 kHz and at the notch frequency). The associated correlations, rms errors, and number of participants are included in each panel. Cases in which the behavioral threshold exceeded 60 dB HL were not included in this analysis because measureable DPOAE responses would not be expected for participants with this degree of hearing loss. The numbers of participants included for analysis for each condition were 116, 116, 111, and 112 for SPL at 4 kHz, FPL at 4 kHz, SPL at the notch frequency and FPL at the notch frequency, respectively. Correlation coefficients for all conditions ranged from r = 0.83 to r = 0.88, and all were statistically significant (p < 0.001). Average rms errors for each condition ranged from 10.5 to 11.8 dB. These results demonstrate that there was a negligible difference in the strength of the relationship between predicted thresholds based on DPOAE data and behavioral thresholds when either SPL or FPL calibration was used before measuring DPOAEs at 4 kHz or at the notch frequency.
Threshold Prediction
DISCUSSION
The purpose of the present study was to examine effects of standing waves on stimulus calibration by assessing the ability of DPOAEs to differentiate between NH and HI participants (test performance) and to predict behavioral threshold. Previous research has not found a difference in test performance or threshold prediction after SPL and FPL calibration, but that work was restricted to measurements at octave and interoctave frequencies, including 3, 4, and 6 kHz. Richmond et al. (2011) demonstrated that although standingwave effects occur most often near 4 kHz, they are distributed over the frequency range of 3 to 5 kHz. Thus, the inability of previous studies to demonstrate an influence of calibration method may have been a consequence of the fact that standing waves in participants did not occur at a test frequency. To optimize conditions in which a difference in test performance and threshold prediction might occur between calibration Results after SPL and FPL calibrations are shown in top and bottom panels, respectively. For the purpose of illustration, the false-positive rate was derived when a 95% hit rate was selected after SPL calibrations for the 4 kHz condition. Similarly, the bottom panel illustrates the case when the hit rate was determined when a 5% false-positive rate was selected.
methods, DPOAE I/O functions were measured with f 2 set to 4 kHz and to each participant's notch frequency (i.e., the frequency at which the maximum destructive summation of pressure occurred as a result of standing waves). The results of this study are summarized with the following observations:
1. Larger L d levels at equivalent nominal stimulus levels were produced after SPL calibration than after FPL calibration, as expected from the influence of standing-wave nulls in SPL calibrations, but not FPL calibrations. 2. Test performance was best at moderate stimulus levels with both SPL and FPL calibration. 3. There were differences in test performance between calibration methods at both high-and low-stimulus levels, but these stimulus conditions would not be used in the clinic. 4. There were small but statistically significant FPL advantages at moderate stimulus levels for conditions that might be used clinically. 5. There was no effect of calibration method on threshold prediction. Richmond et al. (2011) demonstrated that standing waves can cause calibration differences as large as 20 dB. Our comparison of stimulus levels, inferred from the horizontal shifts in the I/O functions (Fig. 3 ) after SPL and FPL calibration, also demonstrated level differences due to standing waves. Because FPL calibration only takes into consideration only the forwardpropagating portion of a signal, a stimulus calibrated with FPL should be 6 dB less than a signal calibrated with SPL. Deviations from this 6 dB difference likely result from standing-wave effects. Figure 1 provides an example from one participant in which the FPL-SPL difference was 8 dB at approximately 4 kHz. If it were not for cancellation of pressure at the plane of the probe microphone during SPL calibration (due to standing waves), the difference between SPL and FPL would have been −6 dB across all frequencies. Thus, standing waves exerted an influence on calibration in this representative example, which was largest near 4 kHz. Figure 2 summarizes the distribution of notch frequency and notch depth in our sample of participants. As with the data reported by Richmond et al., these data show that notch frequency varies over a range from 2.1 to 6 kHz, although the distribution clusters around 4 kHz. The notch depth varies over a range from 4 to 19 dB.
Evidence of Standing-Wave Effects
The mean DPOAE I/O functions shown in Fig. 3 demonstrate the predicted effect of standing waves after SPL calibration. Because of the destructive summation of pressure that results from standing waves during SPL calibration, the stimulus level measured at the probe microphone resulted in an underestimation of effective stimulus level. To compensate, voltage level at the receivers in the probe-microphone system was increased. FPL calibrations are not affected by standing waves at the plane of the calibration microphone so no compensation to increase level was needed. As a result, the level presented after SPL calibration exceeded the level presented after FPL calibration, and the magnitude of this difference was equivalent to the magnitude of the standing-wave effect. Thus, we predicted that the measured L d for equivalent, nominal L 2 levels would be larger for cases in which SPL calibration was used compared with cases when measurements were made after FPL calibration. In fact, indirect evidence of this effect is provided in Fig. 3 , as the DPOAE I/O functions obtained after FPL calibration are shifted to the right of those obtained after SPL calibration. Like the example shown in Fig. 1 , the I/O functions in Fig. 3 serve to validate the FPL calibration approach and demonstrate the expected consequence of standing-wave effects after SPL calibrations. Fig. 6 . Cumulative distributions of the notch depth in dB. Dashed line represents data from the study by Burke et al. (2010) , in which tube impedance was used. Solid line represents data from the present study, in which surge impedance was used. Figure 4 plots A ROC as a function of stimulus level for both SPL and FPL calibrations for 4 kHz and the individually determined notch frequency. Regardless of calibration or stimulus, test performance was best at moderate stimulus levels, which is consistent with previous findings (e.g., Whitehead et al. 1995; Stover et al.1996; Burke et al. 2010; Johnson et al. 2010) . At low levels, test performance was poor for all calibration procedures but was better after SPL calibration than it was after FPL calibration. At high levels, test performance decreased from the maximum achieved at moderate levels, but was better after FPL calibration than after SPL calibration. These general trends are expected because low-level stimuli (regardless of the approach to calibration) result in high false-positive rates and high-level stimuli increase false-negative rates. Because DPOAE levels were greater after SPL calibration than after FPL calibration, with SPL calibration more NH participants were classified correctly at low stimulus levels (a decrease in the false-positive rate) and some HI participants were classified incorrectly at high stimulus levels (an increase in the false-negative rate). These level-dependent trends are consistent with the view that greater stimulus levels were presented after SPL calibration, presumably as a consequence of standing-wave effects. Notably, neither low-level nor high-level stimuli are used clinically because these levels do not produce optimal test performance as described by A ROC .
Test Performance
At moderate stimulus levels, which are typically used in the clinic, only small differences in test performance were found, but results after FPL calibration resulted in slightly greater, statistically significant, A ROC compared with when SPL calibration was used (Table 1) . To supplement the summary provided in Fig. 4 , we constructed cumulative distributions of DPOAE responses collected at 50 dB after both SPL and FPL calibrations in both NH and HI participants. We then selected two hit rates (90% and 95%) and determined the associated false-alarm rates, and then selected two false-alarm rates (5% and 10%) and determined the associated hit rates (Fig. 5 and Table 2 ). At 50 dB, there were statistically significant improvements in test performance with FPL calibration compared with SPL calibration. These results differ from those reported by Burke et al. (2010) , where differences in test performance were not observed. The differences between the present findings and those reported by Burke et al. may be the result of small improvements in the FPL calculation since the collection of data in the earlier study (see Fig. 6 and its associated discussion). For example, the characteristic impedance Z 0 , which was previously assumed to be the same in all ears, is now set equal to the "surge" component of the load impedance Z l , which is slightly different for each ear (Rasetshwane & Neely 2012) .
Threshold Prediction
Predicted behavioral thresholds were calculated with an MLR analysis that used the entire DPOAE I/O function. Although there were differences in mean DPOAE level with calibration type (see Fig. 3 ), correlations between actual and predicted thresholds were similar for both SPL and FPL calibration at 4 kHz and at the notch frequency. Thus, there was no evidence that calibration method improved predictions of behavioral threshold. This result may not be important, as DPOAEs are not being used to predict behavioral thresholds clinically. The impact of differences in calibration method might be more evident in other applications, where a 10 dB difference in sound level might have a larger impact, such as when making real-ear measurements of hearing-aid output.
CONCLUSIONS
In summary, our findings indicate that there are standingwave effects with SPL stimulus calibration. These effects were evident at 4 kHz and at each participant's notch frequency. Their impact was such that test performance after FPL calibration either equaled or exceeded the performance after SPL calibrations. Although the differences were small, they were statistically significant. Therefore, it may be of value to use FPL calibration as an alternative to SPL calibration for DPOAE measurements in the clinic. In addition, there may be other circumstances in which stimulus levels are measured in closed ear canals. For these other applications, the impact of standing waves on measured levels may be large enough to warrant the use of FPL calibration.
