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Introdution
Soit l'équation de Van der Pol forée
εu¨+ (u2 − 1)u˙+ u = α ,
où ε est un paramètre que l'on fait tendre vers 0, et où u˙ désigne la dérivée de u
par rapport au temps t.
Cette équation est équivalente au système diérentiel{
εu˙ = y − u3
3
+ u
y˙ = α− u
dont on a déouvert il y a plus de vingt ans ertaines solutions partiulières, ap-
pelées grands anards : pour ertaines valeurs de α, dépendant de ε, es solutions
restent au voisinage de la ourbe lente y =
u3
3
− u (obtenue en posant ε = 0)
y ompris le long de la partie instable de ette ourbe, entre les deux sommets
y = −1 et y = 1 (f. hapitre 2). Des études ave les outils de l'analyse non
standard, sur la droite réelle, ont permis de montrer que l'existene de anards
est souvent inélutable, mais qu'ils ont une durée de vie extrêmement ourte : les
valeurs du paramètre α menant à des anards sont toutes dans un intervalle de
taille exp (−M/ε) (quand ε→ 0+, et pour un ertain M > 0).
Ce système étant lui-même équivalent à l'équation
εv
dv
du
= (1− u2)v + α− u , (E)
l'étude de es solutions anards a pu progresser par le passage d'une variable u
réelle à une variable dans le hamp omplexe [7℄. La simpliation de l'étude vient
essentiellement du fait que les fontions solutions, au lieu de n'être que de lasse
C1, sont alors toutes holomorphes. Par ailleurs, le lien ave les points tournants
apparaît alors lairement.
On onstate d'abord que ette équation admet une solution formelle
vˆ(u, ε) =
∞∑
n=0
vn(u)ε
n , αˆ(ε) =
∞∑
n=0
anε
n ,
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dont la propriété (exeptionnelle) est que tous les termes vn(u) sont analytiques
en u = 1. Ensuite, on peut herher à faire le lien entre ette solution formelle et
des solutions holomorphes, bornées en u = 1 quand ε tend vers 0. Si on impose
des domaines d'existene les plus grands possibles, on trouve exatement deux
solutions v+(u, ε) et v−(u, ε) pour leurs paramètres respetifs α+(ε) et α−(ε).
Ave es solutions qui sont dénies toutes deux sur le segment u ∈ [−1 + ρ, 1],
pour tout ρ > 0 xé, on est apable de donner une valeur à M ; on pourra hoisir
M = R(−1 + ρ)− R(1) = ℜ
(∫ −1+ρ
1
(t− 1)(t+ 1)2dt
)
.
Outre le premier point tournant u = 1, on voit ii que l'autre point tournant u =
−1 joue aussi un rle important. Et qu'il pourrait être intéressant de s'approher
de e seond point, pour remplaer −1 + ρ par u1 = −1 + oε(1), u1 > −1.
D'où l'idée d'étudier le voisinage des points tournants, pour montrer qu'on peut
toujours ontrler la roissane, quand ε→ 0, des solutions v+ et v− jusqu'en un
tel point u1.
Considérons le as général d'une équation diérentielle du premier ordre non
linéaire
εy′ = yf(x, ε) + h(x, ε) + εy2P (x, ε, y) ,
où ε est un petit paramètre omplexe, où y′ désigne la dérivée
dy
dx
, et où les fon-
tions f , h et P sont holomorphes en x et y dans ertains domaines et admettent
un développement en série (éventuellement non onvergent) en ε.
On peut aluler une solution formelle du type
yˆ(x, ε) =
∞∑
n=0
yn(x)ε
n
pour ette équation, à l'aide d'une réurrene sur les oeients yn(x). On peut
ensuite au moins espérer [14℄ que ette série en ε, le plus souvent divergente,
orresponde à une solution holomorphe y(x, ε) quand ε tend vers 0 dans des
seteurs arg ε ∈ ]θ1, θ2[ . On sait d'ailleurs qu'on a eetivement une solution, sur
un voisinage de tout point x tels que f(x, 0) 6= 0, qui reste bornée quand ε tend
vers 0 [12℄.
En revanhe, les points x0 tels que f(x0, 0) = 0 font partie le plus souvent [15℄
des points tournants pour ette équation : on voit bien que les oeients yn
alulés sont alors en général singuliers en x = x0. Il paraît alors diile que
la solution formelle yˆ puisse être le développement asymptotique d'une solution
holomorphe dans tout un voisinage de x0 (la non-existene d'une telle solution
est préisément la dénition d'un point tournant). Cependant, dans ertains as
partiuliers, il existe tout de même une série formelle dont tous les termes sont
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analytiques en x0 ; e genre de résultat est obtenu par exemple en introduisant
un (multi-)paramètre sous la forme d'une série formelle. Si une telle série formelle
existe, ela permet d'envisager l'existene d'une solution à l'équation diérentielle,
qui reste analytique en x0. Ces solutions partiulières, holomorphes en un point
généralement tournant pour les solutions d'une équation diérentielle donnée,
sont elles qu'on a appelées, par généralisation, solutions anards holomorphes,
ou solutions surstables. L'existene de es anards dépend souvent du hoix d'un
(multi-)paramètre α(ε), présent dans les fontions f , h et/ou P , qui s'érit lui
aussi, bien sûr, au moins omme une série formelle en ε.
On a ainsi pu démontrer [2℄ dans un as très général que les valeurs du
paramètre a donnant des anards sont exponentiellement prohes en ε, et qu'on
peut trouver un bon majorant de la onstante M généralisée de la manière suiv-
ante : si α+(ε) et α−(ε) sont deux valeurs à anards,
‖α+ − α−‖ < C exp
(
−M
ε
)
, pour tout ε > 0 assez petit,
et pour un ertain C assez grand dépendant de la valeur de M hoisie ; omme
dans le as de l'équation de Van der Pol, M peut s'érire M = R(x1) − R(x0),
où R désigne l'appliation R(x) = ℜ (∫ x
0
f(t, 0)dt
)
; x1 est à nouveau un point
dans le domaine d'existene D de plusieurs solutions anards 〈〈maximales 〉〉 , point
qu'on a intérêt à prendre le plus prohe possible d'un autre point tournant de
l'équation pour obtenir la meilleure inégalité.
L'idée des reherhes entreprises ii a don été d'étudier les solutions au voisi-
nage des points tournants pour voir si ela ne permettait pas de s'approher de es
points (i.e. de prendre un x1 qui tend vers une singularité quand ε tend vers 0),
et don de préiser l'inégalité i-dessus. L'intérêt prinipal d'un tel résultat étant
qu'il permet ensuite de donner une estimation ou au moins une bonne majoration
des oeients des séries formelles orrespondant à α.
Dans le as de l'équation de Van der Pol, au hapitre 2, on montrera que les
solutions anards v+ et v− existent eetivement dans des domaines ontenant le
segment [−1 +Xlε1/3, 1] (au lieu de [−1 + ρ, 1] pour tout ρ stritement positif),
ei pour une onstante Xl susamment grande, mais qui peut être hoisie in-
dépendante de ε ; la démonstration utilisera une équation intérieure équivalente à
(E), mais non singulièrement perturbée. La propriété démontrée permet ensuite
eetivement de donner un équivalent pour les oeients an des paramètres α à
anards :
an ∼
n∞
−2√6
π
√
πe4/3
n−1/2
(
3
4
)n
n!
Le résultat de l'étude des solutions au voisinage des points tournants sera
généralisé et omplété au § 3.2.2 pour une équation générale que l'on réérit sous
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la forme
εy′ =
(
xpf(x) + εg(x, ε, α)
)
y + h(x, ε, α) + εy2P (x, ε, α, εy) ,
dont on étudie le point tournant 0 (pour p > 0).
Cette équation singulièrement perturbée admet une solution (dite : extérieure)
à distane nie du point tournant à l'intérieur de ertains seteurs entrés en e
point tournant ; la démonstration de l'existene de ette fontion est rappelée
au paragraphe § 3.2.1. Cette première équation est équivalente à une équation
intérieure ; elle-i, si elle est régulière en ε, possède au moins une solution parti-
ulière, qui peut être onnetée ave la solution extérieure. Le domaine en x de
toute solution holomorphe bornée en ε de l'équation de départ peut don être
étendu jusqu'à une distane Xlε
1/(p+1)
des points tournants :
D =
{
x ∈ C / |x| > Xlε1/(p+1) et arg(x) ∈ ]θ1, θ2[
}
, pour des Xl assez grands .
Dans e nouveau domaine, ette solution n'est pas néessairement bornée quand
ε → 0, mais sa roissane reste ependant ontrlée et ne devient pas exponen-
tielle.
Au § 3.3, à l'aide de e résultat, on démontre l'existene, dans ertains as, de
solutions surstables dans un voisinage omplet d'un point tournant, si on hoisit
orretement le (p-multi-)paramètre α en fontion de ε.
Au hapitre 4, on s'intéresse alors à l'équation du Brusselator, transfomée en
l'équation diérentielle suivante, ave a pour paramètre,
εz(x)
dz(x)
dx
=
2x
(1 + x)2
(
z − 1
2(1 + x)3
)
− a− 1
(1 + x)2
z − z
(
z − 1
2(1 + x)3
) 2ε
1 + x
.
Le système du Brusselator équivalent est onnu pour avoir des solutions anards
pour ertaines valeurs d'un paramètre, mais l'étude du domaine de es solutions
dans le plan omplexe n'avait pas enore été faite. Grâe à la généralisation du
hapitre préédent, il devient faile de redémontrer l'existene des anards holo-
morphes et de dérire leur domaine d'existene étendu. Comme pour le as de
l'équation de Van der Pol, on peut ensuite trouver un équivalent (quand n→∞)
pour les oeients des paramètres à anards.
À noter que, pour l'équation du Brusselator omme pour l'équation de Van
der Pol, il faut ommener par réussir à aluler des oeients de Stokes pour
une équation diérentielle non linéaire avant de pouvoir donner les équivalents
ités. Les multipliateurs de Stokes, qui apparaissent autour d'un point tournant
ne sont pas exatement alulables dans le as non linéaire, mais dans les deux
exemples ités, on réussit à en déterminer un équivalent omplet.
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Chapitre 1
Dénitions, propriétés élémentaires
1.1 Notion de relief
Dans tout e qui suit, il sera souvent fait mention de «relief» et de hemins
desendants e relief, notions introduites par J. Callot [3℄ voii quelques années.
Pour faire omprendre son intérêt, regardons l'équation diérentielle singulière-
ment perturbée ('est-à-dire ave ε qui tend vers 0) linéarisée générale
εy′ = yf(x, ε) + h(x, ε) + εy2P (x, ε, y) , (E.di.)
où toutes les fontions onsidérées sont holomorphes dans ertains domaines en
toutes leurs variables. On souhaite montrer que ette équation admet une solution
holomorphe en ses deux variables y(x, ε). Si une telle solution existe, en utilisant la
formule de variation de la onstante, on voit que néessairement y vérie l'égalité
suivante, dans laquelle γsx désigne un hemin diérentiable de C allant de s à x :
y(x, ε) = y(s, ε) +
1
ε
∫
γsx
e
F (x,ε)−F (t,ε)
ε
(
h(t, ε) + εy2P (t, ε, y)
)
dt,
où F (x, ε) =
∫ x
f(t, ε)dt. Dans tous les as envisagés i-après, on supposera que
F (x, ε) est peu diérent de F (x, 0) : on aura au pire F (x, ε)−F (x, 0) = O(ε) (e
sera bien sûr le as si f est holomorphe en ε = 0).
Pour voir s'il existe une solution y bornée quand ε tend vers 0, on s'intéresse
partiulièrement au terme exponentiel. Pour ε réel positif, on voit bien intuitive-
ment que si la partie réelle de F (x, ε) − F (t, ε) est positive pour un ertain t,
l'intégrale est en général exponentiellement grande quand ε tend vers 0. C'est
à ause de ela que l'on onsidère l'appliation relief qui à tout x de C asso-
ie R(x, ε) = ℜ(F (x, ε)) dans R, dont les lignes de niveau ont pour équation
ℜ(F (x, ε)) = constante. Il paraît alors naturel de supposer l'existene de solu-
tions dans des domaines {x/ ∃ γsx, hemin desendant le relief en haun de ses
points}. En fait, on en demande un peu plus :
Dénition 1 On dira d'un domaine D qu'il est aessible si :
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1. pour tout x ∈ D on peut trouver un hemin diérentiable γx(u) allant d'un
point xe s ∈ D (appelé sommet de D) à x ;
2. γx est tel que
dR(γx(u))
du
≤ −Cγx |F ′(γx(u))γ′x(u)| pour tout u ;
3. les Cγx , tous positifs, admettent une borne inférieure stritement positive :
inf
x∈D
Cγx existe et est égal à C > 0.
Si on a une telle propriété, le terme exponentiel de l'intégrale sera exponentielle-
ment petit quand ε tend vers 0, et il est alors raisonnable d'espérer pouvoir
ontrler la valeur de l'intégrale pour tous les x ∈ D.
Si ε tend vers 0 dans une autre diretion (arg(ε) = θ 6= 0), on hange de
relief, et don de domaine aessible, en optant ette fois pour ℜF (x,ε)−F (t,ε)
eiθ
, la
ondition d'aessibilité restant la même ave le nouveau relief. On préfère en
général eetuer les études ave un relief xe (qui donne des hemins γx xe) ;
'est la raison pour laquelle on travaillera toujours ave arg(ε) onstant et |ε| → 0.
Pour l'intégration numérique aussi, la propriété de relief est importante : il
n'est pas diile de vérier que pour deux solutions de l'équation diérentielle ya
et yb telles que ya(x0) 6= yb(x0), la diérene entre les deux fontions se omportera
de manière totalement diérente (pour ε arbitrairement petit) suivant qu'on part
de x0 le long d'un hemin qui monte, ou qui desend du relief. En eet, on aura
(ya − yb)(x, ε) = (ya − yb)(x0, ε) + 1
ε
∫
γ
x0
x
e
F (x,ε)−F (t,ε)
ε
(
εdP (t, ε, ya, yb)
)
dt .
L'intégrale dans ette égalité sera, si γx desend le relief, exponentiellement petite
en ε ; e qui signie que les deux solutions resteront voisines (du moins si le hemin
entre x0 et x est de longueur nie). Mais l'intégrale deviendra exponentiellement
grande si e hemin monte le relief ; et don dans e as ya et yb s'éloigneront très
rapidement l'une de l'autre.
Lors d'une intégration numérique d'une équation diérentielle du type ité,
en prenant un petit ε, il sera don très important de partir d'un sommet x0,
〈〈
haut
〉〉
sur le relief, et d'en rester aux points aessibles à partir de e point.
Cette onstatation nous amène à deux nouvelles dénitions :
Dénition 2 On appellera montagne, pour le relief R(x), par rapport au point
x0 ∈ C (dans les as ités, x0 sera un point ol pour le relief R), un domaine de
C onnexe et simplement onnexe tel que x0 est aessible ave e relief à partir
de tout élément du domaine : R(x) > R(x0).
De même, on appellera vallée un domaine, toujours simplement onnexe, a-
essible à partir de x0 ; les points x du domaine vérient don : R(x) < R(x0).
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1.2 Série formelle Gevrey
Quand on essaye de donner une solution sous forme de série à une équation
diérentielle singulièrement perturbée, on arrive à des séries divergentes, mais
dont les termes vérient ependant des propriétés de roissane. On est amené
naturellement à introduire les séries Gevrey (f. [14℄,[15℄).
Dénition 3 On notera dans toute la suite le seteur ouvert entré en x0, de
rayon ρ et d'angle ]θ1, θ2[ sous la forme
S(x0, ρ, θ1, θ2), soit
{
x ∈ C
/
0 < |x− x0| < ρ, et arg(x− x0) ∈ ]θ1, θ2[
}
Si le rayon ρ n'est pas préisé, il sera supposé inni.
Par extension, on parlera aussi de seteurs entrés en l'inni :
S(∞, ̺, θ1, θ2) =
{
x ∈ C
/
|x| > ̺, et arg(x) ∈ ]θ1, θ2[
}
Dénition 4 On dit d'une série formelle
∞∑
n=0
anε
n
qu'elle est Gevrey d'ordre 1 si la série a un rayon de onvergene nul, mais qu'il
existe des onstantes positives A et B telles que, pour tout n
|an| ≤ ABnn!
Cette dénition s'étend bien sûr aux séries de fontions
∞∑
n=0
yn(x)ε
n,
en remplaçant |an| par ‖yn(x)‖ où ‖ · ‖ désigne la norme que l'on hoisit pour les
fontions yn.
Dénition 5 On dit qu'une fontion a(ε) admet la série
∑
anε
n
omme développe-
ment asymptotique Gevrey dans un ertain seteur S = S(0, ρ, θ1, θ2) si a(ε)
est holomorphe sur S et s'il existe A et B, onstantes positives, telles que :
pour tout N assez grand et tout ε dans S ,
∣∣∣∣∣a(ε)−
N−1∑
n=0
anε
n
∣∣∣∣∣ < ABNN !|ε|N .
Dans le as d'une série de fontions (de la forme i-dessus), si la majoration est
indépendante de x, pour tout x dans un ertain domaine D, on parle de série
asymptotique uniforme sur D.
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On sait qu'il existe une innité de fontions holomorphes a(ε) admettant∑
anε
n
omme développement asymptotique en 0 (on érit a ∼∑ anεn).
Si a ∼∑ anεn, on sait par ailleurs qu'on obtient une approximation exponen-
tiellement bonne en ε de la valeur de a(ε) en sommant la série des anε
n
jusqu'à
e que, à ε xé, le terme |anεn| soit minimum (on parle alors de sommation 〈〈au
plus petit terme
〉〉
).
1.3 Série formelle et vraie solution
On se plae dans le as où une équation diérentielle (singulièrement pertur-
bée) du type (E.di.)
εy′ = yf(x, ε) + h(x, ε) + εy2P (x, ε, y)
admet une solution formelle
yˆ(x, ε) =
∞∑
n=0
yn(x)ε
n.
Dénition 6 Si la série
∑
yn(x)ε
n
est solution formelle de (E.di.), on ap-
pelle lassiquement «ourbe lente» la fontion y0(x), obtenue pour la valeur
du paramètre ε = 0.
Le problème est de montrer qu'il existe une solution holomorphe y(x, ε) (ex-
istant dans ertains seteurs entrés en 0 pour la variable ε, et dans ertains
domaines pour la variable x), qui admette eetivement yˆ omme développement
asymptotique quand ε tend vers 0.
La réponse générale est loin d'être évidente. Un ertain nombre d'artiles ([9℄,
[6℄) ont été réemment publiés à e sujet, partant de l'équation de roissane
ristalline
ε2Φ′′′ + Φ′ = cosΦ
ave les valeurs aux bornes
Φ(s)→ −π/2 quand s→ −∞, Φ(s)→ π/2 quand s→ +∞.
Ils démontrent que s'il existe bien une solution formelle Φˆ =
∑∞
n=0 ε
2nΦn(s), où
Φ0 vérie bien les valeurs aux bornes et lim∞ Φn = 0 pour tout n, il n'existe
pas de solution holomorphe à l'équation vériant les limites voulues en l'inni (le
problème venant d'un terme exponentiellement petit en ε, qui n'apparaît don
pas dans la série). Ils donnent aussi des ébauhes de proédures pour déterminer,
pour des équations plus générales, si on est en présene de tels as.
Le travail prinipal dans ette thèse orrespond au problème inverse de elui
envisagé pour l'équation de roissane ristalline. Sahant qu'on a une solution
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formelle d'une équation diérentielle qui vérie une ertaine propriété (dans notre
as, la ontinuité en un point qui est en général singulier), il s'agit de montrer
qu'il existe eetivement une vraie solution à l'équation admettant ette série
formelle omme développement asymptotique. Cette solution vérie alors la même
propriété (la ontinuité en e point, ou plus exatement le fait que ette fontion
reste bornée au voisinage de e point quand ε tend vers 0).
Même pour e problème partiulier, on onnaît des exemples où l'existene
de solutions formelles à fontions oeients ontinues en x = 0 n'implique pas
l'existene de vraies solutions bornées, quand ε tend vers 0, au voisinage de x = 0.
En eet, pour l'équation
εu′ = xu + exp
(−1√
ε
)
,
la solution nulle est solution formelle de l'équation, qui est évidemment analytique
en 0. Cependant, les vraies solutions s'érivent (en utilisant la formule de variation
de la onstante, qui met à nouveau le relief en évidene, g. 1)
u(x) = u(x0) exp
(
x2 − x20
2ε
)
+
∫ x
x0
1
ε
exp
(−1√
ε
)
exp
(
x2 − t2
2ε
)
dt
ne peuvent pas être bornées en x, indépendamment de ε, dans un intervalle ouvert
autour de x = 0. Cei étant vrai quel que soit les x0 et u(x0) hoisis : pour x0 > 0,
la solution sera bornée en ε pour tout x ≥ 0, mais ne le sera pas pour un x < 0
quelonque xé. On remarquera ependant que, dans et exemple, les oeients
de l'équation ne sont pas tous holomorphes en ε.
1.4 Points tournants d'une équation diérentielle
On trouve diverses dénitions des points tournants pour une équation diéren-
tielle dans la littérature. La plus lassique [14℄ pour une équation du type (E.di.)
est la dénition «par défaut» suivante :
Dénition 7 x0 est appelé point tournant, pour une équation (E.di.) admettant
une solution formelle yˆ =
∑
ynε
n
, s'il n'existe pas de vraie solution de l'équation
admettant omme développement asymptotique la série formelle yˆ, uniformément
pour tout x dans un voisinage de x0 (quand ε tend vers 0).
On remarquera que les points tournants sont bien des points du plan omplexe
en x : les séries formelles yˆ, sauf si elles onvergent, ne sont des développements
asymptotiques de solutions de l'équation que pour des ε tendant vers 0 dans
ertains seteurs en ε entrés en 0.
D'après e qui a été dit à propos du relief, on onstate que les seuls points
suseptibles d'être des points tournants sont les points ols du relief donné par
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Fig. 1: Lignes de relief ave R(x) = ℜ (∫ x tdt) ; les signes − et + désignent respetive-
ment les deux vallées et montagnes par rapport au point ol 0.
ℜ
(∫ x
f(t)dt
)
, autrement dit là où f s'annule. Ce qui est le as dans l'exemple
préédent (g. 1). Ou bien évidemment des points singuliers de e même relief.
On peut voir en eet que pour un point normal x, il existe toujours un point «au-
dessus» de x à partir duquel un voisinage omplet de x est aessible ; et il existe
don une solution bornée dans e voisinage. En revanhe, pour un point x0 qui est
un point ol, ou singulier, le développement asymptotique sera valable en général
au mieux sur une montagne naissant en x0 et l'essentiel du domaine aessible à
partir du sommet de ette montagne. Pas forément tout le domaine aessible, ar
la validité du développement jusqu'en x0 lui même ne soit pas forément assurée.
Dans e qui suit, nous étudierons omment se omportent les solutions d'une
équation diérentielle au voisinage des points ol pour le relief orrespondant.
Nous verrons que ertains de es points ne seront pas, exeptionnellement, des
points tournants suivant la dénition donnée i-dessus.
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1.5 Phénomène de Stokes
Autour d'un point tournant, orrespondant à une solution formelle unique,
on trouve en général diérentes solutions existant dans des (sous-ensemble de)
seteurs ouverts entrés en e point ; on retrouvera ette propriété lassique au
théorème 10. Ces domaines d'existene sont tous diérents, mais l'intersetion de
deux de es domaines distints n'est pas forément vide. L'expliation de ette
diérene de omportement de deux solutions, très voisines pour ertains x, quand
on s'approhe des limites d'un domaine (l'une des solutions reste bornée, alors que
l'autre y devient singulière) est le phénomène de Stokes.
Dans le as linéaire, où les domaines d'existene sont exatement des seteurs
ouverts, on sait [14℄ que la diérene entre deux solutions est un terme du genre
exp (−P (x)/ε). Ce terme est exponentiellement petit en ε dans l'intersetion des
domaines d'existene (e qui explique que le développement asymptotique reste
le même), mais il devient exponentiellement grand quand x atteint les limites des
seteurs : pour ε > 0, quand la partie réelle de P (x) devient négative.
Dans le as non linéaire, le phénomène est ertes plus omplexe, mais reste
analogue. Quand on parlera ii de aluler un oeient de Stokes, il s'agira de
déterminer la diérene de deux solutions à une équation donnée, au moins pour
ertains x où es deux solutions sont toutes deux dénies. Cependant alors que
dans le as linéaire, on peut trouver le terme exat, on n'aura dans le as général
qu'un équivalent (dans le meilleur des as).
Le phénomène de Stokes est indissoiable des points tournants : s'il n'est
pas présent, 'est qu'il existe une solution holomorphe univalente tout autour
du point tournant, orrespondant à une unique série formelle. Dans e as, si la
série formelle est bien dénie en e point, la solution est holomorphe jusque là.
On n'a plus alors de point tournant, par dénition.
1.6 Solutions «anards»
C'est dans e as partiulier où il existe une solution holomorphe jusqu'en
un point ol du relief, qui est un «andidat point tournant», que l'on parlera de
solution anard :
Dénition 8 La (vraie) solution d'une équation diérentielle du type (E.di.)
εy′ = yf(x, ε) + h(x, ε) + εy2P (x, ε, y) ,
dont le relief orrespondant ℜ
(∫ x
f(t, ε)dt
)
admet un point ol est appelée solution
anard si e point ol n'est pas un point tournant pour elle.
On onsidèrera, dans la suite, uniquement les anards dans des domaines ou-
verts du plan omplexe. Ils seront bien entendu holomorphes dans es domaines.
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Sur la droite réelle, il est en revanhe possible de trouver des anards moins
réguliers, dont seules les premières dérivées restent bornées dans un intervalle
autour du point ol.
L'existene de solutions anards a déjà été démontrée dans des as très généraux.
Parmi les résultats réents, on peut iter les deux théorèmes suivants :
Théorème 1 [8℄ Soit l'équation
εu′ = f(x)u+ εP (x, u, ε)
où les fontions f et P vérient les propriétés suivantes :
1. La fontion f est analytique dans un voisinage omplexe d'un intervalle réel
[a, b] autour de 0, et est à valeurs réelles sur et intervalle.
2. On a xf(x) > 0 pour tout x réel non nul de e voisinage ; de plus, il existe
λ > 0 et p entier impair tels que f(x) = λxp (1 +O(x)) au voisinage de 0.
3. Le fontion P est analytique dans un voisinage de [a, b] × {0} × {0} dans
C3.
Alors on a l'équivalene suivante : il existe une solution formelle uˆ =
∑
un(x)ε
n
dont tous les oeients un sont analytiques au voisinage de 0 si et seulement si
il existe une solution anard, tendant vers u0 quand ε → 0, uniformément dans
un voisinage omplexe de x = 0.
Ce premier théorème montre que dans le as des solutions anards, il y a en
fait une relation presque automatique entre l'existene d'une solution formelle
et l'existene d'une vraie solution. Le as des équations ave paramètre est un
peu diérent, puisqu'on ne trouve, formellement, un paramètre que sous la forme
d'une série formelle. Dans le as de es équations, on onnaît le résultat suivant :
Théorème 2 [2℄ On onsidère l'équation ave le multiparamètre a suivante, dénie
pour x dans un domaine D :
εu′ = Ψ(x, u, a, ε) ,
où Ψ est une fontion analytique dans un ouvert onnexe DΨ de C×C×Cp×C.
On suppose que
1. Il existe a0 ∈ Cp et une fontion analytique u0 tels que Ψ(x, u0(x), a0, 0) = 0
pour tout x ∈ D (il faut bien sûr que si x ∈ D, (x, u0(x), a0, 0) soit dans
DΨ).
2. La fontion f(x) =
∂Ψ
∂u
(
x, u0(x), a0, 0
)
admet un unique zéro, x0 dans D,
qui est d'ordre p. Cette fontion f est elle donnant le relief pour l'équation,
ave la relation R(x) = ℜ (∫ x f(t)dt) ; x0 est don le seul point ol pour e
relief dans D.
3. Le domaine D \ {x0} est la réunion de p + 1 domaines aessibles, es do-
maines étant éventuellement non bornés.
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4. On note Ψa : x→ Ψ(x, u0(x), a, 0). L'appliation
J : Cp−→Cp
a −→ (Ψa(x0),Ψ′a(x0), . . . ,Ψ(p−1)a (x0))
est un diéomorphisme loal au voisinage de a0.
Alors l'équation diérentielle admet une solution anard u(x), voisine de u0, pour
une valeur du paramètre a tendant vers a0 ave ε.
Ce dernier théorème d'existene sera redémontré au § 3.3 (d'une autre manière
que dans l'artile ité).
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Fig. 2: Canard, dit «de Van der Pol»
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Chapitre 2
Les anards de Van der Pol
2.1 Introdution
L'équation de van der Pol [13℄
εu¨+ (u2 − 1)u˙+ u = 0
est un exemple onnu d'équation diérentielle dont les solutions présentent des
osillations rapides entre deux périodes de relaxation.
On onsidèrera ii l'équation de van der Pol
〈〈
forée
〉〉
εu¨+ (u2 − 1)u˙+ u = α
où u˙ désigne la dérivée du
dt
, où ε est un paramètre arbitrairement petit et α un
paramètre réel.
Dans toute la suite, on se limitera au as α ≥ 0 (le as α négatif lui étant
symétrique).
Pour étudier les solutions de ette équation, on se plae dans le plan des phases
(ou plan de Liénard, [10℄), en prenant le système équivalent suivant :{
εu˙ = y − u3
3
+ u
y˙ = α− u
Une étude sommaire à partir de e système montre que, pour α > 1, la traje-
toire rejoint rapidement le voisinage de la ubique d'équation y = u3/3− u, puis
joint le point A(α, α3/3− α) qui est stationnaire. Pour α < 1, α pas trop prohe
de 1, la trajetoire nit par ontre en un yle omprenant deux parties stables
de la ubique et deux segments horizontaux (f. gure 3). Une étude loale au
voisinage de A montre d'ailleurs qu'il y a une bifuration de Hopf au voisinage de
α = 1 : le point stationnaire A est attratif si α < 1, et répulsif si α > 1 et on a
dans e as un yle limite dont la taille est d'ordre
√
1− α (pour les α très peu
diérents de 1).
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Fig. 3: Cyle pour α = 0
Le phénomène dont il est question ii est ependant distint, quoique très
voisin quand on fait varier α, de elui de la bifuration. Il a été déouvert quand
E. Benoît, J.L. Callot, F. et M. Diener ont herhé à voir, d'abord numériquement,
omment on passait (pour α < 1) d'un yle de petite taille
√
1− α au yle
beauoup plus grand de la gure 3 ; d'après la propriété de dépendane ontinue
des solutions (et don du yle) par rapport au paramètre α (qui intervient de
manière non singulière dans l'équation), on savait qu'il devait exister un régime
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intermédiaire entre es deux yles.
B(b)
A
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x
Fig. 4: Canard intermédiaire ; B, d'absisse b, est appelé «ol» du anard
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Fig. 5: Grand anard
Les premiers résultats obtenus sur e problème sont les suivants : pour ε arbi-
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trairement petit xé, on montre [1℄ que quand α varie au voisinage de 1, on peut
obtenir un régime intermédiaire entre les deux types de trajetoires ités, dans
lequel la trajetoire suit la ubique sur un moreau (aussi grand que l'on veut)
de la partie instable de ette ourbe ; on appelle les solutions orrespondantes des
〈〈
anards
〉〉
. Plus préisément,
1. pour des valeurs α˘ voisines de 1 bien hoisies, la trajetoire suit la ubique
entre ses deux sommets
(
1,−2
3
)
,
(−1, 2
3
)
: on a alors e qu'on appelle des
〈〈
grands anards
〉〉
(f. gure 5) ;
2. la trajetoire suit la ubique jusqu'au point d'absisse b ∈ ]− 1, 1[ si et seule-
ment si |α− α˘| = exp[−1
ε
(
R(b) + oε(1)
)]
, où α˘ est une des valeurs à grand
anard, et R(b) =
∫ b
1
(ξ − 1)(ξ + 1)2dξ (voir gure 4, et la gure 2 pour
l'origine de l'appellation de
〈〈
anard
〉〉
) ;
3. si α˘ est une valeur à grand anard, la trajetoire passe aussi dans un voisinage
de taille ε du point (u = 1, y = −2/3) et la solution du système orrespon-
dante est don néessairement ontinue en e point (ou plutt : bornée en ε
dans un voisinage de e point).
Ce sont es solutions partiulières qui vont être étudiées. Dans e but, on
eetue le hangement de variables suivant, pour se plaer au voisinage de la
ubique : y = u
3
3
− u+ εv, e qui nous mène au système{
u˙ = v
εv˙ = v(1− u2) + α− u
On élimine la variable temporelle :
εv
dv
du
= (1− u2)v + α− u . (E)
Comme ourbe lente pour ette équation (i.e. pour le paramètre ε = 0), on
trouve la fontion u 7→ − α−u
1−u2 , qui n'est ontinue en 1 que si α = 1. Dans e as,
on trouve failement la solution formelle
αˆ =
∞∑
n=0
anε
n vˆ(u) =
∞∑
n=0
vn(u)ε
n
ave les formules de réurrene suivantes
a0 = 1 an+1 =
n∑
j=0
vj(1)v
′
n−j(1)
v0(u) =
−1
u+ 1
vn+1(u) = v0(u)
∑n
j=0 vj(u)v
′
n−j(u)− an+1
u− 1

 (2.1)
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Une étude de ette série, réalisée par M. Canalis-Durand ave les outils de
l'analyse Gevrey, a montré qu'elle était divergente, mais Gevrey d'ordre 1 [5℄.
Dans [7℄, en étudiant l'équation dans le hamp omplexe, il est démontré que :
1. pour ε ∈ R+, il existe une unique solution (α+, v+) tel que la solution v+
existe en partiulier, pour n'importe quel ρ réel positif, dans l'ensemble du
seteur inni S
(−1 + ρ,−π
6
, 5π
6
)
=
{
z ∈ C / arg(z + 1− ρ) ∈ ]− π
6
, 5π
6
[
}
;
v+ orrespond dans son domaine de dénition à la solution formelle vˆ ;
2. pour α− = α+, on obtient aussi une vraie solution v− existant dans un domaine
symétrique de elui de v+ ;
3. il existe une solution (α(ε), v(u, ε)) holomorphe en ε ave une singularité en
ε = 0 qui prolonge la solution
(
α+, v+
)
dans un large seteur entré en 0
(pour la variable ε) ; ette solution vérie en plus la propriété : α−(ε) =
α (εe−2iπ), v−(u, ε) = v (u, εe−2iπ).
4. pour tout ε ∈ C assez petit tel que | arg(ε)| < π
2
+ δ, on a
|α(εe−2iπ)− α(ε)| ≤ exp
(
ℜ
(R(−1 + δ′)
ε
))
où δ et δ′ sont des onstantes positives, et R(x) =
∫ x
1
(t− 1)(t+ 1)2dt.
L'analyse à partir de ette série formelle ne permet pas ependant de voir e
qui se passe au voisinage de (−1), puisque la ourbe lente y a une singularité ;
alors que le dernier résultat i-dessus laisse penser qu'on gagnerait en préision si
on pouvait remplaer δ′ par quelquehose qui tend vers 0 ave ε.
Nous allons regarder spéiquement e qui se passe en e point en introduisant
un nouveau hangement de variable qui rée une loupe près de (−1) :
u = −1 + ε1/3X , v = ε−1/3Y
d'où
(E)⇐⇒ Y dY
dX
= 2XY
(
1− ε
1/3
2
X
)
+ α + 1− ε1/3X (E')
La ourbe lente (ε→ 0⇒ α→ 1) suivra l'équation
Y0
dY0
dX
= 2XY0 + 2 (2.2)
Nous allons étudier les solutions de (2.2) bornées à l'inni et montrer qu'il ex-
iste une vraie solution de l'équation diérentielle (E') qui admette un développe-
ment asymptotique du type Y (X, ε) =
∑∞
n=0 Yn(X)ε
n/3
. Cette solution orrespon-
dra don aussi à la série formelle obtenue de (2.1) par le hangement de variable ;
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l'intersetion de son domaine d'existene ave le domaine de z+ étant non nulle
et omme elles sont égales dans ette intersetion, par uniité, Y (X, ε) sera le
prolongement analytique de z+ jusqu'au point −1.
L'existene de ette solution permettra de trouver un équivalent exat de la
diérene α+−α− (paragraphe 2.4). À l'aide de et équivalent, nous en déduirons
ensuite un équivalent pour les oeients an de α (dans le paragraphe 2.5).
2.2 Étude de la ourbe lente
Il est possible de donner, d'une ertaine manière, une solution exate de l'équa-
tion de la ourbe lente (2.2) qui vérie les onditions aux limites voulues. Plus
exatement, nous allons démontrer le théorème suivant :
Théorème 3 Il existe des solutions de l'équation diérentielle
(2.2) Y0
dY0
dX
= 2XY0 + 2
qui tendent vers 0 en l'inni et dont les domaines d'existene ontiennent des
seteurs ouverts d'ouverture au moins
2π
3
en l'inni. En partiulier, il y en a
une qui est holomorphe dans un seteur S
(
∞, ̺,−π
6
,
5π
6
)
, et une autre dans un
domaine symétrique ontenant S
(
∞, ̺,−5π
6
,
π
6
)
. Ces deux solutions peuvent
être prolongées jusqu'en 0.
Pour démontrer e théorème, on ommene par eetuer le hangement de
variable suivant :
Y0(X) = X
2 + z(X) =⇒ (2.2) z′(X) = 2
X2 + z(X)
On regarde ensuite la fontion réiproque de la fontion X 7→ z(X) : on onsidère
en fait z 7→ X(z) ; on sait, d'après les théorèmes sur les fontions impliites que
si z′ ne s'annule pas, la dérivée de X s'érira :
dX(z)
dz
=
X2(z) + z
2
. (2.3)
On pose ensuite
X = −2u
′
u
, d'où u′′ +
1
4
uz = 0, qui est une équation d'Airy.
Les solutions de l'équation d'Airy peuvent toutes s'érire (par exemple) à partir
des fontions d'Airy Ai et Bi.
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On note
µ =
3
√
1
4
, j = e2iπ/3.
Une des solutions orrespondra par exemple à u = Ai(−µj2z) :
x = 2µj2
Ai
′(−µj2z)
Ai(−µj2z)
Or, les résultats onnus (voir [11℄) sur Ai sont :
Ai(z) =
e−ξ
2
√
πz1/4
(
1 +O
(1
ξ
))
Ai
′(z) =
−e−ξz1/4
2
√
π
(
1 +O
(1
ξ
)) (2.4)
où ξ = 2
3
z3/2 (en prenant la valeur prinipale de la raine), ei pour
−π + δ ≤ arg z ≤ π − δ (δ > 0) .
Comme arg(−µj2z) = arg(z) + π/3, on s'intéresse aux z tels que −4π
3
+ δ ≤
arg z ≤ 2π
3
+ δ, et on voit que dans e as
X2(z) = 4
u′2(z)
u2(z)
= 4µ2j4(−µj2z)
(
1 +O
(1
ξ
))
= −z +O
(
1√|z|
)
.
Cette dernière égalité permet d'armer, en utilisant le théorème d'inversion lo-
ale, que la fontion z 7→ X(z) a un inverse quand z est dans un voisinage de
l'inni dans le seteur proposé, soit la fontion X 7→ z(X).
Et alors Y0(X) = X
2 + z(X) = O(1/√|z|) tend vers 0 quand X →∞ pour
−π
6
+ δ′ ≤ argX ≤ 5π
6
− δ′
On obtient bien une solution Y0 bornée sur un large seteur de sommet O.
D'après l'équation diérentielle (2.2), Y0 ne pourrait tendre vers l'inni que quand
X tend vers l'inni. En eet, supposons qu'il existe une suite de points (Xn)
onvergeant vers un point ni X∞, telle que Y0(Xn) soit une suite non bornée.
Alors la fontion u0 = 1/Y0 vérie l'équation
du0
dX
= −2Xu20 − 2u30 ,
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et elle est telle que u0(Xn)→ 0. Comme u0 n'a pas de singularité en X∞, et que
d'après le théorème de Painlevé elle vérie u0(X∞) = 0, il s'agit de la l'unique
solution de son équation qui s'annule en X∞, don de la fontion nulle. Ce qui est
absurde. Les seules singularités de Y0 sont don des zéros de Y0.
L'équation diérentielle nous indique aussi que
Y0 ∼
X→∞
− 1
X
:
omme Y0 est bornée dans un domaine omprenant un seteur en l'inni, d'après
la formule de Cauhy, Y ′0 est bornée elle aussi à l'intérieur de e domaine. Don
quand X devient grand, on a néessairement que 2XY0+2→ 0. D'où le résultat.
Si on veut aller plus loin dans le développement de Y0, il sut de déomposer
la fontion Y0 = −1/X + Y˜ . La fontion Y˜ est solution (bornée quand X devient
grand dans le bon seteur) de
Y˜ ′Y˜ = 2XY˜ +
1
X3
− Y˜
X2
+
Y˜ ′
X
.
Y˜ = o(1/X) ; ave Cauhy, on en déduit don que Y˜ ′ est au plus un o(1/X2).
Dans l'équation diérentielle, les deux termes les plus importants sont ette fois
2XY˜ et 1/X3, don Y˜ ∼ −1/2X4.
Au total,
Y0 = − 1
X
− 1
2X4
+ o
(
1
X4
)
.
On peut montrer que la solution proposée existe aussi sur l'ensemble du demi-
axe {z ∈ C / arg z = −π
3
}.
En eet, pour z = −jt (t ∈ R+),
X(z) = 2µj2
Ai
′(µt)
Ai(µt)
argX(z) = arg j2 + π − 0 = π
3
dX
dt
=
dX
dz
dz
dt
=
X2(z) + z
2
(−j) = −j
2
2
(
4µ2
Ai
′2(µt)
Ai
2(µt)
− t
)
.
Le alul de la dérivée de 4µ2Ai′2(µt) − tAi2(µt), montre qu'elle est nulle ; ette
fontion est par onséquent une fontion onstante, et réelle, don
−1
j2
dx
dt
est une
fontion réelle qui garde un signe onstant (puisqu'on l'obtient de la préédente
en divisant par Ai
2(µt) ∈ R+).
D'où l'on peut déduire que t 7→ x(t)−j2 est réelle et uniforme sur R+, don in-
versible.
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On peut bien sûr prolonger analytiquement ette fontion sur tout domaine
simplement onnexe ne ontenant pas de singularité de Y0 (les seules singularités
possibles étant les points où Y0 s'annule). Cela semble être le as par exemple
(quand on fait des simulations numériques) du quart de plan (ℜz ≥ 0, ℑz ≥ 0).
On sait en tous as que Y0 existe sur une partie de l'axe réel, à partir d'un réel
Xl ≥ 0 jusqu'au voisinage de l'inni.
2.3 Existene d'une solution de (E'), Y (X, ε), qui est voisine
de Y0
Nous utiliserons un théorème de point xe pour montrer que ertaines solutions
de E' tendent vers Y0 quand ε tend vers 0.
(E') Y Y ′ = 2XY
(
1− ε
′
2
X
)
+ α+ 1− ε′X, ave ε′ = ε1/3
On érit Y sous la forme Y = Y0 + ε
′Z. On rappelle (2.2) : Y0Y ′0 = 2XY0 + 2.
Alors
Y0Y
′
0 + ε
′Z ′(Y0 + ε′Z) + ε′Z
(
2X +
2
Y0
)
= 2XY0 − ε′X2Y0 + ε′ZX(2− ε′X) + α− 1 + 2− ε′X
⇐⇒ Z ′ = −X2 + a/ε
′ −X − 2Z/Y0
Y0 + ε′Z
ave a = α− 1 = O(ε) = o(ε′) .
Après linéarisation de ette équation diérentielle, on obtient
Z ′ =−X2 + u0
( a
ε′
−X
)
− Z
(
u20(2 + a− ε′X)
)
+ ε′h(Z,X, ε′) (2.5)
où u0(X) =
1
Y0(X)
= −X + 1
2X2
+ o
(
1
X2
)
et h(Z,X, ε′) = Z2u30
2 + a− ε′X
1 + ε′u0Z
.
(2.6)
On introduit les fontions
F (x) =
∫ x
−u20(t)(2 + a− ε′t)dt,
et R(x) = ℜ(F (x)) .
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On désignera par γX un hemin dans le plan omplexe partant d'un point
(éventuellement inni) à déterminer et allant jusqu'à X .
En intégrant l'équation diérentielle ave la méthode de variation de la on-
stante, on voit que Z satisfait à l'égalité :
Z(X) =
∫
γX
eF (X)−F (t)
(
−t2 + u0(t)
( a
ε′
− t
)
+ ε′h(Z, t, ε′)
)
dt .
On souhaite montrer qu'on peut appliquer un théorème de point xe, pour
montrer qu'il existe une et une seule solution à l'équation (E') qui tend vers Y0
quand ε tend vers 0. On se plae pour ela dans un domaine ouvert D (qui sera
préisé par après) et on onsidère deux solutions notées Y1 et Y2 arbitrairement
prohes de Y0.
Soit alors hi = h(Yi, t, ε
′), pour i = 1, 2.
On trouve
h1 − h2 =
[
u0(t)
(
2 + a− ε′t)][u0(t)(Y1 − Y2)] (Y1 + Y2)u0 + ε′Y1Y2u20
(1 + ε′Y1u0)(1 + ε′Y2u0)
On est don amené à introduire les espaes fontionnels suivants :
H =
{
fontions holomorphes h sur D
/
sup
t∈D
|h(t)|
|u0(t)| · |2 + a− ε′t| soit ni
}
Y =
{
fontions holomorphes Y sur D
/
sup
t∈D
|Y (t)| · |u0(t)| soit ni
}
que l'on munit des normes orrespondantes ‖h‖H et ‖Y ‖Y respetivement.
Soit 0H : Y˜→H et 0Y : H˜→Y .
Y 7→h(Y, t, ε′) h 7→Z(X)
Ces deux opérateurs sont bien dénis au moins sur des sous-ensembles H˜ et Y˜
des espaes H et Y (ei sera repréisé plus loin).
Nous allons montrer que l'opérateur 0Y o0H est une ontration sur es ensem-
bles.
‖h1 − h2‖H ≤ ‖Y1 − Y2‖Y‖Y1‖Y+ ‖Y2‖Y + |ε
′| · ‖Y1‖Y‖Y2‖Y
(1− |ε′| · ‖Y1‖Y)(1− |ε′| · ‖Y2‖Y)
don si ‖Y1‖Y et ‖Y2‖Y sont majorées par δ, et pour ε′ < 1/δ, on a
‖h1 − h2‖H ≤ ‖Y1 − Y2‖Y 2δ + |ε
′|δ2
(1− |ε′|δ)2 . (2.7)
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Par ailleurs, si Yk(X, ε
′) = oY (hk(X, ε′)),
Y1 − Y2 =
∫
γX
eF (X)−F (t)ε′(h1 − h2)dt
d'où
‖Y1 − Y2‖Y≤ sup
X∈D
|u0(X)||ε′|
∫
γX
eR(X)−R(t)|h1 − h2|dt
≤ |ε′|.‖h1 − h2‖H sup
X∈D
eR(X)
∫
γX
e−R(t)
∣∣∣u20(t)(2 + a− ε′t)∣∣∣
∣∣∣∣u0(X)u0(t)
∣∣∣∣dt
Choisissons un X tel que : pour tout X ′ tel que |X ′| ≥ |X|, u0(X ′) est peu
diérent de −X ′. Plus préisément, on va hoisir γX et X tels que :
1. γX(t) ∈ D pour tout t.
2. γX va de l'inni à X ave γX(t) = e
iθt, où t est un réel allant de +∞ à |X|,
et θ = argX .
Alors, pour θ dans l'intervalle
]
3π
8
+ δ, π
2
− δ
[
,
F (X)− F (t) =
∫ |t|eiθ
|X|eiθ
−u20(φ)(2 + a− ε′φ)dφ t = |t|eiθ
=
∫ |t|
|X|
(2 + a)(−φ2)dφ+ ε′
∫ |t|
|X|
φ3dφ+ o(|t|2)
=
2 + a
3
ei(3θ−π)|t|3 + ε
′
4
e4iθ|t|4 + o(|t|2)
La partie réelle de ette dernière expression est positive, (pour |t| assez grand
donné indépendamment de |ε′|, pour tout arg(ε′) assez voisin de 0) et roissante
ave |t|. Don si on hoisit un X assez grand, il existe un µ > 0 tel que
µ
∣∣∣ d
dt
R
(
γX(t)
)∣∣∣ ≥ ∣∣∣F ′(γX(t))∣∣∣ , pour tout t, (2.8)
d'où on déduit
‖Y1 − Y2‖Y ≤ |ε′|.‖h1 − h2‖H sup
X∈D
eR(X)
∫
γX
e−R(t)µ
∣∣∣∣ ddtR(γX(t))
∣∣∣∣dt
‖Y1 − Y2‖Y ≤ |ε′| · µ · ‖h1 − h2‖H (2.9)
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Nous pouvons maintenant préiser le domaine D :
• D ⊂ (Domaine de Y0) (pour que u0 soit dénie).
• Tout point de X ∈ D peut être joint de l'inni par un hemin γX véri-
ant (2.8).
• (2 + a− ε′t) ne s'annule pas pour t dans e domaine.
Le domaine D n'est pas vide : ave les onditions données, on peut prendre
par exemple pour D un seteur S
(
∞, 2|Xf |, 3π
8
+ δ,
π
2
− δ
)
.
Alors, pour ε assez petit, les inégalités (2.7) et (2.9) signient que oY ooH peut
être un opérateur ontratant.
Il ne reste qu'à vérier qu'on a bien oY (H) ⊂ Y et que oH(y) ⊂ H où y est
une boule ouverte de Y.
Si Y ∈ Y et ‖Y ‖Y < 1
2ε′
(on a là la desription de l'ensemble y), alors
oH(Y ) = h(Y,X, ε
′) = u0(X)(Y (X)u0(X))2
2 + a− ε′X
1 + ε′u0(X)Y (X)
‖h(Y,X, ε′)‖H ≤ sup
X∈D
∣∣∣∣ (yu0)21 + ε′u0y
∣∣∣∣
qui est bien borné, et à Y xé est aussi borné pour tout ε′ assez petit, puisque
|u0Y | est borné pour X ∈ D quand Y ∈ Y.
Si h ∈ H,
oY (h) = Z(h,X, ε
′)
=
∫
γX
eF (X)−F (t)
(
−t2 + u0(t)
( a
ε′
− t
)
+ ε′h(t, ε′)
)
dt
= Z(0, X, ε′) + (Z(h,X, ε′)− Z(0, X, ε′))
La diérene dans la parenthèse ne posant pas de problèmes vu e qui a été montré
i-dessus (la fontion nulle est lairement dans l'espae H), on regarde uniquement
le premier terme.
Z(0, X, ε′) =
∫
γX
eF (X)−F (t)
(
−t2 + u0(t)
( a
ε′
− t
))
dt
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On retrouve quelque hose d'analogue à la démonstration onernant la diérene
des fontions Y1 − Y2.
‖Z(0, X, ε′)‖Y≤ 1|ε′| supX∈D |u0(X)|
∫
γX
eR(X)−R(t)
∣∣−t2ε′ + u0(t) (a− ε′t)∣∣ dt
≤ 1|ε′| . supX∈D e
R(X)
∫
γX
e−R(t)
∣∣−t2u0ε′ + u20(t) (a− ε′t)∣∣
∣∣∣∣u0(X)u0(t)
∣∣∣∣ dt
‖Z(0, X, ε′)‖Y≤ ‖ − u0ε′t(u0(t) + t) + au20(t)‖H sup
X∈D
eR(X)
∫
γX
e−R(t)µ
∣∣∣∣ ddtR(γX(t))
∣∣∣∣dt
La fontion −u0ε′t(u0(t) + t) + au20(t) est bien dans H : u0(t) = −t+ o(1/t), don
la fontion est majorée par |u0(t)(1 + |at|+ |ε′|)| < |u0(t)(2 + a− ε′t)| pour tout
ε assez petit.
‖Z(0, X, ε′)‖Y existe bien, Z(0, X, ε′) ∈ Y .
On peut don appliquer le théorème du point xe, e qui nous donne l'existene
et l'uniité de la solution de (2.5), Z(X, ε′), dans l'espae Y : ette fontion est
holomorphe et tend vers 0 quand X →∞, pour tout ε′.
On en déduit :
Théorème 4 Il existe une solution Yε de (E') sur un domaine D ontenant un
seteur ouvert entré en l'inni (de taille indépendante de |ε′|) d'ouverture un
peu inférieure à π/8. Yε tend vers 0 en l'inni et elle est telle que Yε −→
ε→0
Y0
uniformément.
Ce domaine D peut même être enore étendu.
Montrons qu'on peut, en eet, prendre un domaine D plus grand que elui
proposé. Comme l'équation (E') n'est pas singulière, les hemins γX peuvent être
rallongés d'une distane arbitraire (mais nie) à partir de Xf (par exemple, on
peut aller jusqu'à 0, ou Xl) ; l'intégrale∫
γX
eR(x)−R(t)|u20(t)
(
2 + a− ε′t)|∣∣∣∣u0(X)u0(t)
∣∣∣∣dt
restera eetivement bornée si on évite les singularités de Y0, puisque toutes les
fontions qu'elle ontient sont holomorphes et don bornées sur tout ompat
inlus dans leurs domaines de dénition. Et puisqu'il n'y a pas dans ette intégrale
de singularité en ε, on pourra hoisir des bornes indépendantes de ε.
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On peut même étendre D sur une partie de l'axe réel, et e jusque |ε|−1/3
par exemple. En eet, supposons que l'on ait déjà prolongé γX de X à Xl, puis
éventuellement à X0 ∈ R+, X0 assez grand.
Alors
R(x) =Cste +
∫ x
X0
−t2(2 + a− ε′t)dt+ o(x2)
d
dt
R(t) =− t2(2 + a− ε′t) + o(t) ∈ R− si t ≤ 1
ε′
(pour ε′ assez petit, a étant de l'ordre de ε′3)
‖Y1 − Y2‖Y ≤ |ε′|.‖h1 − h2‖H sup
x
eR(x)
∫ 1/ε′
0
e−R(t)
(
− d
dt
R(t)
)
dt
≤ |ε′|.‖h1 − h2‖H× Cste
e qui implique une onvergene uniforme sur [Xl, ε
−1/3], puisque l'inégalité (2.7)
reste bien sûr vériée tant que l'on ne s'approhe pas des singularités où des zéros
de la fontion u0.
Cette solution Yε de (E') orrespond à une solution v de (E) qui existe don,
pour ε > 0, au moins jusqu'en 2|Xf |ei7π/16 × ε1/3, sur le segment [−1 +Xlε1/3, 0]
et qui oïnide au voisinage de l'inni ave la solution y étudiée dans [7℄ : e sont
des prolongements holomorphes l'une de l'autre.
Cette solution Yε admet un développement asymptotique uniforme :
Corollaire 5 Il existe une suite de fontions Yn(X) holomorphes en X et tendant
vers 0 quand X tend vers l'inni telle que, pour tout N ∈ N, et X ∈ D,∣∣∣∣∣Yε(X, ε′)−
N∑
n=0
Yn(x)ε
′n
∣∣∣∣∣ ≤ ε′N+1|RN(X)| ,
où la fontion bornée RN vérie en outre
lim
X→∞
RN(X) = 0 .
Le as N = 0 orrespond au théorème préédent. On va démontrer le as
général par réurrene, à partir du as N = 1. On reprend l'équation 2.5 :
Z ′ = −X2 + u0
( a
ε′
−X
)
− Z
(
u20(2 + a− ε′X)
)
+ ε′h(Z,X, ε′) .
On a montré que Z(X, ε′) était une fontion qui existait, dans l'espae Y, et que
sa norme ‖Z‖Y était bornée indépendamment de ε′.
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On dénit Y1 omme solution de l'équation diérentielle i-dessus ave ε
′ = 0 :
Y ′1(X) = −X2 −Xu0(X)− 2Y1(X)u20(X) ,
bornée dans D. Dans le seteur [3π/8+δ, π/2−δ] onsidéré, le oeient du terme
homogène, −u20(X), a une partie réelle qui tend vers +∞. Il existe don une et une
solution Y1 de l'équation diérentielle qui soit bornée dans le seteur onsidéré.
De plus, le terme non homogène est d'ordre au plus −X2 −Xu0(X) = o(1) ; on
peut en déduire, omme pour Y0, que Y1(X) tend vers 0 en l'inni.
On pose maintenant Z(X, ε′) = Y1(X) + ε′Z1(X, ε′).
Alors Z1(X, ε
′) est solution de
ε′Z ′1 = u0
( a
ε′
)
+ ε′h(Z,X, ε′)− (Y1 + ε′Z1)
(
u20(2 + a− ε′X)
)
+ 2Y1u
2
0
Z ′1 = −Z1(2 + a− ε′X)u20 + u0
( a
ε′2
)
+ u20Y1
(
X − a
ε′
)
+ h(Z,X, ε′) ,
e qui est une équation diérentielle linéaire en Z1 (le fait que Z puisse s'érire en
fontion de Z1 n'est pas gênant : on sait que ette fontion Z existe, et h(Z,X, ε
′)
peut être onsidéré omme une donnée, omme fontion de H).
On peut résoudre ette équation :
Z1(X, ε
′) = eF (X,ε
′)
∫
γX
e−F (t,ε
′)
(
u0(t)
( a
ε′2
)
+ u20(t)Y1(t)
(
t− a
ε′
)
+ h(Z, t, ε′)
)
dt ,
en rappelant que F (X, ε′) =
∫ X −u20(t)(2 + a− ε′t)dt.
Alors, puisque |u0(t)(2+a−ε′t)| > 0 dansD, et que les fontions
h
(
Z(t, ε′), t, ε′
)
u0(t)
et Y1(t)u0(t) sont bornées, il est lair que Z1(X, ε
′) est une fontion bornée, qui
reste dans l'espae Y. Ce qui démontre le as N = 1.
Pour la suite de la démonstration par réurrene, elle devient évidente à par-
tir de l'équation diérentielle obtenue pour Z1 : on va trouver à haque fois
Zn−1(X, ε′) = Yn−1(X) + ε′Zn, puis
Z ′n = −Z1(2 + a− ε′X)u20 + hn(X, ε′) ,
ave hn(X, ε
′) =
hn−1(X, ε′)− hn−1(X, 0)
ε′
+ 2u20(X)Yn−1(X). hn est une fontion
de H ave l'hypothèse de réurrene qu'on peut exprimer omme ei : hn ∈ H et
Zn−1 ∈ Y. Don, en résolvant l'équation, on voit à nouveau que Zn(X, ε′) est une
fontion de Y.
Ce qui sut à démontrer le théorème.
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2.4 Estimation de α+ − α−
2.4.1 Préliminaires
Premiers termes du développement de v(u, ε) et Y (X, ε)
Le alul des premiers termes des séries pour a et v (f (2.1)) nous donne :
a(ε) = a1ε+ a2ε
2 +O(ε3) v(u, ε) = v0(u) + εv1(u) + ε2v2(u) +O(ε3)
où
a1 = −1
8
a2 = − 3
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et
v0(u) =
−1
u+ 1
v1(u) = −1
8
u2 + 4u+ 7
(u+ 1)4
v2(u) = − 1
32
3u5 + 21u4 + 66u3 + 126u2 + 159u+ 121
(u+ 1)7
Par réurrene, on démontre que pour n > 0 les vn(u) sont des frations ra-
tionnelles, dont le numérateur est un polynme de degré 3n−1, et dont le dénom-
inateur est (u+ 1)3n+1.
Le simple hangement de variable u = −1 + ε1/3X dans le développement de
v(u, ε) nous donne alors, après simpliation :
ε1/3v = − 1
X
− 1
2X4
− 5
4X7
− ε1/3
(
1
4X3
+
9
8X6
)
− ε2/3
(
1
8X2
+
3
4X5
)
− ε 3
8X4
− ε4/3 3
16X3
− ε5/3 3
32X2
+O
(
1
|X|8 + |ε|
1
|X|5 + |ε|
2 1
|X|2
)
.
Ensuite, omme Y (X, ε) = ε1/3v se met sous la forme
Y = Y0 + ε
1/3Y1 + · · ·+ Ynεn/3 + o
(
εn/3
)
,
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après identiation, on trouve pour les Yn :
Y0 = − 1
X
− 1
2X4
+O
(
1
X7
)
Y1 = − 1
4X3
+O
(
1
X6
)
Y2 = − 1
8X2
+O
(
1
X5
)
Y3 = O
(
1
X4
)
et pour n ≥ 4, on a
Yn = O
(
1
X2
)
ou Yn = o
(
1
X2
)
.
(2.10)
Équivalent de Y +0 − Y −0
On introduit les fontions suivantes :
Ai0 = Ai, Ai1 : x 7→ Ai(jx), Ai2 : x 7→ Ai(j2x) .
On herhe à estimer la diérene de deux des solutions de (2.2). Pour ela, nous
nous intéressons aux deux fontions suivantes :
X1(z) = −2Ai
′
1(z)
Ai1(z)
et X2(z) = −2Ai
′
2(z)
Ai2(z)
Ces deux fontions vérient, à ause de la symétrie par rapport à l'axe réel de
l'équation (2.3), la relation X1(z) = X2(z). Elles orrespondent à deux solutions
de l'équation (2.2) :
Y +0 (X) = X
2
2 (z(X)) + z(X) et Y
−
0 (X) = X
2
1 (z(X)) + z(X) .
En partiulier, pour X1(z) sur l'axe réel, on a :
X :=X1(z) = X1
(
Y −0
(
X1(z)
)−X21 (z)) = X1(Y −0 (X)−X2)
=X2(z) = X2
(
Y −0 (X)−X2
)
= X2
(
Y +0 (X)−X2
)
.
On note dans e as
z+(X) =Y +0 (X)−X2 et z−(X) = Y −0 (X)−X2
On herhe un équivalent de Y +0 − Y −0 , et nous allons montrer le résultat
suivant :
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Lemme 6 Pour X sur l'axe réel,
(Y +0 − Y −0 )(X) ∼
X→+∞
4
e
X2e−
2
3
X3i .
Ce qui revient à réussir à aluler exatement un oeient de Stokes pour une
équation diérentielle non linéaire ; dans le as général, e n'est pas possible.
Pour obtenir e résultat, on utilise le fait que pour X réel et susamment
grand, Y ±0 −X2 est presque un réel négatif. Dans e as |Aik(Y ±0 −X2)| est grand
pour k = 1 et k = 2, exponentiellement petit par ontre pour k = 0, e qui
justie l'utilisation d'un développement limité pour estimer les deux fontions
Ai2(z) = −j2Ai1(z) − jAi0(z) et Ai′2(z) = −j2Ai′1(z) − jAi′0(z). Dans le alul qui
suit, on travaillera en variable X , ave aussi les fontions z±(X) introduites plus
haut.
X1
(
Y −0 (X)−X2
)
= X2
(
Y +0 (X)−X2
)
−2Ai
′
1(z
−)
Ai1(z−)
= −2Ai
′
2(z
+)
Ai2(z+)
−2Ai
′
1(z
−)
Ai1(z−)
= −2Ai
′
1(z
+) + j2Ai′0(z
+)
Ai1(z+) + j2Ai0(z+)
X1(z
−) = X1(z+)
(
1 + j2
Ai
′
0(z
+)
Ai
′
1(z
+)
− j2Ai0(z
+)
Ai1(z+)
+ o(. . . )
)
X1(z
−)−X1(z+) = X1(z+)
(
j2
Ai
′
0(z
+)
Ai
′
1(z
+)
− j2Ai0(z
+)
Ai1(z+)
+ o(. . . )
)
Il va être possible de aluler un équivalent de ette diérene, e qui nous mènera
à un équivalent pour Y +0 − Y −0 . En eet, ave une formule de Taylor
X1(z
−)−X1(z+) ∼(z− − z+)X ′1(z−) = (Y −0 − Y +0 )X ′1(z−)
sahant que d'après l'équation diérentielle pour X1, on peut érire sa dérivée
X ′1(z
−) =
X21 (z
−) + z−
2
X ′1
(
z−(X)
)
=
X2 + (Y −0 (X)−X2)
2
∼ − 1
2X
.
Nous allons utiliser les équivalents déjà vus préédemment (f (2.4)) pour
estimer les deux frations
Ai
′
0(z
+)
Ai
′
1(z
+)
et
Ai0(z
+)
Ai1(z+)
, puisque z± est prohe du demi-axe
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réel négatif quand X →∞ :
ξ =
2
3
(
µ
(
X2 − Y0(X)
))3/2
=
2
3
(
2−2/3
)3/2(
X2 +
1
X
+O
( 1
X4
))3/2
=
1
3
(
X3 +
3
2
+ o(1)
)
ξ2 =
2
3
(
jµ
(
X2 − Y0(X)
))3/2
= eiπξ = −ξ
Ai
′
0(z
+)
Ai
′
1(z
+)
− Ai0(z
+)
Ai1(z+)
∼ −e
−ξz1/4
1
× 1−j(jz)1/4eξ −
e−ξ
z1/4
× (jz)
1/4
eξ
∼ e−5iπ/6e−2ξ + e−5iπ/6e−2ξ
∼ 2e−5iπ/6e−2ξ
En rappelant que
(Y +0 − Y −0 )X ′1(z−) ∼ −X1(z+)j2
(
Ai
′
0(z
+)
Ai
′
1(z
+)
− Ai0(z
+)
Ai1(z+)
)
on trouve omme équivalent pour la diérene le résultat annoné au lemme 6 :
(Y +0 − Y −0 )(X) ∼
4
e
X2e−
2
3
X3i quand X →∞ dans R. (2.11)
2.4.2 Établissement de l'équation vériée par α+ − α−
On rappelle l'équation (E), vériée pour (v, α) = (v+, α+) et (v−, α−).
(E) ε
dv
du
= (1− u2) + α− u
v
.
Le but des paragraphes à venir va être d'obtenir une estimation de α+ − α−.
Pour ela, on ommene par herher une équation diérentielle en v+ − v−, où
le terme à aluler sera présent. On pose alors
b =α+ − α− c =α+ + α−
d = v+ − v− e = v+ + v−
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Quand on eetue la substitution dans l'équation (E), on obtient
εd′ = (1− u2) + α
+ − u
v+
− (1− u2)− α
− − u
v−
=
ud+ α+v− − α−v+
v+v−
=
u
v+v−
d+
b+c
2
· e−d
2
+ b−c
2
· e+d
2
v+v−
=
u
v+v−
d+
e
2v+v−
b− c
2v+v−
d
=
u− c/2
v+v−
d+
v+ + v−
2v+v−
b
En remplaçant c = α+ + α− = 1 + a+ + 1 + a−, on obtient en dénitive
l'équation voulue.
Lemme 7 On pose d(u) = v+(u) − v−(u) et b = α+ − α−. Alors l'équation
diérentielle suivante est vériée :
εd′(u) = f(u)d(u) + g(u)b
ave
f(u) =
u− 1− a
v+v−
et g(u) =
v+ + v−
2v+v−
sahant que
a =
a+ + a−
2
= −1
8
ε+O(ε2) .
(toutes les fontions ii dépendent aussi de ε, ette dépendane n'est pas rappelée).
On intègre ensuite ette équation diérentielle ave la méthode de la variation
de la onstante, entre +∞ et x (ar lim+∞ d = 0) :
d(x) =
b
ε
eF (x)/ε
∫ x
+∞
e−F (u)/εg(u)du,
où
F (t) =
∫ t
1
f(u)du .
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Le hoix de x = xl = −1 +Xlε1/3 permet de trouver que
b = εd(xl)e
−F (xl)/ε 1∫ xl
+∞ e
−F (u)/εg(u)du
. (2.12)
2.4.3 Calul de l'équivalent pour b
On peut trouver une estimation, quand ε→ 0, de haun des fateurs dans le
produit de l'égalité (2.12) ; le but nal étant d'en obtenir une pour b.
Tout d'abord, on a vu que jusqu'au point u = xl, on pouvait armer que la
fontion v+(u) = ε−1/3 Y +(ε−1/3(1+u)) était équivalente à ε−1/3 Y +0 (ε
−1/3(1+u))
quand ε→ 0. Ce qui nous mène à
d(xl) = v
+(xl)− v−(xl) ∼
ε→0
ε−1/3
(
Y +0 (Xl)− Y −0 (Xl)
)
. (2.13)
Ensuite, l'intégrale présente dans (2.12) est suseptible d'être estimée ave la
méthode du point ol. On onstate d'abord que
F ′(t) = f(t) = 0 =⇒ t = 1 + a = α .
Or on vérie sans diulté que F (α) = O(ε2). D'où
F (t)
ε
= O(ε) + (t− α)
2
2ε
f ′(α) +
O(t− α)3
ε
.
Sahant que v±(α) = −1
2
+O(ε), on trouve
f ′(α) =
1
v+(α)v−(α)
− (v+v−)′(α) α− 1− a
(v+(α)v−(α))2
=
(
1
(−1/2)2 +O(ε)
)
+ 0
= 4 +O(ε),
don
F (t)
ε
=
2(t− α)2
ε
+
O
(∣∣t− α∣∣3 + |ε|.∣∣t− α∣∣2)
ε
Par ailleurs
g(α) ∼ −2 .
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La ontribution prinipale dans l'intégrale vient du voisinage de α, on va don
érire, après le hangement de variable x = (t− α)√2/ε,
−
∫ +∞
xl
g(t)e−F (t)/εdt ∼ −
√
ε
2
∫ +∞
(xl−α)
√
2/ε
g
(
α + x
√
ε/2
)
e
−F
(
α+x
√
ε/2
)
/ε
dx
∼ −
√
ε
2
g(α)
∫ +∞
(−2)
√
2/ε
e−x
2+
√
ε.O
(
|x|3+
√
|ε|.|x|2
)
dx
∼ 2
√
ε
2
∫ +∞
−∞
e−x
2
dx .
Un équivalent de l'intégrale est don :
−
∫ +∞
xl
g(t)e−F (t)/εdt ∼
√
2πε . (2.14)
Il reste à trouver une estimation pour F (xl). Pour aluler F (xl), on peut
ouper l'intervalle [xl, 1] en deux parties, en un point (−1 + λ), où λ est un réel
xé à hoisir entre 0 et 2. À gauhe, on pourra alors raisonnablement estimer v(u)
par l'expression ε−1/3
(
Y0(X)+ε
1/3Y1(X)+ε
2/3Y2(X)+O(ε)
)
d'après le orollaire
5 , et à droite par v0 + εv1 +O(ε2).
1
ε
F (xl) =
1
ε
∫ −1+λ
1
u− 1− a
v+(u)v−(u)
du︸ ︷︷ ︸
(A)
+
1
ε
∫ xl
−1+λ
u− 1− a
v+(u)v−(u)
du︸ ︷︷ ︸
(B)
Les aluls des premières fontions vn et les approximations pour les Yn (f. (2.10))
données dans les préliminaires permettent de donner une estimation des deux in-
tégrales. Pour l'expression (A), on part de
1
v+(u)v−(u)
= (u+ 1)2
(
1− ε
4
u2 + 4u+ 7
(u+ 1)3
)
+O(ε2)
puisque v+ et v− ont le même développement asymptotique, d'où
(A) =
1
ε
∫ −1+λ
1
u− 1− a
v+(u)v−(u)
du
=
1
ε
∫ −1+λ
1
(u− 1− a)(u+ 1)2du− 1
4
∫ −1+λ
1
(u− 1− a)u
2 + 4u+ 7
u+ 1
du+O(ε) .
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On rappelle que a = −ε/8 +O(ε2). Le alul des intégrales nous donne alors
(A) =
1
ε
(4
3
− 2λ
3
3
+
λ4
4
)
+
(1
3
− λ
3
24
+ 2 lnλ− 2 ln(2)
)
+O(ε) .
Pour (B), le alul se révèle plus omplexe. On sait que haune des deux
fontions v+ et v− se prolonge à l'aide d'une fontion du type Yε du théorème 4 :
v±(u, ε) = ε−1/3 Y ±ε
(u
ε′
)
ave X = u/ε′, en utilisant le orollaire 5,
v±(u, ε) = ε−1/3
(
Y ±0 (X) + ε
1/3 Y ±1 (X) + ε
2/3 Y ±2 (X) + εY
±
3 (X) +
ε4/3
X
Oε(1)
)
où le Oε(1) est borné quand ε→ 0 et au moins borné quand X →∞.
Comme v+ et v− ont le même développement asymptotique pour tout u > ρ
dans un ertain seteur autour de l'axe réel, il est lair que le développement
en 1/X des Yn donné plus haut est valable pour Y
+
n omme pour Y
−
n . Ces deux
fontions sont don exponentiellement prohes en 1/X quand X devient grand.
On peut don érire,
(B) =
1
ε
∫ xl
−1+λ
u− 1− a
v+(u)v−(u)
du
=
∫ Xl
λε−1/3
−2 + ε1/3X − a
Y +0 (X)Y
−
0 (X)
(
1−ε1/3Q1(X) + ε2/3Q2(X) + R(X, ε)
)
dX ,
en notant
Q1 =
Y +1
Y +0
+
Y −1
Y −0
, Q2 =
Y +1
2
Y +0
2 +
Y +1 Y
−
1
Y +0 Y
−
0
+
Y −1
2
Y −0
2 −
Y +2
Y +0
− Y
−
2
Y −0
;
le reste R(X, ε) se trouve être de la forme
( ε
X
+ ε4/3
)
Oε(1), puisqu'il orrespond
à des termes ε
Y ±k
Y ±0
(1 ≤ k ≤ 3) et ε
4/3
X
1
Y ±0
respetivement équivalents quand X
devient grand à
ε
X
et ε4/3.
(B) =
∫ Xl
λε−1/3
−2 + ε1/3X − a
Y +0 (X)Y
−
0 (X)
dX − ε1/3
∫ Xl
λε−1/3
−2 + ε1/3X − a
Y +0 Y
−
0
Q1 dX
+ ε2/3
∫ Xl
λε−1/3
−2 + ε1/3X − a
Y +0 Y
−
0
Q2 dX +
∫ Xl
λε−1/3
(−2 + ε1/3X − a)R(X, ε)
Y +0 Y
−
0
dX
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On appellera les quatre intégrales préédentes, dans l'ordre, (I), (II), (III) et
(IV ).
Pour (I), regardons d'abord
∫ Xl
λε−1/3
−2
Y +0 Y
−
0
dX . D'après l'équation diérentielle
(2.2) vériée par Y0, on a
(Y +0 − Y −0 )′(X) =
−2
Y +0 (X)Y
−
0 (X)
(Y +0 − Y −0 )(X)
=⇒ (Y +0 − Y −0 )(X) = (Y +0 − Y −0 )(0)e
∫ X
0
−2
Y+
0
Y−
0
dX
(en intégrant l'équation).
Or, quand X −→∞, on a vu ave (2.11) que
(Y +0 − Y −0 )(X) ∼
4
e
iX2e−
2
3
X3 ,
don∫ Xl
λε−1/3
−2
Y +0 Y
−
0
dX = ln
(
(Y +0 − Y −0 )(Xl)
i
)
− ln
(
(Y +0 − Y −0 )(λε−1/3)
i
)
= ln
(−i(Y +0 − Y −0 )(Xl))+ 1− 2 ln 2 + 2λ33ε − 2 ln(λε−1/3) + o(1)
= ln
(−i(Y +0 − Y −0 )(Xl))+ 2λ33 1ε + 23 ln ε− 2 ln 2λ+ 1 + o(1) .
Pour tous les termes à venir (y ompris pour les autres intégrales), l'intégration
au voisinage de Xl et de tout point ni ne donne au nal que du o(ε), et il n'y
a don que e qui se passe quand X → ∞ qui nous intéresse. Autrement dit,
la diérene entre Y ±n et son développement en 1/X est négligée. Ainsi, pour∫ Xl
λε−1/3
ε1/3X
Y +0 Y
−
0
dX , on utilise le développement asymptotique de Y0 :
Y0 = − 1
X
− 1
2X4
+O
( 1
X7
)
=⇒ 1
Y 20
= X2 − 1
X
+O
( 1
X4
)
∫ Xl
λε−1/3
ε1/3X
Y +0 Y
−
0
dX = ε1/3
∫
λε−1/3
(X3 − 1)dX +O(ε1/3)
= −ε1/3 λ
4
4ε4/3
+ ε1/3λε−1/3 +O(ε1/3)
= −1
ε
λ4
4
+ λ+O(ε1/3) .
Et pour la dernière partie de (I),∫ Xl
λε−1/3
a
Y +0 Y
−
0
dX = − ε
16
∫ Xl
λε−1/3
−2
Y +0 Y
−
0
dX
(
1 +O(ε)
)
= −λ
3
24
+ o(1) .
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D'où nalement
(I) =
1
ε
(2λ3
3
− λ
4
4
)
+
2
3
ln ε− 2 lnλ− 2 ln 2 + 1 + λ
− λ
3
24
+ ln
(
(Y +0 − Y −0 )(Xl)
i
)
+ o(1) .
On peut proéder de manière tout a fait identique pour (II)
(II) = ε1/3
∫ Xl
λε−1/3
−2 + ε1/3X − a
Y +0 Y
−
0
Q1(X) dX
en utilisant la série asymtotique de Y1 dans Q1 et ne négligeant e qui est en
fateur de a = O(ε).
Y1(X) = − 1
4X3
+O(X−6) =⇒ −2Y1
Y 30
= −1
2
+ o(1)
(II) = ε1/3
∫ λε−1/3−2 + ε1/3X
2
dX + o(1) =
λ2
4
− λ + o(1)
Et de même pour (III).
(III) = ε2/3
∫ Xl
λε−1/3
(−2 + ε1/3X)
Y 20
(Y 21
Y 20
− 2Y2
Y0
)
dX
Y2(X) = − 1
8X2
+O
( 1
X5
)
=⇒ −2Y2
Y 30
= −X
4
+O
( 1
X2
)
; et
Y 21
Y 40
= O
( 1
X2
)
(III) = ε2/3
∫ λε−1/3
(−2 + ε1/3X)
(
−X
4
)
+ o(1) =
λ3
12
− λ
2
4
+ o(1)
Pour la dernière intégrale,
(IV ) ≤ ε
∫
λε−1/3
−2 + ε1/3X
Y 20
(
1
X
+ ε1/3
)
Oε(1) dX
≤ ε
∫
λε−1/3
(Oε(X) + ε1/3Oε(X2)) dX
≤ εO(ε−2/3)
= o(1)
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En n de ompte, quand on additionne (A) + (I) + (II) + (III) + (IV ), on
obtient
1
ε
F (xl) =
1
ε
4
3
+
2
3
ln ε+
4
3
− 4 ln 2 + ln
((Y +0 − Y −0 )(Xl)
i
)
+ o(1)
Don
e−F (xl)/ε ∼ e−4/3εε−2/3 16
e4/3
i(
Y +0 − Y −0
)
(Xl)
(2.15)
Remarque
On peut signaler que le alul de (A) i-dessus n'est pas indispensable et qu'il sut de poser
λ = 0 dans (B) pour obtenir le bon résultat. Le alul omplet de (A) a ependant été onservé
pare qu'a priori, il est indispensable, qu'il peut l'être dans d'autres exemples et pare qu'il
permet de déteter d'éventuelles erreurs. Dans l'autre sens, remplaer λ par Xlε
1/3
dans (A) ne
sut pas pour obtenir le résultat omplet, mais donne déjà les termes e−4/3εε−2/3.
On peut en revanhe hoisir eetivement n'importe quel λ xé dans ]0, 2[, ou même un λ
variant très peu ave ε omme par exemple ε1/20, on aboutira au bon résultat, ave quelques
ompliations dans le seond as.
En ombinant les résultats intermédiaires (2.13), (2.14) et (2.15), ela nous
donne nalement :
(2.12) b ∼iεe−4/3εε−2/3 16
e4/3
ε−1/3
(
Y +0 − Y −0
)
(Xl)(
Y +0 − Y −0
)
(Xl)
1√
2πε
b ∼i e
− 43ε√
ε
8
√
2√
πe4/3
Soit le
Théorème 8
α+ − α− ∼ i e
− 43ε√
ε
8
√
2√
πe4/3
On retrouve le résultat de [7℄ de la proximité exponentielle des deux α. Et on
onrme que la borne trouvée : exp (R(−1 + ρ)/ε) était bien optimale.
2.5 Conséquene sur les oeients de la série aˆ(ε)
D'après [7℄, la fontion a(ε) est holomorphe dans le domaine
M =
{
ε
/
arg(ε) ∈
]−5π
2
+ δ,
π
2
− δ
[
, 0 < |ε| ≤ |ε1|
}
.
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Pour ε0 assez petit (|ε0| < |ε1|), le hemin γ, déni par un ar de erle de rayon
|ε0| et deux segments prohes de [0, ε0] (voir gure 6) est inlu dans M, et est
rétratile en un point dans e domaine..
0
ε
γ
0ε
Fig. 6: Chemin d'intégration γ.
Don pour ε ∈M, on a
a(ε) =
1
2iπ
∫
γ
a(u)
u− εdu
=
1
2iπ
∫
|u|=ρ
a(u)
u− εdu+
1
2iπ
∫ ε0
0
(
a(ue−2iπ)− a(u)
u− ε
)
du
puis en développant en série de ε et en identiant les oeients obtenus
an =
1
2iπ
∫
|u|=ρ
a(u)u−n−1du+
1
2iπ
∫ ε0
0
(
a(ue−2iπ)− a(u)
)
u−n−1du
omme le premier terme n'est que de l'ordre de ρ−n
an ∼ 1
2iπ
∫ ε0
0
(
a−(u)− a+(u)
)
u−n−1du
et que dans ette intégrale, la ontribution prinipale vient du voisinage de 0, le
théorème 8 mène à
an ∼ − 1
2iπ
i
8
√
2
e4/3
√
π
∫ ε0
0
e−4/3u√
u
u−n−1du .
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On eetue alors le hangement de variable t = 4
3u
, du = −4
3
dt
t2
an ∼ 1
2π
8
√
2
e4/3
√
π
∫ 4/3ε0
+∞
e−ttn−1
√
t dt×
√
3
4
(
3
4
)n
.
Pour n assez grand,
∫ 0
4/3ε0
e−ttn−1/2dt est négligeable fae à
∫ 4/3ε0
+∞ e
−ttn−1/2dt.
Don
an ∼ −1
2π
8
√
2
e4/3
√
π
√
3
4
(
3
4
)n
Γ
(
n +
1
2
)
Or
Γ
(
n+
1
2
)
∼
√
2πn
(
n− 1/2
e
)n−1/2
∼
√
2π
(
n
e
)n
Don
an ∼ −1
2π
8
√
2
e4/3
√
π
√
3
4
(
3
4
)n√
2π
(
n
e
)n
Théorème 9 On a un équivalent exat pour les oeients des α 〈〈à anards 〉〉 :
an ∼ −4
√
3
πe4/3
(
3n
4e
)n
On rappelle que tous les α donnant des solutions 〈〈anards 〉〉 sont exponentielle-
ment prohes en ε. Ils ont don tous le même développement asymptotique.
Par ailleurs, le résultat obtenu (à ε donné) en sommant la série 〈〈au plus pe-
tit terme
〉〉
donne aussi une approximation de α exponentiellement bonne, et est
don une valeur à anard [7℄.
2.6 Résultats numériques
On peut failement implémenter le alul de la suite des an en utilisant les
formules de réurrene (2.1). En partiulier, en alulant les 155 premiers termes
(alul eetué par Frank Mihel et amialement transmis) et en regardant le
résultat de la multipliation bn = an × (4e/3n)n, on obtient :
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b135 −0, 5417512651 b136 −0, 5418690317 b137 −0, 5419854885
b138 −0, 5421006603 b139 −0, 5422145711 b140 −0, 5423272443
b141 −0, 5424387024 b142 −0, 5425489682 b143 −0, 5426580621
b144 −0, 5427660064 b145 −0, 5428728208 b146 −0, 5429785257
b147 −0, 5430831405 b148 −0, 5431866841 b149 −0, 5432891757
b150 −0, 5433906324 b151 −0, 5434910728 b152 −0, 5435905137
b153 −0, 5436889722 b154 −0, 5437864645 b155 −0, 5438830066
Si on herhe alors les bn sous la forme bn = C + a/
√
n et bn = C + a/ 3
√
n, on
obtient (en utilisant une formule de linéarisation aux moindres arrés) :
bn = −0, 5736898877+ 0, 3710889332√
n
, bn = −0, 5891153498+ 0, 24295197293√n .
Et la onstante alulée i-dessus vaut
−0, 5813148764.
On onstate don que la onstante alulée est ompatible ave les résultats
numériques, mais que les «termes orretifs» du développement des an restent
non négligeables.
Il est aussi possible d'estimer diretement la valeur de b = α+−α− = 2ℑ(α+)
en herhant les valeurs numériques de α+ pour diérentes valeurs de ε.
On intègre numériquement, pour ertains ε raisonnablement petits, l'équation
diérentielle (E), par exemple d'une part le long du hemin omprenant les seg-
ments [−1+10i, 0] puis [0, 1] et d'autre part le long de [9, 1]. Ces deux hemins ont
la propriété de desendre le relief (f. g. 7, et [7℄), 'est à dire qu'une erreur dans
l'estimation des valeurs initiales (en −1 + 10i et en 9) devient exponentionnelle-
ment petite une fois arrivés en 1 ; on prendra don les valeurs v(−1+ 10i) = i/10
et v(9) = −1/10. De plus, un de es hemins part de la montagne Nord, l'autre
de la montagne Est, et la dénition de α+ est qu'il s'agit de la valeur de α pour
laquelle il existe une solution tendant vers 0 en l'∞ sur es deux montagnes (N.B. :
on retrouvera la manière de onstruire les α dans la partie suivante), e qui sera
vrai si et seulement si les deux v(1) trouvés sont égaux.
48
1-1
-
+
-
+
-
+ -
+
-
+
0
Fig. 7: Relief pour l'équation de Van der Pol, et hemins pour l'intégration numérique
Une reherhe numérique de e type donne les approximations suivantes :
ε α+ 2ℑ(α+)× e4/3ε√ε
0, 20 0, 9684 + 0, 00153i 1,07
0, 17 0, 9733 + 0.00055i 1,16
0, 14 0, 9800 + 0.000120i 1,23
0, 08 0, 9893 + 1, 40 · 10−7i 1,37
0, 06 0, 9921 + 6, 48 · 10−10i 1,42
0, 05 0, 9935 + 8, 5 · 10−12i 1,44
0, 04 0, 9948 + 1, 23 · 10−14i 1,47
Ces résultats sont ompatibles ave la valeur de la onstante trouvée (égale
environ à 1,68), ave des termes orretifs en
√
ε et 3
√
ε.
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Chapitre 3
Généralisation
3.1 Préliminaires
3.1.1 Rappel : estimation de Cauhy
On rappelle pour les démonstrations à venir la propriété de Cauhy, qu'on
utilisera sous la forme suivante :
Lemme 1 Soit f(x1, . . . , xn) une fontion holomorphe en x = (x1, . . . , xn), bornée
pour x dans l'ouvert U = U1 × U2 × . . . × Un), et soit F1 un fermé inlus dans
l'ouvert U1. Alors
∂f
∂x1
(x) est bornée pour x ∈ F1 × U2 × . . .× Un
Un orollaire immédiat de e lemme indique que si e n'est pas f(x), mais
f(x)
g(xk)
qui est bornée, alors la fontion
1
g(xk)
∂f
∂x1
(x) est bornée elle aussi.
3.1.2 Forme normale pour une équation diérentielle
Plutt que travailler sur une équation érite sous la forme (E.di.) vue dans
l'introdution :
εy′ = yf(x, ε) + h(x, ε) + εy2P (x, ε, y)
nous allons manipuler dans ette setion une équation sous une forme (i) ap-
paremment moins générale :
εy′ =
(
xpf(x) + εg(x, ε)
)
y + h(x, ε) + εy2P (x, ε, εy) . (i)
En fait, on se ramène failement à une équation de e type.
Soit l'équation
εu′ = Ψ(x, u(x), ε) ,
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où on demande juste que Ψ soit holomorphe en x, méromorphe en u et qu'elle
admette un développement asymptotique en ε quand ε tend vers 0. On suppose
aussi qu'il existe une ourbe lente u0(x), telle que Ψ(x, u0(x), 0) = 0.
On pose u(x) = u0(x) + εy(x), ou, e qui donne souvent un résultat plus
agréable à manipuler, u(x) = u0(x)
(
1 + εy(x)
)
, et on linéarise l'équation en y.
εu′ = Ψ(x, u, ε) ,
donne, en regroupant dans ψ0 et ψ1 tout e qui est linéaire en u, et dans le dernier
terme tout e qui ontient un ple en u = 0,
= ψ0(x, ε) + uψ1(x, ε) + u
2ψ2(x, ε, u) +
1
uk
ψ3(x, ε, u)
On érit alors u = u0(1 + εy) :
εu′0
(
1 + εy(x)
)
+ ε2u0y
′ = ψ0 + u0ψ1 + εu0y
+ u20ψ2 + u
2
0(2εy + ε
2y2)ψ2(x, ε, u0(1 + εy)) +
1
uk0(1 + εy)
k
ψ3(x, ε, u0(1 + εy))
Comme u0 est ourbe lente, les termes de degré 0 en ε s'éliminent ; on divise alors
par ε, puis on linéarise autour de y = 0 : les termes en yk, k > 0 ont don omme
fateur un terme
εk
ε
, e qui donne bien en partiulier, pour k ≥ 2, εy2P (x, ε, εy).
On obtient don bien une équation du type annoné i-dessus, sahant que les
fontions f , g, h et P ontiennent éventuellement des termes ave des fateurs en
1
uk+10
.
Ainsi, dans l'exemple de l'équation de Van der Pol (E), ette proédure de
normalisation nous donne :
εv
dv
du
= (1− u2)v + α− u
ε
dv
du
= (1− u2) + 1 + a(ε)− u
v
.
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Puis en posant v = v0(1 + εy), v0 étant égal à
−1
u+ 1
,
ε (v0(1 + εy))
′ = 1− u2 + 1 + a− u
v0(1 + εy)
,
εv0(εy
′) = 1− u2 + 1 + a− u
v0
(
1− εy + ε
2y2
1 + εy
)
− εv′0(1 + εy) ,(
− ε
1 + u
)
εy′ = (1− u2)
(
εy − ε
2y2
1 + εy
)
− a(1 + u)
(
1− εy + ε
2y2
1 + εy
)
+
ε
(1 + u)2
(1 + εy) ,
εy′ = y
(
−(1 − u)(1 + u)2 + ε
(
a
ε
(1 + u)2 − 1
1 + u
))
+
a
ε
(1 + u)2 − 1
1 + u
+ εy2
1
1 + εy
(
(1− u)(1 + u)2 + a(1 + u)2) .
Pour ette équation, l'étude a été faite au voisinage des deux points ols du relief
onstruit à partir de −(1 − u)(1 + u)2 : autour de u = 1, dont on a montré qu'il
n'était pas un point tournant dans ertains as ([7℄) ; et au voisinage de −1, au
hapitre 2. Ce sont es deux études que l'on souhaite généraliser ii.
3.2 Existene de solutions d'une équation diérentielle près
d'un point tournant
Dans les paragraphes 3.2.1 et 3.2.2, nous allons généraliser le théorème 4 qui
a été démontré dans le as de l'équation de Van der Pol, au as suivant :
εy′ =
(
xpf(x) + εg(x, ε)
)
y + h(x, ε) + εy2P (x, ε, εy) . (i)
Il est lair que 0 est un point ol pour le relief ℜ (∫ x tpf(t)dt) orrespondant, et
'est don en général un point tournant pour l'équation diérentielle. On veut
étudier le omportement des solutions de ette équation au voisinage de e point.
Le but va être de démontrer que si on a les bonnes hypothèses sur les fontions
intervenant dans l'équation, on a l'existene d'une vraie solution bornée, d'abord
pour des x tels que |x| > ρ, où ρ > 0 est une onstante quelonque xée in-
dépendante de ε (résultat lassique, redémontré au paragraphe 3.2.1 i-dessous,
pour ε assez petit). Ensuite, que ette solution peut bien souvent être prolongée
dans des domaines de la même forme, mais ave un ρ tendant ette fois vers 0
ave ε : |x| > ρ(ε) = Xlεr (Xl onstante assez grande, mais indépendante de ε,
et r un rationnel stritement positif donné). Ce deuxième résultat sera démontré
dans un seond temps, dans le paragraphe 3.2.2, et on verra que si la solution
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prolongée n'est pas néessairement bornée (quand ε→ 0) dans tout son domaine
d'existene, sa roissane reste ontrlée et n'est pas, en tous as, exponentielle.
Chaun de es deux résultats ne sera en général vrai que dans ertains do-
maines déterminés non seulement par la norme de x, mais aussi par le relief ; de
fait, es domaines orrespondront à peu près à des seteurs entrés en 0, ave des
x vériant la ondition donnée i-dessus : |x| > ρ(ε).
3.2.1 Existene d'une solution «loin» de 0
On se xe don une onstante ρ positive, arbitrairement petite.
On suppose qu'on a, pour l'équation (i), les hypothèses (H•) suivantes :
• f est holomorphe dans D0, où D0 est un domaine ouvert, ni ou inni,
ontenant 0, et f ne s'annule pas sur D0.
• g, h et P sont holomorphes en x sur D0, sauf éventuellement en 0 où g ou
h peuvent n'être que méromorphes et avoir un ple.
• g, h et P sont holomorphes en ε dans des seteurs ouverts S0, entrés en 0, et
bornées pour tout x ∈ D0 xé quand ε→ 0 : on suppose qu'il existe q tel que
les fontions P , xqg(x, ε) et xqh(x, ε) ont un développement asymptotique
en ε quand ε tend vers 0.
• P est holomorphe en εy dans un voisinage de 0.
• On pose F (t) = ∫ t(upf(u))du et R(t) = ℜ(F (t)|ε|
ε
)
. On onsidérera à θ =
arg ε xé un domaine fermé Dθ ⊂ D0, tel que Dθ soit aessible à partir
d'un sommet sθ, qui est soit inni, soit dans D0 \Dε ave le relief R(t), et
tel que ∀x ∈ D, |x| ≥ ρ ; on reprendra, pour e qui onerne l'aessibilité,
les notations de la dénition 1. Les domaines Dε peuvent être non bornés,
si D0 l'est.
L'équation (i) a une solution formelle yˆ(x, ε) =
∑∞
n=0 yn(x)ε
n
pour |x| > ρ,
dont tous les oeients yn(x) sont holomorphes en x. Cela se vérie en rem-
plaçant dans l'équation y par ette série et en identiant les oeients de εn : on
trouve alors des relations de réurrene donnant yn en fontion des yp et de leurs
dérivées (pour p < n). La première relation, obtenue en posant ε = 0 donne
y0(x) = −h(x, 0)
xpf(x)
Nous allons démontrer le théorème suivant :
Théorème 10 On suppose que pour l'équation (i), les hypothèses (H•) sont véri-
ées et que les fontions
1
xpf(x)
,
1
xpf(x)
sup
|y|≤δ
(P (x, ε, εy)) ,
g(x, ε)
xpf(x)
et
h(x, ε)
xpf(x)
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sont bornées
†
pour un ertain δ, x ∈ D0, |x| > r (r onstante arbitrairement petite)
et ε ∈ S0, |ε| < ε0. On fait varier ε dans un seteur S0 d'ouverture arbitrairement
petite.
Alors, pour tout réel positif ρ > r, il existe un domaine fermé éventuellement
non borné D ⊂ D0, de la forme
D =
⋂
ε∈S0
{
x ∈ C / |x| ≥ ρ, x aessible d'un sommet sε ave le relief ℜF (x)|ε|
ε
}
et une solution y(x, ε) de (i) existant pour x ∈ D qui soit bornée indépendamment
de |ε| sur e domaine. Cette fontion y(x, ε) tend vers la fontion y0(x) quand ε
tend vers 0 dans S0, uniformément pour x ∈ D.
Quelques remarques sur les hypothèses de e théorème :
1. L'hypothèse 1/
(
xpf(x)
)
bornée implique bien entendu que f ne s'annule
pas sur D.
2. Comme il existe un λρ tel que λρ|upf(u)| ≥ |g(u, ε)|, ∀u ∈ D et ε assez petit,
ela signie que le (vrai) relief orrespondant à ℜ
(∫ t(
upf(u) + εg(u, ε)
)
du
)
ne serait qu'une petite perturbation du relief eetivement onsidéré.
3. Comme h(x, ε)/
(
xpf(x)
)
est bornée pour tout ε assez petit et élément d'un
seteur S0, la fontion y0(x) est elle aussi bornée sur D. Ensuite, d'après
l'inégalité de Cauhy, y′0(x) fait aussi partie des fontions bornées sur D.
4. Les points sε et les reliefs ne dépendent que de l'argument de ε, et pas de
sa norme. L'intersetion se fait don uniquement sur le (petit) intervalle des
arguments de ε possibles pour S0. Comme le relief et les sommets dépendent
ontinûment de arg ε, en prenant S0 susamment peu ouvert, on est assuré
que le domaine D sera non vide.
Le théorème revient à montrer qu'il existe une vraie solution holomorphe or-
respondant à la solution formelle donnée i-dessus dans ertains domaines D pour
tout ε assez petit. On ommenera par onsidérer le as où arg ε est une onstante,
ave le relief et le sommet s orrespondants. On omettra le plus souvent dans la
suite de rappeler la dépendane de la fontion y en ε.
On herhe ette solution holomorphe sous la forme y = y0 + εz. L'équation
(i) devient alors
εz′(x) =
(
xpf(x) + εg(x, ε)
)
z(x) + y0(x)g(x, ε)− y′0(x) +
h(x, ε)− h(x, 0)
ε
+ (y0(x) + εz(x))
2P (x, ε, εy0(x) + ε
2z(x))
†
autrement dit, la partie linéaire homogène de l'équation diérentielle ne devient jamais négligeable
par rapport aux autres termes ou aux onstantes
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En utilisant la formule de variation de la onstante, on obtient
z(x) =
1
ε
∫
γx
e
F (x)−F (t)
ε
(
y0(t)g(t, ε)− y′0(t) +
h(t, ε)− h(t, 0)
ε
+H(t, ε, z(t))
)
dt
ave γx un hemin partant du sommet s et desendant le relief jusqu'à x, et ave
la fontion H(t, ε, z) = εzg(t, ε) + (y0(t) + εz)
2P (t, ε, εy0(t) + ε
2z).
On souhaite appliquer un théorème de point xe, pour ε assez petit xé. On
onsidère pour ela les deux opérateurs suivants :
H : Z˜ ⊂ Z→ H
z 7→ H(z),
la fontion H(z) étant telle que H(z)(x, ε) = H(x, ε, z(x, ε)) pour tout (x, ε) ∈
D× S0,
et
Z : H˜ ⊂ H→ Z
H 7→ z = 1
ε
∫
γx
e
F (x)−F (t)
ε
(
y0(x)g(t, ε)− y′0(t) +
h(t, ε)− h(t, 0)
ε
+H(t)
)
dt
où H et Z sont les espaes fontionnels suivants :
Z = {z(x, ε)/ z holomorphe et bornée dans D× S0}
H =
{
H(x, ε) / H est holomorphe dans D× S0,
et sup
x∈D
H(x, ε)
xpf(x)
est borné indépendamment de ε
}
Ces deux espaes sont munis des normes orrespondantes ‖ · ‖ et ‖ · ‖H. Ave
les hypothèses du théorème, les fontions g(x, ε), P (x, ε, εδ) et h(x, ε) sont dans
H, ainsi que
∂P
∂(εy)
, et ave une norme dans et espae que l'on peut majorer
indépendamment de ε.
Alors H et Z sont des opérateurs ontratants. En eet, on peut érire (en
omettant de rappeler les dépendanes de g, y0, zk etHk en x et ε),
H(z1)−H(z2) =
[
εg +
(
2εy0 + ε
2(z1 + z2)
)
P (x, ε, εy0 + ε
2z2)
+ (y20 + 2εy0z1 + ε
2z21)
P (x, ε, εy0 + ε
2z1)− P (x, ε, εy0 + ε2z2)
(z1 − z2)
]
(z1 − z2)
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et on onstate que, si ‖zk‖ ≤ δ (on hoisit ii δ pour que e soit vrai) et pour ε
assez petit, on se trouve devant une ombinaison linéaire de fontions de H, ave
g, P et
∂P
∂(εy)
, multipliées par des fontions bornées sur D, telles que y0 et z1,
z2. Cette ombinaison linéaire est don bornée, et omme on peut mettre un ε en
fateur, on a :
‖H(z1)−H(z2)‖H ≤ |ε| C ‖z1 − z2‖ (3.1)
Pour l'autre opérateur,
Z(H1)− Z(H2) = 1
ε
∫
γx
e
F (x)−F (t)
ε
(
H1(t)−H2(t)
)
dt
‖Z(H1)−Z(H2)‖ ≤ 1
ε
∫
γx
e
R(x)−R(t)
ε ‖H1 −H2‖H |tpf(t)| dt
en utilisant la ondition d'aessibilité du domaine D,
≤ ‖H1 −H2‖H
ε
∫
γx
e
R(x)−R(t)
ε
1
Cγx
−d
dt
R(t)dt
≤ ‖H1 −H2‖H
1
C
[
e
R(x)−R(t)
ε
]x
s
Don l'opérateur Z est tel que
‖Z(H1)− Z(H2)‖ ≤M.‖H1 −H2‖H (3.2)
où M peut bien être hoisi indépendant de ε.
Vérions que les ensembles d'arrivée des deux opérateurs sont bien eux qui
sont donnés.
Si z(x, ε) ∈ Z,
‖H(z)(x, ε)‖H ≤ |ε| · ‖z‖ · ‖g‖H +
∥∥y0 + εz2∥∥ · ‖P (x, ε, εδ)‖H , (3.3)
ei, si pour tous les z tels que ‖y0 + εz‖ ≤ δ (d'ailleurs, l'opérateur n'est déni
que pour de tels éléments de Z, et non sur tout l'espae).
Si H(x, ε) ∈ H,
Z(H) = Z(0) + (Z(H)−Z(0))
‖Z(H)‖ ≤ ‖Z(0)‖+ ‖Z(H)−Z(0)‖
≤ 1
ε
∥∥∥∥y0g − y′0 + ∂h∂ε
∥∥∥∥
H
e
R(x)
ε
∫
γx
e−
R(t)
ε |tpf(t)| dt+M‖H − 0‖H
‖Z(H)‖ ≤ M
∥∥∥∥y0g − y′0 + ∂h∂ε
∥∥∥∥
H
+M‖H‖H (3.4)
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En eet, y0g, y
′
0 et
∂h
∂ε
sont dans l'espae H, puisque y0 et y
′
0 sont bornées, et que
g ∈ H et h ∈ H.
Don, vu les inégalités (3.1) et (3.2) le théorème du point xe est appliable
dans e as pour l'opérateur ZoH pour tout ε dans S0, assez petit.
Nous venons de démontrer exatement qu'il existe une solution y de l'équation
diérentielle étudiée qui tend uniformément (pour x ∈ D) vers y0 quand ε → 0
dans S0. Cette solution y(x, ε) est holomorphe en ses deux variables dans D×S0.
En regardant un peu plus loin dans le développement de y on arrive au théorème
suivant :
Théorème 11 La solution y du théorème 10 admet la solution formelle yˆ =∑
yn(x)ε
n
omme développement asymptotique, uniforme pour x ∈ D, quand ε
tend vers 0.
Nous avons déjà montré que la vraie solution y(x, ε) existe et qu'elle est bornée
dans D. Par hypothèse, on sait pouvoir déterminer, pour tout N , les N premiers
oeients de la série formelle yˆ : y0(x), . . . , yN−1(x). Posons RN (x, ε) tel que
y(x, ε) = y0(x) + εy1(x) + · · ·+ εN−1yN−1(x) + εNRN(x, ε) .
On sait de la fontion RN (x, ε) qu'il s'agit, pour tout ε ∈ S0 xé, d'une fontion
holomorphe et bornée en x ∈ D, et que εNRN (x, ε) est bornée, uniformément pour
x ∈ D, quand ε tend vers 0 dans S0. On souhaite montrer en plus que RN(x, ε)
est bornée sur D× S0, en utilisant une équation diérentielle pour R.
En remplaçant dans (i), on obtient une équation diérentielle pourRN , puisque
tous les autres termes sont onnus. Dans le as N = 1, pour lequel on sait en plus
que R1(x, ε) est bornée sur D× S0,
ε (y0 + εR1)
′ =
(
xPf + εg
)
(y0 + εR1) + h+ ε (y0 + εR1)
2 P (x, ε, εy + ε2R1)
εR′1 = (x
pf + εg)R1 + y0g − y′0 +
h(x, ε)− h(x, 0)
ε
+ y2P (x, ε, εy) ,
(on ne notera plus les dépendanes en x et/ou ε des fontions là où il n'y a pas
d'ambiguïté)
On obtient bien une équation diérentielle en R1(x, ε), les fontions y et y0 en
partiulier pouvant être onsidérées omme données du problème. Cette équation
diérentielle est linéaire en R1, mais on va se ontenter de vérier que les fontions
oeients vérient les propriétés du théorème 10.
Les fontions f et g ne hangent pas, leurs propriétés restent. La nouvelle
fontion pour P , P1, est nulle. Le nouvel h est
h1(x, ε) = y0g − y′0 +
h(x, ε)− h(x, 0)
ε
+ y2P (x, ε, εy) ,
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une fontion holomorphe en x sur D0, sauf éventuellement en x = 0, à ause de la
présene de h dans l'expression ; elle est aussi holomorphe en ε dans S0, et reste
bornée quand ε → 0, d'après e qu'on sait de y et de la fration en h. Enn, h1
est bien dans l'espae H :∥∥∥∥h1(x, ε)xpf
∥∥∥∥ ≤ ‖y0‖·
∥∥∥∥ gxpf
∥∥∥∥+
∥∥∥∥ 1xpf
∥∥∥∥·‖y′0‖+
∥∥∥∥sup
ε
∂h(x, ε)
∂ε
∥∥∥∥
H
+‖y‖2 ·
∥∥∥∥P (x, ε, εy)xpf(x)
∥∥∥∥ ,
puisque toutes les normes itées existent bien.
On peut du oup appliquer l'intégralité du théorème 10, la fontion R1 on-
verge quand ε tend vers 0, vers une fontion y1(x), uniformément pour x ∈ D :
R1(x, ε) = y1(x) + εR2(x, ε). La fontion R1 est, pour tout ε assez petit, bornée
dans D.
Rien n'empêhe de refaire le même raisonnement pour R2 à partir de l'égalité
R1 = y1 +R2. On a don, par réurrene direte,∥∥∥∥∥y(x, ε)− ∑
i≤N−1
yi(x)ε
i
∥∥∥∥∥ ≤ εN‖RN (x, ε) ‖ ,
où RN est, pour tout N , une fontion bornée en ε uniformément sur D : yˆ est un
développement asymptotique de y.
Pour être omplet dans la démonstration, il faut remarquer que dans les hy-
pothèses H•, on demande que h(x, ε) admette un développement asymptotique
en ε quand ε tend vers 0 dans S0, e qui n'est pas le as a priori pour h1(x, ε),
puisqu'on n'a pas d'abord ette propriété pour y(x, ε). Mais e n'est pas un prob-
lème : la démonstration du théorème 10 demande seulement que l'on puisse érire
h(x, ε) = h(x, 0) + εhε(x, ε), ave hε bornée dans D × S0, et ela, on sait déjà
pouvoir le faire pour y(x, ε) = y0(x) + εR1(x, ε). Ce qui sut pour appliquer la
réurrene.
3.2.2 Au voisinage de 0
Dans ette setion, nous allons montrer qu'il existe des solutions près du point
tournant 0, très exatement pour des x dans des domaines
{̺ εr < |x| ≤ ρ, arg(x) ∈ [θ1, θ2]} , r = 1
p+ 1
.
Ces solutions seront aussi appelées solutions intérieures. Comme il s'agit de pro-
longer les solutions trouvées au paragraphe préédent, on onserve les hypothèses
H•, et on xe à nouveau (au moins dans un premier temps) un argument pour ε,
dans S0.
Pour arriver au résultat de prolongement, nous regardons maintenant e qui
se passe au voisinage de x = 0, en utilisant une «loupe». Ce hangement de
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variable donne une équation non singulièrement perturbée permettant eetive-
ment d'analyser e qui se passe au voisinage de 0. L'équation obtenue est appelée
équation intérieure.
On pose
Y = εy , et X =
x
ε′
,
sahant que ε′ = ε1/(p+1), en prenant (par exemple) la valeur prinipale de la
raine. En partant de ε ∈ S0, on arrive ainsi à ε′ ∈ S ′0.
L'équation (i) transformée s'érit alors
dY
dX
=
(
Xpf(ε′X) + ε′g(ε′X, ε)
)
Y + ε′h(ε′X, ε) +
1
ε′p
Y 2P (ε′X, ε, Y ) . (ii)
On va se plaer dans un domaine DC, qui ontient une partie de la montagne
qui prolonge elle de D vers 0 et de ses deux vallées adjaentes, soit, à peu de
hoses près, l'intersetion d'un seteur ouvert entré en 0, d'amplitude 3π
p+1
et de
taille ρ/ε′ et de la boule |X| > ̺ = |Xl| (on se ontentera d'une onstante ̺
arbitrairement grande) :
DC =
{
X ∈ C / ̺ < |X| ≤ ρ/ε′ et argX∈ ]θ, θ + 3π
p+ 1
[}
À X donné, on dénit le hemin ΓX omme étant le hemin desendant le relief
entre le point xρ/ε
′
et X . xρ est pris dans l'ensemble des points 〈〈au-dessus 〉〉 de
ε′X et de module ρ (f. aussi g. 8).
On a déni le domaine DC , de telle manière que, pour tout X ∈ DC , il existe
un tel hemin ΓX .
Une hypothèse néessaire pour ontinuer est que les trois limites suivantes ex-
istent, au moins en tant que limites pontuelles, pour tout X dans un domaine in-
dépendant de ε inluantDC , omme l'ensembleD∞ =
{
X ∈ C / |X| > |Xl| et argX∈ ]θ, θ + 3πp+1[},
et pour tout Y , |Y | < δ, pour un ertain δ xé :
ε′g(ε′X, ε′p+1) −→
ε′→0
G0(X)
ε′h(ε′X, ε′p+1) −→
ε′→0
H0(X)
Pε(X, ε
′, Y ) =
P (ε′X, ε′p+1, Y )
ε′p
−→
ε′→0
P0(X, Y )


(H→0)
Si on regarde e que l'existene de telles limites signie, on voit que es hy-
pothèses sont équivalentes à :
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Fig. 8: Domaine DC
0
X
ΓX
γ
D/ε′
ρ/ε′
̺
xρ/ε
′
1. g et h ont, au pire, un ple en x = 0. Si g a eetivement un ple, alors
g(x, ε) = g0(ε) + g1(ε)x+ g2(ε)x
2 + . . .+ gn(ε)x
n + . . .+
g−1(ε)
x
+ ε
(
g−2(ε)
x2
+ . . .+
g−p−2(ε)
xp+2
)
+ ε2
(
g−p−3(ε)
xp+3
+ . . .+
g−2p−3(ε)
x2p+3
)
+ . . . ,
en érivant g sous sa forme de série de Laurent en x = 0 (en mettant ε
en fateur là où il est néessaire), dont tous les oeients gk, k ∈ Z sont
enore des fontions holomorphes pour ε dans S0, bornées quand ε → 0 ;
d'où, ensuite
G0(X) =
limε→0 g−1(ε)
X
+
limε→0 g−p−2(ε)
Xp+2
+
limε→0 g−2p−3(ε)
X2p+3
+ . . .
Si au ontraire g est holomorphe en x = 0, alors G0(X) ≡ 0. On obtient les
mêmes résultats pour h et H0. Il est lair que, dans tous les as, ε
′g(ε′X, ε)
onverge uniformément vers G0(X), puisque tous les termes des séries de
Laurent restent bornés dans DC : ε
′X et 1/X sont en eet bornés dans e
domaine.
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2. P (x, ε, εy) peut s'érire sous la forme xpP1(x, εy)+εP2(x, ε, εy), et on trouve
dans e as-là que
Pε(X, ε
′, Y ) = XpP1(ε′X, Y ) + ε′P2(ε′X, ε, Y ) ,
puis P0(X, Y ) = X
pP1(0, Y ).
Pour ommener, nous allons montrer qu'il existe, pour X assez grand, une
solution Y0, bornée dans un tel domaine DC , de l'équation obtenue en posant
ε′ = 0 dans (ii)
dY0
dX
=
(
Xpf(0) +G0(X)
)
Y0 +H0(X) + Y
2
0 P0(X, Y0) (3.5)
Il s'agit là d'une équation irrégulière singulière de rang p + 1 (en l'inni), dont
on sait qu'elle a des solutions asymptotiques. On redémontre ii sommairement
e résultat.
D'après leurs dénitions, G0(X), H0(X) et P0(X, δ)/X
p+1
tendent vers 0
quand X tend vers l'inni. On peut don montrer qu'il existe une solution formelle
en 1/X à ette équation(3.5) : Yˆ0(X) = − H0(X)f(0)Xp + · · · . Nous allons montrer, ave
un point xe, qu'il existe une et une seule solution à ette équation, qui tende vers
0 en l'inni, dans ertains seteurs d'amplitude inférieure à 3 π
p+1
; la série formelle
i-dessus sera série asymptotique à ette solution. On trouve d'abord que Y0 est
solution de l'équation
Y0(X) =
∫ X
∞
exp
(∫ X
t
(
upf(0) +G0(u)
)
du
)(
H0(t) + Y0(t)
2P0 (t, Y0(t))
)
dt
e qui dénit un opérateur Y0 sur un sous-ensemble de l'espae des fontions
bornées dans D∞, qui tendent vers 0 en l'inni. Les images de telles fontions par
et opérateur sont aussi dans et espae. Puis, si Y +0 et Y
−
0 sont deux fontions
de et espae on a
Y0(Y +0 )−Y0(Y −0 ) =
∫
ΓX
e
∫ X
t
(
upf(0)+G0(u)
)
du
(Y +0 − Y −0 )
×
(
(Y +0 + Y
−
0 )P0(t, Y
+
0 ) + Y
−
0
P0(t, Y
+
0 )− P0(t, Y −0 )
(Y +0 − Y −0 )
)
dt
‖Y0(Y +0 )− Y0(Y −0 )‖ ≤ ‖Y +0 − Y −0 ‖
∫
ΓX
exp
(
ℜ
(∫ X
t
(
upf(0) +G0(u)
)
du
))
×
(
2δ sup
|δ′|<δ
|P0(t, δ′)|+ δ sup
|δ′|<δ
∣∣∣∂P0
∂Y
(t, δ′)
∣∣∣)dt
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e qui montre bien, puisque
∂P0
∂Y
(t, δ)/tp et P0(t, δ)/t
p
sont bornées, qu'on a un
opérateur ontratant pour tous les X aessibles, au moins pour l'ensemble des
fontions Y0 majorées par un ertain δ :
δ ≥ ‖Y ±0 ‖ = sup
|X|>̺
|Y ±0 (X)| ,
e qui pour un δ xé est vrai pour tous les ̺ assez grands, pusique les fontions
Y0 tendent vers 0. De même, si ‖Y0‖ < δ, alors ‖Y0(Y0)‖ est inférieur à δ pour un
̺ assez grand, puisque H0 tend aussi vers 0 en l'inni.
Don Y0 existe bien dans un domaine de type D∞.
On remarque que si l'équation (ii) est eetivement non singulièrement per-
turbée, on souhaite montrer un résultat d'existene non trivial, puisqu'il s'agit
de solutions dans un domaine non borné (pare que dépendant de ε), et ave des
onditions initiales dépendant de ε (puisqu'on veut prolonger des solutions du
paragraphe préédent).
Nous allons démontrer l'existene de solutions Y de (ii) pour tous les X aes-
sibles à partir d'un point xρ/ε
′
xé. Nous les herhons sous la forme Y = Y0+ε
′Z.
Alors
dZ
dX
=
(
Xpf(ε′X) + ε′g(ε′X, ε)
)
Z
+
ε′h(ε′X, ε)−H0(X)
ε′
+
(
ε′g(ε′X, ε)−G0(X)
ε′
+Xp
f(ε′X)− f(0)
ε′
)
Y0
+ Y 20
ε′−pP (ε′X, ε, Y0 + ε′Z)− P0(X, Y0)
ε′
+
(
2Y0Z + ε
′Z2
)P (ε′X, ε, Y0 + ε′Z)
ε′p
(3.6)
(on omet de rappeler systématiquement la dépendane de Y0 en X et de Z en X
et ε′)
On pose
Fε(X) =
∫ X
(f(ε′t)tp + ε′g(ε′t, ε))dt
G(X, ε′) =
(
ε′g(ε′X, ε)−G0(X)
ε′
+Xp
f(ε′X)− f(0)
ε′
)
Y0 +
ε′h(ε′X, ε)−H0(X)
ε′
H(X, ε′, Z) =Y 20
Pε(X, ε
′, Y0 + ε′Z)− P0(X, Y0)
ε′
+ (2Y0Z + ε
′Z2)Pε(X, ε′, Y0 + ε′Z)
=Y 20 (X)X
pP1
(
ε′X, Y0(X) + ε′Z
)− P1(0, Y0(X))
ε′
+ P2
(
ε′X, ε, Y0(X) + ε′Z
)
+
(
2Y0(X)Z + ε
′Z2
)
Pε
(
X, ε′, Y0(X) + ε′Z
)
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Ave es notations, on prend
ZH(X, ε
′) =
1
ε′
(
εy(xρ, ε)− Y0(xρ/ε′)
)
+
∫
ΓX
eFε(X)−Fε(t)(G(t, ε′) +H(t, ε′, Z))dt ,
(3.7)
où à ε′ xé, le premier terme orrespond à une ondition initiale aux limites du
domaine DC .
On va utiliser un théorème de point xe ave des opérateurs ressemblants à
eux du paragraphe préédent :
H : Z˜ ⊂ Z→ H
Z 7→ H(Z),
la fontion H(Z) étant telle que H(Z)(X, ε′) = H(X, ε′, Z(X, ε′)) pour tout X ∈
DC , et
Z : H˜ ⊂ H→ Z
H 7→ ZH
la fontion ZH(X, ε
′) étant dénie par la relation (3.7).
On peut noter que H(Z) ontient ii enore quelques termes linéaires en Z,
qui resteront toutefois bornés par rapport à eux présents dans Fε.
Les deux opérateurs agissent à nouveau sur des sous-ensembles bornés d'es-
paes H et Z. Ces espaes fontionnels sont les suivants :
H =
{
H(X) /H est holomorphe pour tout X ∈ DC , et sup
X
∣∣∣∣ H(X)Xpf(0)
∣∣∣∣ est borné
}
et
Z =
{
Z(X) /Z est holomorphe sur DC , et tel que sup
X
|Z(X)| est borné
}
(les sup
X
sont bien sûr pris pour X dans le domaine DC).
On voudrait qu'ave les normes orrespondantes ‖.‖H et ‖.‖, l'inégalité suiv-
ante soit vraie :
‖H(Z1)−H(Z2)‖H ≤ CH‖Z1 − Z2‖ .
Or, si ‖Zk‖ ≤ δ,
|H(Z1)(X, ε′)−H(Z2)(X, ε′)|(X) ≤ ‖Z1 − Z2‖ ×
(|Y0(X)|+ |ε′|δ)(
sup
|δ′|≤δ
∣∣∣∣∂Pε∂Y (X, ε′, Y0 + ε′δ′)
∣∣∣∣ (|Y0(X)|+ |ε′δ′|) + 2 sup|δ′|≤δ |Pε(X, ε′, Y0 + ε′δ′)|
)
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Une ondition susante est que, pour tout X dans DC et tout ε
′
assez petit la
ondition suivante est vériée :
sup
|δ′|≤δ
∣∣∣∣∂Pε∂Y (X, ε′, Y0 + ε′δ′)
∣∣∣∣ .(|Y0|+ |ε′δ′|)+ 2 sup|δ′|≤δ
∣∣∣Pε(X, ε′, Y0 + ε′δ′)∣∣∣
≤ M̺ |f(0)Xp| (3.8)
Elle l'est en partiulier si
sup
|δ′|≤δ
∣∣∣Pε(X, ε′, Y0 + ε′δ′)∣∣∣ ≤ M′̺∣∣∣f(ε′X)Xp∣∣∣
Il sut de revenir à la variable x pour s'aperevoir que ela orrespond à une des
hypothèses de roissane omparée du théorème 10 :
P (x, ε, εy)
f(x)xp
=
P1(x, εy)
f(x)
+ ε
P2(x, ε, εy)
xpf(x)
est bornée .
Cette hypothèse reste vraie jusqu'en x = 0 pour le premier terme puisque P1(x, εy)/f(x)
est holomorphe en e point. En e qui onerne le seond terme, il reste borné
pour tout x = ε′C, C assez grand : ε/xp est bornée pour les x de ette forme, et
P2/f est elle aussi holomorphe jusqu'en x = 0.
On a alors
‖H(Z1)−H(Z2)‖H ≤
(
‖Y0‖+ |ε′|δ
)
M̺‖Z1 − Z2‖ . (3.9)
Par ailleurs,
|Z(H1)−Z(H2)|(X, ε′) ≤
∫
ΓX
∣∣eFε(X)−Fε(t)tpf(0)∣∣ dt× ‖H1 −H2‖H ;
omme ε′g(ε′X, ε) est une fontion bornée sur DC et que |f(ε′t)tp| = O (|t|p), e
qui implique K1F |t|p < |F ′ε(t)| < K2F |t|p, on voit que
‖Z(H1)− Z(H2)‖ ≤ CZ .‖H1 −H2‖H . (3.10)
Or sup|X|>̺|Y0(X)|+ |ε′δ| peut être rendu aussi petit qu'on veut quand ̺ roît et
que ε′ est susamment petit. Comme par ailleurs CZ est une onstante qu'on peut
rendre indépendante de ε et X , et que M̺ est indépendante de ε, les deux inégal-
ités (3.9) et (3.10) permettent d'envisager que l'opérateur ZoH soit ontratant,
au moins pour les X dans un ertain domaine DC ⊂ {X / |X| > ̺}.
Il reste à vérier que les images de es opérateurs (restreints sur des boules
ouvertes de H ou Z) sont bien inluses dans les espaes voulus.
Si Z est une fontion de Z, dont la norme est majorée par un ertain δ > 0,
la fontion image H
(
t, ε′, Z(t, ε′)
)
est bien dans l'espae H :
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◮ Pε est dans H (puisque la ondition (3.8) est vériée).
◮ P1(ε
′X, Y0 + ε′Z) et 1/XpP2(ε′X, ε, Y0 + ε′Z) sont holomorphes en toutes
leurs variables, et don bornées pour X ∈ DC et ‖Z‖ < δ.
◮ omme P1 est holomorphe en ε
′X, y ompris au voisinage de 0, on peut
érire P1(ε
′X, Y0 + ε′Z) =
∑
n≥0(ε
′X)nP1,n(Y0 + ε′Z), don
1
ε′
(
P1(ε
′X, Y0 + ε′Z)− P1(0, Y0)
)
=
1
ε′
(
P1,0(Y0 + ε
′Z)− P1,0(Y0) + ε′X
∑
n≥1
(ε′X)n−1P1,n(Y0 + ε′Z)
)
= Z
∂P1
∂Y
(0, Y0)
(
1 + oε′(1)
)
+X
∑
n≥1
(ε′X)n−1P1,n(Y0 + ε′Z)
et puisque la somme dans ette expression est bornée par une onstante
C‖P1‖, et que la dérivée de P1 l'est aussi, on peut majorer ette diérene,
dans laquelle intervient toutefois à nouveau un fateur X .
Cela donne
|H(X, ε′, Z)| ≤ ‖Y 20 ‖ · δ ·
∥∥∥∥∂P1∂Y (0, Y0)
∥∥∥∥+ ‖XY 20 ‖ · C · ‖P1‖+ ‖Y 20 ‖ · ‖P2‖H
+ (2δ · ‖Y0‖+ ε′δ2) · ‖Pε(X, ε′, Y0 + ε′Z)‖H .
On voit que non seulement H(Z) est dans l'espae H, mais que sa norme peut
être hoisie aussi petite que l'on veut, si on prend ε′ assez petit et ̺ assez grand,
et ei pour tout δ xé.
Dans l'autre sens, regardons quelle est l'image de la fontion nulle par Z. Cette
fontion image est bornée si G(X, ε′) est dans H et si
1
ε′
(
εy(xρ, ε) − Y0(xρ/ε′)
)
est bornée quand ε tend vers 0.
G(X, ε′) =
(
ε′g(ε′X, ε)−G0(X)
ε′
+Xp
f(ε′X)− f(0)
ε′
)
Y0 +
ε′h(ε′X, ε)−H0(X)
ε′
.
Or, d'après e qui a été dit sur les onséquenes des hypothèses (H→0),
ε′g(ε′X, ε) = ε′
∑
k≥0
gk(ε)(ε
′X)k +
g−1(ε)
X
+
ε
ε′p
(
ε′p−1
g−2(ε)
X2
+ . . .+ ε′
g−p−1(ε)
Xp+1
)
+
g−p−2(ε)
Xp+2
+ . . .
ε′g(ε′X, ε)−G0(X)
ε′
=
∑
k≥0
gk(ε)(ε
′X)k +
g−1(ε)− g−1(0)
ε′X
+
(
ε′p−1
g−2
X2
+ . . .+ ε′
g−p−1
Xp+1
)
+
g−p−2(ε)− g−p−2(0)
ε′Xp+2
+ . . .
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Don
ε′g(ε′X, ε)−G0(X)
ε′
, et de la même manière
ε′h(ε′X, ε)−H0(X)
ε′
, sont des
fontions qui sont bornées dans DC ; elles sont dans l'espae H, et leur norme
dans et espae tend vers 0 ave ε.
En revanhe, la fration
f(ε′X)− f(0)
ε′
n'est pas uniformément bornée pour
X ∈ DC . On peut ependant démontrer le lemme de majoration suivant :
Lemme 2 Soit F (x) une fontion holomorphe dans la boule ouverte DF = B(0, ρ).
Alors, pour tout X tel que (ε′X) ∈ DF ,
F (ε′X)− F (0)
ε′
= XF˜ (ε′X) ,
où F˜ est une fontion analytique ; de plus, si F est bornée, F˜ est bornée elle aussi.
On érit d'abord F (x) =
∑
n≥0 fnx
n
, puis on en tire
F (ε′X)− F (0)
ε′
=
∑
n≥1
Xfn × (ε′X)n−1 .
On a don F˜ (x) =
∑
n≥1 fnx
n−1
, qui est bien analytique en x, et qui est bornée
pour x ∈ DF si F l'est. 
Don la fration
f(ε′X)− f(0)
ε′
peut être d'ordre O(X) ; mais pare que Y0(X)
tend vers 0 quandX →∞ au moins aussi vite que 1/X , la fontion Y0(X)f(ε
′X)− f(0)
ε′
est, elle, bien bornée, et don XpY0(X)
f(ε′X)− f(0)
ε′
est une fontion de H, elle
aussi.
Il ne reste don qu'une dernière ondition à ontrler : on veut montrer que la
ondition initiale Z(xρ/ε
′, ε′) = 1
ε′
(
εy(xρ, ε)− Y0(xρ/ε′)
)
est aussi petite que l'on
veut pour tout ε′ assez petit. Or y(xρ, ε) est borné en ε, et Y0(xρ/ε′) est équivalent
à
Y0(xρ/ε
′) ∼
ε′→0
H0(xρ/ε
′)
f(0) (xρ/ε′)
p ∼ ε′p
H0(xρ/ε
′)
f(0) (xρ)
p ,
sahant que H0(xρ/ε
′) est au mieux un O(ε′). On est don assuré que Z(xρ/ε′, ε′)
est d'ordre au pire ε′p quand ε′ tend vers 0, e qui nous sut largement.
Don G(X, ε′) est une fontion de H, on peut don érire
‖Z(0)‖ ≤ ‖Y0‖ ·
∥∥∥∥ε′g(ε′X, ε)−G0(X)ε′
∥∥∥∥
H
+
∥∥∥∥XpY0(X)f(ε′X)− f(0)ε′
∥∥∥∥
H
+
∥∥∥∥ε′h(ε′X, ε)−H0(X)ε′
∥∥∥∥
H
+ |Z(xρ/ε′, ε′)|
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Tous es termes sont bornés, pour tout ε′ assez petit, et ils déroissent ave ̺ =
|Xl|.
On hoisit don δ ≥ 2‖Z(0)‖, puis on augmente la valeur de ̺ et on fait
déroître elle de |ε′| jusqu'à e que
CZM̺(‖Y0‖+ ε′δ) < 1 et que sup
‖Z‖<2δ
‖H(X, ε′, Z)‖H < δ/CZ .
Dans e as, la omposition des deux opérateurs H et Z est bien un opérateur
ontratant.
On peut alors énoner le théorème suivant.
Théorème 12 On suppose que pour l'équation (i) les hypothèses (H→0) et elles
du théorème 10, pour tout r > 0, sont vériées dans un x-domaine aessible
(ave le relief ℜF (x)
ε
), qu'on note à nouveau D ⊂ D0. Soit Xl un réel assez grand,
indépendant d'ε si |ε| < ε0. Soit alors pour un tel ε xé des domaines
DC =
{
X ∈ C / ̺ < |X| ≤ ρ/ε′ et argX∈ ]θ1, θ2[}
θ1 et θ2 étant hoisis, pour un ε donné, tels que tout point X de DC soit aessible
(ave le relief ℜ(ε′up+1f(0))) à partir d'au moins un point de la forme x/ε′, où
x ∈ D ; et
Dε′ = D ∪
{
x ∈ C / (x/ε′) ∈ DC} .
Alors il existe une solution holomorphe y de (i) sur Dε′ telle que εy est bornée
quand ε tend vers 0, et εy(Xε′, ε) = Y (X, ε′) tend, uniformément pour X dans
DC quand ε tend vers 0, vers une fontion Y0(X) solution de l'équation (2.2).
On sait qu'il existe une unique solution au problème de Cauhy suivant :
Y (X, ε′) est solution de (ii) et vérie Y (xρ/ε′, ε′) = εy(xρ, ε). On vient de montrer
que ette solution existe sur la partie du domaine DC aessible à partir du xρ/ε
′
hoisi et qu'elle reste dans un ertain voisinage de Y0(X). Or, par uniité des
solutions ave la ondition initiale au point xρ, la solution de (i) y(x, ε) pour
x ∈ D, |x| ≥ ρ se prolonge ave la fontion 1
ε
Y (x/ε′, ε) dans toute la partie de
DC aessible ; et omme tout DC est aessible à partir des xρ/ε
′
(et même
d'un nombre ni de tels points), et qu'il ne peut y avoir qu'un seul prolongement
dans e domaine, y(x, ε) se prolonge en fait ave 1
ε
Y (x/ε′, ε) pour l'ensemble des
x ∈ ε′DC .
Ce qui lt la démonstration du théorème.
Cette solution y(x, ε) est holomorphe en ses deux variables dans Dε′×S0. Pour
démontrer la dépendane holomorphe en ε′, puis en ε, de la fontion Y (X, ε) or-
respondante, on proède omme pour le théorème 10, en prenant un D
′
ε aessible
pour un intervalle d'arguments de ε′ et en onsidérant des espaes de fontions
sur DC × S0. On ne détaillera pas la démonstration du théorème 12 modiée ii.
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3.2.3 Développement de la solution intérieure
La solution Y (X, ε′) trouvée tend vers Y0(X) quand ε → 0, uniformément
pour X ∈ DC . Admet-elle un développement asymptotique de la forme Yˆ =∑
n≥0 Yn(X)ε
′n
, uniformément dans tout le domaine DC ?
La réponse n'est pas toujours positive. Si on tente de poser
Y (X, ε′) =
∑
0≤n≤N
Yn(X)ε
′n + ε′N+1Y˜ (X, ε′)
et de montrer que Y˜ est bornée de la même manière qu'on a montré que Z
était bornée (théorème 12), on se retrouve fae à un problème : au ours de la
démonstration, on devait montrer, page 66, que G était dans H, e qui n'est vrai
que pare que Y0 tend vers 0 en l'inni. Mais on peut seulement montrer en général
que Z est bornée dans DC ; une démonstration par réurrene générale, valable
sur tout le domaine DC omme dans le as de l'équation de Van der Pol, est don
exlue.
Par ontre, on peut arriver à démontrer le orollaire suivant.
Corollaire 13 La fontion Y (X, ε′) du théorème 12 vérie la propriété suivante.
Soit µ ∈]0, 1[, et ̺ > 0 un réel assez grand ave le domaine DC qui en dépend de
la manière habituelle . Il existe une suite de fontions Y0, Y1, . . . , Yn, . . . telle
que, pour tout N ,
Y (X, ε′)−
N−1∑
n=0
Yn(X)ε
′n = ε′NZN(X, ε′) ,
la fontion ZN(X, ε
′) étant dénie pour X ∈ DC, mais bornée par ε′−(N−1)µ quand
ε′ tend vers 0 et seulement pour les X tels que ̺ < X < |ε′|−µ (on notera DCµ
l'ensemble des X bornés de ette manière et qui sont aussi dans DC).
Nous démontrerons ette propriété par réurrene sur N , en réutilisant une partie
de la démonstration du théorème préédent. On y traite de fait le as N = 0 :
Z1(X, ε
′) est une fontion bornée, en partiulier pour les X < |ε′|−µ.
Mais auparavant, nous allons montrer ertaines propriétés de majoration.
On introduit dans e but, pour tout m ∈ Z la lasse de fontions suivante :
F (X, ε′, y, y0) ∈ Fm si F s'érit omme une somme nie telle que
F (X, ε′, y, y0) =
∑
l
El(X)Fl(ε
′X, ε′, y, y0)
où
◮ Fl(x, ε
′, y, y0) est une fontion bornée, holomorphe au voisinage de x = 0,
pour ε′ dans des seteurs S ′0 et pour |y| ≤ δ, |y0| ≤ δ ; elle admet un
développement asymptotique uniforme quand ε′ → 0.
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◮ X−mEl(X) est holomorphe et bornée indépendamment de ε′ dans DCµ.
Comme propriété de es lasses de fontions, on peut noter que, si F ∈ Fm et
G ∈ Fn, alors
⋆ F +G est dans Fsup(m,n).
⋆ F ×G est dans Fm+n.
⋆
∂F
∂Y
est une fontion de Fm, quitte à diminuer δ.
⋆ ε′F ∈ Fm−1.
Nous allons démontrer le lemme suivant :
Lemme 3 Soit F (X, ε′, y, y0) une fontion de Fm. La fontion F˜ dénie omme
F˜ : (X, ε′, y, y0) 7→ F (X, ε
′, y, y0)− F (X, 0, y, y0)
ε′
est une fontion de la lasse Fm+1.
La démonstration ressemble à elle du lemme 2. On érit Fl omme la somme
onvergente (pour ε′X assez petit)
Fl(ε
′X, ε′, y, y0) =
∑
k≥0
(ε′X)kFl,k(ε′, y, y0) .
On arrive alors à l'expression suivante (où la
∑
k reste onvergente si ε
′X est assez
prohe de 0) :
F˜ (X, ε′, y, y0) =
∑
l
El ×
(∑
k≥1
XFl,k(ε
′, y, y0)(ε′X)k−1+
Fl,0(ε
′, y, y0)− Fl,0(0, y, y0)
ε′
)
;
omme Fl,0 admet un développement asymptotique uniforme en ε
′ = 0,
F˜ (X, ε′, y, y0) =
∑
l
El(X)XF˜l(ε
′X, ε′, y, y0) +
∑
l
El(X)
Fl,0(ε
′, y, y0)− Fl,0(0, y, y0)
ε′
.
|X−m−1El(X)X| et |X−m−1El(X)| étant bornées dans DCµ, la fontion F˜ est don
dans Fm+1. 
Pour N = 1, on reprend l'équation pour Z (3.6) vue plus haut, qui est vériée
par Z1 :
dZ
dX
= fε(X)Z +G(X, ε
′) +H(X, ε′, Z)
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ave
fε(X) =f(ε
′X)Xp + ε′g(ε′X, ε)
G(X, ε′) =
(
ε′g(ε′X, ε)−G0(X)
ε′
+Xp
f(ε′X)− f(0)
ε′
)
Y0 +
ε′h(ε′X, ε)−H0(X)
ε′
H(X, ε′, Z) =Y 20
Pε(X, ε
′, Y0 + ε′Z)− P0(X, Y0)
ε′
+ (2Y0Z + ε
′Z2)Pε(X, ε′, Y0 + ε′Z)
=Y 20
Pε(X, ε
′, Y0 + ε′Z)− P0(X, Y0)
ε′
+ (Y0 + Y )ZPε(X, ε
′, Y0 + ε′Z)
Pour simplier au maximum le terme H , nous allons réorganiser l'équation, en
utilisant le fait que Y est maintenant onnue, omme fontion holomorphe bornée.
On reprend la déomposition suivante de Pε donnée parmi les hypothèses :
Pε(X, ε
′, Y ) = XpP1(ε′X, Y ) + ε′P2(ε′X, ε, Y ) ,
puis
XpP1(ε
′X, Y )− P0(X, Y0) = Xp (P1(ε′X, Y )− P1(0, Y ) + P1(0, Y )− P1(0, Y0))
= Xp (P1(ε
′X, Y )− P1(0, Y ))
+Xp(Y − Y0)
∫ 1
0
∂P1
∂Y
(
0, Y0 + t(Y − Y0)
)
dt ;
e qui donne
Pε(X, ε
′, Y0 + ε′Z)− P0(X, Y0)
ε′
= Xp
P1(ε
′X, Y )− P1(0, Y )
ε′
+ P2(ε
′X, ε, Y )
+XpZ
∫ 1
0
∂P1
∂Y
(
0, Y0 + t(Y − Y0)
)
dt .
On peut obtenir ainsi omme équation diérentielle pour Z1 :
dZ1
dX
= f1
(
X, ε′, Y (X, ε′), Y0(X)
)
Z1 +G1
(
X, ε′, Y (X, ε′), 0
)
ave
f1(X, ε
′, y, y0) =f(ε′X)Xp + ε′g(ε′X, ε) +
(
Y0(X) + y
)
Pε(X, ε
′, y)
+XpY 20 (X)
∫ 1
0
∂P1
∂Y
(
0, y0 + t
(
y − y0
))
dt
G1(X, ε
′, y, y0) =
(
ε′g(ε′X, ε)−G0(X)
ε′
+Xp
f(ε′X)− f(0)
ε′
)
Y0(X)
+
ε′h(ε′X, ε)−H0(X)
ε′
+ Y 20 (X)P2(ε
′X, ε, y) + Y 20 (X)X
pP1(ε
′X, y)− P1(0, y)
ε′
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C'est à partir de ette équation devenue linéaire en Z que nous ferons la démon-
stration par réurrene.
D'après e qui a été vu plus haut es fontions vérient les propriétés suivantes :
◮ f1(X, ε
′, y, y0) est de lasse Fp.
◮ G1(X, ε
′, y, y0) est aussi de la même lasse Fp.
◮ Z1 est une fontion bornée dans Dµ, don bornée dans DCµ.
On note Y1(X) la solution de l'équation de Z1 ave ε
′ = 0 qui est bornée dans
D∞ (Y1 ∈ F0) ; on montre l'existene de ette solution omme on a montré elle
de Y0, sahant que X
−pf1(X, 0, Y0(X), Y0(X)) et X−pG1(X, 0, Y0(X), 0) sont deux
fontions bornées dans DCµ.
On pose ensuite
Z1(X, ε
′) = Y1(X) + ε
′Z2(X, ε
′) .
Nous aurons don besoin de ompléter le lemme 3, en regardant e qu'on peut
en déduire pour les lasses Gkm(Z) omprenant les fontions G(X, ε′, y, y0, Z), où
G est un polynme en Z dont les oeients Gl de Z
l
sont dans Fk−lm.
L'intérêt prinipal de es lasses G de fontions est que, si on sait queX−mZ(X, ε′)
est une fontion bornée dans DCµ, alors G
(
X, ε′, Y (X, ε′), Y0(X), Z(X, ε′)
)
roît
au plus omme Xp+n−1 ave X dans e domaine.
Lemme 4 Soit G(X, ε′, y, y0, Z) une fontion de Gkm−2(Z). Alors on a les pro-
priétés suivantes :
1. G multiplié par une fontion de Fl est dans Gk+lm−2(Z).
2. Le produit de G par Z est dans Gk+m−2m−2 (Z).
3.
∂G
∂Z
(X, ε′, y, y0, Z) ∈ Gk−m+2m−2 (Z).
4. Une fontion G(X, ε′, y, y0, Zm−1) de Gkm−2(Zm−1) peut se transformer en
posant Zm−1 = Ym−1(X) + ε′Zm. La fontion G˜(X, ε′, y, y0, Zm) obtenue est
alors dans Gkm−1(Zm).
1. Ce premier point est trivial.
2. Pour démontrer ette propriété, on part de la dénition :
G(X, ε′, y, y0, Z) =
∑
l
GlZ
l, Gl(X, ε
′, y, y0) ∈ Fk−l(m−2)
G(X, ε′, y, y0, Z)Z =
∑
l
GlZ
l+1 =
∑
l
Gl−1Z l,
et Gl−1 ∈ Fk−(l−1)(m−2) = Fk+m−2−l(m−2)
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3. On proède omme i-dessus :
∂G
∂Z
(X, ε′, y, y0, Z) =
∑
l
GllZ
l−1 =
∑
l
(l + 1)Gl+1Z
l
ave (l + 1)Gl+1 ∈ Fk−(l+1)(m−2) = Fk−m+2−l(m−2). D'où la propriété annon-
ée.
4. La démonstration ii se fait en érivant Zm−1 = Ym−1 + ε′Zm, où Ym−1 ∈
Fm−2. On obtient alors un polynme en Zm dont le terme en Zml est une
somme de termes de la forme
GjC
l
jY
j−l
m−1ε
′lZm
l ,
où C lj désigne le nombre de ombinaisons, et Gj est par dénition dans
Fk−j(m−2) ; e qui fait qu'on a en fateur de Zml une fontion dans Fk−j(m−2)+(m−2)(j−l)−l =
Fk−l(m−1), pour tout l. On remarque en passant que G(X, ε′, y, y0, Ym−1(X))
peut se voir omme un élément de Fk.
Ces propriétés servent essentiellement à démontrer le lemme suivant :
Lemme 5 Soit G ∈ Gkm−2(Z) et H la fontion dénie par
H(X, ε′) = G
(
X, ε′, Y (X, ε′), Y0(X), Zm−1(X, ε′)
)
.
Alors il existe G˘ ∈ Gk+1m−1(Zm) telle que
1
ε′
(
H(X, ε′)−H(X, 0)
)
= G˘
(
X, ε′, Y (X, ε′), Y0(X), Zm(X, ε′)
)
.
On déompose
G˘(X, ε′, Y, Y0, Zm) =
G (X, ε′, Y, Y0, Zm−1)−G (X, 0, Y, Y0, Zm−1)
ε′
+
G (X, 0, Y (X, ε′), Y0(X), Zm−1)−G (X, 0, Y (X, 0), Y0(X), Zm−1)
ε′
+
G (X, 0, Y0, Y0, Zm−1(X, ε′))−G (X, 0, Y0, Y0, Zm−1(X, 0))
ε′
(3.11)
Dans ette somme,
1. Le premier terme orrespond, si on utilise le lemme 3, à un polynme en
Zm−1 dont le oeient Hl(X, ε′, Y, Y0) pour Zm−1l est dans Fk+1−l(m−2). Si
on remplae ensuite Zm−1
l
par (Ym−1 + ε′Zm)l, on retrouve le résultat de la
propriété 4 i-dessus.
Le premier terme est don dans Gk+1m−1(Zm).
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2. On peut érire la deuxième fration de (3.11), à l'aide de la formule de Taylor
ave reste intégral
Y (X, ε′)− Y (X, 0)
ε′
∫ 1
0
∂G
∂Y
(
X, 0,
[
Y0 + t(Y −Y0)
]
(X, ε′), Y0, Zm−1(X, ε′)
)
dt .
L'intégrale st holomorphe en Y et Y0, et 'est aussi un polynme en Zm−1
qui reste dans Gkm−2(Zm−1). On le multiplie par
Y (X, ε′)− Y (X, 0)
ε′
= Z1(X, ε
′)
= Y1(X) + ε
′Y2(X) + . . .+ ε′
m−2
Ym−1(X) + ε′
m−1
Zm−1 ;
puisque ε′j−2Yj−1(X) ∈ F0 pour tout j, ave les points 1 et 2 du lemme, on
sait que le produit est dans
Gkm−2(Zm−1) ∪ Gk−(m−1)+m−2m−2 (Zm−1) ⊂ Gkm−2(Zm−1).
La deuxième fration est don (largement) dans Gk+1m−1(Zm).
3. La troisième fration se réérit aussi ave une formule de Taylor
Zm−1(X, ε′)− Zm−1(X, 0)
ε′
×∫ 1
0
∂G(X, 0, Y, Z)
∂Z
(
X, 0, Y0, Y0, [Zm−1 + t(Zm−1 − Ym−1)] (X, ε′)
)
dt .
On intègre un polynme en t dont les oeients sont, d'après la propriété 3
du lemme préédent, des éléments de Gk−m+2m−2 (Zm−1), ou (ave la propriété 4)
de Gk−m+2m−1 (Zm). L'intégrale est don dans Gk−m+2m−1 (Zm). On la multiplie par
la fration, égale à Zm. On se retrouve don dans Gk−m+2+(m−1)m−1 = Gk+1m−1.
On fait omme hypothèses de réurrene que pour m ≤ n− 1, Zm est solution
de l'équation diérentielle
dZm
dX
= f1 (X, ε
′, Y (X, ε′), Y0(X))Zm +Gm (X, ε′, Y (X, ε′), Y0(X), Zm−1(X, ε′))
où Gm(X, ε
′, y, y0, Z) est un élément de Gp+m−1m−2 (Zm−1). La roissane de la fon-
tion Zm est majorée : X
−m+1Zm(X, ε′) est bornée dans DCµ. Il existe alors pour
tout m ≤ n− 1 une unique fontion Ym solution de
dYm
dX
= f1
(
X, 0, Y0(X), Y0(X)
)
Ym +Gm
(
X, 0, Y0(X), Y0(X), Ym−1
)
telle que X−m+1Ym(X) est bornée (Ym ∈ Fm−1).
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Ave es hypothèses, on pose
Zn−1(X, ε
′) = Yn−1(X) + ε
′Zn(X, ε
′) .
On remplae Zn−1 par ette expression dans son équation diérentielle (on ne
notera plus les dépendanes de Y (X, ε′) et Y0(X)) :
dZn
dX
= f1(X, ε
′, Y, Y0)Zn +
f1(X, ε
′, Y, Y0)− f1(X, 0, Y0, Y0)
ε′
Zn−1
+
Gn−1(X, ε′, Y, Y0, Zn−2)−Gn−1(X, 0, Y0, Y0, Yn−2)
ε′
. (3.12)
On veut étudier la roissane de la fontion Gn où l'on pose
Gn(X, ε
′, Y, Y0, Zn−1) =
f1(X, ε
′, Y, Y0)− f1(X, 0, Y0, Y0)
ε′
Zn−1
+
Gn−1(X, ε′, Y, Y0, Zn−2)−Gn−1(X, 0, Y0, Y0, Yn−2)
ε′
(3.13)
L'hypothèse de réurrene est don que Gn−1 ∈ Gp+n−2n−3 (Zn−2).
Si on applique le lemme 5 à
f1(X, ε
′, Y, Y0)− f1(X, 0, Y0, Y0)
ε′
, en onsidérant f1
omme élément de Gp0(Z1), on voit que ette fration est dans la lasse Gp+1n−2(Zn−1) ;
en multipliant enore par Zn−1, on se retrouve, d'après le lemme 4 (propriété 2),
dans Gp+n−1n−2 (Zn−1).
Quant à
Gn−1(X, ε′, Y, Y0, Zn−2)−Gn−1(X, 0, Y0, Y0, Yn−2)
ε′
, le lemme 5 nous
indique qu'il s'agit d'une fontion de Gp+n−2+1n−3+1 (Zn−1), soit Gp+n−1n−2 (Zn−1).
Par onséquent, Gn(X, ε
′, Y, Y0, Zn−1) ∈ Gp+n−1n−2 (Zn−1).
On applique maintenant la formule de variation de la onstante pour l'équation
diérentielle (3.12) onernant Zn :
Zn(X, ε
′) = Zn
(
xρε
′µ−1, ε′
)
+
∫
ΓµX
eF1(X)−F1(t)Gn
(
t, ε′, Y (t, ε′), Y0(t), Zn−1(t, ε′)
)
dt ,
(3.14)
ave F1(t) =
∫ t
f1
(
u, ε′, Y (u, ε′), Y0(u)
)
du. Le hemin ΓµX est lui déduit du hemin
ΓX , à l'intérieur du domaine DCµ, desendant entre un point xρε
′µ−1
(au lieu de
xρε
′−1
pour ΓX) et X .
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On en déduit que
|Zn(X, ε′)| ≤ sup
X∈DCµ
∣∣∣∣∣∣
Gn
(
X, ε′, Y (X, ε′), Y0(X), Zn−1(X, ε′)
)
f1
(
X, ε′, Y (X, ε′), YO(X, ε′)
)
∣∣∣∣∣∣
≤ sup
X∈DCµ
|X|(n−1) +
∣∣∣Zn(xρε′µ−1, ε′)∣∣∣ (3.15)
≤ |ε′|−(n−1)µ . 
Cependant, ette démonstration doit enore être omplétée : il reste à montrer
que la «ondition initiale» que l'on hoisit égale à
Zn
(
xρε
′µ−1, ε′
)
=
1
ε′n
(
εy(xρε
′µ, ε)− Y0(xρε′µ−1)− . . .− ε′n−1Yn−1(xρε′µ−1)
)
pour assurer la ontinuité entre solution intérieure et extérieure n'est pas plus
grande que les autres termes de l'inégalité (3.15). Cette propriété sera démontrée
au paragraphe suivant (orollaire 16) ; pour le montrer il faudra herher à étendre
le domaine de la solution extérieure.
On remarque que l'on onstruit ave ette démonstration du orollaire une
solution formelle Yˆ (X, ε′) pour l'équation (ii), qui a une propriété ressemblant
à elle d'une série asymptotique pour la vraie solution Y (X, ε′). Mais si on ne
ontrle leur roissane de manière intéressante que dans DCµ, tous les oeients
Yn(X) existent dans le même domaine que Y0(X), 'est-à-dire pour X ∈ D∞.
Comme l'équation (ii) n'est pas singulièrement perturbée, on peut enore om-
pléter le théorème 12 et son premier orollaire ave le orollaire suivant :
Corollaire 14 (Prinipe de prolongement analytique) En plus de l'ensem-
ble des hypothèses du théorème 12, supposons que la fontion Y0 existe non seule-
ment sur DC, mais peut être prolongée dans un domaine, aessible ou non,
DP ⊂ D0, où DP est un domaine borné, tel que DP ∩ DC 6= ∅. On suppose
aussi que toutes les fontions g, h et P ont un prolongement analytique dans e
domaine. Il existe alors une solution Z(X, ε′) holomorphe sur DP qui est un pro-
longement de la solution Y (X, ε′) du théorème 12. Cette solution admet Yˆ omme
développement asymptotique uniforme sur DP . Dans le domaine DP ∪DC, ette
solution prolongée Y (X, ε′) tend uniformément vers Y0(X) quand ε′ tend vers 0
et vérie enore le orollaire 13.
En partiulier, si 0 ∈ DP , on peut prolonger les solutions orrespondantes de
(i), y(x, ε) = 1
ε
Y (x/ε′, ε), jusqu'à un voisinage de x = 0. Ce voisinage, ependant,
n'est que de taille ε1/(p+1) autour de 0.
Par ailleurs si on est sûr que y n'est pas exponentiellement grande (en ε) dans
e voisinage, elle est a priori de taille 1/ε.
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La démonstration de e orollaire ne pose pas de problème.
Soit X0 un point de DP ∩DC . D'après le théorème, on a une solution holomor-
phe Y (X, ε) surDC , prolongeant y(x, ε), et en partiulier, Y (X0, ε
′) est bien déni.
L'équation (ii), régulièrement perturbée, a une solution holomorphe sur DP , ave
la ondition initiale Z(X0, ε
′) = Y (X0, ε′). Cette solution admet un développe-
ment asymptotique
∑
Znε
′n
, qui est néessairement égal à la série formelle Yˆ , par
onstrution : les Yn et Zn sont dénies par réurrene omme solutions d'équa-
tions diérentielles (les mêmes pour Yn et Zn, quel que soit n) et es fontions
admettent la même ondition initiale en X0, don YN = ZN . Par uniité, Z est
bien entendu un prolongement de Y .
3.2.4 Connexion des développements asymptotiques
On onserve dans e paragraphe toutes les hypothèses des paragraphes préé-
dents.
En regardant alors le résultat du théorème 11 et du orollaire 13, on s'aperçoit
qu'on n'a pas, pour l'instant, de moyen de donner une bonne estimation de la
solution y(x, ε) trouvée pour ertains x au voisinage de 0 : |ε′|1−µ < |x| < |xρ| .
Or on aimerait avoir une telle estimation partout où la solution est dénie.
Nous allons voir que la solution formelle extérieure reste un développement
asymptotique de la solution pour es x, en adaptant les démonstrations du para-
graphe 3.2.1. Les hypothèses H→0 nous indiquent que si |x| > |ε′|ν , 0 < ν < 1,
|g(x, ε)| < Bg|ε′|−ν
|h(x, ε)| < Bh|ε′|−ν
puis, omme f est bornée en 0 et que h(x, 0) peut être d'ordre 1/x en x = 0,
|y0(x)| =
∣∣∣∣h(x, 0)xpf(x)
∣∣∣∣ < By|ε|−ν
On reprend les mêmes dénitions pour les espaes et les normes assoiées, et pour
les opérateurs entre es espaes, qu'à la page 55, sauf que tout est ette fois déni
pour x dans le domaine
D
κ
ν =
{
x ∈ D0
/ x
ε′
= X ∈ DC et κ|xρ| > |x| > 1
κ
|ε′|ν
}
Dans un tel domaine, les majorations pour les fontions dérivées seront les suiv-
antes (quelles que soient les normes hoisies sur des espaes de fontions holomor-
phes) :
◮ si |f(x)| < A pour tout x ∈ Dκν , alors dans tout domaine Dκν (κ < κ), et
pour un ertain B > A, ‖f ′(x)‖ < B|ε′|ν . Il ne s'agit là que d'un as partiulier
de la formule de Cauhy.
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◮ si pour tout ν, εm|h(x, ε)| < A, pour tout x ∈ Dκν et ε assez petit, alors on
peut majorer la diérene h(x, ε)− h(x, 0) :
∥∥∥∥εmh(x, ε)− h(x, 0)ε
∥∥∥∥ < A|ε|ν .
En eet, loin de x = 0, h est holomorphe en x et admet un développement
asymptotique en ε uniforme en x, e qui fait que (h(x, ε)− h(x, 0)) est borné
par Cε ; au voisinage de x = 0, où h peut avoir un ple, on ne onsidère que
la partie polaire de son développement, qui nous empêhe d'avoir le même
résultat :
hpolaire(x, ε) =
h−1
x
+ · · ·+ fh−nxn + ε
(
h−n−1
xn+1
+ · · ·+ hN
xN
)
+ · · ·
Ii n est tel que nν ≤ m(p + 1) pour tout ν < 1, don n = m(p + 1), et N
doit être tel que Nν ≤ (p+1)+m(p+1), don N = n+p+1 ; en ontinuant,
on peut avoir dans hpolaire des termes en ε
2x−2p−2−n, et . . . . En alulant
alors la diérene h(x, ε) − h(x, 0), on trouve alors le résultat, qui est vrai
pour toute fontion h vériant la ondition.
Note : Dans tout le reste de e paragraphe, on omettra de noter les onstantes
κ > 1 suessives déroissantes qui interviendront, et les onstantes multipliatives
A, B, et.
On obtient omme majorations
‖g‖H = sup
x∈Dν
∣∣∣∣ g(x, ε)xpf(x)
∣∣∣∣ < |ε|−ν
‖h‖H < |ε|−ν
‖y0‖ < |ε|−ν
et aussi
‖y′0‖H <
|ε|−ν
|ε′|ν |ε
′|−pν = |ε|−2ν
alors que
‖P‖H reste bornée quand ε tend vers 0.
Cela va nous permettre de montrer le théorème suivant, qui prolonge le théorème
11 :
Théorème 15 Si les hypothèses H→0 et elles du théorème 11 sont vériées, alors
pour tout ν ∈ ]0, 1[, la solution y(x, ε) et la solution formelle yˆ sont reliées dans
le domaine D1ν (déni i-dessus) par la relation :∣∣∣∣∣y(x, ε)−
N∑
n=0
yn(x)ε
n
∣∣∣∣∣ ≤ CN |ε|(N+1)|ε|−(N+2)ν
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Nous ommenerons par démontrer le as N = 0, en reprenant eetivement les
mêmes opérateurs que eux qu'on trouve en page 55.
Alors, si ‖zk‖ < |ε|−2ν, (ε2zk ontinue heureusement à rester aussi petit que
néessaire), on obtient d'abord l'inégalité suivante, déduite de (3.1) :
‖H(z1)−H(z2)‖ ≤ |ε| · ‖z1 − z2‖ ×(
‖g‖H + 2(‖y0‖+ |ε|‖zk‖) · ‖P‖H + |ε|(|ε|‖zk‖+ ‖y0‖)2C‖P‖H)
)
≤ |ε| [|ε|−ν + (|ε|−ν + |ε|1−2ν) + |ε|(|ε|−ν + |ε|1−2ν)2] ‖z1 − z2‖
‖H(z1)−H(z2)‖ ≤
(|ε|1−ν + |ε|2−2ν + |ε|4−4ν) ‖z1 − z2‖ ,
et on garde pour l'autre opérateur l'inégalité (3.2), indépendante de ε, vraie quelles
que soient les normes des Hk
‖Z(H1)− Z(H2)‖ ≤ M.‖H1 −H2‖H
e qui permet d'envisager que la ombinaison des deux opérateurs soit ontra-
tante, si les espaes d'arrivée sont bien les bons. Or, si ‖z‖ < |ε|−2ν, d'après
(3.3)
‖H(z)‖H ≤ |ε| · ‖z‖ · ‖g‖H +
∥∥y0 + εz2∥∥ · ‖P‖H
< |ε| · |ε|−2ν · |ε|−ν + |ε|−ν
< |ε|1−3ν + |ε|−ν
< sup
(
|ε|−ν, |ε|1−3ν
)
et dans l'autre sens, si ‖H‖H < sup
(
|ε|−ν, |ε|1−3ν
)
, on reprend l'inégalité (3.4)
‖Z(H)‖ ≤ M
∥∥∥∥y0g − y′0 + h(x, ε)− h(x, 0)ε
∥∥∥∥
H
+M‖H‖H
<
(
|ε|−ν|ε|−ν + |ε|−2ν|+ |ε|−ν|ε|−ν
)
+
(
|ε|−ν + |ε|1−3ν
)
< |ε|−2ν
Ce qui permet d'appliquer eetivement le théorème du point xe et de démontrer
le théorème 15 pour le as N = 0.
Pour le as général, la méthode est exatement la même que pour le théorème
11 ; on obtient les mêmes équations pour les Rn, la seule diérene est que les
fontions ne sont plus bornées indépendamment de ε, mais sont bornées par une
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puissane de ε. Ainsi, en reprenant les notations de la démonstration,∥∥∥∥h1(x, ε)xpf
∥∥∥∥ ≤ ‖y0‖ · ‖g‖H +
∥∥∥∥ y′0xpf
∥∥∥∥+
∥∥∥∥sup
ε
h(x, ε)− h(x, 0)
ε
∥∥∥∥
H
+ ‖y‖2 · ‖P‖H
< |ε|−ν |ε|−ν + |ε|−2ν + |ε|−ν sup
(
|ε|−ν, |ε|1−3ν
)
+ |ε|−2ν
‖h1‖H < |ε|−2ν .
Comme R1 vérie l'équation
εR′1 = (x
pf + εg)R1 + h1
on voit que ‖R1‖ < |ε|−2ν et ‖y1‖ < |ε|−2ν, puis ave εR2 = R1 − y1,
‖R2(x, ε)‖ < ‖h2‖H = ‖h1‖H + ‖g‖H‖y1‖ < |ε|−3ν .
Par réurrene on arrive alors sans diulté au résultat omplet du théorème,
puisqu'on aura toujours
hn(x, ε) =
hn−1(x, ε)− hn−1(x, 0)
ε
− g(x, ε)yn−1(x)
et
‖Rn(x, ε)‖ ≤ ‖hn‖H , omme ‖yn(x)‖ = ‖hn‖H .
Ce théorème de prolongement de la solution extérieure va nous permettre de
nir la démonstration du paragraphe préédent, en assurant la onnexion à tous
les niveaux n entre la série formelle intérieure
∑
Yn(x/ε
′)ε′n et la série formelle
extérieure
∑
yn(x)ε
n
. Nous appellerons ela le
Corollaire 16 Soit N un entier positif et µ ∈ ]0, 1[. Si les N premiers termes de
la série (Y0(X), Y1(X), . . . , YN−1(X)) onstruite au orollaire 13 existent et sont
majorées jusqu'à l'ordre N − 1 omme le prévoit e orollaire, alors on a enore∣∣∣∣∣Y
(
xρε
′µ−1, ε′
)
−
N∑
n=0
Yn(xρε
′µ−1)ε′n
∣∣∣∣∣ ≤ |ε′|N+1|ε′|−N(1−µ) ,
où YN(X) = limε′→0 ZN(X, ε′).
Il est lair que e théorème sut à ompléter la démonstration par réurrene du
orollaire 13, puisque la ondition initiale pour ZN+1 (qui orrespond au premier
membre divisé par ε′N+1) a alors au plus la même taille que elle prévue pour la
fontion elle-même.
Soit ν < µ, ave pourtant ν peu diérent de µ. Il est possible d'érire pour
tout n ≥ 0, d'après le théorème 15 (on rappelle que ε′p+1 = ε).
Y
(
xρε
′µ−1, ε′
)
= εy
(
xρε
′µ, ε
)
= εy0
(
xρε
′µ)+ ε2y1 (xρε′µ)+ . . .+ εn+1yn (xρε′µ)+ o (ε(n+1)−(n+2)ν)
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On déomposera y jusqu'à un n0 tel que (n0+1)−(n0+2)µ > (N+1)−N(1−µ).
On onnaît une majoration des yk sur Dν :∣∣εkyk (xρε′ν)∣∣ ≤ |ε′|−(p+1)(k+1)ν .
Don les yk(x), qui sont indépendants de ε, ont en x = 0 au plus un ple d'ordre
(k + 1)(p + 1). Autrement dit, yk (pour tout k ≤ n) qui est méromorphe en 0
omme toutes les fontions de l'équation (i), s'érit aussi, au voisinage de 0
yk(x) = yk,−(k+1)(p+1)x
−(k+1)(p+1) + yk,−(k+1)(p+1)+1x
−(k+1)(p+1)+1 + . . .+ yk,0 + . . .
L'hypothèse (de réurrene) prinipale du orollaire est∣∣∣∣∣Y (xρεµ−1, ε′)−
N−1∑
k=0
ε′kYk
(
xρε
′µ−1
)∣∣∣∣∣ < |ε′|N |ε′|(µ−1)(N−1) ,
qui implique∣∣∣∣∣ε
n0∑
k=0
εkyk
(
xρε
′µ)− N−1∑
l=0
ε′lYl
(
xρε
′µ−1
)∣∣∣∣∣ < |ε′|N |ε′|(µ−1)(N−1) .
Le premier membre de l'inégalité i-dessus orrespond aussi à
ε′NZN
(
xρε
′µ−1, ε′
)
+ o
(|ε′|N |ε′|(µ−1)(N−1))
par dénition de ZN , qui est majorée dans DCµ, d'après l'hypothèse de réurrene.
On peut en déduire une dénition de YN
(
xρε
′µ−1)
à un o
(|ε′|(µ−1)(N−1)) près. En
X , formellement, on a d'abord
YN(X) = lim
ε′→0
1
ε′N
(
Y (X, ε′)−
∑
k≤N−1
ε′kYk(X)
)
.
Puis,
ε′NYN(X) = Terme d'ordre ε′
N
dans
∑
k≥0
εk+1yk(Xε
′)
= Terme d'ordre ε′N dans
∑
k≥0
εk+1
∑
l≥0
yk,l−(k+1)(p+1)X
l−(k+1)(p+1) ε
′l
εk+1
e qui mène à
YN(X) ∼
∑
k≥0
yk,N−(k+1)(p+1)X
N−(k+1)(p+1) :
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omme YN est solution d'une équation diérentielle ave une irrégularité singulière
en l'inni, on sait que e développement formel est eetivement un développe-
ment asymptotique pour YN(X).
D'où
YN
(
xρε
′µ−1
)
=
∑
k≤n0
yk,N−(k+1)(p+1)
(
xρε
′µ−1
)N−(k+1)(p+1)
+o
(|ε′|(µ−1)(n0−(k+1)(p+1)) .
On peut prndre n0 arbitrairement grand, don dans la diérene
ε
n0∑
k=0
εkyk
(
xρε
′µ)− N∑
l=0
ε′lYl
(
xρε
′µ−1
)
il ne reste, à un o
(|ε′|N+1|ε′|(µ−1)N) près, qu'une somme nie de sommes onver-
gentes : ∑
k≤n0

 ∑
n>N−(k+1)(p+1)
εk+1yk,n
(
xρε
′µ)n .
Or tous les termes de ette somme sont d'ordre, en ε′, au moins
(k + 1)(p+ 1) +
(
N + 1− (k + 1)(p+ 1)
)
µ
=(k + 1)(p+ 1)(1− µ) + (N + 1) + (N + 1)(µ− 1)
=(N + 1)−N(1− µ) + (1− µ)(kp+ p+ k) .
Le dernier terme de ette expression étant stritement positif, l'ordre est supérieur
à (N + 1)−N(1 − µ). Ce qui s'érit∣∣∣∣∣Y (xρεµ−1, ε′)−
N∑
k=0
ε′kYk
(
xρε
′µ−1
)∣∣∣∣∣ < |ε′|N+1|ε′|(µ−1)N ,
e qu'on voulait démontrer.
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3.3 Existene de solutions bornées jusqu'en x = 0
On reprend l'équation originale, en y introduisant expliitement un multi-
paramètre :
~α(ε) =
(
α0(ε), . . . , αi(ε), . . . , αp−1(ε)
)
qu'on supposera avoir une série asymptotique
~α(ε) ∼
ε→0
∞∑
n=0
~anε
n .
On notera aussi
α(x, ε) =
p−1∑
i=0
xiαi(ε).
On onsidère don un as partiulier de l'équation (i), qu'on érira par exemple
sous la forme
εy′ =
(
xpf(x) + εg(x, ε, ~α)
)
y + h(x, ε, ~α) + εy2P (x, ε, ~α, εy) (iii)
ou enore
εy′ =
(
xpf(x) + εg(x, ε)
)
y + h(x, ε) + εy2P (x, ε, εy) +Q(x, ε, ~α, y) , (iii')
où on suppose que Q omporte les termes suivants :
Q(x, ε, ~α, y) = α(x, ε)R0(x) + εR1(x, ε, ~α) + εyR2(x, ε, ~α)
+ εy2R3(x, ε, ~α, εy) + x
pR4(x, ε, ~α) , (3.16)
ave R0(0) 6= 0. Les deux premiers termes sont issus de h, qui doit don avoir une
forme partiulière ; les termes R2 et R3 viennent de g et P respetivement, dans
le as le plus général.
Comme on va s'intéresser maintenant à des solutions y(x, ε) qui soient bornées
sur un voisinage entier de 0, il paraît néessaire que ette fois toutes les fontions
qui interviennent dans l'équation soient holomorphes en x = 0.
Nous allons dans ette partie tenter de montrer que, dans ertaines onditions,
il existe de vraies solutions d'une équation diérentielle qui existent jusque dans
un voisinage d'un point tournant. Pour ela, nous allons montrer que les vraies
solutions qui existent sur des montagnes (f. 3.2.1) peuvent parfois être prolongées
jusqu'au point tournant, en se servant des résultats du paragraphe 3.2.2. Ensuite,
en jouant sur un (multi-)paramètre, on fera en sorte que es diérents prolonge-
ments aient la même valeur en x = 0 ; ela signiera que tous es prolongements
orrespondent à une seule solution de l'équation, qui existera don sur la réunion
des domaines d'existene de es solutions.
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3.3.1 Existene d'une solution formelle ontinue en 0
Dans le as où l'équation (iii') dépend linéairement de α(x, ε), elle peut se
réérire
εy′ =
(
xpf(x) + εg(x, ε)
)
y + h(x, ε) + εy2P (x, ε, εy) + α(x, ε)Q(x, ε, y) (3.17)
Dans e as préis, on peut montrer qu'il existe une solution formelle à l'équation
qui est ontinue en 0, à ondition que Q(0, 0, 0) soit non nul. Nous allons montrer
que l'équation (3.17) possède une unique solution formelle (yˆ, aˆ) qui s'érit omme
série formelle
yˆ =
∑
n≥0
εnyn(x) et aˆ =
∑
n≥0
εnan(x), an(x) =
p−1∑
k=0
αk,nx
k ,
où les yn eux-mêmes sont des fontions de x qui sont soit holomorphes en x, soit
au moins admettent, quand x tend vers 0, une série asymptotique bornée en 0,
notée yˆn. Tous les an(x) sont, quant à eux, des polynmes de degré inférieur ou
égal à p− 1 en x. Pour obtenir e résultat, il sut essentiellement de remplaer
dans (3.17) y et les αk par leur série formelle, les fontions holomorphes en ε : g,
h et P par leur série, puis d'identier les oeients de εn.
On érira la fontion Q sous la forme
Q(x, ε, y) =
∞∑
n=0
Qn(x, y)ε
n ,
et on déomposera de la même manière la fontion P (x, ε, εy) par rapport à ε.
Ce type de notation vaudra aussi pour h(x, ε) et g(x, ε).
On ommene pour n = 0 par :
0 = xpf(x)y0(x) + h0(x) + a0(x)Q0(x, y)
(on remarque que Q0(x, y) = Q(x, 0, 0)). D'où
y0(x) = −h0(x) + a0(x)Q(x, 0, 0)
xpf(x)
(3.18)
On souhaite que y0 soit ontinue en 0. Il faut et il sut pour ela que la valuation
de h0(x) + a0(x)Q(x, 0, 0) soit supérieure ou égale à p− 1. Ce sera eetivement
le as si (et seulement si) on hoisit pour a0(x) le polynme obtenu par division
des séries en x suivantes : −h0(x) par Q(x, 0, 0). Cela nous donne bien une et une
seule valeur possible pour a0 puis y0.
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Supposons à présent que l'on ait montré l'existene (et l'uniité) des n premiers
termes des séries yˆ et aˆ, don regardé les oeients de εk pour k ≤ n− 1. Alors,
on obtient l'égalité suivante pour le oeient de εn :
nyn−1(x) = xpf(x)yn(x) +
∑
k≤n−1
gk(x)yn−1−k(x) + hn(x) + Pn−1(x, y)
+
∑
k≤n
ak(x)Qn−k(x, y)
On peut vérier que Pn−1(x, y), le oeient de εn−1 dans y2P (x, ε, εy) ne dépend
que de x et de y0, y1, . . . , yn−1. De même, Qk(x, y), d'après la forme de Q, ne
dépend que de x et de y0, y1, . . . , yk−1.
Cela permet de trouver
yn =
nyn−1 −
∑
k≤n−1
gk(x)yn−1−k + hn(x) + Pn−1(x, y) +
∑
k≤n
ak(x)Qn−k(x, y)
xpf(x)
Or l'expression
nyn−1 −
∑
k≤n−1
gk(x)yn−1−k + hn(x) + Pn−1(x, y) +
∑
k≤n−1
ak(x)Qn−k(x, y)
peut s'érire (au moins formellement) omme une série en x si on remplae tous
les yk pour k < n par leur série (formelle) respetive. On hoisit alors le polynme
an(x) tel que les p premiers termes du numérateur de la fration i-dessus soient
nuls, i.e. que yn reste bornée en x = 0, à nouveau en eetuant une division de
séries.
Il existe un unique polynme an de degré inférieur ou égal à p− 1 qui vérie
la propriété voulue, puis le yn alulé est bien sûr unique lui aussi.
Nous pouvons ainsi onstruire des séries uniques aˆ et yˆ, solutions formelles de
(3.17), telles que tous les oeients de yˆ restent bornés quand x tend vers 0. En
revanhe, rien ne prouve l'existene pour tout ε assez petit d'une vraie solution
y(x, ε), a(x, ε) à l'équation diérentielle qui soit ontinue et bornée quand ε→ 0
dans un voisinage de 0.
Pour le as non linéaire en α de l'équation (iii'), la méthode de onstrution
est analogue, mais plus omplexe. Cependant, dans le as qui nous intéresse où
Q peut s'érire sous la forme (3.16), l'existene et l'uniité de la solution formelle
(yˆ, αˆ) reste assurée (pour une démonstration omplète, voir [4℄).
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3.3.2 Existene de vraies solutions holomorphes jusqu'en 0
Théorème 17 On suppose que pour l'équation (iii), en plus des hypothèses du
théorème 12, on a que les deux fontions g et h sont holomorphes en 0. Alors
il existe de vraies solutions (y, α), où α s'érit néessairement α(x, ε) = a0(x) +
a1(x)ε + O(ε2) (les deux termes a0 et a1 étant imposés), telles que les y(x, ε)
dénies, bornées sur une montagne vérient en plus les propriétés suivantes :
1. y(0, ε) est dénie et bornée quand ε tend vers 0.
2. De plus y(0, ε)− y(0, 0) = O(ε) (ou o(ε)).
D'après le théorème 12, il existe des solutions y(x, ε) de l'équation (iii) dans
des domaines tels que x > |Xl|ε′, e qui ne permet pas enore de les dénir en 0.
Pour arriver jusqu'en 0, vu le orollaire 14, il faut enore que Y0(X) puisse être
prolongée holomorphiquement jusqu'en X = 0.
Or préisément, dans le as qui nous intéresse, où g et h sont holomorphes en
0, on a vu que G0(X) ≡ 0 et H0(X) ≡ 0. L'équation pour Y0 est alors parti-
ulièrement simple :
(3.5)
dY0
dX
=
(
Xpf(0)
)
Y0 + Y
2
0 P0(X, Y0) ,
et la solution Y0 qui s'impose est une solution évidente : la fontion nulle, la seule
solution de ette équation qui tend vers 0 en l'inni dans un très large seteur ;
elle-i existe bien sûr en X = 0, et on peut utiliser le orollaire 14 qui assure
alors l'existene de y(x, ε) jusqu'en x = 0.
Mais e résultat ne nous sut pas, la solution y(x, ε) obtenue n'étant pas
bornée quand ε→ 0. Pour aller plus loin, il faut regarder exatement les premiers
termes de la solution orrespondante Y (X, ε′), que dans les limites du orollaire
13 on mettra sous la forme
Y (X, ε′) ∼
∞∑
n=0
Yn(X)ε
′n .
Montrons que les p+ 1 premiers Yn sont tous identiquement nuls.
On sait qu'on a une solution y0(x) pour ε = 0 qui est ontinue en x = 0.
L'équation pour y0 nous donne
y0(x) = −
h
(
x, 0,~a0
)
f(x)xp
don h
(
x, 0,~a0
)
est divisible par xp. Si on pose α = a0 + εα˜, la fontion h peut
se mettre sous la forme h(x, ε, ~α) = xph1(x) + εh2(x, ε, ~˜α). Dans toute la suite,
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on supposera qu'on a déjà érit ~α sous ette forme et transformé g, h et P en
onséquene pour obtenir eetivement l'équation (iii) :
εy′ =
(
xpf(x) + εg(x, ε, ε~˜α)
)
y + xph1(x) + εh2(x, ε, ~˜α)
+ εy2
(
xpP1(x, εy) + εP2(x, ε, ~˜α, εy)
)
(iii)
Le résultat pour l'équation en Y , (ii), est le suivant :
dY
dX
=
(
Xpf(ε′X) + ε′g(ε′X, ε, ~˜α)
)
Y
+ εXph1(ε
′X) + ε′εh2(ε′X, ε, ~˜α) + Y 2Pε(X, ε′, ~˜α, Y ) . (3.19)
Don, par réurrene nie, en faisant l'hypothèse de réurrene Yn−1(X) = 0,
pour Yn, n allant de 0 à p, les équations sont équivalentes à
dYn
dX
=
(
Xpf(0)
)
Yn .
La fontion nulle est la solution de haune de es équations qui vérie la ondition
initiale voulue ; 'est-à-dire, quand ε′ tend vers 0,
Yn
(
xρε
′µ
ε′
)
=
1
ε′n
(
εy(xρε
′µ, ε)−
n−1∑
k=0
ε′kYk
(
xρε
′µ
ε′
))
:
quand ε tend vers 0,
ε
ε′p
y(xρε
′µ, ε) tend vers 0 et les autres termes à droite sont
nuls par hypothèse de réurrene, d'où la ondition
lim
X→∞
Yn(X) = 0, ∀n ≤ p .
Pour n = p+ 1, on obtient en revanhe
dYp+1
dX
=
(
Xpf(0)
)
Yp+1 +X
ph1(0)
dont la solution qui nous intéresse vérie
lim
X→∞
Yp+1(X) = lim
ε′→0
y0(xε
′µ) + o
(
ε′1−µ
)
= y0(0)
'est-à-dire
Yp+1(X) = −h1(0)
f(0)
.
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On en onlut que Y (X, ε′) est égal à
Y (X, ε′) = εY˜ (X, ε′) ∼ ε(Yp+1(X) + ε′Yp+2(X) + . . . ) ,
d'où l'on déduit que
y(ε′X, ε) =
Y (X, ε′)
ε
= Y˜ (X, ε′)
reste bornée en x = 0 (et dans un petit voisinage de taille ε′ autour de e point)
quand ε→ 0 ; e qui démontre le premier point du théorème.
Il reste à montrer que l'équivalent de y(0, ε)− y(0, 0) est d'ordre ε au moins.
On ontinue dans e but le alul des premiers termes de la série formelle de Y˜ .
Revenons d'abord à l'équation (iii). Comme il existe une solution formelle, on
sait aluler y1(x) ave l'équation suivante :
y′0(x) = x
pf(x)y1(x) + h2(x, 0, a1(x)) + y
2
0(x)x
pP1(x, 0) + y0(x)g(x, 0, 0) ,
don pour que y1 soit ontinue en 0, il faut et il sut que
y′0(x)− h2(x, 0, a1)− y0(x)g(x, 0, 0) soit de valuation p au moins. (3.20)
Pour Y˜ , on trouve omme équation diérentielle non singulièrement perturbée
dY˜
dX
=
(
Xpf(ε′X) + ε′g(ε′X, ε, ε~˜α)
)
Y˜ +Xph1(ε
′X) + ε′h2(ε′X, ε, ~˜α)
+ εY˜ 2Pε(X, ε
′, ~˜α, Y˜ )
On ne herhe que les termes Y˜0, Y˜1, . . . Y˜p, don dans l'équation i-dessus, on
tronquera toutes les séries pour ne garder que les termes de degré en ε′ stritement
inférieur à p + 1. En partiulier, le terme εY˜ 2Pε(X, ε
′, ~˜α, Y˜ ) peut être oublié, et
on obtient pour es fontions Y˜j des équations diérentielles linéaires.
Si on herhe à identier les deux séries formelles, elle pour y et elle pour Y˜ ,
on s'aperçoit que les Y˜j (pour j ≤ p) ne devraient dépendre que de y0, et être de la
forme Y˜j = λjX
j
. Nous allons démontrer que les équations pour les Y˜j admettent
eetivement de telles solutions. À partir de l'équation pour Y˜ ,
p∑
j=1
λjjX
j−1ε′j ≡
(
Xpf(ε′X) + ε′g(ε′X, 0, 0)
) p∑
j=1
λjX
jε′j
+Xph1(ε
′X) + ε′h2(ε′X, 0, a1) [mod ε′
p+1
] ,
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en ne regardant dans l'égalité i-dessus que les termes dont le degré en ε′ est
inférieur ou égal à p.
⇐⇒ ε′
( p∑
j=1
λjjX
j−1ε′j − h2(ε′X, 0, a1)− g(ε′X, 0, 0)
p∑
j=1
λjX
jε′j
)
≡ Xp
(
f(ε′X)
p∑
j=1
λjX
jε′j + h1(ε′X)
)
[mod ε′p+1] .
À gauhe, on ne dépasse pas le degré p− 1 en X , alors qu'à droite, on ommene
au degré p ; la seule possibilité d'avoir ette égalité est don que les deux membres
soient nuls.
À droite, ela donne (toujours en séries tronquées)
p∑
j=1
λjX
jε′j ≡ −h1(ε
′X)
f(ε′X)
= y0(ε
′X) [mod ε′p+1]
puis à gauhe, on retrouve
ε′
(
y′0(ε
′X)− h2(ε′X, 0, a1)− g(ε′X, 0, 0)y0(ε′X)
)
qui d'après la propriété (3.20) est de valuation p en ε′X , don de valuation p+ 1
en ε′.
Ces Y˜j doivent vérier en plus une ondition initiale, qui est, quand ε
′
tend vers
0,
Y˜j
(
xρε
′µ−1
)
∼ 1
ε′p+1+j
(
εy0
(
xρε
′µ)+O(ε2)− j−1∑
k=0
ε′kY˜k
(
xρε
′µ−1
))
∼ 1
ε′j
y0
(
xρε
′µ)− j−1∑
k=0
λk
(
xρε
′µ)k
soit, si y0(x) =
∑
λkx
k
,
Y˜j
(
xρε
′µ−1
)
∼ λj
(
xρε
′µ−1
)j
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Les solutions Y˜j trouvées formellement sont don bien aussi eetivement les so-
lutions des équations diérentielles orrespondantes ave les onditions initiales
voulues.
Pour y(x, ε), on en déduit alors
y(ε′X, ε) = λ0 + ε′λ1X + · · ·+ ε′pλpXp +O(ε)
y(0, ε)− y(0, 0) ∼ εY˜p+1(0) voire plus petit, si Y˜p+1(0) = 0. (3.21)
3.3.3 Une estimation préliminaire
On étudiera dans la suite de ette partie l'équation (iii') dans laquelle on a
déjà érit ~α = ~a0 + ε~˜α.
εy′ =
(
xpf(x) + εg(x, ε)
)
y + h(x, ε) + εy2P (x, ε, εy) +Q(x, ε, ε~˜α, y)
la fontion Q étant holomorphe en toutes ses variables ; Q s'érit omme dans
l'égalité (3.16).
On note enore Q0k = R0(0) 6= 0.
On notera γl un hemin desendant le relief à partir d'un sommet de la l−ième
montagne jusqu'en x = 0 (on rappelle qu'il naît p+1 montagnes autour du point
0).
Nous aurons besoin plus loin de l'estimation suivante :
Lemme 6 Quand ε tend vers 0,∫
γl
exp
(
1
ε
∫ 0
x
tpf(t)dt+ r(x)
)
∂Q
∂α˜k
(x, ε, ε~˜α, y)dx ∼ εCkε′k+1 exp
(
l(k + 1)
2iπ
p+ 1
)
où Ck ne dépend pas de l.
Il ne s'agit dans e lemme que d'un variante de la méthode du point ol. La valeur
de l'intégrale est essentiellement onentrée là où
∫ 0
x
tpf(t)dt est nulle, 'est-à-dire
en x = 0. Comme exp(r(x)) et f(x) sont holomorphes et non nulles au voisinage
de x = 0, l'intégrale est peu diérente de∫
γl
er(x) exp
(
−1
ε
xp+1
f(0)
p+ 1
)
∂Q
∂α˜k
(x, ε, ε~˜α, y)dx
et on eetue le hangement de variable u = x×
p+1
√
f(0)/(p+ 1)
ε′
.
On arrive à l'estimation
er(0)ε′ p+1
√
(p+ 1)/f(0)
∫
γl
e−u
p+1 ∂Q
∂α˜k
(
uε′ p+1
√
(p+ 1)/f(0), ε, ε~˜α, y
)
du
Or
1
ε
∂Q
∂α˜k
(x, ε, ε~˜α, y) = xkR0 + ε
(
∂R1
∂α˜k
+ y
∂R2
∂α˜k
+ y2
∂R3
∂α˜k
)
+ xp
∂R4
∂α˜k
,
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et la dérivée partielle est don équivalente à
∂Q
∂α˜k
∼ εxkQ0k quand ε puis x tendent
vers 0. D'où la nouvelle approximation
er(0)ε′ p+1
√
(p+ 1)/f(0) εQ0k
∫
γl
e−u
p+1
(uε′)k
(
p+1
√
p + 1
f(0)
)k
du
aussi équivalente à
ε C ′kε
′k+1
∫
γl
e−u
p+1
ukdu
Notons Ik =
∫
γ1
e−u
p+1
ukdu, qui est une intégrale bien dénie. Pour passer du
hemin γ1 à γl, au moins dans un voisinage de 0, il sut d'eetuer une rotation
d'angle
2(l−1)π
p+1
. Don, en posant
u = v exp
(
i
2(l − 1)π
p+ 1
)
on obtient que∫
γl
e−u
p+1
ukdu =
∫
γl
e−v
p+1
vk exp
(
i
2k(l − 1)π
p+ 1
)
exp
(
i
2(l − 1)π
p+ 1
)
dv
= exp
(
i
2(k + 1)(l − 1)π
p + 1
)
Ik
D'où le résultat nal :∫
γl
exp
(
1
ε
∫ 0
x
tpf(t)dt+ r(x)
)
∂Q
∂α˜k
(x, ε, ε~˜α, y)dx ∼ Ckε′k+1ε exp
(
(k + 1)
2liπ
p+ 1
)
,
la valeur de Ck étant la onstante non nulle
Ck = C
′
k ∗ Ik exp
(
−(k + 1) 2iπ
p+ 1
)
.
3.3.4 Existene de solutions y(x, ε) exeptionnelles qui restent bornées
dans un voisinage de taille xe du point 0
Théorème 18 Soit l'équation
εy′ =
(
xpf(x) + εg(x, ε)
)
y + h(x, ε) + εy2P (x, ε, εy) +Q(x, ε, ε~˜α, y) (iii')
où toutes les fontions qui interviennent sont holomorphes dans un voisinage D0
de x = 0 (ave f(0) 6= 0), holomorphes en ε dans des seteurs entrés en 0, P
étant aussi holomorphe en εy = 0. Q se déompose omme en (3.16)
Q(x, ε, ~α, εy) = α(x, ε)R0(x) + εR1(x, ε, ~α) + εyR2(x, ε, ~α)
+ εy2R3(x, ε, ~α, εy) + x
pR4(x, ε, ~α) ,
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ave
α(x, ε) =
p−1∑
k=0
αk(ε)x
k = a0(x) + εα˜(x, ε) .
Dans e as, il existe une unique solution formelle (yˆ =
∑
yn(x)ε
n, αˆ =∑
~anε
n) telle que yn(0) est bien dénie pour tout n.
On onstruit p + 1 domaines Dl ⊂ D0 ontenant haun une des montagnes
(pour le relief ℜ(∫ x f(t)tp
ε
dt)) naissant au voisinage du point ol 0, haun des
domaines Dl étant aessible à partir de son sommet, qu'on pourra éventuellement
hoisir inni (f. g 9).
Alors, si pour un ertain δ xé et tout ε assez petit
|g(x, ε)|+ |h(x, ε)|+ |P (x, ε, εδ)|
xpf(x)
est bornée sur
p+1⋃
l=1
Dl, (H1)
et
Q(x, ε, δ, δ)
xpf(x)
est bornée sur
p+1⋃
l=1
Dl, (H2)
il existe, pour tout ε > 0 assez petit, des αk(ε) et une fontion y(x, ε) holomorphe
bornée sur
⋃
Dl et sur un voisinage omplet de x = 0, B(0, ρ), tels que l'équation
(iii') soit vériée.
Cette solution (y, ~α) orrespond à la solution formelle, 'est-à-dire qu'elle ad-
met les séries formelles solutions omme développements asymptotiques :
y(x, ε) ∼
∞∑
n=0
yn(x)ε
n, ~α(ε) ∼
∞∑
n=0
~anε
n .
Pour tout α˜ dans un voisinage de taille ε de a1(x) (trouvé formellement,
omme a0 préédemment), on sait que sur haque domaine Dl, il existe une
solution y[l](x, ε). Si les hypothèses du théorème 18 sont vériées, on a montré
(au théorème 14) qu'on peut prolonger es solutions jusqu'en x = 0, et qu'elles
restent bornées en e point quand ε → 0. Pour démontrer le théorème, nous al-
lons montrer que pour tout ε assez petit, il existe un α˜(x, ε) tel que les fontions
y[l](x, ε) dénies haune sur leur montagne Dl soient toutes égales en x = 0 :
y[1](0, ε) = y[2](0, ε) = · · · = y[p+1](0, ε).
Regardons omment y varie en fontion de ~˜α. L'équation (iii') implique, si on
la dérive par rapport à αi :
ε
(
∂y
∂α˜k
)′
=
∂Q
∂α˜k
(x, ε, ε~˜α, y) +
∂y
∂α˜k
×[
xpf(x) + ε
(
g(x, ε) + 2yP (x, ε, εy) + εy2
∂P
∂y
(x, ε, εy) +
1
ε
∂Q
∂y
(x, ε, ε~˜α, y)
)]
.
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Fig. 9: Exemple de voisinage de 0, ave représentation de D1 et D3 (p = 4)
On voit qu'on a une équation diérentielle linéaire en
∂y
∂α˜k
; les solutions peuvent
don s'érire :
∂y[l]
∂α˜k
=
1
ε
∫
γl
er(x) exp
(
1
ε
∫ 0
x
tpf(t)dt
)
∂Q
∂α˜k
(x, ε, ε~˜α, y)dx ,
ave
r(x) =
∫ 0
x
(
g(t, ε) + 2yP (t, ε, εy) + εy2
∂P
∂y
(t, ε, εy) +
1
ε
∂Q
∂y
(t, ε, ε~˜α, y)
)
dt ,
une fontion bornée quand ε tend vers 0, puisque
∂Q
∂y
est un O(ε2). On peut
appliquer le lemme 6, qui nous donne alors :
∂y[l]
∂α˜k
∼
ε→0
Ckε
′k+1 ε exp
(
l(k + 1)
2iπ
p+ 1
)
. (3.22)
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En reprenant le résultat omplet du théorème 17 (f. (3.21)), on peut érire
une formule de Taylor pour haun des y[l] au voisinage de la fontion y0 en x = 0 :
y[l](0, ε, ~˜α)− y0(0) = εY˜p+1(0) + ε
p−1∑
k=0
α˜kCkε
′k+1 exp
(
l(k + 1)
2iπ
p+ 1
)
+ o(. . . )
qui donne, après division par ε,
1
ε
(
y[l](0, ε, ~˜α)− y0(0)
)
= Y˜p+1(0) +
p−1∑
k=0
αˇkCk exp
(
l(k + 1)
2iπ
p+ 1
)
+ o(. . . ) ,
où αˇk = α˜kε
′k+1
. On rappelle que ni Y˜p+1 ni y0 ne dépendent de l, ε ou α.
Nous allons regarder le veteur
Y =


1
ε
(
y[1](0, ε, ~˜α)− y0(0)
)
− η
1
ε
(
y[2](0, ε, ~˜α)− y0(0)
)
− η
.
.
.
1
ε
(
y[p+1](0, ε, ~˜α)− y0(0)
)
− η


de taille p+1, dépendant des p+2 variables ε, w1 = η, w2 = αˇ0, . . . , wp+1 = αˇp−1.
D'après e qui préède, la matrie jaobienne de Y par rapport aux p+1 dernières
variables est
∂Y
∂w ε=0,w=(Y˜p+1(0),0,... ,0)
=


−1 C0 e(1·1·
2ipi
p+1) . . . Cp−1 e(
1·p· 2ipi
p+1)
−1 C0 e(2·1·
2ipi
p+1) . . . Cp−1 e(
2·p· 2ipi
p+1)
.
.
.
.
.
.
.
.
.
.
.
.
−1 C0 e((p+1)·1·
2ipi
p+1) . . . Cp−1 e(
(p+1)·p· 2ipi
p+1)


Le déterminant orrespondant est non nul. En eet, en fatorisant le jaobien
obtenu par olonnes, on obtient
Det
(
∂Y
∂w
)
= −
p−1∏
k=0
Ck
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
(
exp
2iπ
p+ 1
)
. . .
(
exp
2iπ
p + 1
)p
1
(
exp
4iπ
p+ 1
)
. . .
(
exp
4iπ
p + 1
)p
.
.
.
.
.
.
.
.
.
1
(
exp
2(p+ 1)iπ
p+ 1
)
. . .
(
exp
2i(p+ 1)π
p + 1
)p
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Le déterminant qui reste est un déterminant de Van der Monde, qui est bien non
nul.
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On en déduit que Y est loalement inversible autour de w = 0.
On regarde la fontion Y(ε, w) ; on sait que, ave w0 = (Y˜p+1(0), 0, . . . , 0),
Y(0, w0) = 0
et
∂Y
∂w
(ε=0,w=w0) est inversible
D'après le théorème des fontions impliites, il existe don une unique fontion
w(ε) telle que Y(ε, w(ε)) = 0, pour tout ε dans un voisinage susamment petit
de 0. Les fontions αˇ(ε) que l'on en déduit sont bornées en ε ; don les fontions
ε~˜α = αˇε′p−k+1 tendent vers 0 ave ε. Cette propriété nous sut pour pouvoir
eetivement appliquer le théorème des fontions impliites : les α˜k sont toujours
aompagnés d'un ε en fateur dans toute e paragraphe. Les fontions ε~˜α(ε)
sont holomorphes en ε dans des seteurs ouverts en 0, puisque le passage de ε à
ε′ = ε
1
p+1
n'est pas bijetif dans un visinage du point 0.
Ave ~α, on trouve en même temps la fontion y(x, ε) orrespondante à partir
de y(0, ε) = y0(0) + εη(ε) ; dans les paragraphes préédents, on a montré qu'il
s'agissait d'une fontion bornée, en x = 0 et dans tous les domaines Dl autour de
0. On vient ainsi de nir de démontrer l'existene de la vraie solution (y, α) du
théorème, bornée quand ε tend vers 0, dans l'union des domaines Dl.
Il reste à justier que la solution formelle (yˆ, αˆ) est le développement asympto-
tique de (y, ~α). La démonstration se fait de manière analogue à elle du théorème 11.
On sait que la solution (y,~a0 + ε~˜α) existe, ave ε~˜α bornée en ε, et on érit
y(x, ε) = y0(x) + εz(x, ε)
a0(x) + εα˜(x, ε) = a0(x) + εa1(x) + ε
2α˘(x, ε) .
Si on introduit es notations dans l'équation diérentielle (iii'), ela donne une
équation diérentielle linéaire en z ave un paramètre α˘(x, ε) qui intervient lui
aussi de manière linéaire :
εz′ = (xpf(x) + εg(x, ε)) z + εα˘(x, ε)R0(x) + xp
R4(x, ε, ε~˜α)−R4(x, 0, 0)
ε
+(
h(x, ε)− h(x, 0)
ε
− y′0 + g(x, ε)y0 + y2P (x, ε, εy) + a1(x, ε)R0 +R1 + yR2 + y2R3
)
(on rappelle que R0 ne dépend que de x ; R1, R2 et R4 de x, ε et ε~˜α ; et que R3
dépend en plus de εy).
On vérie très failement que les hypothèses du théorème sont enore vériées
pour ette équation :
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1. f et g ne hangent pas.
2. la nouvelle fontion P˘ est nulle.
3. la nouvelle fontion Q˘(x, ε, ε~˘α, εy), quant à elle, se réduit à la somme des
deux termes εα˘(x, ε)R0(x) + x
pR4(x, ε, ε
~˜α)− R4(x, 0, 0)
ε
. Le premier terme
ne pose auune diulté. Et le seond peut s'érire aussi xpR˘4(x, ε, ε~˘α).
4. h˘(x, ε) orrespond à la deuxième ligne dans l'équation i-dessus. Cette fon-
tion qui peut s'exprimer en fontion de x et ε uniquement (puisque y et εα˜
sont bien onnus) vérie la ondition de majoration voulue.
Ave e qui vient d'être démontré, on sait don qu'il existe z(x, ε) et εα˘(x, ε)
bornées en ε telles que z existe et est holomorphe en x = 0, et εα˘(ε) est holomor-
phe en ε.
Une simple réurrene sut ensuite pour lore la démonstration du théorème 18.
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Chapitre 4
L'équation du Brusselator
Le système diérentiel du Brusselator apparaît pour l'étude de l'évolution
inétique de ertaines réations himiques auto-atalytiques. Il peut se mettre
sous la forme suivante :{
εχ˙ = a(1 + χ)2y + aχ2 + (a− 1)χ
y˙ = −χ(1 + χ)− y(1 + χ)2
Qualitativement, il y a des solutions «anard» de e système pour des valeurs du
paramètre a voisines de a0 = 1. Dans e as, la ourbe lente a pour équation
y = −χ
2
(1+χ)2
, et les trajetoires des solutions peuvent être amenées à suivre ette
ourbe lente y ompris sur sa partie instable (f. gure 10). On s'intéressera en
fait aux grands anards, 'est-à-dire aux trajetoires qui suivent la partie instable
de la ourbe jusqu'en x inni.
4.1 Existene de solutions anards
Nous allons ommener par transformer le système pour obtenir une équation
sous une forme
〈〈
normale
〉〉
, orrespondant à elle étudiée dans la partie préé-
dente (en partiulier, nous ramènerons le point ol pour le relief situé à l'inni
en un point ni). Puis nous verrons quel est le domaine d'existene des solutions
surstables à l'équation obtenue.
Pour étudier es solutions, nous allons prendre la nouvelle variable z = χ˙, e
qui ramène la première équation du système à
a(1 + χ)2y = −aχ2 − (a− 1)χ+ εz
et la seonde à :
z
dy
dχ
=
dy
dt
= −(χ+ 1)χ+ χ2 + a− 1
a
χ− ε
a
z =
−χ− εz
a
.
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Fig. 10: Courbe anard du Brusselator
Or, la première équation i-dessus nous donne aussi
dy
dχ
=
−2χ
(1 + χ)3
− a− 1
a
1− χ
(1 + χ)3
+
ε
a
2z + (1 + χ)dz/dχ
(1 + χ)3
,
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soit
a(1 + χ)2
dy
dχ
= −a+ 1− χ
1 + χ
+ ε
( 2z
1 + χ
+
dz
dχ
)
.
Le système du Brusselator peut don se ramener à l'équation suivante, que nous
appellerons équation du Brusselator.
εz
dz
dχ
=
2χ
1 + χ
(
z − (1 + χ)
3
2
)
+ (a− 1)z + z
(
z − (1 + χ)
3
2
)
2ε
1 + χ
On voit déjà sur ette équation que la fontion Φ0(χ) =
(1+χ)3
2
est partiulière
pour ette équation : pour le paramètre a = 1 elle est solution quand ε = 0, et
'est alors la seule solution (pour ε = 0 quand on fait varier a) qui soit ontinue
en χ = 0.
On eetue le hangement de variable suivant, qui ramène l'inni en −1 et
laisse 0 en 0.
χ =
−x
1 + x
, puis
dx
dχ
= −(1 + x)2
Si on ompare alors ave l'équation de Van der Pol, 0 orrespondra ii à 1 (le
point ol qui n'est, exeptionnellement, pas un point tournant), −1 à −1 (l'autre
point ol du relief).
D'où l'équation
εz(x)
dz(x)
dx
=
2x
(1 + x)2
(
z − 1
2(1 + x)3
)
− a− 1
(1 + x)2
z − z
(
z − 1
2(1 + x)3
) 2ε
1 + x
(4.1)
Montrons que ette équation est bien du genre étudié lors de la généralisation
(voir partie préédente). On pose pour ela z = Φ0(x)(1+εy), où Φ0(x) orrespond
à la ourbe lente, ii
1
2(1+x)3
, et on remplae dans l'équation (4.1) après en avoir
divisé les deux membres par z
εΦ′0(1 + εy) + ε
2y′Φ0 =
2xεy
(1 + x)2(1 + εy)
− a− 1
(1 + x)2
− Φ0εy 2ε
1 + x
Don
εy′ = y
[
4x(1 + x) +
ε
1 + x
]
+
3
1 + x
− 2(x+ 1)a− 1
ε
− εy24x(1 + x) 1
1 + εy
On voit que autour de 0, on a :
• p = 1 et f(x) = 4(1 + x)
• g(x, ε) = 1
1+x
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• h(x, ε) = 3
1+x
• P (x, ε, εy) = −4x(1+x)
1+εy
• Q(x, ε, y) = −2(x+ 1) ave α = a−1
ε
.
• On prend alors pour D0 l'ensemble C privé du demi-axe réel ]−∞,−1].
• Toutes les hypothèses étant respetées, vu le relief représenté gure 11, le
théorème 18 s'applique : pour une valeur de a bien hoisie, soit a+(ε), il
existe une solution holomorphe z+(x) qui sera ontinue en 0 et qui a pour
domaine d'existene les montagnes Nord et Est et les vallées adjaentes ; voir
g. 11. Symétriquement, en prenant les onjugués, on trouve une solution
z− = z+ orrespondant au paramètre a = a−(ε) = a+.
Bien évidemment, es deux solutions (a, z) orrespondent toutes les deux aux
séries formelles uniques
aˆ(ε) =
∑
anε
n
et zˆ(ε, x) =
∑
zn(x)ε
n
onstruites de telle sorte que tous les termes zn sont ontinus en x = 0.
Si on regarde ensuite e qui se passe autour de −1, en hangeant de variable :
x˜ = x− 1, on trouve de manière analogue
• p = 1, f(x˜) = 4(1− x˜) et ε′ = √ε
• g(x˜, ε) = 1
x˜
d'où aussi G0(X) =
1
X
• h(x˜, ε) = 3
x˜
− 2x˜a−1
ε
d'où aussi H0(X) =
3
X
• P (x˜, ε, εy) = 4x˜(1+x˜)
1+εy
d'où aussi P0(X, Y ) =
4X
1+Y
• On prend alors pour D la montagne Est (à partir de −1) et éventuellement
une partie des vallées adjaentes.
• Les hypothèses des théorèmes 12, 13, 15 sont respetées : on peut prolonger
le domaine jusqu'en −1 +Xl
√
ε ∈ R ; et la solution anard admet une sorte
de développement asymptotique en
√
ε pour des x tels que |1+x| < |√ε|1+ν
(ν > 0), obtenu à partir de la solution formelle de l'équation diérentielle
non singulièrement perturbée ; tandis que le développement asymptotique
zˆ(ε, x) =
∑
zn(x)ε
n
reste valable, dans le sens du théorème 15, pour les x
(sur la montagne Est) tels que |1 + x| > |√ε|1+µ, 0 < ν < µ < 1.
4.2 Estimation de a+ − a−
L'existene de solutions là où on le souhaite est don aquise. Maintenant,
pour des raisons de simpliités de alul, nous allons repartir de l'équation (4.1) ; la
progression suivra alors exatement le même shéma que pour l'équation de Van der
Pol. C'est à dire que nous allons établir une équation reliant la diérene a+−a−
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Fig. 11: Relief orrespondant à
∫ x
0 2t(1+ t)dt : domaine aessible à partir des sommets
Est ou Nord, pour a = a+ ; les ourbes passant par 0 sont les ourbes de niveau R(x) = 0,
elles passant par −1 ont pour équation R(x) = 1/3.
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-
+
- +
-
+
-
0
-1
à la diérene entre les fontions z+− z−, étudiée au voisinage du point singulier
−1 ; pour pouvoir ensuite estimer haun des termes présents dans l'équation
obtenue, nous aurons besoin en partiulier des équivalents (pour ε tendant vers
0) de toutes les fontions solutions des équations intérieures omme extérieures,
et des oeients de Stokes des solutions intérieures. Certains des aluls seront
faits ii en préliminaires.
Pour étudier le voisinage de −1, le hangement de variable qui s'impose est en
tous as le suivant
x = −1 + ε1/2X , z = ε−3/2Y .
D'où l'équation intérieure, non singulièrement perturbée
Y
dY
dX
=
2(−1 +√εX)
X2
(
Y − 1
2X3
)
− a− 1
X2
Y − 2Y
X
(
Y − 1
2X3
)
.
Cette dernière équation a pour solution formelle la série Yˆ =
∑
Yn(X)ε
n/2
(et
on sait que ette série orrespond à une vraie solution dans ertains domaines),
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ave Y0 solution de l'équation obtenue en posant ε = 0, soit
Y0
dY0
dX
=
−2
X
(
Y0 − 1
2X3
)
(Y0 +
1
X
) . (4.2)
4.2.1 Quelques équivalents
Si on herhe des équivalents pour les premières fontions des séries yˆ et Yˆ ,
on ommene par érire dans l'équation (4.1) la fontion z et le paramètre a sous
la forme z(χ) = Φ0(χ) + εΦ1(χ) + o(ε) et a = 1 + a1ε+ o(ε) ; on part de
Φ0(χ) =
(1 + χ)3
2
, Φ0(x) =
1
2(1 + x)3
,
puis, omme
Φ0Φ
′
0 =
2χ
1 + χ
Φ1 + a1Φ0
et que Φ1 doit être ontinue en 0, on trouve
a1 = 3/2 , Φ1(χ) =
3(1 + χ)4
8
(2 + χ)
autrement dit
Φ1(x) =
3
8
2 + x
(1 + x)5
.
On ontinue pour obtenir le terme suivant : dans l'équation du Brusselator, les
termes de degré 2 en ε mèneront à l'équation
Φ0Φ
′
1 + Φ
′
0Φ1 =
2χ
1 + χ
Φ2 + a1Φ1 + a2Φ0 +
2Φ0Φ1
1 + χ
d'où
a2 = 15/8 , Φ2(χ) =
3(1 + χ)4
32
(6χ3 + 29χ2 + 48χ+ 30)
autrement dit
Φ2(x) =
3
32
5x3 + 23x2 + 42x+ 30
(1 + x)7
.
Ensuite, pour la série Yˆ , on fait le hangement de variable et on identie, ave
x = −1 +X√ε, les deux séries
ε3/2
(
Φ0(x) + εΦ1(x) + ε
2Φ2(x)
)
= Y0(X) +
√
εY1(X) + εY2(X) + o(ε) ,
e qui mène à
Y0(X) ∼
X→∞
1
2X3
+
3
8X5
+
9
16X7
, Y1(X) ∼ 3
8X4
+
33
32X6
, Y2(X) ∼ 3
4X5
.
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4.2.2 Coeient de Stokes pour l'équation (4.2)
Si l'équation (4.2) a deux solutions onjuguées Y +0 et Y
−
0 , bornées toutes deux
pour les X ∈ R assez grand, elles ont néessairement la même série asymptotique
(dont les termes sont donnés i-dessus) et la diérene entre les deux est don
exponentionnellement petite. Elle orrespond à des termes de Stokes ; nous allons
montrer que :
Lemme 19 La diérene entre deux solutions bornées en l'inni de l'équation (4.2)
est équivalente, quand X tend vers l'inni, à
(Y +0 − Y −0 )(X) ∼ 32i
√
2πX4e−2X
2
.
Pour parvenir à e résultat, nous allons essayer de donner, sous une ertaine forme
(ar on ne peut espérer en donner expliitement les solutions exates), les solutions
de l'équation.
(4.2) Y ′0 =−
2
X
Y0 +
1
X4
− 2
X2
+
1
X5Y0
On ommene par hanger de variable en posant t = 1/X
dY0
dt
=
2Y0
t
− t2 + 2− t
3
Y0
,
puis on introduit la nouvelle fontion u(t) telle que Y0(t) = t
2u(t)
2tu+ t2u′ =2tu− t2 + 2− t/u
u′ =− 1 + 2
t2
− 1
tu
,
et v(t) vériant u(t) = −t− 2t−1 + v(t)
dv
dt
=
1
t2 + 2− tv(t) .
À présent plutt que de regarder v en fontion de t, on prend la fontion ré-
iproque : on herhe t en fontion de v
dt
dv
=t(v)2 + 2− vt(v)
On reonnaît une équation de Riatti. La manière habituelle de résoudre e type
d'équation est de poser t = −z′(v)
z(v)
.
−z
′′
z
+
z′2
z2
=2 +
z′
z
v +
z′2
z2
z′′ + vz′ + 2z =0
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Cette dernière équation est une équation diérentielle hypergéométrique, qui a
les deux solutions indépendantes suivantes (parmi d'autres possibles) :
z1(v) = v exp
(
−v
2
2
)
puis z2(v) = v exp
(
−v
2
2
)∫ v
i∞
1
w2
ew
2/2dw ,
de dérivées
z′1(v) = (1− v2)e−v
2/2
et z′2(v) = (1− v2)e−v
2/2
∫ v
i∞
ew
2/2
w2
dw +
1
v
.
On peut nalement érire toute solution t(v) sous la forme :
t(v) =
C1(v
2 − 1)e−v2/2 + C2(v2 − 1)e−v2/2
∫ v
i∞
ew
2/2
w2
dw − C2/v
C1ve−v
2/2 + C2ve−v
2/2
∫ v
i∞
1
w2
ew2/2dw
Mais toutes es solutions t ne nous onviennent pas. En eet, on a vu préédem-
ment que les solutions Y onsidérées devaient vérier la propriété suivante :
Y0(X) ∼
X→∞
1
2X3
,
soit, après hangements de variables,
−t3 − 2t+ t2v ∼
t→0
t3/2 ,
e qui suppose au moins que
t(v) ∼
v→∞
2/v .
Or si on prend C2 = 0, on trouve t =
v2−1
v
, qui ne vérie pas et équivalent.
Par ontre, pour toute autre solution (dans le seteur où elle est dénie à
l'inni), on trouve le bon équivalent. On montre en utilisant des intégrations par
parties que, quand v →∞,∫ v
i∞
ew
2/2
w2
dw =
1
v3
ev
2/2
(
1 +
3
v2
+ o(1/v2)
)
.
Ce qui fait que, si C2 6= 0,
z′(v) ∼
v→∞
− 2
v3
(4.3)
z(v) ∼
v→∞
1
v2
(4.4)
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et don
t(v) ∼
v→∞
2
v
e qui donne une solution Y0 qui se omporte bien omme prévu à l'inni.
Comme C2 6= 0 dans les as qui nous intéressent, on érira désormais t(v) ave
une seule onstante C = C1/C2 :
t(v) =
(v2 − 1)e−v2/2
(∫ v
i∞
ew
2/2
w2
dw + C
)
− 1
v
ve−v2/2
(∫ v
i∞
ew
2/2
w2
dw + C
)
Si alors C = 0, la fontion t+(v) est bien dénie pour tout v tel que arg(v) ∈
[−π/4+ δ, 5π/4− δ], δ > 0, pare que pour arg(v2) ∈]− π/2, π/2[, l'exponentielle
e−v
2/2
est bien bornée et que pour arg(v) ∈ [π/4, 3π/4], e sont les intégrales qui
sont eetivement exponentionnellement petites. Si on repasse à la variable X ,
ela donne l'existene d'une solution Y +0 au moins pour tout X assez grand sur
l'axe réel et la montagne Nord (f. gure 11) d'après l'équivalentX = 1/t(v) ∼ 2v.
Pour C = i
√
2π, on peut réérire t(v) sous la forme suivante :
t−(v) =
(v2 − 1)e−v2/2 ∫ v−i∞ ew2/2w2 dw − 1v
ve−v2/2
∫ v
−i∞
1
w2
ew2/2dw
En eet, en intégrant par parties∫ +i∞
−i∞
exp(w2/2)
w2
dw =
[
−exp(w
2/2)
w
]i∞
−i∞
+
∫ +i∞
−i∞
exp(w2/2)dw
et ave le hangement de variable t = iw/
√
2,
=
√
2/i
∫ −∞
+∞
exp(−t2)dt = i
√
2π
La solution t− donne une solution Y −0 pour des X dans un domaine symétrique
(par la onjugaison omplexe) au domaine image de t+.
On onsidère à présent des variables omplexes v+ et v− telles que
t+(v+) = t−(v−) ∈ R.
Pour des raisons de symétrie, es deux nombres v± sont a priori onjugués. On
souhaite étudier la diérene entre es deux nombres quand ils tendent vers +∞.
104
La méthode sera semblable à elle utilisée pour l'équation de Van der Pol.
t+(v+) = t−(v−)
z+
′
(v+)
z+(v+)
=
z−′(v−)
z−(v−)
=
z+
′
(v−)
(
1 + i
√
2π (v
2−1)e−v2/2
z+′(v−)
)
z+(v−)
(
1 + i
√
2π ve
−v2/2
z+(v−)
)
Comme les termes e−v
2/2/z(
′)
sont exponentionnellement petits quand v →∞, on
peut érire des développements limités :
=
z+
′
(v−)
z+(v−)
(
1 + i
√
2π
[
(v2 − 1)e−v2/2
z+′(v−)
− ve
−v2/2
z+(v−)
]
+ o(. . . )
)
t+(v+)− t−(v−) ∼ t+(v−)i
√
2πe−v
2/2
[
(v2 − 1)
z+′(v−)
− v
z+(v−)
]
D'où, ave les équivalents pour z et z′ trouvés en (4.4) et (4.3)
t+(v+)− t−(v−) ∼ − i
√
2πe−v
2/2v4
Or, omme v+ et v− sont prohes, on peut aussi érire
t+(v+)− t−(v−) ∼ (v+ − v−) t+′(v+) .
Don nalement
v+ − v− ∼ i
2
√
2πe−v
2/2v6 .
On en déduit failement les équivalents orrespondants pour (Y +0 − Y −0 )(X),
sahant que
Y +0 − Y −0 =
v+ − v−
X2
et v ∼ 2
t
∼ 2X .
On obtient
(Y +0 − Y −0 )(X) ∼ 32i
√
2πX4e−2X
2
, (19)
ave don un oeient de Stokes
C = 32i
√
2π .
105
4.2.3 L'équation diérentielle pour l'estimation de a+ − a−
Comme dans la première partie on herhe une équation diérentielle en d(x) =
(z+ − z−)(x) ; on pose aussi b = a+ − a−.
À partir de l'équation (4.1) i-dessous
ε
dz+(x)
dx
=
2x
(1 + x)2
(
1− 1
2z+(1 + x)3
)
− a
+ − 1
(1 + x)2
−
(
z+ − 1
2(1 + x)3
) 2ε
1 + x
et de la même équation érite pour (z−, a−), on arrive, en faisant la diérene, à
εd′(x) =
x
(1 + x)5
( 1
z−
− 1
z+
)
− b
(1 + x)2
− d 2ε
1 + x
εd′(x) = d
(
x
(1 + x)5z−z+
− 2ε
1 + x
)
− b
(1 + x)2
.
D'où, pour tout x0 réel,
d(x0) =
−b
ε
∫ x0
+∞
exp
(
GT (x0)−GT (t)
ε
)
(1 + t)2
dt
ave GT (x) =
∫ x
0
t
(1+t)5z+(t)z−(t)dt− 2ε ln(1 + x), soit
d(x0) =
−beG(x0)/ε
ε(1 + x0)2
∫ x0
+∞
e−G(t)/εdt (4.5)
où G(x) =
∫ x
0
t
(1+t)5z+(t)z−(t)dt.
4.2.4 Calul de l'équivalent
On peut estimer haun des termes du produit de (4.5) (on travaillera ii ave
un ε réel positif).
Ave la méthode du point ol,∫ x0
+∞
e−G(t)/εdt ∼ −
√
2πε|z(0)| ave |z(0)| ∼ Φ0(0) = 1
2
. (4.6)
Puis
d(x0) ∼ ε−3/2
(
Y +0 (Xl)− Y −0 (Xl)
)
. (4.7)
Reste eG(x0)/ε, où on prend x0 = −1 + Xl
√
ε. On oupe l'intégrale orre-
spondant à G(x0) en deux, en un point λ(ε) dépendant peu de ε, omme par
exemple λ(ε) = −1+ ε1/20 ; le but étant qu'à droite on puisse utiliser l'estimation
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z(t, ε) = Φ0(t)+εΦ1(t)+ε
2Φ2(t)+o(ε
2−2/20) (théorème 15) ; et à gauhe, grâe au
orollaire 13, l'estimation z(t, ε) =
1
ε
(Y0(t/ε)+
√
εY1(t/ε)+εY2(t/ε))+o(
√
ε
1−3/20
).
G(x0) =
∫ λ
0
t
(1 + t)5z+(t)z−(t)
dt +
∫ x0
λ
t
(1 + t)5z+(t)z−(t)
dt .
Pour I1 =
∫ λ
0
t
(1+t)5z+(t)z−(t)dt, on utilise don pour z la forme z = Φ0 + εΦ1 +
o(ε) (on a bien o(ε) ar Φ2 est bornée), qui donne
1
z+(t)z−(t)
=
1
Φ20
− 2εΦ1
Φ30
+ o(ε) ,
don
I1 =
∫ λ
0
4t(1 + t)dt− 6ε
∫ λ
0
t
1 + t
(2 + t)dt
I1 = 4
3
λ3 + 2λ2 − ε
(
3(1 + λ)2 − 3− 6 ln(1 + λ)
)
. (RI1)
Pour I2 =
∫ x0
λ
t
(1+t)5z+(t)z−(t)dt, on se plae au voisinage de t = −1, et on
hange de variable : t = −1 +X√ε, z = ε−3/2Y .
I2 =
√
ε
∫ x0+1√
ε
λ+1√
ε
−1 +√εX√
ε
5
X5ε−3Y −Y +
dX = ε
∫ Xl
ℓ
−1 +√εX
X5Y −(X)Y +(X)
dX ,
où on pose bien sûr ℓ = λ+1√
ε
. Le alul ressemble à elui eetué plus haut dans
le as de van der Pol ; on ommene par développer les fontions dans l'intégrale
suivant ε, avant d'estimer haun des termes obtenus, en vériant que le dernier
terme, et les suivants, sont bien négligeables par rapport aux préédents.
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Comme Y (X) ∼ 1
2X3
, l'intégrale onverge, y ompris pour x0 = −1, et
I2 = ε
∫ Xl
ℓ
−1 +√εX
X5Y −(X)Y +(X)
dX
= ε
∫ Xl
ℓ
−1 +√εX
X5Y −0 (X)Y
+
0 (X)
(
1 +
√
ε
Y +1
Y +0
+
√
ε
Y −1
Y −0
+ ε
Y +2
Y +0
+ ε
Y −2
Y −0
+ o(ε)
)dX
= ε
∫ Xl
ℓ
−1 +√εX
X5Y −0 (X)Y
+
0 (X)
dX − ε3/2
∫ Xl
ℓ
−1 +√εX
X5Y −0 (X)Y
+
0 (X)
(
Y +1
Y +0
+
Y −1
Y −0
)
dX
− ε2
∫ Xl
ℓ
−1 +√εX
X5Y −0 (X)Y
+
0 (X)
(
Y +2
Y +0
+
Y −2
Y −0
−
(
Y +1
Y +0
+
Y −1
Y −0
)2)
dX + o(ε)
=
∫ Xl
ℓ
−ε
X5Y +0 Y
−
0
dX︸ ︷︷ ︸
(A)
+
∫ Xl
ℓ
ε3/2
X4Y 20
dX︸ ︷︷ ︸
(B)
+2ε3/2
∫ Xl
ℓ
1−√εX
X5Y 20
Y1
Y0
dX︸ ︷︷ ︸
(C)
+ 2ε2
∫ Xl
ℓ
1−√εX
X5Y 20
(
Y2
Y0
− 2Y
2
1
Y 20
)
dX︸ ︷︷ ︸
(D)
+o(ε)
On s'oupe de haun des termes de la somme
D ∼ 2ε2
∫ Xl
ℓ
1−√εX
X5Y 20
(
3
2X2
+
9
8X2
)
dX ∼ 2ε2
∫
ℓ
(1−√εX)6 + 9/2
X
dX
=o(ε)
(
Rappel : ℓ =
λ+ 1√
ε
)
C ∼ 2ε3/2
∫ Xl
ℓ
1−√εX
X5Y 20
Y1
Y0
dX ∼ 2ε3/2
∫
ℓ
(1−√εX)4X 3
4X
dX
∼ ε (−6(λ+ 1) + 3(λ+ 1)2)
B ∼ ε3/2
∫
ℓ
dX
X4 1
4X6
(
1 + 3
2X2
+ o
(
1
X3
))
∼ ε3/2
∫
ℓ
(
4X2 − 6 + o (1/X)) dX ∼ −ε3/2(4
3
ℓ3 − 6ℓ
)
∼− 4
3
(λ+ 1)3 + 6ε(λ+ 1)
Pour A, il faut être plus préis et distinguer Y +0 de Y
−
0 ; on repasse don par
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l'équation diérentielle (4.2),
(Y +0 − Y −0 )′ =−
2
X
(Y +0 − Y −0 ) +
1
X5
−Y +0 + Y −0
Y −0 Y
−
0
qui donne, en intégrant l'équation par la méthode de variation de la onstante,
pour tous ξ, ξ0 positifs :
(Y +0 − Y −0 )(ξ) =(Y +0 − Y −0 )(ξ0) exp
(
−2 ln ξ
ξ0
−
∫ ξ
ξ0
1
t5Y −0 (t)Y
+
0 (t)
dt
)
∫ Xl
ℓ
−1
t5Y −0 Y
+
0
dt = ln
(Y +0 − Y −0 )(Xl)
(Y +0 − Y −0 )(ℓ)
+ 2 ln
Xl
ℓ
.
D'après le résultat (19) obtenu plus haut,
A ∼ ε
(
ln
(
Y +0 − Y −0
)
(Xl)− ln
(
Cℓ4e−2ℓ2
)
+ 2 ln
Xl
ℓ
)
∼ ε
(
ln
(
Y +0 − Y −0
)
(Xl)− ln C − 4 ln(λ+ 1) + 2(λ+ 1)
2
ε
+ 2 ln ε
+ 2 ln(x0 + 1)− 2 ln(λ+ 1)
)
.
Enn,
I2 ∼ A+B+C+D ∼ −4
3
λ3 − 2λ2 + 2
3
+ ε
(
ln
(
Y +0 −Y −0
)
(Xl) + 2 ln(x0 + 1)
− 6 ln(λ+ 1) + 2 ln ε− ln C + 3(λ+ 1)2
)
, (RI2)
puis en reprenant le résultat (RI1)
exp
(I1 + I2
ε
)
∼ exp
(
2
3ε
)(
Y +0 − Y −0
)
(Xl)(x0 + 1)
2 ε
2
C e
3 ,
don ave (4.7) et (4.6), l'équation (4.5) devient
ε−3/2
(
Y +0 −Y −0
)
(Xl) ∼ b
√
2πεe3
(
Y +0 − Y −0
)
(Xl)(x0 + 1)
2ε2e2/3ε
2Cε(x0 + 1)2
ε−3/2 ∼ be
3
√
2π
2C ε
3/2e
2
3ε
b ∼ 2C√
2πe3
exp
(− 2
3ε
)
ε3
.
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Finalement, on arrive au résultat du
Théorème 20
(a+ − a−)(ε) ∼ 64ie−3 exp
(
− 2
3ε
)
ε−3
4.3 Conséquene pour le développement en série de a(ε)
Corollaire 21 Les oeients an du développement asymptotique de a
+
et a−
ont une roissane Gevrey, et vérient, quand n→∞,
an ∼ 54n2
(
3
2
)n
n!
Étudions d'abord e qui se passe pour la fontion a+(ε) quand on fait varier
l'argument θ de ε. Il est lair que a+(ε) et v+(x, ε) dépendent holomorphiquement
de ε dans des seteurs entrés en 0 (mais pas en 0 lui-même). Regardons en
partiulier e qui se passe quand on fait varier θ entre 0 à −2π. En étudiant le
relief orrespondant à θ, on peut déduire le domaine d'existene de la solution
v+ orrespondante (qui varie ontinûment ave θ lui aussi) ; ette évolution du
domaine est représenté gure 12. On remarque tout de suite que pour ε réel, le
domaine de z+ pour εe−2iπ orrespond au domaine de z− pour la valeur ε. Par
uniité des solutions, on en déduit que a+(εe−2iπ) = a−(ε). C'est de ette propriété
que l'on se servira i-dessous.
On peut faire exatement les mêmes dédutions que pour l'équation de Van
der Pol, les deux solutions y+(x, ε) et y−(x, ε) étant reliées de la même manière.
On intègre à nouveau sur un hemin autour de ε = 0 (elui de la gure 6), pour
trouver que
an ∼ 1
2iπ
∫ ε0
0
b(ε)ε−n−1dε .
En utilisant le théorème 20,
∼ 1
2iπ
∫ ε0
0
64ie−3 exp
(
− 2
3ε
)
ε−3ε−n−1dε
∼ 32e
−3
π
∫ ε0
0
exp
(
− 2
3ε
)
ε−n−4dε .
Puis on pose t = 2/3ε et on transforme l'intégrale en une autre, équivalente :
an ∼ 32e
−3
π
∫ +∞
0
(
3
2
)n+3
e−ttn+2dt
an ∼ 32e
−3
π
(
3
2
)n+3
(n+ 2)!
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Fig. 12: Domaine d'existene de z+ pour diérentes valeurs de θ = arg(ε).
0−1
+ + + +++
++ + +
θ = −3π/2 θ = −2π
θ = −π/2 θ = −πθ = 0
Soit, sous une forme plus normale,
an ∼ 108e
−3
π
n2
(
3
2
)n
n!
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