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Abstract
The non-convexity of a smooth and compact connected component of a real algebraic plane
curve can be measured by a combinatorial object called the Poincaré-Reeb tree associated to
the curve and to a direction of projection. In this paper we show that if the chosen projection
avoids the bitangents and the inflectional tangencies to the small enough level curves of a real
bivariate polynomial function near a strict local minimum at the origin, then the asymptotic
Poincaré-Reeb tree becomes a complete binary tree and its vertices become endowed with a
total order relation. Such a projection direction is called generic. We prove that for any such
asymptotic family of level curves, there are finitely many intervals on the real projective line
outside of which all the directions are generic with respect to all the curves in the family.
If the choice of the direction of projection is generic, then the local shape of the curves can
be encoded in terms of alternating permutations, that we call snakes. The snakes offer an
effective description of the local geometry and topology, well-suited for further computations.
1 Introduction
Let f : R2 → R be a polynomial function that vanishes at the origin O and that has a
strict local minimum at this point. Consider the set f−1([0, ε]) and denote the connected
component that contains the origin by Dε. For sufficiently small ε > 0, Dε is a topological
disk bounded by a smooth Jordan curve, denoted by Cε (see [Sor19b, Lemma 5.3]). Such a
curve is called the real Milnor fibre of the polynomial f at the origin.
1.1 Setting and existing results Whenever the origin is a Morse strict local minimum
(that is, the Hessian matrix at O is nonsingular; for example, f(x, y) = x2 + y2), and ε > 0
is small enough, the topological disk Dε is convex ([Sor19b, Theorem 2.3]). In this case, by
abuse of language we say that Cε is a convex curve. Note that the levels far from the origin
may be non-convex, as we show in Figure 1 below. However, throughout this paper we are
only interested in the behaviour of the small enough level curves near a strict local minimum.
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1 Introduction
Figure 1. Small enough level curves near a Morse strict local minimum be-
come boundaries of convex topological disks.
If the strict local minimum is non-Morse, the small enough level curves may be non-convex.
Such an example was given by Coste (see [Sor18], [Sor19b, Example 3.1]), and some of its
level curves near the origin are shown in Figure 2 below. Its graph is the surface represented
in Figure 3.
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Figure 2. Some level curves of Coste’s example: f(x, y) = x2 +(y2−x)2 near
the origin.
Figure 3. The surface z = x2 + (y2 − x)2.
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1.2 Contributions
These phenomena of non-convexity near a strict local minimum were recently studied in
[Sor19b, Subsection 4.1] (see also [Sor18]). There the author introduced a combinatorial
object that encodes the shape of a smooth and compact connected component of a real
algebraic plane curve. Its role is to measure how far from being convex a given curve is. This
object is inspired from Morse theory and it is called the Poincaré-Reeb tree associated to the
curve and to a projection direction, say the vertical direction (see Figure 4 and Figure 10).
Figure 4. A non-convex level curve near a non-Morse strict local minimum at
the origin; the Poincaré-Reeb tree associated to it and to the vertical projection
direction.
An asymptotic study on the Poincaré-Reeb trees of the level curves Cε, for ε > 0 small
enough, near an isolated minimum at the origin was introduced in [Sor19b]. Using the real
polar curve, in [Sor19b, Theorem 5.31] it was shown that the Poincaré-Reeb tree combi-
natorially stabilises when ε > 0 is sufficiently small. This is what we call the asymptotic
Poincaré-Reeb tree ([Sor19b, Definition 5.30]). In addition, its edges do not move backwards
towards the origin. Hence no local spiralling phenomena occur ([Sor19b, Theorem 5.31]).
For some standard vocabulary related to graphs and trees needed in this paper, the reader
may refer to [Sor19a, Subsection 2.1].
1.2 Contributions This paper focuses on the genericity of the choice of projection direc-
tion that is used in the construction of the Poincaré-Reeb tree, and on some combinatorial
consequences provided by this genericity assumption.
By definition, a direction is generic with respect to a curve if it avoids bitangents and
inflectional tangencies to the given curve (see Definition 2.3). If the choice of the direction
of projection is generic, then we obtain what we call a generic asymptotic Poincaré-Reeb
tree. We prove that besides the properties of an asymptotic Poincaré-Reeb tree, the generic
asymptotic Poincaré-Reeb tree acquires special characteristics (see Theorem 3.6).
Theorem 1.1 (Subsection 3.1). A generic asymptotic Poincaré-Reeb tree is a complete binary
tree and its vertices are endowed with a total order relation.
It is well-known that any algebraic curve has only finitely many non-generic directions of
projection. After presenting a brief proof of this classical result (Theorem 2.12), we show
that for asymptotic families of level curves near a strict local minimum of a real bivariate
polynomial there are finitely many intervals on the real projective line outside of which all
the projection directions are generic with respect to all the curves in the family:
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Theorem 1.2 (Theorem 2.13). There exists a real number ν > 0, and there are finitely many
intervals Ui ⊂ RP1, of length ν, such that for any 0 < ε ν, all the projection directions of
RP1 \⋃i Ui are generic (as in Definition 2.3).
Moreover, in Proposition 2.18 and Proposition 2.19, we express the conditions for the
vertical projection to be a generic projection for a given level curve, in terms of the polar
curve and the discriminant locus of a certain polynomial map. This allows us to obtain the
following reformulation of Theorem 1.1 from above:
Theorem 1.3 (Theorem 3.6). Let us consider the polar curve of f with respect to the vertical
projection x, that is Γ(f, x) :=
{
(x, y) ∈ R2 | ∂f
∂y
(x, y) = 0
}
, and the map φ : R2x,y → R2x,z,
given by φ(x, y) := (x, f(x, y)).
If the following two hypotheses are satisfied:
(a) the polar curve is reduced,
(b) he restriction of the map φ to the polar curve is a homeomorphism on the image φ(Γ),
then the generic asymptotic Poincaré-Reeb tree of f relative to x is a complete binary tree
(i.e. every internal vertex has exactly two children), such that the preorder defined by x on
its vertices is a total order which is strictly monotone on the geodesics starting from the root.
The choice of a generic projection will allow us to associate new combinatorial objects to
the level curves: we will encode the shapes via a special class of permutations. In particular,
as an application of Theorem 1.3, we show the following result:
Theorem 1.4 (Theorem 4.24). Under the genericity hypotheses (a) and (b) from Theorem
1.3 above, the local shape of level curves of a bivariate polynomial near a strict local minimum
can be encoded in terms of alternating permutations, called snakes.
See Theorem 4.24 for a more precise formulation. These special permutations turn out to
be alternating permutations, that we call snakes (see Figure 5). To this end, we study the
local behaviour of the branches of the real polar curve in the neighbourhood of the origin, via
the notions of crest and valley, inspired from [CP01], where these were used to study atypical
values at infinity. We give detailed proofs for all geometric phenomena we emphasize.
Figure 5. A snake to the right (i.e. for x > 0) associated to a smooth,
compact, connected component of a real algebraic plane curve, near a strict
local minimum.
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2.1 Choosing the direction of a generic projection for one level curve
1.3 Structure of the paper In Section 2 we define the notion of generic direction for
an algebraic curve and we deduce that there are finitely many non-generic directions with
respect to the curve. This is done via the classical study of the dual curve. Next, we focus our
attention on the genericity of projections, in the case of asymptotic families of level curves of
real bivariate polynomials near a strict local minimum. The end of Section 2 is dedicated to
a geometric interpretation of the genericity hypotheses on the direction, in terms of the polar
curve and the discriminant curve of a certain polynomial map. In Section 3 we present the
generic properties of asymptotic Poincaré-Reeb trees. A new combinatorial interpretation of
generic asymptotic Poincaré-Reeb trees, in terms of alternating permutations, called snakes,
is given in Section 4. To this end, we carry a topological and combinatorial study of crests
and valleys of real algebraic curves, illustrating how the branches of the real polar curve
control the shape near a strict local minimum.
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2 Generic directions of projection
Generic projections are a subject of strong interest in real algebraic geometry (see [BPR06,
Section 11.6]) and in computational aspects of the topology of real algebraic varieties (see
[Che+10]). The problem of bitangents and inflections of algebraic curves is classical (see
[Cay09] for Arthur Cayley’s works). Recent progress in this subject has been made for
instance by Brugallé, Itenberg, Sturmfels (see for example [BM12], [IV96], and [Stu+19]).
2.1 Choosing the direction of a generic projection for one level curve The fol-
lowing definition is inspired from [Sor19b, Definition 5.28].
Definition 2.1. Let f : R2 → R be a polynomial function such that f(0, 0) = 0. A small
enough neighbourhood V of (0, 0) such that f has no other strict local minima in V , except
from the origin and such that V ∩ (f = 0) = {(0, 0)}, is called a good neighbourhood of
the origin.
Definition 2.2. [Sor19b, Definition 1.1] Let f : R2 → R be a bivariate polynomial function
vanishing at the origin and having a strict local minimum at O. Denote the connected
component that contains the origin of the set f−1([0, ε]) by Dε, for ε > 0. Let Cε denote
Dε \ Int Dε.
Definition 2.3. Let us consider the set Cε as in Definition 2.2, for ε > 0. A direction d
which satisfies the following conditions:
(a) d is not the direction of any bitangent of Cε;
(b) d is not the direction of any tangent which passes through any inflection point of Cε;
is called a generic direction with respect to Cε.
Notation 2.4. Throughout this paper, by “sufficiently small ε” or “small enough ε” we mean:
“there exists ε0 > 0 such that, for any 0 < ε < ε0, one has . . . ”. We denote this by 0 < ε 1.
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Definition 2.5. [Fis01, page 74] Let C ⊂ CP2 be an algebraic curve. Then
C∗ := {L ∈ CP2 | L is tangent to C at some point p ∈ C}
is called the dual curve of C.
Remark 2.6. Definition 2.5 is standard (see for instance [Fis01, pages 73-74], [BK86, page
252]). We denote the dual projective space by (CP2)∗. To a point
y = [y0 : y1 : y2] ∈ (CP2)∗,
it corresponds the line V (y0X0 + y1X1 + y2X2) ⊂ CP2.
The dual curve can be visually constructed by using the theory of pole-polar relation in a
circle, see [BK86, pages 577-583].
The three next results are classical. The proofs can be found, for instance, in [Fis01,
Chapter 5], [Wal04, Chapter 7] or [GKZ94, Chapter 1].
Proposition 2.7. [Fis01, page 74] Let C ⊂ CP2 be an algebraic curve that has no lines as
components. Then:
(a) the dual curve of C, denoted by C∗, is an algebraic curve;
(b) C∗∗ = C;
(c) if C is irreducible, then C∗ is irreducible and deg C∗ ≥ 2.
Lemma 2.8. [GKZ94, page 20] For a smooth curve C, cusps of C∗ correspond to the simple
inflection points of C, i.e. such points where the tangent line has tangency to C of exactly
the second order and is not tangent to C anywhere else. Similarly, nodes of C∗ correspond to
simple bitangents of C, i.e. such that both tangencies are of first order and there are no other
points of tangency.
Lemma 2.9. [Fis01, page 49] An irreducible algebraic curve C ⊂ CP2 of degree n has at
most 1
2
(n− 1)(n− 2) singularities.
In the sequel, let us first prove a classical result, namely that any irreducible algebraic
curve C ⊂ CP2 has a finite number of bitangent lines and finitely many inflection points.
This will lead us later (see Subsection 2.2) to a new result regarding the choice of a generic
direction in an asymptotic setting, namely a direction which is generic with respect to Cε, for
any small enough ε > 0.
Lemma 2.10. An irreducible algebraic curve C ⊂ CP2 has a finite number of bitangent lines.
Proof. By Proposition 2.7 (b), C∗ is also an algebraic curve. Thus, by Lemma 2.9, the dual
algebraic curve C∗ has a finite number of double nodes, namely 1
2
(n∗ − 1)(n∗ − 2), where
n∗ := degC∗. By Lemma 2.8, the bitangents of C correspond to the double nodes of C∗. 
A similar result for the inflection points can be given, but [Fis01] gave a better result, in
function of n := deg C, as follows:
Lemma 2.11. [Fis01, page 68] An algebraic curve C ⊂ CP2 of degree n := deg C ≥ 2 that
contains no lines has at most 3n(n− 2) inflection points.
Theorem 2.12. Let Cε be as in Definition 2.2. Then all but finitely many directions of
projection are generic with respect to Cε, for a fixed ε > 0.
Proof. The proof is a consequence of Lemma 2.10 and Lemma 2.11, using Definition 2.3. 
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2.2 Choosing the direction of a generic projection for an asymptotic family of
level curves For sufficiently small ε > 0, the set Cε is a smooth Jordan curve ([Sor19b,
Lemma 5.3]). In particular, it is a smooth compact component of the level curve (f = ε).
From now on, let us place ourselves in this asymptotic setting. The purpose of this section is
to show that, except for finitely many small intervals on the circle of projection directions, all
the directions are generic (in the sense of Definition 2.3) for all Cε, where ε > 0 is sufficiently
small. More precisely, we prove the following result:
Theorem 2.13. There exists a real number ν > 0, and there are finitely many intervals
Ui ⊂ RP1, of length ν, such that for any 0 < ε ν, all the projection directions of RP1\
⋃
i Ui
are generic with respect to Cε (as in Definition 2.3).
Remark 2.14. We consider the metric on RP1 to be the one induced by the one on S1/∼,
where ∼ is the antipodal equivalence relation.
Proof. • Firstly, let us consider the Hessian matrix of f , namely
Hess (f)(x, y) :=
[
∂2f
∂x2
(x, y) ∂
2f
∂x∂y
(x, y)
∂2f
∂y∂x
(x, y) ∂
2f
∂y2
(x, y)
]
.
Denote by
H := {(x, y) ∈ R2 | det Hess (f) = 0}
the set of inflection points of the level sets of f. Thus H ⊂ R2 is a real algebraic set of
dimension less or equal to 1 (see Figure 6, in green).
Figure 6. In green, a half-branch γH ⊂ H. In red, a half-branch γB ⊂ B.
The curves in black represent three curves Cε, for sufficiently small ε > 0, in a
good neighbourhood of the origin.
• Secondly, let
B := {P ∈ R2 | ∃Q ∈ R2, Q 6= P, ∃ε > 0 such that f(P ) = f(Q) = ε and P+TPCε = Q+TQCε}
be the set of points where there exists a bitangent to a level set of f . Here TPCε is the tangent
to Cε at the point P . We want to prove that B is a semialgebraic set of dimension less or
equal to 1 (see Figure 6, in red).
Let
Σ := {(P,Q) ∈ R2 × R2 | ∃ε > 0 such that f(P ) = f(Q) = ε and P + TPCε = Q+ TQCε}
and let
δ := {(P, P ) ∈ R2 × R2 | ∃ε > 0 such that f(P ) = ε and P + TPCε = P + TPCε}
be the diagonal of Σ. Thus Σ \ δ is a semialgebraic set of R2 × R2. Consider the projection
Π : R2×R2 → R2, Π(P,Q) := P. By Tarski-Seidenberg principle (see [Cos02, Section 2.1.2]),
Π(Σ \ δ) is a semialgebraic set of R2. Since Π(Σ \ δ) = B, B is a semialgebraic set.
7
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Let us argue by contradiction to prove that the dimension of the set B is at most 1. Suppose
B had dimension 2. Take P ∈ B. Then there exists a disk centred at P included in B. If
εP := f(P ) > 0, we obtain that there exists a level curve CεP , which intersects this disk in
infinitely many points. This in impossible, by Theorem 2.12: for a fixed εP > 0 there is a
finite number of bitangents to Cε. In conclusion dim (Π(Σ \ δ)) ≤ 1.
• Therefore H˚ := H \ {O} and B˚ := H \ {O} are semialgebraic sets of dimension less or
equal to 1. Hence the set H˚∪B˚ is also a semialgebraic set of dimension at most 1 in R2\{O}.
Thus, it has a finite number of half-branches at the origin (see [Sor19b, Definition 5.13]).
• The next step of the proof is to define the polynomial map Φ : R2 → R2,
Φ(x, y) :=
(
∂f
∂x
(x, y),
∂f
∂y
(x, y)
)
.
The set H˚ ∪ B˚ is semialgebraic of dimension at most 1, it is the union of finitely many
half-branches: H˚ ∪ B˚ = ∪γi, for finitely many i. Namely we have γi : R→ R2.
Let us fix i0. The image by Φ of the half-branch γi0(t) is the arc Φ(γi0(t)). The slope of a
secant of the half-branch Φ(γi0(t)) is given by
∂f
∂y
(γi0(t))− 0
∂f
∂x
(γi0(t))− 0
.
Since γi0 is a semialgebraic half-branch, there exists the limit
lim
t→0
∂f
∂y
(γi0(t))
∂f
∂x
(γi0(t))
:= pi0 ,
which is the slope of the tangent at the origin. In other words, we use the well-known fact
that an algebraic half-branch never reaches the origin as an infinite spiral (see for instance
[Ghy17, p. 105]). If pi0 =∞, then make a change of coordinates. Therefore we can suppose
that pi0 ∈ R without loss of generality.
• The next step is to consider the map ψ : R2 → RP1, defined by
ψ(x, y) :=
[
∂f
∂y
(x, y) :
∂f
∂x
(x, y)
]
.
Hence
lim
t→0
ψ(γi0(t)) = lim
t→0
[
∂f
∂y
(γi0(t)) :
∂f
∂x
(γi0(t))
]
= lim
t→0
[
∂f
∂y
(γi0(t))
∂f
∂x
γi0(t))
: 1
]
= [pi0 : 1].
Since there are finitely many half-branches, we obtain finitely many points [pi : 1]. For
each of them, let us define a small neighbourhood Ui ⊂ RP1, of pi. In conclusion, there exists
a real number ν > 0 such that the directions corresponding to RP1 \ ∪iUi are all generic
directions (in the sense of Definition 2.3), with each Ui having length ν.

2.3 Genericity hypotheses via the polar curve The concept of polar curve (see [BK86,
page 589]) appeared already in the work of J.-V. Poncelet ([Pon17]) and M. Plücker ([Plü37]).
There has been considerable research on the complex polar curves starting around the year
1970, when researchers such as García Barroso ([GB00], [GB98], [GB96]), Lê ([LMW89]),
Teissier ([Tei90], [Tei77], [FT18, page 682]), Płoski, Gwoździewicz, Maugendre ([Mau99]),
renewed the theory of polar curves via important investigations and contributions, with
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numerous applications ([FT18, page 769]). However, less is known about the real polar
curves.
Polar varieties play an increasingly important role in computational real algebraic geome-
try. For instance, during the last two decenies researchers have been using them as geometric
tools in proving correctness and in finding complexity estimates of algorithms, in the study
of the topology of real affine varieties and in finding real solutions of polynomial equations.
See for example results found by Bank, Safey El Din, Giusti, Heintz, Mbakop, Mork, Piene,
Schost ([SEDS03], [SED+10], [Pie15] and references therein).
In this subsection, our goal is to express the genericity hypotheses on the direction of
projection (as in Definition 2.3) in terms of the polar curve associated to the given polynomial
f , and to this given direction.
Definition 2.15. [GB00, Section 4] Let f : R2 → R be a polynomial function. The set
Γ(f, x) :=
{
(x, y) ∈ R2 | ∂f
∂y
(x, y) = 0
}
is called the polar curve of f with respect to x.
Remark 2.16. The polar curve Γ(f, x) consists of all the points (x, y) ∈ R2 where the level
curves of f have a vertical tangent. For example, see Figure 5, where the polar curve appears
in red. If f has a strict local minimum, then the polar curve does not contain the projection
direction (see [Sor19b, Proposition 5.6]).
Proposition 2.17. There are no vertical tangents to Cε, for ε > 0 sufficiently small, that
pass through the origin.
Proof. LetM0(x0, y0) ∈ Cε be a point such that Cε has a vertical tangent atM0 and such that
this tangent passes through the origin. Hence the equation of the tangent is x0 ∂f∂x(x0, y0) +
y0
∂f
∂y
(x0, y0) = 0. In other words, the vectors
−−−→
OM0 and gradf (x0, y0) are perpendicular,
since their scalar product is zero. Since the tangent is vertical, the vector gradf (x0, y0) is
horizontal, thus
−−−→
OM0 is a vertical vector.
Since M0 was arbitrarily chosen, we conclude that there exists a sequence of points Mi
that satisfy this property, namely that the Oy-axis is included in the polar curve Γ(f, x). By
Proposition [Sor19b, Proposition 5.6]), we obtain a contradiction. 
Proposition 2.18. If the polar curve of f with respect to x, that is Γ(f, x), is reduced, then
there are no vertical inflection tangents to the curve Cε, for ε > 0 sufficiently small.
Proof. Fix x0 > 0. The vertical tangent at the point (x0, y0, 0) to Cε, in the xOy plane, if it
exists, is the projection of the horizontal tangent at the point (x0, y0, ε) to the graph of the
one variable polynomial f(x0, y), in the (x = x0) plane. See Figure 7.
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Figure 7. An inflection point of the univariate polynomial f(x0, y), corre-
sponding to a vertical inflection tangent of Cε.
For fixed x0 > 0, we have (x0, y0) ∈ Cε, that is f(x0, y0) = ε. Suppose that (x0, y0) is a
vertical inflection point. Hence:
-if y < y0, then f(x0, y) > ε;
-if y > y0, then f(x0, y) < ε
(or its symmetric situation, that can be treated similarly).
This means that on the surface graph(f) := {(x, y, z) ∈ R3 | z = f(x, y)} we have the
corresponding two cases:
-if y < y0, the graph of the one variable polynomial f(x0, y) is above z = ε;
-if y > y0, the graph of the one variable polynomial f(x0, y) is below z = ε.
In other words, for a fixed sufficiently small x0 > 0, the vertical inflection points of Cε
correspond to the inflection points of the one variable polynomial f(x0, y). This is due to
the fact that in the univariate case, the polynomial f(x0, y) has an inflection point (x0, y0) if
and only if (x0, y0) is a double root of the derivative of f(x0, y), that is a double root of the
equation ∂f
∂y
(x0, y) = 0.
Since the above mentioned is true for any x0 > 0 small enough, this means that there is
a family of double roots of ∂f
∂y
(x, y) = 0. In other words, the equation of the polar curve has
factors with multiplicity greater than one, thus the polar curve is not reduced.
Contradiction. 
Proposition 2.19. Let us consider the polar curve of f with respect to x, that is Γ(f, x), and
the map φ : R2x,y → R2x,z, given by φ(x, y) := (x, f(x, y)). If the restriction of the map φ to the
polar curve is a homeomorphism onto its image φ(Γ), then there are no vertical bitangents
to the curve Cε, for ε > 0 sufficiently small.
Remark 2.20. If the restriction of φ to Γ is a homeomorphism onto φ(Γ), then any two
distinct polar branches of Γ have different images by φ.
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Proof. Suppose that there exist vertical bitangents to Cε, i.e. there exists x0 ∈ R, x0 > 0
sufficiently small and there exist y1 6= y2 such that f(x0, y1) = f(x0, y2), with vertical tangent
both at (x0, y1) and at (x0, y2). To be more precise, this means that there exist two different
polar branches γ1 6= γ2, with (x0, y1) ∈ γ1, (x0, y2) ∈ γ2 such that (x0, y1) 6= (x0, y2) (see
Figure 8), and φ(x0, y1) = φ(x0, y2). Hence φ is not a homeomorphism when restricted to Γ
on its image. Contradiction. 
Figure 8. Two different polar branches γ1 6= γ2, with (x0, y1) ∈ γ1, (x0, y2) ∈
γ2 such that (x0, y1) 6= (x0, y2).
3 Generic asymptotic Poincaré-Reeb trees
Combinatorial objects are often used to encode the topological type of complex curve
singularities: labeled trees (such as the Kuo-Lu tree, the Eggers-Wall tree, weighted dual
graphs ; see [GBGPPP19b], [GBGPPP19a]), or polyhedral tools (such as the Newton polygon
used by Bodin in [Bod04], [Bod07]). Another very useful simplicial complex called the lotus
of a complex curve singularity was first introduced by Popescu-Pampu in [PP11] (see also
[Cas15]).
In the real setting, combinatorial data of real curve singularities can be stored by plane
trees such as the contact tree. Such trees are completely described by Ghys in his recent book
[Ghy17], in terms of separable permutations (see [Ghy13]), via the possible local configurations
of any family {ai(x)}i of real polynomials in one variable in a small enough neighbourhood
of the origin of the real plane.
The graphs of these polynomials change their relative positions when they pass through a
common zero (see Figure 9), giving rise to permutations. Ghys proved that the permutations
that can be obtained in this manner are exactly the so-called “separable” permutations.
11
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Figure 9. The graphs of the polynomials ai(x) in a neighbourhood of the origin.
While the curves studied by Ghys were the zero locus of a bivariate real polynomial func-
tion, in this paper we consider a polynomial with the zero locus reduced to a point (at least
in a small enough neighbourhood of the origin). We are interested in the shapes of the nearby
level curves, which are called the real Milnor fibres of the polynomial at the origin.
Sorea introduced and described the asymptotic Poincaré-Reeb trees in [Sor19b, Section 4]
(see also [Sor18]). Their purpose is to measure the non-convexity of real algebraic curves
near strict local minima.
Let us briefly recall the construction of the Poincaré-Reeb tree associated to a smooth,
compact connected component of a real plane algebraic curve Cε and to a chosen projection
direction Π : R2 → R, Π(x, y) := x. For a brief introduction in the standard vocabulary
related to graphs and trees, we refer the reader to [Sor19a, Subsection 2.1].
Denote by Dε the topological disk bounded by Cε. Consider the following equivalence
relation in R2: two points ofDε are equivalent if they belong to the same connected component
of a fibre of the projection Π. By taking the quotient map, we construct an object called
the Poincaré-Reeb graph, which is a special type of plane tree (see Figure 10). In particular,
its vertices are endowed with a total preorder induced by x (see [Sor19b, Corollary 4.21]).
In the asymptotic case, that is, for small enough level curves near a strict local minimum
at the origin, on each geodesic starting from the root (i.e. the image of the origin), this
preorder is strictly monotone ([Sor19b, Theorem 5.31]). This is what we call the asymptotic
Poincaré-Reeb tree.
Figure 10. The Poincaré-Reeb tree associated to a smooth, compact con-
nected component of a level curve near a strict minimum at the origin, with
respect to the vertical projection.
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3.1 The properties of a generic asymptotic Poincaré-Reeb tree
3.1 The properties of a generic asymptotic Poincaré-Reeb tree The aim of this
section is to study the properties of asymptotic Poincaré-Reeb trees under the assumption
that the direction of projection is generic with respect to Cε (in the sense of Definition 2.3).
Definition 3.1. If the direction of projection x is generic, then the asymptotic Poincaré-
Reeb tree is called a generic asymptotic Poincaré-Reeb tree of Cε, with respect to the
chosen direction.
Proposition 3.2. If the polar curve is reduced, then the asymptotic Poincaré-Reeb tree has
no vertices of valency equal to two, except for the root.
Proof. It follows from Proposition 2.18 and from the construction of the Poincaré-Reeb tree
([Sor19b, Section 4]). 
Proposition 3.3. Let us consider the polar curve Γ(f, x), and the map φ : R2x,y → R2x,z, given
by φ(x, y) := (x, f(x, y)). If the restriction of the map φ to the polar curve is a homeomor-
phism on the image φ(Γ), then the asymptotic Poincaré-Reeb tree has no vertices of valency
strictly bigger than 3.
Proof. It follows from Proposition 2.19 and from the construction of the Poincaré-Reeb tree
([Sor19b, Section 4]). 
Example 3.4. In Figure 11 we show an example of a generic asymptotic Poincaré-Reeb tree.
Figure 11. A generic asymptotic Poincaré-Reeb tree.
Example 3.5. An example of two topologically inequivalent generic asymptotic Poincaré-
Reeb trees is shown in Figure 12 below.
Figure 12. Two topologically inequivalent generic asymptotic Poincaré-Reeb trees.
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The lack of equivalence is due to the fact that in order to pass from one tree to the other
one, we reach a non-generic tree, where the two leaves have the same x−coordinate, see
[Sor19b, Figure 4].
Theorem 3.6. Let us consider the polar curve of f with respect to x, that is Γ(f, x), and
the map φ : R2x,y → R2x,z, given by φ(x, y) := (x, f(x, y)).
If the following two hypotheses are satisfied:
(a) the polar curve is reduced,
(b) the restriction of the map φ to the polar curve is a homeomorphism on the image φ(Γ),
then the generic asymptotic Poincaré-Reeb tree of f relative to x is a complete binary tree
(i.e. every internal vertex has exactly two children) such that the preorder defined by x on its
vertices is a total order which is strictly monotone on the geodesics starting from the root.
Proof. By Proposition 3.2 and Proposition 3.3, all its internal vertices have valency exactly
3, thus the tree is complete binary. The total preorder endowing the vertices (see [Sor19b,
Corollary 4.21]) becomes a total order, since there are no vertical tangencies. 
Figure 13. Two generic asymtotic Poincaré-Reeb trees.
3.2 Examples of generic asymptotic Poincaré-Reeb trees This subsection is dedi-
cated to some examples of generic asymptotic Poincaré-Reeb trees.
Example 3.7. In Figure 13, two examples of generic asymptotic Poincaré-Reeb trees (asso-
ciated to the vertical projection direction x) are shown. We denote them by R(f, x).
3.3 Examples of non-generic asymptotic Poincaré-Reeb trees If one considers polar
curves Γ(f, x) that are not reduced, or maps φ such that the restriction of φ on Γ(f, x) is
not a homeomorphism on its image, then one obtains non-generic Poincaré-Reeb trees. They
have vertices whose valencies are not 3, due to either bitangents or inflectional tangencies.
Example 3.8. Bitangents:
If the restriction of the map φ on Γ(f, x) is not a homeomorphism on its image, then we
obtain non-generic Poincaré-Reeb trees, since we do not have a total order on the vertices of
the asymptotic Poincaré-Reeb tree. Vertices whose valencies are not 3 appear.
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Let us consider the polynomial f : R2 → R,
f(x, y) := x10 +
y6
6
− 3xy
4
4
+ x2y2.
The Poincaré-Reeb tree of f contains a vertex with valency equal to 4. For a small enough
ε > 0, the curve Cε is represented in blue in Figure 14. The polar curve (in red) is
Γ(f, x) = {(x, y) ∈ R2 | y(x− y2)(2x− y2) = 0}.
Figure 14. A projection which is not generic giving vertices of valency greater
than 3 in the Poincaré-Reeb tree.
Example 3.9. Inflections:
If one considers the polar curves Γ(f, x) not reduced, then one obtains non-generic Poincaré-
Reeb trees, since the levels have vertical inflection tangents.
Consider the polynomial f : R2 → R,
f(x, y) := x12 +
∫ y
0
t2(t− x2)dt.
Namely, the polar curve (in red) is:
Γ(f, x) = {(x, y) ∈ R2 | y2(y − x2) = 0},
as one can see in Figure 15 below.
Figure 15. The level curve Cε of f(x, y) := x12 +
∫ y
0
t2(t− x2)dt and its non
reduced polar curve Γ(f, x) = {(x, y) ∈ R2 | y2(y − x2) = 0}, in red.
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There are two vertical inflection points on the Ox axis, that will give two vertices of valency
2 in the Poincaré-Reeb tree, thus a non-generic asymptotic Poincaré-Reeb tree, shown in
Figure 16.
Figure 16. Non-generic asymptotic Poincaré-Reeb tree R(f, x) with two ver-
tices of valency 2, which correspond to two vertical inflection points.
4 Alternating permutations associated to level curves near a strict
local minimum
The main goal of this section is to show that if the direction of projection is generic, then
we can use alternating permutations to encode the topology of the local shape of level curves
of a bivariate polynomial near a strict local minimum. We call these permutations, snakes.
4.1 Positive tree, negative tree, union tree Note that by [Sor19b, Definition 5.30,
Theorem 5.31], the image of the origin is the root of the asymptotic Poincaré-Reeb tree. The
real line is oriented, thus once the root is fixed, the root will separate without ambiguity
between the negative side (i.e. left side) and the positive side (i.e. right side), as we shall see
in the sequel.
Definition 4.1. If v1(x1, y1) and v2(x2, y2) are two points in a real plane P endowed with a
trivial fibre bundle Π : P → R, Π(x, y) := x, we say that v2 is to the right of v1 if x2 > x1.
If x2 < x1, we say that v2 is to the left of v1.
Definition 4.2. We call a positive tree a plane tree in which every vertex has its children
to the right. We call positive edges the edges belonging to a complete plane binary positive
tree.
Example 4.3. The following Figure 17 shows a complete plane binary positive tree. For
instance, the vertex v2 is to the right of the vertex v1.
Definition 4.4. We call a negative tree a plane tree in which every vertex has its children
to the left. We call negative edges the edges belonging to a complete plane binary negative
tree.
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Figure 17. A complete plane binary positive tree.
Definition 4.5. Let T+ be a positive tree and T− be a negative tree. We call the union
tree between T− and T+, denoted by T− − O − T+, the plane tree obtained by making the
connected sum of the two trees: we glue their roots into a point O, which becomes the root
of the union-tree.
Example 4.6. We show in Figure 18 how we obtain the union tree, by taking the connected
sum of two half-planes. The arrows show the orientation of the half-planes, such that at the
glued line the orientations are reversed.
Figure 18. The union tree of a negative tree and a positive tree.
Remark 4.7. Since the plane is cooriented, the image of the origin by the quotient map q
separates the asymptotic Poincaré-Reeb tree in a negative tree and a positive tree. They
form a union tree, whose root is the image of the origin (see Figure 18).
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Figure 19. The asymptotic Poincaré-Reeb tree is a union of a negative tree
and a positive tree.
Remark 4.8. The root is a special vertex of the union tree. More precisely, the root of the
union tree will be the only vertex with valency equal to two.
4.2 Crests and valleys Let us suppose from now on until the end of the paper that the
polar curve Γ(f, x) is reduced. This is equivalent to the fact that the levels of f have only
order 2 intersections with their vertical tangents.
Let γ∗ be a polar half-branch (see [Sor19b, Definition 5.13]) and let (x0, y0) := γ∗ ∩ Cε.
By Definition 2.15 of the polar curve Γ(f, x), the tangent to Cε at the point (x0, y0) is the
vertical line (x = x0). In the following, we shall use the notations introduced in the previous
sections.
Definition 4.9. Let γ∗ be a polar half-branch. We say that a point (x0, y0) := γ∗ ∩ Cε is
a right crest (respectively right valley) of Cε if and only if x0 > 0 and Cε is situated to
the right (respectively, left) of the vertical line (x = x0), in a small enough neighbourhood of
(x0, y0).
Let γ∗ be a polar half-branch. We say that a point (x0, y0) := γ∗ ∩ Cε is a left crest
(respectively left valley) of Cε if and only if x0 < 0 and Cε is situated to the left (respectively,
right) of the vertical line (x = x0), in a small enough neighbourhood of (x0, y0).
See Figure 20.
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4.2 Crests and valleys
Figure 20. Left and right crests in blue; left and right valleys in red.
Remark 4.10. The terminology of crest and valley is inspired by [CP01, Definition 2],
where Coste and de la Puente used it to study atypical values of real bivariate polynomial
functions at infinity. It is consistent with the one from geographical maps (see, for instance,
[Geoa] and [Geob]). However, in our case the observer who is studying the topographic map
of the three-dimensional landscape is situated at infinity in the vertical direction of the Oz
axis. So our terminology of “valley” and “crest” is not intrinsic, since it depends on the
position of the observer.
Remark 4.11. By Definition 4.9, one has the following properties in a small enough neigh-
bourhood of (x0, y0) :
(i) (x0, y0) = Cε ∩ γ∗ is a right crest if and only if x0 > 0 and x|Cε ≥ x0.
(ii) (x0, y0) = Cε ∩ γ∗ is a right valley if and only if x0 > 0 and x|Cε ≤ x0.
(iii) (x0, y0) = Cε ∩ γ∗ is a left crest if and only if x0 < 0 and x|Cε ≤ x0.
(iv) (x0, y0) = Cε ∩ γ∗ is a left valley if and only if x0 < 0 and x|Cε ≥ x0.
Let us define two total order relations: one on the set of right polar half-branches and
another one on the set of left polar half-branches. This is possible by Corollary [Sor19b,
Corollary 5.22]: in a good neighbourhood V of the origin (see Definition 2.1), the polar
half-branches intersect only at the origin.
Definition 4.12. The canonical total order on the set of right polar half-branches
is the restriction of the trigonometric order to it. The canonical total order on the set
of left polar half-branches is the restriction of the anti-trigonometric order to it.
Remark 4.13. The order relation from Definition 4.12 is well-defined, by Corollary [Sor19b,
Corollary 5.22]. Thus all the inequalities are strict and we have a total order relation between
the right polar half-branches and a total order relation between the left polar half-branches.
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Figure 21. Right half-branches: γ+1 < γ
+
2 < γ
+
3 and left half-branches: γ
−
1 <
γ−3 < γ
−
2 of the polar curve Γ(f, x).
Proposition 4.14. Let γ+1 < γ
+
2 < . . . < γ
+
k be all the right polar half-branches of Γ(f, x). If
Pi := Cε∩γ+i , Pi(xi, yi) in a good neighbourhood V of the origin, then the points P1, P2, . . . , Pk,
in this order, consist of an alternation of right valleys and right crests, i.e. there are no two
consecutive right valleys and no two consecutive right crests.
Similarly, to the left there is an alternation of left valleys and left crests, that is, there are
no two consecutive left valleys and no two consecutive left crests.
Proof. It is sufficient to prove the statement only for the right side, and only for two consec-
utive right polar half-branches.
We shall prove that there are no two consecutive right polar half-branches γi0 and γi0+1
such that the points Pi0(xi0 , yi0) := Cε∩γi0 and Pi0+1(xi0+1, yi0+1) := Cε∩γi0+1 are both right
valleys of Cε.
We argue by contradiction. Let us suppose the contrary, namely that Pi0 and Pi0+1 are
both right valleys. Furthermore, assume without loss of generality that xi0+1 < xi0 .
Let us consider a ∈]xi0+1, xi0 [ and the vertical line x = a. Recall Definition 2.1 and let
us choose a good neighbourhood V of the origin. Then there is a unique intersection point
A := γ+i0+1 ∩ (x = a) and a unique intersection point B := γ+i0 ∩ (x = a). Hence one obtains
the points A(a, yA) and B(a, yB). By Lemma [Sor19b, Lemma 5.18], since f|γ+i0
and f|γ+i0+1
are
strictly increasing in V , we have f(A) > f(Pi0+1) = ε and f(B) < f(Pi0) = ε. See Figure 22.
20
4.2 Crests and valleys
Figure 22. No two consecutive right valleys.
If we denote by F : R→ R the function
F (y) := f(a, y)− ε,
then F (yA) > 0 and F (yB) < 0. By the continuity of the polynomial function F, there
exists b ∈ R, yB < b < yA, such that F (b) = 0. Namely, there exists a point C(a, b) with
yB < b < yA, such that C(a, b) ∈ Cε.
Now since the above holds for any a ∈]xi0+1, xi0 [, let us consider a continuous sequence
(ak) ∈]xi0+1, xi0 [. We obtain a sequence of points Ck(ak, bk) with yB < bk < yA, such that
C(ak, bk) ∈ Cε. Therefore we have just proved that for all ak ∈]xi0+1, xi0 [, there exists a point
C(ak, bk) ∈ Cε, i.e. F (ak, bk) = 0. Thus one obtains a continuous sequence of points C(ak, bk)
in the compact set Cε, hence one can subtract a convergent subsequence C ′(ak, bk) which has
its limit in Cε. Denote this limit by L := limak→xi C ′(ak, bk).
Now there are two possibilities:
(a) if L ≡ Pi0+1, then one obtains a contradiction with Remark 4.11, (ii), namely with
the definition of a valley at Pi0+1;
(b) if L ≡ Q 6= Pi0+1, Q(xi0+1, yQ):
let us first redefine the function F : R→ R, namely
F (y) := f(xi0+1, y)− ε;
since both Q ∈ Cε and Pi0+1 ∈ Cε , i.e. F (yQ) = F (yi0+1) = 0, one can apply
Rolle’s theorem to the continuous and differentiable function F . Hence there exists
yS ∈]yQ, yi0+1[ such that F ′(yS) = 0. But F ′(yS) = ∂f∂y (xi0+1, ys), thus the point
S(xi0+1, ys) ∈ Γ. This is in contradiction with the hypothesis that γ+i0 and γ+i0+1 are
consecutive right polar half-branches.
In conclusion, we have proved that two consecutive right polar half-branches cannot determine
two right-valleys of Cε.
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Using a similar reasoning, one can prove that two consecutive right polar half-branches
cannot give two right-crests of Cε.
We conclude that the right valleys and the right crests must alternate. A similar result
can be established for left valleys and left crests. 
Corollary 4.15. If γ+i and γ
+
i+1 are two consecutive right polar half-branches with Pi :=
Cε ∩ γ+i and Pi+1 := Cε ∩ γ+i+1, 0 < ε  1, in a good neighbourhood V of the origin (see
Definition 2.1), then the following implications hold:
(a) If Pi+1 is a right-crest and Pi is a right-valley, then xi+1 < xi.
(b) If Pi+1 is a right-valley and Pi is a right-crest, then xi < xi+1.
Proof. (a) We argue by contradiction. If we suppose that xi+1 > xi, then we apply the
same steps as in Proposition 4.14 and by Rolle’s theorem we obtain a contradiction
with the hypothesis that γ+i and γ
+
i+1 are consecutive right polar half-branches.
(b) Analogous reasoning.

Lemma 4.16. The point P1 := Cε ∩ γ+1 , P1(x1, y1) determined by the first right polar half-
branch γ+1 and the point Pk := Cε∩γ+k , Pk(xk, yk) determined by the last right polar half-branch
γ+k are both right-valleys of Cε, in a good neighbourhood of the origin, denoted by V .
Proof. We argue by contradiction. Let us suppose that Pk is a right-crest of Cε, as in Figure
23.
Figure 23. Arguing by contradiction: if Pk were a right crest.
Let us denote by δ := {(x, y) ∈ Cε | x > xk and y > yk} ∩ V .
Let A := (x = xk)∩ ∂V and B := γ+k ∩ ∂V. In the following we shall prove that PkAB is a
“triangular” sector of V . This follows directly from Definition 2.1 of a good neighbourhood,
since the polar curve Γ(f, x) has no vertical tangents in V . Namely, since Γ(f, x) has no
vertical tangents, neither the right polar half-branch γ+k ⊂ Γ(f, x) has vertical tangents (see
impossible Figure 24).
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Figure 24. No vertical tangents of γ+k in V .
Moreover, since Cε is a compact curve, δ has to “escape” from the triangular sector PkAB.
We want to prove that this leads us to a contradiction, in three steps, as follows.
(a) We shall prove that δ ∩ (x = xk) = ∅. We argue by contradiction. If there exists a
point Q(xQ, yQ) ∈ Cε with xQ = xk and yQ > yk, then by Rolle’s theorem one obtains
another right polar half-branch γ+k+1 > γ
+
k . We have obtained a contradiction.
(b) Since by hypothesis δ ⊂ Cε ⊂ V , one has δ ∩ ∂V = ∅.
(c) We prove now that δ∩γ+k = ∅. This follows from the fact that in a good neighbourhood
V of the origin, the right polar half-branch γ+k intersects Cε in precisely one point Pk,
for 0 < ε 1.
We obtained a contradiction with the fact that Cε has to escape from the triangular sector
PkAB, thus Pk is a right- valley of Cε.
Suppose now that P1 is a right-crest. We apply the same steps as above to prove that we
obtain a contradiction, thus P1 must also be a right-valley of Cε. 
In conclusion, to the right we have alternating right crests and right valleys, starting and
ending with a right valley. Similarly, to the left.
Lemma 4.17. Let γ+ ⊂ Γ(f, x) be a right polar half-branch and let P := γ+ ∩ Cε, with
0 < ε  1 be a right-valley of Cε. Then the vertex corresponding to P is a leaf of the
Poincaré-Reeb tree, i.e. it has no children.
Proof. Let us consider a small enough neighbourhood of P , namely let us study Dε locally
around P .
By [Sor19b, Lemma 5.3], Cε is a smooth Jordan curve. By applying the classical Jordan
Curve Theorem ([Sor19b, Lemma 5.2]), the set Int Cε := {f < ε} is either the bounded or
the unbounded component of R2 \ Cε, as it is shown in Figure 25 below.
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Figure 25. Local study in a neighbourhood of a right valley of Cε.
By [Sor19b, Lemma 5.18], one has f|γ+ is strictly increasing as one goes to the right, further
from the origin. Hence, the only possible configuration is the one where the line x = xP does
not intersect any point of Int Cε (see Figure 25, the left case).
Let us now study the construction of the Poincaré-Reeb tree, locally, in a neighbourhood
of a point P . After passing to the quotient, the image of the point P is a vertex of the
Poincaré-Reeb tree, say P ′ ∈ R(f, x), corresponding to the right-valley P . Since locally at P
there is only one connected component of Dε, we obtain that the vertex P ′ has no children,
i.e. P ′ is a leaf of R(f, x). 
Remark 4.18. A similar reasoning can prove that the vertices of R(f, x) which correspond
to left valleys of Cε are also leaves of R(f, x). Nevertheless, the vertices corresponding to left
crests or to right crests are always internal vertices, provided that the direction of projection
is generic.
Lemma 4.19. Let γ+ be a right polar half-branch and let P := γ+ ∩ Cε, 0 < ε  1, be a
right-crest of Cε. Let R(f, x) denote the Poincaré-Reeb tree. If the direction x is a generic
direction, then the vertex P ′ ∈ R(f, x) which is the image of P by the quotient map, has
exactly two children. In addition, both children will be situated to the right of P ′.
Proof. By applying the same reasoning as in the proof of Lemma 4.17, one concludes that
locally the line x = xP has no common point with (f > ε).
Moreover, construct the Poincaré-Reeb tree locally in a neighbourhood of the point P . We
obtain the vertex P ′ corresponding to the right crest P and we take into account the fact
that to the left of the vertical line x = xP there is one connected component that we need to
project, while to the right of the line x = xP there are two connected components to project.
Therefore, P ′ has two children and they are both oriented to the right of P. See Figure 26.
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Figure 26. The vertex corresponding to a right crest P has two children to
the right.

Remark 4.20. Similar reasoning to prove that the vertices corresponding to left crests have
two children, both oriented to the left.
4.3 Biordered sets The set of graphs of a given finite family of polynomials in a small
enough neighbourhood of a common zero can be endowed with two total orders (see [Ghy17]):
one order given by their position for x > 0 and the other order given by the position of the
polynomials for x < 0, as shown in Figure 27. Ghys proved ([Ghy17, Theorem, page 31])
that a permutation can be realised by real polynomial graphs near a common zero if and
only if it is a separable permutation.
Figure 27. Associating the permutation σ := ( 1 2 33 1 2 ) to a set of graphs of
polynomials near a common zero. For instance, the first polynomial in the
order for x > 0 arrives in the second position in the order for x < 0. Thus in
this case we say by convention that σ(2) = 1.
In the same manner, our goal in this section is to explain how two total order relations
endowing the same set of objects allow us to define a permutation, as the one in Figure 27.
This way of defining permutations is inspired from Knuth (see [Ghy17, pages 17-18] for more
details, and references therein: [Knu05] and [Kit11]). For us, the set of objects will be the
right crests and right valleys.
Let us consider a finite set A, with n elements: #A = n. Let us take two total order
relations on the set A, denoted by <1, respectively by <2 . To such a pair we can associate
an automorphism. The advantage of working with total order relations on the set A is
that one can restrain the total order relations to subsets of A, whereas one cannot restrain
automorphisms of A to subsets of A.
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We use the notation [n] := {1, 2, . . . , n}. Denote by Aut(A) (respectively Aut([n])) the set
of automorphisms of A (respectively of [n]).
A total order relation on A can be seen as a bijection from the set [n] to the set A.
Thus the function <1: [n] → A (respectively <2: A → [n]) has an inverse function, namely
<1
−1 : A → [n] (respectively <1−1 : [n]→ A). Therefore, we have the following examples of
elements of the set Aut(A) : the identity id, <2 ◦<2−1 or <1 ◦<2−1. Similarly, we have the
following examples of elements of the set Aut([n]) : the identity id, <2−1◦ <1 or <1−1◦ <2 .
Figure 28 illustrates the total order relations viewed as bijections.
[n] A
<1
<2
Figure 28. Two total order relations viewed as bijections.
In addition, in Figure 29 and Figure 30 below we can see the two ways of constructing
automorphisms, given two total order relations <1 and <2 on the same set.
[n] [n]
id
<2
−1◦ <1
Figure 29. Two automorphisms of the set [n], which give us the permutation
i 7→ <2−1◦ <1 (i).
[n] [n]
id
<1
−1◦ <2
Figure 30. Two automorphisms of the set [n], which give us the permutation
i 7→ <1−1◦ <2 (i).
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By convention, we shall choose the automorphisms given by the formula from Figure 29,
that is i 7→ <2−1◦ <1 (i). We can now define the notion of biordered set (see [Ghy17]),
viewed from the point of view of the comparison between two total order relations on the
same set.
Definition 4.21. [Ghy17, pages 17-18] A biordered set is a finite set, say A, endowed
with two total order relations. By convention, given a couple {<1, <2} of total ordered
relations, the Knuth automorphism of the biordered set (A, <1, <2) is defined by
σ(i) := <2
−1◦ <1 (i).
By abuse of language, we call a biordered set, a permutation, when there is no ambiguity.
In other words, let us denote by ai the element of A which appears in the position i in
the first total order relation. Then let us find the position p of ai in the second total order
relation. Thus Definition 4.21 says that σ(i) := p.
Example 4.22. Given the set A := {a1, a2, a3} with the first total order relation a1 <1 a2 <1
a3 and the second total order relation a1 <2 a3 <2 a2, we have (see Figure 31):
<2
−1◦ <1 (1) = <2−1(a1) = 1;
<2
−1◦ <1 (2) = <2−1(a2) = 3;
<2
−1◦ <1 (3) = <2−1(a3) = 2.
By Definition 4.21, the Knuth automorphism of (A, <1, <2) is σ :=
(
1 2 3
1 3 2
)
.
Figure 31. The set A := {a1, a2, a3} endowed with two total order relations.
4.4 Snakes For the rest of this paper, let us restrict our attention only to what happens
in the semi-plane x > 0. Suppose that the direction of projection is generic.
We end this section with an application of generic projection directions. Namely, we
present a new way to encode the shape of level curves, by what we call the asymptotic snake
to the right of the origin. We are inspired by the notion of snake that Arnold introduced
in the case of Morse univariate polynomials (see [Arn92, page 2], [Arn00]). The graphs of
such polynomials were encoded by the so-called Arnold snakes (see for instance in [Sor19a,
Definition 1.8]). For a very recent construction of a large class of Arnold snakes see [Sor19a,
Theorem 5.1] (and [Sor18]).
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Here we describe the snakes associated to the curves Cε, in the semi-plane x > 0.
Definition 4.23. Let us consider a permutation σ : {1, 2, . . . , n} → {1, 2, . . . , n}. We say
that σ is a snake if [σ(1), σ(2), . . . , σ(n)] verifies one of the following:
(a) σ(1) > σ(2) < σ(3) > σ(4) < . . . ;
(b) σ(1) < σ(2) > σ(3) < σ(4) > . . . ;
(c) . . . σ(n− 2) > σ(n− 1) < σ(n);
(d) . . . σ(n− 2) < σ(n− 1) > σ(n).
Theorem 4.24. Let f : R2 → R be a polynomial function with a local strict minimum at
the origin such that f(0, 0) = 0. Consider a curve Cε as in Definition 2.2, for a sufficiently
small ε > 0. If the vertical projection is generic with respect to Cε, then there exists a snake
σ : {1, 2, . . . , n} → {1, 2, . . . , n}, with σ(1) < σ(2) > σ(3) < . . . > σ(n) that encodes the
shape of Cε, in the semi-plane x > 0. Here n denotes the number of right polar half-branches.
Proof. By [Sor19b, Theorem 5.31], the shape stabilises near the origin, for sufficiently small
ε > 0.
Since by hypothesis the vertical projection is generic with respect to Cε, the curve consists
of alternating crests and valleys (see Proposition 4.14).
Endow the set of right crests and valleys with two total order relations and get a permu-
tation, say σ (Definition 4.21). The first order is the one induced by the total order of the
right polar half-branches. The second order is given by the vertical foliation induced by x.
See Figure 32.
Since the crests and valleys alternate, the permutation σ is a snake. In particular, by
Lemma 4.16, we have σ(1) < σ(2) > σ(3) < . . . > σ(n), since the first and last right polar
half-branches correspond to right-valleys.

Example 4.25. See Figure 32. The first order is obtained by reading the right crests and
right valleys along the curve (i.e. in the order given by the right polar half-branches), and
the other order is given by the x-coordinate.
Figure 32. Two total order relations on the set of right crests and right valleys.
It is a biordered set of five points, to which we associate the bivariate snake σ =
(
1 2 3 4 5
1 5 3 4 2
)
,
by choosing the convention of reading the green points from right to left and the convention
from Definition 4.21. See Figure 33.
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Figure 33. The snake to the right of the curve Cε.
Remark 4.26. Note that by the construction of the Poincaré-Reeb tree, the order given
by the y−coordinate may not always correspond to the order along the level curve, see an
example in Figure 34.
Figure 34. The canonical order is the one obtained by reading the crests and
valleys along the curve, not by their y−coordinate.
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