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How can we provide interfaces to synthesis algorithms that
will allow us to manipulate timbre directly, using the same
timbre-words that are used by human musicians to com-
municate about timbre? This paper describes ongoing
work that uses machine learning methods (principally ge-
netic algorithms and neural networks) to learn (1) to recog-
nise timbral characteristics of sound and (2) to adjust tim-
bral characteristics of existing synthesized sounds.
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1. INTRODUCTION
When human musicians “interface” with other human
musicians, we do so in words. One way in which we use
words is to communicate about timbre: we say “can you
make the sound shine more”, “I’d like to get a really gritty
sound”, “let’s try to play that more warmly”.
This ability to use natural language descriptions of tim-
bre (whether “straight” or metaphorical) is typically ab-
sent from interfaces with music technology devices. As a
result, users have to either have a very strong understand-
ing of the underlying mechanisms that produce the sound,
or a large amount of “trial-and-error” experience with gen-
erating timbral changes within a system [5, 11]. A small
number of attempts [2, 7] have attempted to create sys-
tems that offer an intuitive interface to timbre; however,
there appears to be little recent work in this area [9].
By timbre we will mean the micro-level spectral char-
acteristics of sound as discussed by Wishart [10], as op-
posed to the gross timbral distinctions [6] used e.g. in the
MPEG-7 standard.
In this paper we discuss ongoing work which applies ma-
chine learning methods to associate changes in synthesis
parameters with changes in timbre described by adverbs
and adjectives. Overall the system is structured as illus-
trated in figure 1. Before the system is used, a training
process is carried out whereby the system learns to as-
sociate features of sounds with certain timbre-description
words that have been allocated by a human listener. Then,
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Figure 1: Indirect modification of timbres.
when the user wants to adjust the sound with regard to
a particular word, an algorithm that adjusts the synthesis
parameters (e.g. with a genetic algorithm), uses the syn-
thesis algorithm to generate a sound with regard to that
parameter-set, then uses the trained classifier to measure
the timbral effects. The levels of these timbral effects are
then measured and fed as a fitness measure into the pa-
rameter adjustment algorithm.
The remainder of the paper describes the two main parts
of the system: the timbre classification program, and the
parameter learning algorithm. Full details of this can be
found in our paper [3].
2. PART 1: TIMBRE RECOGNITION AL-
GORITHM
Timbre recognition can be seen as a classification prob-
lem of the type well studied in machine learning [8]. In
such a problem we have a number of data items each of
which is described by the values of a number of attributes;
each data item also fits into one or more classes. In this
case each data item is a sound. The attributes of that
sound are a number of measures that are made on that
sound: the relative peak amplitude of the first 15 partials
of the sound, the detuning of the partials, and measures of
the amplitude envelope acquired by fitting an ADSR en-
velope to the sound. The classes are a number of timbre-
words (drawn mostly from the list in [2]); a human lis-
tener has, for each sound, rated how much they believe
that that word describes the timbral characteristics of the
sound. In our current program, the words used are bright,
warm, harsh, hit, plucked, constant, thick, metallic, and
woody.
A common approach to such classification problems is
Figure 2: Adjusting timbres with sliders.
to use neural networks to learn which patterns in the at-
tributes map on to which classes. This is the approach
that we have used here. The inputs to the network are the
attribute values described above, the outputs the timbre
words. We use the well-known back-propogation algorithm
(e.g. [1]) to learn the network weights using a large num-
ber of training examples. To test the classification, we
fed a number of (attributes describing) new sounds, not
used in training, through the network, and observed the
value given for each of the timbre words by the network.
Overall, a good classification of timbres was obtained when
compared to classification by a human listener (details in
[3]).
3. PART 2: PARAMETER ADJUSTMENT
ALGORITHM
The second main part of the system is an algorithm
that adjusts the parameters of the synthesis algorithm to
respond to a desired timbre change. The current interface
to the system is illustrated in figure 2. The user inputs a
sound, the neural network assesses the timbral character-
istics of the sound according to the ten timbre-words used,
and the system sets the sliders accordingly.
The user then makes changes to the sliders to reflect
the desired change. We have experimented with various
algorithms to generate the desired change in synthesis pa-
rameters. In the first, we use a genetic algorithm to find a
new setting for the synthesis parameters that (1) is close
to the original settings (so that the overall sound does not
change) and (2) reflects the desired timbral change. A sec-
ond approach involves feeding the new desired values for
the timbral characteristics through the neural network, to
find regions of parameter-space that are associated with
these settings, then finding the smallest parameter-space
move required to go from the original sound to those re-
gions that produce the desired timbre. Both approaches
produce decent results; at present the second approach
seems more promising.
4. RESULTS
Some example sounds can be heard at http://www.cs.
kent.ac.uk/people/staff/cgj/research/nime2006/nime2006.
html. We will demo the system live at the conference.
5. ONGOINGWORK
We are currently pursuing a number of future directions
for this work:
• Improved timbre recognition, for example by using
ear-like pre-processing steps [4].
• Focusing more effort on having the system not ad-
just those characteristics of the sound that are not
relevant to the current
• Interfacing this to e.g. MIDI control wheels to allow
on-the-fly live manipulation of timbre.
• Creating systems that learn in advance the direc-
tions in parameter space which affect a particular
timbre change, rather than running the parameter-
adjustment algorithms on the fly. This may be a
prerequisite for the use of the system in a live envi-
ronment.
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