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L’évaluation des performances des méthodes de détection d’agrégats de maladie est 
fondamentale dans le domaine de l’épidémiologie spatiale et, paradoxalement, on déplore 
une absence de consensus quant à sa conduite. Cette problématique est d’autant plus 
importante que les nouvelles technologies de partage d’informations promettent une 
évolution importante des signaux disponibles pour l’épidémiologie et la veille sanitaire. 
Les spécialistes du domaine ont adopté un mode d’évaluation fondé sur l’utilisation 
concomitante de plusieurs indicateurs de performances complémentaires tels que des 
indicateurs dérivés de l’évaluation des méthodes diagnostiques ou encore diverses 
définitions de puissance conditionnelle. Cependant, ces évaluations issues de schémas de 
simulation classiques reposent sur le choix de quelques hypothèses alternatives 
particulières et ne permettent qu’une interprétation limitée à ces hypothèses. De plus, la 
démultiplication des indicateurs évaluant la performance, différents selon les protocoles, 
gêne la comparaison des études entres elles et complique l’interprétation des résultats.  
Notre travail propose et évalue plusieurs indicateurs de performance prenant en compte à 
la fois puissance et précision de localisation. Leur intérêt dans l’évaluation spatiale 
systématique des méthodes est illustré par la création de cartes de performance. En 
complément de l’évaluation des performances lorsqu’une détection est attendue, nous 
proposons également une méthode d’évaluation de la répartition spatiale de l’erreur de 
type I complétée par la construction d’une nouvelle inférence statistique testant 
l’éventualité d’un effet de bord. 
Mots clés : épidémiologie spatiale, méthodes locales de détection d’agrégats, performance  
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Summary 
Evaluation of statistical methods in spatial epidemiology: the case of 
cluster detection tests 
Although performance assessment of cluster detection tests is a critical issue in spatial 
epidemiology, there is a lack of consensus regarding how it should be carried out. 
Nowadays, with the spread of new technologies in network systems, data sources for 
epidemiology are undergoing radical changes that will increase the need for performance 
evaluation.  
Field specialists are currently evaluating cluster detection tests with multiple 
complementary performance indicators such as conditional powers or indicators derived 
from the field of diagnostic tools evaluation. These evaluations are performed following 
classical protocols for power assessment and are often limited to a few number of simulated 
alternative hypotheses, thus restricting results interpretation and scope. Furthermore, with 
the use of multiple varying indicators, comparisons between studies is difficult at best. 
This work proposes and compares different global performance indicators that take into 
account both usual power and location accuracy. Their benefit for cluster detection tests 
evaluation is illustrated with a systematic spatial assessment enabling performance 
mapping. In addition to the evaluation of performance when clusters exist, we also propose 
a method for the spatial evaluation of type I error, together with a new statistical test for 
edge effect. 
Key words: spatial epidemiology, cluster detection tests, performance evaluation 
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Ce travail s’appuie sur un contexte local de création ou de développement d’outils de 
surveillance et de veille sanitaire. Initialement, la demande provenait du Centre d’Etude des 
Malformations Congénitales en Auvergne (CEMC Auvergne) qui désirait se doter d’un outil de 
veille par la mise en place d’une procédure d’analyse systématique de ces données. Par la suite, le 
projet GINSENG (projet ANR - 2010) a ouvert la perspective d’obtenir des données de surveillance 
d’une qualité supérieure à celle que l’on peut voir habituellement (absence de délai entre la création 
de l’information et sa mise à disposition, rapprochement automatisé de données multi-sources, 
dédoublonnement et identito-vigilance automatisés). Un système de veille fondé sur ce type de 
signal offrirait des perspectives de performances intéressantes. 
Cependant, vis-à-vis de la veille sanitaire, l'authentification de l'apport d'un système du type de 
celui proposé dans le projet GINSENG doit s'appuyer sur l'évaluation d'un gain de performance. 
Une des principales composantes de cette évaluation concerne les performances des méthodes 
statistiques de détection d’agrégats intégrées à ce système. D’un point de vue méthodologique, les 
outils disponibles pour l’évaluation des performances des méthodes de détection d’agrégats 
spatiaux ou spatiaux-temporels sont encore mal adaptés. En effet, s‘il est admis que l’évaluation 
des performances de ces méthodes dépasse la seule estimation du risque β (sous une hypothèse 
alternative proche de la réalité de terrain) ou du risque α (vérifiant ainsi sa conformité à la valeur 
pré-définie de 5%), les solutions adoptées en pratique courante restent insuffisantes.  
Les méthodologies d’évaluations sont très hétérogènes rendant les études de simulation 
difficilement comparables entre elles. Les indicateurs de performance utilisés sont fondés soit sur 
l’utilisation d’indicateurs dérivés des méthodes d’évaluation des outils diagnostiques 
(sensibilité/spécificité et valeurs prédictives pour les méthodes locales - courbes ROC pour les 
méthodes de cartographie du risque), soit sur des définitions plus ou moins restrictives de 
performance de localisation de l’agrégat simulé permettant de calculer des puissances 
conditionnelles. L’utilisation d’indicateurs n’offrant qu’une évaluation partielle de la performance 
oblige à démultiplier leur nombre lorsqu’une évaluation et une interprétation globales sont 
souhaitées. Cette masse d’informations devient vite difficile à résumer et à interpréter lorsque le 
nombre de simulations est important. Ainsi, la plupart de ces évaluations sont issues de schémas 
de simulation classiques et reposent sur le choix d’une ou de quelques hypothèses alternatives 
particulières. Elles n’offrent donc qu’une évaluation de la performance limitée à ces hypothèses. 
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Jusqu’à présent, une seule référence a proposé un indicateur global, la puissance étendue [1], 
qui se construit sous la forme d’une courbe et prend en compte à la fois les dimensions de rejet de 
l’hypothèse nulle et de « précision » de localisation de l’agrégat réel. 
Objectif de la thèse 
L’objectif de ce travail de thèse est de développer des outils d’évaluation globale des 
performances des méthodes locales de détection d’agrégats. Ces outils se doivent d’évaluer à la 
fois la puissance usuelle et la performance de la localisation, sans imposer de définition restrictive 
à cette dernière. Ils doivent de plus être aisément interprétables et simples à calculer. 
Concernant la puissance, il s’agit dans un premier temps, comme suggéré par Tango et 
Takahashi [1], de développer un indicateur unique à partir de l’indicateur qu’ils proposent : la 
puissance étendue. Associé à un design de simulation spatiale systématique d’hypothèses 
alternatives, cet indicateur global permet d’aboutir à une cartographie de la performance. 
Concernant l’erreur de type I, il s’agit du développement d’un indicateur spatial de contribution 
à l’erreur de type I permettant une cartographie de cette contribution à l’erreur de type I. 
Déroulement du mémoire 
Ce mémoire est constitué de quatre parties :  
La première partie effectue une synthèse de la méthodologie statistique en épidémiologie 
spatiale en ne détaillant que les méthodes locales de détection d’agrégat qui sont l’objet de ce 
travail. 
La deuxième partie présente les fondements théoriques de l’évaluation de ces méthodes et 
effectue une synthèse bibliographique des indicateurs de performance utilisés dans ce domaine. 
La troisième partie est consacrée à la présentation des résultats de ce travail sous la forme 
d’articles, précédés d’une introduction/synthèse générale. 
Enfin, ce mémoire se termine par une conclusion générale incluant les perspectives du travail 
de thèse.  
  












Partie 1  
Méthodes statistiques en 
épidémiologie spatiale 
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 Répartition spatiale des cas 
1.1 Caractérisation des profils de répartition 
Pour comprendre les hypothèses sous-jacentes aux méthodes statistiques d’analyse de données 
spatialisées, il est nécessaire de connaître et comprendre quelques définitions permettant de 
classifier les différents profils de répartition spatiale des cas [2]. 
Pour illustrer ces définitions, considérons une zone hypothétique de 100 km2 dans laquelle sont 
répartis 100 cas d’une maladie ou d’un phénomène quelconque. La Figure 1 montre une répartition 
spatiale de cas dite « complètement aléatoire ». Ce profil de répartition implique que la position de 
chacun des cas est complètement aléatoire, et que par conséquent, la position de n’importe quel cas 
est indépendante de la position de tous les autres cas. Ce profil est très souvent utilisé comme 
hypothèse nulle représentant l’absence d’agrégation spatiale dans les tests d’inférence. 
 
Figure 1: répartition spatiale des cas dite « complètement aléatoire » 
Un profil de répartition particulier est celui où la distance entre tous les cas est identique. Ce 
profil, représenté dans la Figure 2, est appelé complètement régulier. 
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Figure 2: répartition spatiale des cas dite « complètement régulière » 
La Figure 3 représente un cas proche du précédent profil : il s’agit de la répartition spatiale 
régulière. Cette répartition implique que les cas sont situés « à peu-près » à la même distance les 
uns des autres. Ce type de répartition est observé notamment lorsqu’il existe un comportement 
territorial des individus pour le phénomène considéré (e.g., sièges occupés dans une salle d’attente). 
Dans ce cas, les individus cherchent typiquement à rester les plus éloignés les uns des autres. (Pour 
reprendre l’exemple de la salle d’attente, lorsque le nombre de places est égal à deux fois le nombre 
d’individus, le profil de répartition peut même être complétement régulier, tous les individus étant 
séparés par un siège.). 
 
Figure 3: répartition spatiale des cas dite « régulière » 
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Enfin, le dernier profil représenté dans la Figure 4 est la répartition agrégée des cas. Dans cette 
figure, les cas semblent effectivement concentrés préférentiellement dans deux zones appelées 
agrégats. 
 
Figure 4: répartition spatiale agrégée 
1.2 Processus ponctuels spatiaux 
1.2.1 Répartition régulière des cas 
La répartition régulière implique que les cas se situent approximativement à la même distance 
les uns des autres, ou autrement dit, le nombre moyen de cas par unité de surface est à peu près 
constant. Si l’on considère le nombre de cas par unité de surface comme une variable aléatoire 
(v.a.), alors son comportement peut être modélisé par une loi binomiale. En effet, la variance d’une 
telle distribution est inférieure à son espérance. 
1.2.2 Répartition agrégée des cas 
Au contraire de la répartition régulière, la répartition agrégée est marquée par une tendance des 
cas à être regroupés. Il y a donc des zones où les cas sont nombreux et d’autres où ils sont 
relativement rares. Si on considère la même v.a. « nombre de cas par unité de surface », alors sa 
loi de distribution sera caractérisée par une variance plus importante que son espérance. On pourra 
modéliser ce profil de répartition par une loi binomiale négative. 
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1.2.3 Répartition aléatoire des cas 
Comme indiqué plus haut, ce profil de répartition est très souvent utilisé comme hypothèse nulle 
représentant l’absence d’agrégation dans les tests d’inférence. Il est donc important de détailler le 
modèle probabiliste qui permet de le formaliser. 
Dans le cas d’une répartition aléatoire, la variance (toujours de la v.a. « nombre de cas par unité 
de surface ») est plus importante que pour une répartition régulière mais moins importante que pour 
répartition agrégée. 
En effet, dans une répartition aléatoire, on peut observer des zones où les individus sont 
regroupés et d’autres zones plus vides. Cependant, les zones d’agrégation seront moins importantes 
(en nombre de cas) que pour une répartition agrégée et les zones  « vides » seront moins vides que 
pour une distribution régulière. La loi de Poisson permet de modéliser cette répartition où la 
variance est égale à l’espérance. 
1.2.3.1 Processus de Poisson homogène 
Dans un processus de Poisson homogène (PPH), la présence d’un cas à un endroit donné 
n’affecte par la probabilité d’apparition d’autres cas à proximité et il n’y a pas de zone où les cas 
sont plus susceptibles d’apparaître. 
De façon plus formelle, Diggle [3] écrit que l’hypothèse de répartition spatiale complètement 
aléatoire implique que : 
(1) le nombre n d’évènements dans une région A (espace polonais) d’aire |A| suit une distribution 
de Poisson de moyenne λ|A| où la constante λ, strictement positive, est l’intensité ou nombre moyen 
d’évènements par unité de surface ; 
(2) et qu’étant donné n évènements {xi, i = 1, .., n} observés dans la région A, les xi sont un 
échantillon aléatoire indépendant de distribution uniforme dans A.  
Selon (1), une répartition complètement aléatoire implique donc bien que l’intensité des 
évènements est constante dans A. Selon (2), cette répartition implique également qu’il n’y a pas de 
lien entre les évènements.  
De plus, le PPH est  
(3) stationnaire, c’est-à-dire invariant par translation dans l’espace ; 
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(4) et isotropique, c’est-à-dire que le processus est invariant par rotation autour de son origine. 
Stationnarité et isotropisme impliquent que toute relation entre deux évènements dépend 
seulement de la distance qui les sépare. De plus selon (1), l’intensité constante du processus 
implique que λ, i.e. le nombre moyen d’évènements par unité de surface, peut être estimé par  




Où n est le nombre d’évènements dans A. L’intensité du processus est appelé mesure de premier 
ordre car elle décrit la moyenne de ce processus. La mesure de second ordre est la variance qui 
reflète la tendance des évènements à être agrégés, ou au contraire, régulièrement répartis. Dans un 
PPH, cette mesure est constante.  
1.2.3.2 Processus de Poisson inhomogène 
Cependant, modéliser l’hypothèse nulle par un PPH n’est pas réaliste, sauf à supposer que la 
répartition de la population à risque soit homogène, ce qui est rarement le cas. Pour pallier ce 
problème, le processus de poisson inhomogène (PPI), généralisation du PPH, permet de modéliser 
une intensité variable dans l’espace.  
Le PPI d’intensité variable λ(z) (z est une localisation), est défini tel que : 
(1) le nombre n d’évènements survenant dans une zone a ⊂ A est une v.a. suivant une 
distribution de Poisson de moyenne∫ 𝜆(𝑧)𝑑𝑧𝑎  ; 
(2) étant donné un nombre n d’évènements {xi, i = 1, .., n} observés dans la région A, les xi sont 
indépendants, distribués dans A selon une densité proportionnelle à λ(z). 
1.3 Système d’information géographique 
1.3.1 Définitions 
Un Système d’Information Géographique (SIG) est un système d'information capable 
d'organiser, de présenter et d’analyser des données alphanumériques spatialement référencées [4]. 
Un SIG comprend les outils logiciels, les données, le matériel et les compétences nécessaires à 
l’utilisation de tous ces éléments. Les données d’un SIG se répartissent en 3 catégories : 
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 Les objets géographiques qui sont définis par des données géométriques et des données graphiques. 
 Les données attributaires qui permettent d’associer des informations à un objet géographique 
particulier (e.g., le nombre de cas est une donnée attributaire associée à un objet géographique 
comme une commune, un département, etc.) 
 Les métadonnées qui fournissent les informations relatives à l’ensemble des données (système de 
projection et étendue géographique, date et méthodes d’acquisition, propriétaire des données, etc.). 
 Il existe deux modes de représentation de la réalité en objets géographiques : 
o Le mode matriciel (ou raster) où des matrices sont utilisées pour réaliser une partition 
régulière de l'espace. Chaque maille de la grille, cellule ou pixel, est associée à une intensité 
de gris ou de couleur. La juxtaposition des points créés permet d’obtenir une représentation 
de l’espace (comme dans une image scannée). Par exemple, un lac sera représenté par un 
ensemble de points d’intensité identique. 
o Le mode vectoriel où les objets sont représentés à partir de points, de lignes ou de 
polygones. Par exemple un lac sera représenté par un polygone, une rivière par une ligne, 
etc. 
Les objets géographiques sont localisés dans l’espace terrestre à l’aide d’un système de 
coordonnées sphérique ou projectif.  
Un système de coordonnées géographique sphérique (Figure 5) représente un point par une 
distance (altitude) et deux angles (latitude et longitude) exprimés en degrés et minutes.  
Un système de coordonnées projectif (Figure 6) permet de déterminer la position d’un point 
dans l’espace à partir d’un repère. Le système de coordonnées cartésiennes est un système de 
coordonnées projectif utilisant un repère cartésien (donnée conjointe d’un point d’origine et de 
trois vecteurs non coplanaires). Dans un système de coordonnées cartésiennes, un point est donc 
repéré par l’association d’une abscisse, d’une ordonnée et d’une cote. 
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Figure 5: coordonnées sphériques ; rayon (r), 
longitude (θ), latitude (δ) 
 
Figure 6: coordonnées cartésiennes ; abscisse (x), 
ordonnée (y), cote (z) 
Dans le domaine de l’épidémiologie, il est rare que l’altitude soit un paramètre pertinent. Dans 
la grande majorité des cas, les objets géographiques sont représentés seulement par un couple de 
coordonnées (latitude et longitude). 
1.3.2 SIG et données  
1.3.2.1 Données ponctuelles 
Un système d’information géographique fondé sur la géolocalisation des individus, qu’ils soient 
des cas ou appartiennent à la population à risque, permettrait de disposer de toute l’information 
spatiale d’intérêt pour le phénomène étudié. Les données disponibles seraient de type ponctuel où 
chaque observation (individu) correspondrait à un point au sein de la région d’étude. 
Ce type de données spatiales est en réalité rarement disponible en dehors de grandes cohortes 
populationnelles [5–8]. 
1.3.2.2 Données groupées 
Pour des raisons de confidentialité, la plupart des SIG utilisés en épidémiologie et veille sanitaire 
se fondent sur des SIG administratifs préexistants. Ils sont issus de représentations vectorielles des 
régions d’études, où le découpage territorial (communes, zones postales,…) forme un ensemble de 
polygones. Ces polygones déterminent des surfaces qui constituent des unités spatiales (US). Les 
cas ou évènements sont géolocalisés par le centroïde (i.e. centre de masse ou barycentre) de leur 
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US d’affectation. Les données qui en sont issues ne sont plus à proprement parler des données 
ponctuelles mais des données agrégées1 par US. De très nombreuses études utilisent ce type de 
données dont on ne donnera ici que quelques références [9–12] à titre d’exemple. 
1.3.2.3 Cas-contrôles 
Comme dit plus haut, la localisation des individus est en général difficile à obtenir. Cependant, 
notamment lors d’étude ad’hoc disposant de financements et de moyens logistiques conséquents, 
ce type d’information peut être recueilli. Il paraît difficilement envisageable de recueillir la même 
information pour l’ensemble de la population à risque, tout comme il paraît inopportun de se passer 
entièrement d’information sur cette population. Une solution intermédiaire est de ne recueillir la 
localisation que d’un échantillon d’individus de cette population. Ces individus jouent le rôle de 
contrôles et permettent l’exploitation de toute la finesse de l’information spatiale. Les études 
utilisant ce type de données [13–15] s’appuient le plus souvent sur des registres de pathologies 
existants. 
  Méthodes d’analyse  
Pour l’ensemble de ce chapitre, les notations adoptées pour la présentation des différentes 
méthodes sont : 
 G : la région d’étude 
 N : le nombre d’US au sein de la région d’étude 
 P : le nombre total d’individus (population à risque) 
 Pi : le nombre d’individus dans l’US i pour ∀𝑖, i = 1, …, N 
 C : la v.a. représentant le nombre total de cas dans la région d’étude 
 Ci : la v.a  représentant le nombre de cas dans l’US i pour ∀𝑖, i = 1, …, N 
 c : le nombre total de cas observé dans la région d’étude 
 ci : le nombre de cas observé dans l’US i pour ∀𝑖, i = 1, …, N 
 dij : la distance euclidienne entre l’US i et l’US j, pour ∀𝑖, i = 1, …, N et pour ∀𝑗, j = 1, …, N 
                                                 
1 Nous les appellerons par la suite « données groupées » pour éviter tout risque de confusion avec les notions 
d’agrégation spatiale ou d’agrégat. 
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2.1 Classification des méthodes 
Un très grand nombre de tests d’agrégation spatiale existent, répondant à différents objectifs. Les 
travaux successifs de Besag et Newell [16] puis Kulldorff [17] ont permis d’établir une 
classification des méthodes statistiques d’analyse de l’agrégation spatiale qui est ici résumée dans 
la Figure 7. Une autre grande famille de méthodes, fréquemment utilisée en épidémiologie spatiale, 
rassemble les méthodes de cartographie du risque [18, 19]. Ces méthodes ne seront pas abordées 
dans ce travail car elles sont purement descriptives et ne proposent pas d’inférence à proprement 
parler. 
 
Les tests locaux qui font l’objet de ce travail se caractérisent par le fait qu’ils apportent une 
double conclusion : (1) ils individualisent (localisent) la ou les zones de la région d’étude qui 
constituent le (les) agrégats le (les) plus vraisemblable(s), puis (2) ils donnent une portée statistique 
en évaluant leur significativité par une inférence. 
Nous allons ici résumer les grands principes et définitions des deux grandes familles de tests 




agrégation au sein de la région d'étude
tests globaux
(global tests)







agrégation autour d'un point 
de source prédéfini
Figure 7: classification des tests d'agrégation spatiale 
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2.2 Statistiques de balayage 
Les méthodes de balayage, comme leur nom l’indique, ont pour principe de balayer la région 
d’étude à l’aide d’une fenêtre dont les positions successives servent à déterminer autant d’agrégats 
potentiels qui seront ensuite testés localement pour déterminer leur significativité. Les méthodes 
diffèrent en général soit par l’algorithme permettant de construire cette fenêtre et déterminant ces 
positions successives,  soit par la façon dont est mené le test d’inférence. 
Historiquement, les méthodes de balayage dérivent de la « Geographical Analysis Machine » 
proposée par Openshaw (1987) [20]. Par la suite, en 1995, Kulldorff [21] proposera la statistique 
de scan spatial qui est aujourd’hui la méthode de balayage sans doute la mieux connue et la plus 
utilisée au monde. 
2.2.1 Scan spatial de Kulldorff 
Le principe développé par Kulldorff [21, 22] consiste à balayer la région d’étude avec une 
fenêtre circulaire de taille variable. De cette façon, aucune hypothèse préalable sur la localisation 
ou la taille de l’agrégat n’est posée. 
Pour des données ponctuelles, chaque fenêtre circulaire possède un centre dont la position passe 
successivement sur tous les points de la carte et un rayon dont la valeur varie de zéro jusqu’à une 
longueur maximale prédéterminée. 
Lorsque les données sont groupées, chaque fenêtre possède un centre situé sur le centroïde d’une 
US et un rayon dont la valeur varie de zéro à une longueur maximale prédéterminée. Les US 
incluses dans la fenêtre sont celles dont le centroïde se trouve à l’intérieur du cercle. 
La longueur maximale du rayon du cercle est le plus souvent déterminée par l’inclusion d’une 
fraction maximale de la population à risque mais peut également concerner une fraction du nombre 
de cas attendus, ou encore une taille maximale d’agrégat (en unité de surface). Cette limite est 
fondée sur le raisonnement qu’au-delà d’une certaine « taille » (que l’on interprétera selon la nature 
de la limite choisie), un agrégat représenterait plutôt la répartition spatiale « de base » de la région 
et l’extérieur de cet agrégat représenterait une zone de risque anormalement faible.  
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La statistique est fondée sur le rapport de vraisemblances observé pour chaque cercle, i.e. le 
rapport de la vraisemblance sous l’hypothèse alternative (le risque à l’intérieur du cercle est 
supérieur à celui à l’extérieur) sur la vraisemblance sous l’hypothèse nulle d’homogénéité des 
risques. Le cercle ayant le rapport de vraisemblances le plus élevé définit l’agrégat le plus probable. 
C’est sur ce ratio de vraisemblance que portera ensuite l’inférence. 
La distribution de Bernouilli s’applique pour des données ponctuelles (l’individu est malade ou 
non malade) alors que celle de Poisson est utilisée lorsque les données sont groupées (un nombre 
de malades par US).  
On détaillera ici uniquement la construction de la statistique pour le modèle de Poisson. 
On définit une zone Z représentant la fenêtre mobile d’étude et une collection Ω des m zones Z 
possibles (selon la définition données plus haut de la fenêtre mobile) telle que  Ω = {Zi  G | i = 
1,…, m}.  
On note 𝑃𝑧𝑖 le nombre d’individus dans la zone  𝑍𝑖 et 𝑐𝑧𝑖le nombre de cas parmi les 𝑃𝑧𝑖. 
Soit A une zone incluse dans G, PA le nombre d’individus de A et CA la v.a. du « nombre de cas 
dans A ». Pour ∀ 𝐴 ⊂ 𝐺, CA est  généré par un PPI tel que 
 𝐶𝐴 ∼ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜋𝑃(𝐴∩𝑍𝑖) + 𝛿𝑃(𝐴∩𝑍?̅?)) 
où π est la probabilité d’être un cas dans Zi, 𝑃(𝐴∩𝑍𝑖) le nombre d’individus à l’intersection des 
zones A et Zi, δ la probabilité d’être un cas à l’extérieur de Zi et 𝑃(𝐴∩𝑍?̅?) le nombre d’individus dans 
la zone A et en dehors de la zone Zi. 
Sous l’hypothèse nulle (H0) d’homogénéité des risques : π = δ et CA ~ Poisson (πPA) ∀A. 
Sous l’hypothèse alternative (H1) : π > δ. 
Etape 1 : Calculer la fonction de vraisemblance pour toutes les zones Zi. 
Dans la région G connaissant la fenêtre Zi, la probabilité d’observer c cas est telle que : 
𝑃𝑟𝑜𝑏(𝑐) =  
𝑒




Chaque cas x parmi les c cas, possède une probabilité d’être dans une zone donnée de G qui 
dépend de la population à risque de cette zone. 
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On définit une fonction f(x) de densité de probabilité des cas dans G sachant Zi telle que : 
𝑓(𝑥) =  
𝜋𝑃𝑥
𝜋𝑃𝑍𝑖 + 𝛿(P − 𝑃𝑧𝑖)
𝐼(𝑥 ∈ 𝑍𝑖) + 
𝛿𝑃𝑥
𝜋𝑃𝑍𝑖 + 𝛿(𝑃 − 𝑃𝑧𝑖)
𝐼(𝑥 ∈  ?̅?𝑖) 
𝐼(𝑥 ∈ 𝑍𝑖) et 𝐼(𝑥 ∈ ?̅?𝑖) étant des indicatrices dont la valeur est égale à 1 si 𝑥 ∈ 𝑍𝑖 
(respectivement 𝑥 ∈ ?̅?𝑖) et 0 si non. 
La fonction de vraisemblance pour la fenêtre Zi est égale à : 





𝐿(𝑍𝑖 , 𝜋, 𝛿) =  
𝑒
−(𝜋𝑃𝑍𝑖+𝛿(P−𝑃𝑍𝑖)) × (𝜋𝑃𝑍𝑖 + 𝛿(P − 𝑃𝑍𝑖))
c
c!
 ×  ∏  
𝜋𝑃𝑥𝑘
𝜋𝑃𝑍𝑖 + 𝛿(P − 𝑃𝑧𝑖)𝑘∈𝑐𝑧𝑖
 
× ∏  
𝛿𝑃𝑥𝑙
𝜋𝑃𝑍𝑖 + 𝛿(P − 𝑃𝑧𝑖)
𝑙∈(c−𝑐𝑧𝑖)
 
On pose 𝜆 = 𝜋𝑃𝑍𝑖 + 𝛿(P − 𝑃𝑍𝑖) 
𝐿(𝑍𝑖, 𝜋, 𝛿) =  
𝑒−𝜆 × 𝜆𝑐
c!









𝐿(𝑍𝑖, 𝜋, 𝛿) =  
𝑒−𝜆
𝑐!




Etape 2 : Trouver la zone 𝑍𝑖  qui maximise la fonction de vraisemblance.  
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Si non  












L’estimateur 𝑍 ̂du maximum de vraisemblance est tel que : 
 ?̂? = {𝑍𝑠 ∈ Ω: L(Zs) ≥ L(Zi) ∀ Zi ∈  Ω} (2-1) 
Le ratio de vraisemblance s’écrit : 







𝐿 (𝑍𝑖, 𝜋, 𝛿) =  
𝑒−𝑐
c!









Etape 3 : Inférence 
La significativité est testée par inférence de Monte Carlo, la distribution de la statistique n’étant 
pas connue. 
En rejetant l’hypothèse nulle, on accepte l’hypothèse alternative qu’il existe une zone à 
l’intérieur de laquelle il est plus probable d’être un cas qu’à l’extérieur. Cette zone est la fenêtre 𝑍𝑠 
(définie dans (2-1)) qui maximise la fonction de vraisemblance et constitue donc le cluster le plus 
vraisemblable. 
2.3 Autocorrélation spatiale 
Les tests globaux d’autocorrélation spatiale sont construits à partir de la relation entre les valeurs 
locales observées à un endroit particulier et les valeurs de voisinage. Ces tests supposent qu’une 
relation de voisinage ait donc été définie entre les US. Le point faible de ces tests est qu’ils ne 
testent que l’indépendance entre les distributions marginales des valeurs observées au sein des US. 
Si une telle indépendance implique l’absence d’autocorrélation spatiale, l’inverse n’est pas 
forcément vrai. 
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A partir de ces statistiques similaires à des coefficients de corrélation, des versions locales ont 
été dérivées (voir [23, 24] pour plus de détails sur le comportement de ces statistiques), grâce aux 
méthodes standard d’identification des observations ayant une forte influence sur la pente. 
2.3.1 Matrice de proximité 
La matrice de proximité est l’outil de la prise en compte de relations de voisinage. Autrement 
dit, elle permet de formaliser la relation spatiale entre les US. Il existe de nombreuses façons de 
considérer cette relation en prenant en compte les relations de voisinage (dichotomique : l’US i est 
ou n’est pas voisine/adjacente à l’US j) ou encore la distance entre deux US.  
La matrice de proximité permet d’attribuer un poids (wij) à chaque couple d’US (i, j). Les 
éléments de cette matrice sont obtenus grâce à une fonction de pondération dépendant de la 
structure spatiale de la région d’étude (voisinage des US, distances) et qui peut être ajustée sur tout 
paramètre pertinent comme, par exemple, la superficie des US [25]. La fonction de pondération la 
plus fréquemment rencontrée est une fonction exponentielle décroissante utilisant la distance entre 







où r est le paramètre d’échelle. Plus r est grand plus les couples d’US éloignées conservent des 
poids importants. Le choix du paramètre d’échelle détermine donc la sensibilité du test à une taille 
d’agrégats : plus r est élevé plus le test sera sensible aux agrégats étendus et inversement. 
Quelle que soit la relation de voisinage prise en compte (distance, frontière commune, …), la 
matrice de voisinage fait généralement l’objet d’une standardisation selon diverses méthodes. Les 
plus utilisées sont : 
 La méthode de standardisation dite « en ligne », où la somme de chaque ligne de la matrice 
est égale à 1, i.e. ∑ 𝑤𝑖𝑗 = 1, ∀𝑖
𝑛




𝑖=1 = 𝑁. 
 Les méthodes de standardisation globales, où la somme totale des wij est égale à N ou 1 
selon la méthode. 
 Les méthodes de standardisation destinées à stabiliser la variance, telle que celle proposée 
par Tiefelsdorf en 1997 [26]. 
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2.3.2 Coefficient de Moran 
La statistique globale de Moran [27, 28] est un coefficient d’autocorrélation spatiale introduit 
dans les années 1950, encore très largement utilisé. Le coefficient I de Moran s’écrit : 
𝐼 =  









où 𝑌𝑖 = 
𝑐𝑖
𝑃𝑖







  est la moyenne des 
proportions de cas sur l’ensemble de la région et wij est l’élément de la matrice de proximité 
correspondant au couple d’US i et j. 
Les statistiques locales de Moran (Ii), sont les N composantes de I  
𝐼𝑖 = 
(𝑌𝑖 − ?̅?) × ∑ 𝑤𝑖𝑗(𝑌𝑗 − ?̅?)
𝑁
𝑗





Le principal point faible de cette statistique est qu’il est supposé que la moyenne des proportions 
de cas est une représentation adéquate du phénomène d’intérêt. Cette statistique suit 
approximativement une loi normale lorsque les cas sont indépendamment distribués selon une loi 
normale. L’inférence pose une double difficulté : d’une part les conditions de normalités sont en 
pratique rarement respectées et d’autre part il y a autant de tests qu’il y a de statistiques et l’inflation 
du risque alpha doit être prise en compte. Ainsi,  l’inférence s’effectue par méthode de Monte Carlo 
(voir chapitre 2.4), puis une méthode d’ajustement des p-values est utilisée (voir chapitre 2.5).  
2.3.3 Getis and Orb 










 , 𝑗 ≠ 𝑖 (2-2) 
où cj est le nombre de cas observés dans l’US j et l’ensemble des 𝑤𝑖𝑗(𝑑) constitue une matrice 
de proximité valant 1 pour tous les liens définis comme étant à une distance inférieure à d pour une 
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US i donnée. Tous les autres liens, y compris le lien à l’US i elle-même, valent 0. La statistique 
𝐺𝑖(𝑑) est comprise entre 0 et 1. 
Si l’on pose 













et que l’on note Wi la somme des wij(d) sur j pour j ≠ i, Gi peut être redéfinie en considérant (1) 
sa différence avec la valeur attendue 𝐸[𝐺𝑖] =  𝑊𝑖 (𝑁 − 1)⁄  divisée par son écart-type, (2) des poids 
non binaires pour la matrice de proximité et (3) en incluant 𝑤𝑖𝑖 ≠ 0. La statistique standardisée 𝐺𝑖
∗ 
se définit par : 
 
𝐺𝑖







∗2) (𝑁 − 1)⁄
  , ∀𝑗 
 
où 𝑊𝑖
∗ = 𝑊𝑖 + 𝑤𝑖𝑖, 𝑆𝑖
∗ = ∑ 𝑤𝑖𝑗
2
𝑗  ∀𝑗, 𝑐̅ et s
2 sont respectivement l’espérance et la variance de 
l’échantillon. 
La distribution de cette statistique est normale lorsque la distribution des cas est normale. 
Lorsque cela n’est pas le cas et que la distribution est fortement asymétrique, la distribution de la 
statistique s’approche de la normalité lorsque d est grand. Cette approximation est cependant moins 
bonne et converge plus lentement (vers une distribution normale) pour les US au bord de la région 
d’étude [23]. De la même façon que pour le test local de Moran, l’inférence peut être obtenue par 
la méthode de Monte Carlo et l’inflation du risque alpha maitrisée par ajustement des p-values. 
2.4 Inférence de Monte Carlo 
N’importe quel test d’inférence nécessite de connaître la distribution de la statistique sous 
l’hypothèse nulle formulée. 
Dans certaines situations, il est difficile de formuler une distribution sous l’hypothèse nulle (que 
l’on appellera distribution nulle), même asymptotique car les conditions d’applications ne sont pas 
remplies voire inappropriées. Cette situation est fréquente dans le domaine des statistiques spatiales 
où, pour ne donner qu’un exemple, les hypothèses de normalité faites pour les statistiques locales 
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d’autocorrélation spatiale peuvent être facilement réfutées. C’est la raison pour laquelle l’inférence 
de Monte Carlo [30] joue un rôle important dans les statistiques spatiales. 
Cette méthode est une approche non paramétrique fondée sur le principe des tests de 
permutation. 
Les tests de permutation ou tests exacts sont fondés sur l’idée que, sous H0, une partie des 
données est interchangeable. Considérons comme exemple, un jeu de données observées 
comprenant deux variables : un groupe de traitement et un critère de jugement sur lequel porte la 
statistique de test. Le principe des tests de permutation est que, sous l’hypothèse nulle, l’étiquette 
de traitement peut-être interchangée. La statistique de test est calculée pour toutes les permutations 
possibles (que l’on appellera réplicats). La p-value est obtenue à partir du rang de la statistique 
observée parmi les statistiques calculées pour les réplicats. 
Lorsque la taille de l’échantillon est importante, il est difficile de considérer toutes les 
permutations possibles. L’échantillonnage aléatoire (échantillonnage de Monte Carlo) permet de 
générer une distribution de référence à partir d’un nombre relativement faible de réplicats.  
 La méthode de Monte Carlo est donc une méthode permettant d’estimer la p-value. La précision 
de cette estimation dépend du nombre de réplicats. Un grand nombre de réplicats permet une 
meilleure précision mais aux dépens d’une augmentation du temps de calcul qui peut être 
rédhibitoire. De plus, contrairement aux tests de permutations, pour le même jeu de données 
observée, la p-value estimée peut varier d’une inférence à une autre puisque seul un échantillon 
aléatoire des réplicats possibles est utilisé.  
Il s’agit là d’une considération importante dans une étude de simulation pour le choix des 
résultats qui seront recueillis et sauvegardés car la p-value ne pourra pas être retrouvée a posteriori.  
2.5 Inflation du risque alpha et statistiques locales 
d’autocorrélation spatiale 
La méthode de maitrise de l’inflation du risque alpha la plus connue est sans doute celle de 
Bonferroni, citée par Dunn en 1961 [31]. Elle est cependant connue pour être trop conservatrice et 
engendrer une baisse de puissance importante. La méthode de Bonferroni et les méthodes dérivées 
(dont celle de Holm [32]) appartiennent à la même famille de méthodes destinées à contrôler la 
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probabilité de commettre une erreur de type I sur un ensemble de comparaisons. D’autres 
méthodes, moins conservatrices ont depuis été proposées, dont la méthode de Benjamini et 
Hochberg [33] fondée sur le contrôle de la proportion d’erreurs commises en rejetant à tort 
l’hypothèse nulle. Cette méthode, que l’on appellera procédure de contrôle FDR (« False Detection 
Rate »), est équivalente aux méthodes précédentes dans le cas où l’hypothèse nulle est toujours 
vraie, et moins conservatrice sinon. 
La procédure de contrôle FDR est la suivante : 
Considérons m tests d’inférence H1, H2, …, Hm pour lesquels on obtient les p-values 
correspondantes p1, p2, …, pm. On pose p(1) ≤ p(2) ≤ … ≤ p(m) les p-values ordonnées et H(i) 
l’hypothèse nulle correspondante à p(i). La procédure de contrôle est telle que pour k étant la plus 
grande valeur de i pour laquelle 𝑝(𝑖)  ≤  
𝑖
𝑚
 𝛼, alors les H(i) i = 1, 2, …, k sont rejetées. 
A partir de cette méthode, il est possible d’obtenir des p-values ajustées. Sous R [34], la fonction 
« p.adjust » (le paramètre « method » étant spécifié comme « fdr ») corrige les N p-values obtenues 
pour les statistiques locales d’autocorrélation spatiale de la façon suivante : 
On considère les N p-values ordonnées de façon croissante constituant ainsi l’ensemble 𝑝𝑖  ∈
 {𝑝1 < 𝑝2 < ⋯ < 𝑝𝑁−1 < 𝑝𝑁}. Les 𝑝𝑖
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  Simulation de données spatialisées 
L’évaluation de méthodes statistiques, qu’elles traitent de données spatialisées ou non, implique 
d’approcher la « réalité » du phénomène objet de ces méthodes, afin de pouvoir la comparer aux 
résultats effectivement obtenus.  
Dans le domaine de l’épidémiologie spatiale, comme dans bien d’autres domaines d’application 
des statistiques spatiales, les phénomènes que l’on souhaite pouvoir mettre en évidence peuvent 
être extrêmement complexes. La première étape de l’évaluation des méthodes d’analyse est de 
définir précisément pour quel phénomène leur performance est évaluée. On appellera par la suite 
« scénario » l’ensemble des caractéristiques permettant de définir le phénomène d’intérêt.  
La validité de l’évaluation, en particulier de l’interprétation que l’on pourra en faire, dépend de 
la qualité des données analysées. L’évaluation de la performance sera d’autant plus valide (et donc 
utile) que les données représenteront correctement le scénario étudié. Le risque à éviter est 
d’aboutir à des conclusions concernant un scénario qui n’est pas le scénario initialement ciblé. 
L’idéal, bien sûr, serait de disposer de données réelles pour lesquelles on connaîtrait la réalité 
du scénario qui les a générées, ce qui est impossible en pratique. De plus, l’utilisation de données 
réelles implique de n’évaluer le test que sur une seule réalisation du scénario d’intérêt. Il est donc 
souvent nécessaire d’avoir recours à la simulation de données. La simulation garantit la portée des 
résultats dans le sens où le scenario est parfaitement connu et le test évalué sur un grand nombre 
de réalisations. Néanmoins, un scénario simulé ne reflètera jamais complètement la complexité de 
la réalité et cette simplification limite forcément la portée des résultats. 
La première étape de la simulation de données spatialisée consiste à définir le(s) scénario(s) 
étudié(s) et en particulier le modèle d’agrégation retenu ainsi que le modèle de distribution des cas. 
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1.1 Modèles d’agrégation 
1.1.1 Types d’agrégat 
1.1.1.1 Agrégat de type « hot-spot » 
Les agrégats de type « hot-spot » (Figure 8) se caractérisent par une élévation constante du 
risque de maladie dans la zone qu’ils occupent. En dehors de cette zone, le risque de maladie 
correspond au risque nominal2 souvent qualifié de risque de base. 
1.1.1.2 Agrégat clinal 
Les agrégats de type clinal (Figure 9) sont caractérisés par un décroissement continu du risque 
de maladie autour du point de source jusqu’à retrouver le niveau de base. 
Figure 8: agrégat de type "hot-spot" 
 
Figure 9: agrégat clinal 
1.1.1.3 Autres paramètres 
Définir un modèle d’agrégation implique également de définir la localisation, la taille, le nombre 
et la forme précise du ou des agrégat(s) simulé(s). À ces paramètres que l’on qualifiera de 
géographiques, s’ajoutent des paramètres épidémiologiques (tels que l’incidence de base ou le 
risque relatif au sein de l’agrégat) qui concerneront le phénomène ou la maladie étudiée. 
                                                 
2 Au sens de conforme à une référence prédéterminée, aux erreurs de mesure près, en parlant d'une grandeur, un état 
ou d’un processus. 
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L’ensemble de ces paramètres sont pris en compte dans la formulation des hypothèses de 
distribution des cas. 
1.2 Hypothèses de distribution 
1.2.1 Simulation d’agrégats de type hot-spot 
1.2.1.1 Scénario simple 
Lorsque l’on travaille à partir de données groupées, il est aisé de simuler le nombre de cas par 
US grâce à un PPI dont l’intensité devra au moins être fonction de la taille de la population lorsque 
cette dernière est connue.  
Il est également tout à fait possible de prendre en compte de multiples facteurs épidémiologiques 
dans le PPI à partir du moment où ces facteurs sont à la fois pertinents et que leur répartition spatiale 
est connue. 
Le nombre des cas dans chaque US pour un agrégat de type hot-spot sont des v.a. indépendantes 
telles que : 
 {
𝐻0 ∶ 𝐸(𝐶𝑖) =  𝜀𝑖 , 𝐶𝑖  ~ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜀𝑖), 𝑖 = 1, … , 𝑁
𝐻1 ∶ 𝐸(𝐶𝑖) =  𝜋𝑖 , 𝐶𝑖  ~ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜋𝑖), 𝜋𝑖 = 𝕀𝑖𝜃𝜀𝑖 + 𝜀𝑖(1 − 𝕀𝑖), 𝑖 = 1,… ,𝑁
  
où Ci est le nombre de cas observés, εi et πi représentent, respectivement, le nombre attendu de 
cas dans l’US i sous l’hypothèse nulle d’homogénéité des risque (H0) et l’hypothèse alternative 
simulée (H1). θ est le risque relatif, et 𝕀i est une indicatrice binaire valant 1 si l’US i est à l’intérieur 
du (des) agrégat(s) simulé(s) et 0 autrement. Le nombre de cas attendus εi est égal à 𝜆𝑃𝑖  où λ est 
l’incidence de base au sein de la région d’étude et Pi est la taille de la population à risque dans l’US 
i. 
Lorsque l’incidence de base n’est pas connue, C (le nombre total de cas) est une statistique 
suffisante. Par conséquent, une statistique de test dont la distribution est indépendante du paramètre 
λ inconnu, peut être conditionnée par le nombre total de cas observés c.  Étant donné c, l’hypothèse 
nulle peut-être formulée par : 
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) , 𝑖 = 1,… ,𝑁 
 
Et l’hypothèse alternative par : 
 
𝐻1: 𝐶𝑖~𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙 (𝑐, 𝜈𝑖 =
𝑃𝑖[1 + 𝕀𝑖(𝜃 − 1)]
∑ 𝑃𝑗
𝑁
𝑗=1 [1 + 𝕀𝑗(𝜃 − 1)]
) , 𝑖 = 1,… , 𝑁 
 
1.2.1.2 Prise en compte de facteurs de confusion 
D’autres facteurs épidémiologiques (e.g: sexe, âge) peuvent être pris en compte dans les 
hypothèses de distribution en utilisant des méthodes de standardisation indirecte, également 
appelées méthodes de standardisation interne car elles utilisent les données observées. Pour cela 
on définit autant de strates k que de combinaisons de niveaux des facteurs à prendre en compte. 
Pour chacune de ces strates on dénombre les cas observés et la taille de la population à risque par 
US i.  Pour une distribution de Poisson, on définit le ratio 




correspondant au ratio de la somme des cas observés sur la taille de la population à risque dans 
la strate k pour l’ensemble de la région d’étude. Le nombre de cas attendus dans l’US i est alors 
défini par 
Le raisonnement est superposable pour une distribution multinomiale : 













Où ck est le nombre de cas observé dans la région pour la strate k. 
On peut également, par ces méthodes de standardisation indirecte, modéliser une interaction 
entre agrégation spatiale et facteur(s) épidémiologique(s) (e.g., un facteur de risque 
 𝜀𝑖 = ∑ 𝑃𝑖𝑘𝑟𝑘𝑘 .  
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environnemental dont l’effet serait d’autant plus important qu’il concernerait un sexe et/ou une 
tranche d’âge particuliers).  
Pour une distribution de Poisson, la formulation de l’hypothèse alternative peut être de la forme : 
  𝐻1 ∶ {
𝐸(𝐶𝑖) =  𝜋𝑖 , 𝐶𝑖  ~ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜋𝑖)
𝜋𝑖 = 𝕀𝑖 (∑ 𝜃𝑘𝑃𝑖𝑘𝑟𝑘
𝑘
) + (1 − 𝕀𝑖)∑ 𝑃𝑖𝑘𝑟𝑘
𝑘
𝑖 = 1,… ,𝑁
    
Où θk est le risque relatif au sein de la strate k. 
Pour une distribution multinomiale, l’hypothèse alternative peut être de la forme : 
1.2.2 Simulation d’agrégats clinaux 
La simulation d’agrégats de type clinal peut se faire simplement en reprenant les hypothèses 
alternatives proposées pour les agrégats de type hot-spot mais en formulant θ comme un vecteur 
de risque relatif θi.  
Ainsi on obtient : 
 {
𝐻0 ∶ 𝐸(𝐶𝑖) =  𝜀𝑖 , 𝐶𝑖  ~ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜀𝑖), 𝑖 = 1, … , 𝑁
𝐻1 ∶ 𝐸(𝐶𝑖) =  𝜋𝑖, 𝐶𝑖  ~ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜋𝑖), 𝜋𝑖 = 𝜃𝑖𝜀𝑖, 𝑖 = 1, … ,𝑁
  
Où θi vaut 1 lorsque l’US i n’appartient pas à l’agrégat simulé et est supérieur à 1 autrement, 
avec une valeur maximale pour la (les) US au centre de l’agrégat.  
De la même façon, pour une distribution multinomiale : 
 





) , 𝑖 = 1,… , 𝑁 
 
Les valeurs de θi peuvent être déterminées de multiples façons. L’idéal étant évidemment de 








𝐶𝑖~𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝑐, 𝜈𝑖), 𝑖 = 1,… ,𝑁
𝜈𝑖𝑘 =
𝑃𝑖𝑘[1 + 𝕀𝑖(𝜃𝑘 − 1)]
∑ 𝑃𝑗𝑘
𝑁
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l’exposition. L’association entre l’exposition et la maladie peut cependant rarement être quantifiée 
de façon suffisamment complète pour pouvoir traduire directement la mesure d’exposition en 
risque relatif. Il est possible d’utiliser une fonction gaussienne à deux dimensions pour estimer un 
risque relatif au point de coordonnées (x,y). La fonction gaussienne à deux dimensions est de la 
forme : 
 𝑓(𝑥, 𝑦) = 𝐴𝑒−(𝑎(𝑥−𝑥0)
2+2𝑏(𝑥−𝑥0)(𝑦−𝑦0)+𝑐(𝑦−𝑦0)
2)  
Où (x0, y0) sont les coordonnées du centre de l’agrégat, A est la valeur du risque relatif au centre 


























L’écartement par rapport à l’axe central (la variance) est défini par 𝜎𝑥
2 et 𝜎𝑦
2. La base de l’agrégat 
forme une ellipse orientée dans le sens horaire d’un angle ϑ. 
Cependant, cette fonction n’est adaptée qu’à des données spatiales ponctuelles. Néanmoins, un 
processus de définition du vecteur de risques relatifs pour données groupées pourrait être résumé 
par : 
1) Déterminer la fonction gaussienne à 2 dimensions la plus appropriée aux données de terrain. 
2) Déterminer la matrice de risques relatifs correspondante. 
3) Attribuer un risque relatif à chaque US, par exemple en attribuant la moyenne de l’ensemble 
des risques relatifs calculés pour la surface de l’US. 
La prise en compte de facteurs de confusion peut se faire de façon similaire à celle évoquée pour 
les agrégats de type hot-spot en remplaçant l’indicatrice 𝕀i et le scalaire θ par un vecteur θi. Un 
niveau de complexité supplémentaire peut être introduit en construisant une matrice θik afin 
de modéliser une interaction éventuelle entre les strates et l’exposition. 
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1.3 Objectifs et Stratégies de simulation 
1.3.1 Scénario simple 
Lorsque tous les paramètres aussi bien géographiques qu’épidémiologiques sont fixés, le scénario 
est simulé un certain nombre de fois. On appellera ces simulations successives des réalisations, le 
terme de simulation étant en général utilisé pour désigner le scénario simulé. Pour chaque 
réalisation (voir Figure 10), les données sont analysées par le (les) test(s) évalué(s) et les résultats 
sont collectés soit de façon « brute » (l’agrégat potentiel et la p-value associée), soit directement 
par le recueil de la mesure d’intérêt (e.g. une variable binaire indiquant si oui ou non l’agrégat 
détecté contient au moins une US de l’agrégat simulé). Cette mesure d’intérêt sera ensuite résumée 
par un indicateur de performance (le taux de réalisations ayant résulté en la détection d’un agrégat 
contenant au moins une US de l’agrégat simulé). Dans tous les cas, les résultats de ce type de 
simulations se rapportent strictement au scénario simulé et toute généralisation des conclusions 
doit être considérée avec prudence. 
 
Figure 10: scénario de simulation simple 
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1.3.2 Évaluation d’un facteur 
Lorsque l’on cherche à évaluer l’effet d’un paramètre (géographique ou épidémiologique) sur les 
performances d’un test, la stratégie de simulation consiste à fixer tous les autres paramètres et à 
faire varier la valeur du paramètre évalué au sein d’une gamme de valeurs cibles (voir Figure 11, 
e.g. [35–38]). Ce paramètre est appelé facteur pour le différencier des autres paramètres dont les 
valeurs sont fixes. Un certain nombre de réalisations du scénario est consacré à l’évaluation de 
chacune des différentes valeurs étudiées. 
L’avantage de cette stratégie, est qu’il est possible d’imputer directement un éventuel effet sur les 
performances au facteur étudié puisqu’il constitue la seule source de différence systématique entre 
les différentes réalisations de la simulation. L’interprétation reste cependant limitée ici aussi au 
scénario étudié, et en particulier, il n’est pas possible de dégager l’effet propre du facteur étudié 
sur la performance. En effet, si l’on prend l’exemple du risque relatif au sein de l’agrégat (que l’on 
appelle parfois force de l’agrégat), puisque tous les autres paramètres sont fixés et ne varient pas, 
il ne sera pas possible de dégager l’effet de l’incidence ou de la taille de la population de celui du 
risque relatif sur la performance du test évalué. Le deuxième inconvénient de ce type de stratégie 
est la démultiplication du nombre de réalisations nécessaires à l’évaluation. 
 
Figure 11: stratégie de simulation pour un facteur 
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1.3.3 Évaluation de plusieurs facteurs 
L’étude concomitante de plusieurs facteurs peut être réalisée selon un plan factoriel complet (voir 
Figure 12) et permet d’étudier leurs effets propres et leurs éventuelles interactions, toujours bien 
sûr en gardant à l’esprit que cette évaluation est faite tout autre paramètre fixé et qu’il n’est donc 
pas garanti qu’aucun phénomène de confusion ne subsiste. De plus, ce type de stratégie [39–43] 
nécessite un grand nombre de réalisations, ce qui est difficilement envisageable si l’on ne dispose 
de matériel informatique dédié. 
 
Figure 12: stratégie de simulation selon un plan factoriel 
1.4 Sondage aléatoire 
Le principe est, au contraire des stratégies décrites ci-dessus, de ne pas fixer de valeur pour les 
paramètres définissant le contexte de la simulation mais d’effectuer un sondage aléatoire au sein 
des valeurs possibles de ces paramètres pour chaque réalisation de la simulation (voir Figure 13). 
Le(s) facteur(s) évalué(s) est (sont) fixé(s) et une simulation est réalisée pour chaque valeur (ou 
combinaison de valeurs) de ce(s) facteur(s). Ce type de stratégie (e.g. Kulldorff et al. 2012 [44]) 
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est employé lorsque l’on cherche à évaluer la performance d’un test tout en prenant en compte 
d’éventuels phénomènes de confusion induits par certains paramètres (comme la localisation ou la 
force de l’agrégat par exemple). Par exemple si l’on souhaite évaluer l’effet du risque relatif au 
sein de l’agrégat en tenant compte de l’incidence de base, de la localisation de l’agrégat, de sa 
taille, etc., la première étape est de définir les valeurs du risque relatif que l’on souhaite explorer. 
Pour chacune de ces valeurs une simulation est réalisée dans laquelle tous les paramètres que l’on 
cherche à prendre en compte se voient affecter une valeur selon un sondage aléatoire de leur 
distribution théorique. Ainsi, on pourra mesurer l’effet propre du risque relatif indépendamment de 
l’effet potentiel de l’incidence de base, de la localisation de l’agrégat, de sa taille et de tout autre 
paramètre que l’on aura pris en compte. 
 
Figure 13: stratégie de simulation par sondage aléatoire 
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1.5 Programmation statistique 
L’ensemble du travail présenté est réalisé sous R [34] qui est à la fois un langage de programmation 
(fondé sur la quatrième version de S : S4) et un environnement développé dans les laboratoires Bell 
(anciennement AT&T, maintenant Lucent Technologies) par John Chambers et ses collègues.  
C’est un projet GNU3 donc totalement libre et gratuit. (La version payante du langage étant S-
PLUS.) Le langage R est donc un véritable langage de programmation. De type interprété et 
fonctionnel, ce langage est particulièrement adapté à la programmation statistique, à laquelle il est 
dédié.  
1.5.1 Générateur de nombres aléatoires 
Chaque réalisation d’une simulation implique de générer des nombres qui correspondent à un 
sondage aléatoire d’autant de valeurs que souhaitées (en général une valeur par US) d’une 
distribution conforme à celle de l’hypothèse simulée (en général l’hypothèse alternative). 
Les logiciels de programmation statistique ne sont pas capables de générer des nombres 
aléatoires. Cependant, il existe de nombreuses façons de générer des nombres pseudo-aléatoires. 
Les générateurs les plus « sûrs » reposent sur des phénomènes physiques (e.g. passage d’un photon 
à travers une surface semi-réfléchissante).  
Les programmes informatiques permettant de générer des nombres pseudo-aléatoires utilisent 
des algorithmes plus ou moins complexes [45, 46]. Les générateurs de nombre pseudo-aléatoires 
(PRNG pour « Pseudo Random Number Generator » ou générateur de nombres pseudo-aléatoires), 
puisqu’exécutés sur ordinateurs, sont de facto déterministes.  
Les PRNG sont amorcés par une racine qui détermine l’état initial du système. Ils sont 
caractérisés par une période définie par le temps nécessaire au système pour retrouver son état 
initial. Autrement dit, la période est la longueur de la chaîne de nombres pseudo-aléatoires générés 
avant que celle-ci ne se répète. Parmi les qualités attendues d’un PRNG, on peut citer (en dehors 
d’une période suffisamment longue) : une période identique quelle que soit la racine, une 
distribution uniforme quelle que soit la racine, une indépendance entre les valeurs successives. 
                                                 
3 GNU est un acronyme récursif pour « GNU’s not Unix ! » 
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 L’installation de base de R offre tous les outils nécessaires à la génération de nombres pseudo-
aléatoires pour une utilisation dans le cadre de ce travail et plus généralement dans le cadre de 
simulations telles que celles réalisées dans le domaine de la Biostatistique. 
Sous R, le PRNG utilisé par défaut4 est celui inventé par Makoto Matsumoto et Takuji 
Nishimura en 1997 [47]. Appelé algorithme de Mersenne Twister, il est encore aujourd’hui 
particulièrement réputé pour sa qualité (bien que les améliorations les plus récentes ne soient 
accessibles que par la librairie randtoolbox [46]). Ce PRNG est caractérisé par une période de 
219937-1. Il génère des entiers de 32 bits, c’est-à-dire compris dans l’intervalle [0, 232-1] selon une 
loi uniforme.  
A partir de ces entiers, les lois de distributions plus complexes sont ensuite générées par des 
méthodes adaptées : la méthode d’inversion [48] pour la distribution normale, la méthode de 
Ahrens et Dieter [49] pour la distribution de Poisson, la méthode d’inversion ou la méthode de 
Kachitvichyanukul et Schmeiser [50] pour la distribution binomiale (et par extension pour une 
distribution multinomiale). 
Les travaux de Burton et al. [51] sur les protocoles des études de simulation en médecine mettent 
en avant deux qualités importantes que sont la reproductibilité et l’absence de corrélation entre les 
réalisations. Outre les qualités intrinsèques du PRNG choisi, ces deux exigences peuvent être 
satisfaites de plusieurs façons. 
 Pour garantir la reproductibilité, il suffit de sauvegarder la racine ayant servi à générer les 
données pour pouvoir retrouver les même données lors d’une nouvelle réalisation. Une autre 
solution, très simple, est de sauvegarder les données générées pour chaque réalisation. Reproduire 
les résultats d’une étude impliquera de plus longs temps de calcul avec la première solution et 
nécessitera plus d’espace de stockage avec la seconde.  
La corrélation entre les différentes réalisations d’une simulation n’est pas un problème5 avec le 
PRNG Mersenne Twister en raison de ses qualités intrinsèques et en particulier de sa très grande 
période.  
                                                 
4 C’est également le PRNG par défaut en Python, Ruby, PHP et sur MATLAB. 
5 Seuls quelques champs d’application, comme la physique nucléaire, peuvent avoir besoin d’algorithmes plus 
performants. 
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  Les outils d’évaluation : synthèse 
bibliographique 
L’évaluation de la performance des méthodes locales de détection d’agrégats comprend 
différents aspects dont certains correspondent à des aspects généraux d’évaluation de la 
performance et d’autres sont spécifiques de ces méthodes.  
Un des aspects généraux de la performance concerne les problématiques de mise en œuvre des 
méthodes. Parmi les points les plus importants, on peut citer : 
 La simplicité d’utilisation et l’accessibilité, qui se traduisent par l’existence ou non d’une 
solution logicielle libre ou payante. 
 Les temps de calculs, qui constituent un critère difficile à évaluer mais peuvent limiter 
l’utilisation de méthodes statistiques à des projets de recherche conduits dans des structures 
bénéficiant de ressources adéquates (au contraire d’une utilisation « de terrain » sur du 
matériel de type ordinateur portable).  
 La complexité de la méthode en elle-même qui peut limiter son utilisation à des spécialistes 
qui pourront garantir une mise en œuvre correcte et la bonne interprétation des résultats. 
Les méthodes locales de détection d’agrégats, du simple fait qu’elles délivrent une double 
conclusion (la localisation du (des) agrégat(s) potentiels et l’inférence correspondante), font appel 
à une évaluation qui doit prendre en compte chacun de ces aspects (performance de localisation et 
puissance statistique). 
Quel que soit l’aspect concerné, la performance peut être entendue comme la quantification de 
l’atteinte d’un objectif de référence. Si, pour la puissance et la localisation de l’agrégat, cet objectif 
peut être aisément déterminé (puissance égale à 100% et détection de toutes les US de l’agrégat et 
uniquement ces US), ce n’est pas forcément le cas pour ce qui concerne la mise en œuvre des 
méthodes pour lesquelles la performance cible ou de référence sera extrêmement dépendante du 
contexte d’application.  
Par exemple, les temps de calculs sont non seulement dépendants du matériel utilisé, mais 
également du langage de programmation utilisé et de la nature même de la méthode. De plus, pour 
des exécutions sur plusieurs machines de configurations matérielles identiques, en utilisant le 
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même logiciel et le même programme, les temps de calculs peuvent varier du simple fait de 
l’environnement logiciel et de la charge de travail des machines.  
Ainsi, l’interprétation d’un temps de calcul comme mesure de performance est toujours 
dépendante à la fois du contexte dans lequel il a été mesuré et du contexte dans lequel l’utilisateur 
potentiel pourra utiliser la méthode. Il en va de même pour tous les autres aspects de performance 
ayant trait à la mise en œuvre des méthodes. 
 Dans la littérature scientifique, cet aspect est traité indirectement grâce à la description précise 
de toutes les étapes de la mise en œuvre pratique, les utilisateurs potentiels ayant à charge 
l’interprétation de ces éléments pour déterminer la performance. Même si la performance liée à la 
mise en œuvre des méthodes prend souvent une position secondaire au regard de la performance 
de leurs résultats, elle peut aisément conditionner la diffusion et l’utilisation des méthodes.  
Les outils d’évaluation utilisés dans la littérature sont très hétérogènes et il n’existe pas, à l’heure 
actuelle, de consensus méthodologique dans ce domaine. La performance des résultats des 
méthodes locales de détection d’agrégats peut faire l’objet de mesures partielles qui n’en 
considèrent qu’un seul aspect (puissance ou localisation), ou au contraire de mesures globales. 
 La construction de ces indicateurs est explicitée ci-dessous. Le Tableau 4 synthétise les 
méthodologies retrouvées dans la littérature. 
2.1 Indicateurs partiels 
2.1.1 Mesures d’intérêt 
A chaque réalisation, les résultats fournis par la (les) méthode(s) font l’objet d’une première 
manipulation destinée à recueillir l’information nécessaire au calcul de l’indicateur de performance 
qui portera sur l’ensemble des réalisations. Cette mesure peut caractériser chaque US de la région 
d’étude ou uniquement l’agrégat détecté. 
2.1.1.1 Mesures portant sur les US 
A. Qualification des US 
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Lorsqu’un agrégat est détecté, les US de la région d’étude sont réparties en quatre catégories 
définies dans le Tableau 1 : les vrais positifs (VP), faux positifs (FP), vrai négatifs (VN) et enfin 
les faux négatifs (FN). 
Tableau 1: classification des US selon l'agrégat détecté et l’agrégat simulé 
 
US de l’agrégat 
simulé 
US hors de 
l’agrégat simulé 
US de l’agrégat 
détecté 
VP FP 




Cette classification constitue parfois la mesure d’intérêt utilisée mais le plus souvent, cette 
classification est une étape intermédiaire permettant d’obtenir la mesure d’intérêt. 
B. Mesures quantitatives 
Le Tableau 2 résume les différentes mesures d’intérêt construites à partir de cette classification 
et utilisées dans la littérature. 
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Tableau 2: mesure de performance à partir des US 
Mesure Expression Définition 




Probabilité qu’une US 
appartienne à l‘agrégat détecté si 
elle fait partie de l’agrégat simulé. 




Probabilité qu’une US 
n’appartienne pas à l’agrégat 
détecté si elle ne fait pas partie de 
l’agrégat simulé. 




Probabilité qu’une US 
appartienne à l’agrégat simulé si 
elle fait partie de l’agrégat 
détecté. 
efficacité (« accuracy ») 𝐴𝑐𝑐 =  
𝑉𝑃 + 𝑉𝑁
𝑉𝑃 + 𝑉𝑃 + 𝐹𝑃 + 𝐹𝑁
 
Probabilité qu’une US soit 
correctement classée comme 
appartenant ou non à l’agrégat 
simulé 






Une US de l’agrégat simulé à 
RV+ fois plus de chance d’être 
positive qu’une US en dehors de 
l’agrégat simulé. 
Taux d’erreur 𝑇𝐸 = 
𝐹𝑃 + 𝐹𝑁
𝑉𝑃 + 𝐹𝑃 + 𝐹𝑁
 
Sur l’ensemble des US de 
l’agrégat simulé et détecté, part 
des US classées incorrectement. 
2.1.1.2 Mesures portant sur les agrégats 
Ces mesures sont des mesures qualitatives binaires qui qualifient l’agrégat dans son ensemble. 
La mesure la plus simple est celle de l’absence/présence d’un agrégat détecté quelles que soient 
ces caractéristiques. Cette mesure permet de calculer la puissance usuelle. Les autres mesures se 
définissent comme la présence/absence d’agrégat détecté répondant à un certain nombre de critères 
destinés à évaluer la performance de la localisation de l’agrégat simulé (cf. Tableau 3). Ces 
mesures, qui portent sur les agrégats et non plus les US, permettent de calculer des puissances 
                                                 
6 Les valeurs prédictives, telles qu’entendues en évaluation de méthodes diagnostique, dépendent de la prévalence de la maladie 
que l’on pourrait assimiler dans le contexte de ce travail à la proportion d’US appartenant à l’agrégat sur l’ensemble des US de la 
région d’étude. La définition donnée ici, bien que critiquable, est celle retrouvée dans la littérature. 
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conditionnelles. Là encore, il n’existe pas de consensus et plusieurs définitions sont retrouvées dans 
la littérature. La définition la plus restrictive considère uniquement les agrégats détectant 
parfaitement les agrégats simulés, c’est-à-dire ne générant ni FP ni FN. 
Tableau 3: mesures d'intérêt portant sur les agrégats 
Type Définition 
1 l’agrégat détecté correspond parfaitement à l’agrégat simulé 
2 l’US centrale de l’agrégat détecté est également celle de l’agrégat simulé 
3 l’agrégat détecté contient au moins une US de l’agrégat simulé 
4 le centre de l’agrégat détecté est situé à moins d’un rayon du centre de l’agrégat simulé 
5 l’agrégat détecté contient entièrement l’agrégat simulé 
6 l’agrégat détecté contient le centre de l’agrégat simulé 
2.1.2 Construction de l’indicateur de performance 
2.1.2.1 Statistique de résumé 
L’ensemble des mesures obtenues concerne les résultats d’une seule réalisation. Pour résumer 
l’information sur l’ensemble de la simulation, plusieurs méthodes sont utilisées. 
La moyenne est la seule statistique de résumé utilisée. Dans la littérature, elle est rarement 
assortie d’un intervalle de confiance et jamais d’une mesure de dispersion. La moyenne porte le 
plus souvent sur des mesures d’intérêt quantitatives (sensibilité, spécificité, …), mais on la trouve 
également calculée d’abord sur les quatre catégories d’US (VP, VN, FP, FN),  dont les effectifs 
moyens servent ensuite à calculer l’indicateur de performance. 
Une autre façon de résumer l’information fournie par la mesure d’intérêt est d’utiliser les 
sommes cumulées des US appartenant à chacune des quatre catégories sur l’ensemble des 
réalisations prises en compte pour calculer un indicateur de performance tel que la sensibilité par 
exemple. 
Enfin, les mesures qualitatives portant sur les agrégats sont résumées sous forme de proportions 
dont le dénominateur est le plus souvent le nombre total de réalisations pour la simulation. Ces 
proportions constituent des puissances conditionnelles. 
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2.1.2.2 Prise en compte des réalisations sans détection 
A. Mesures portant sur les US 
Les mesures portant sur les US (sensibilité, spécificité,…) sont souvent destinées à évaluer la 
performance de localisation indépendamment de la puissance usuelle. Pour cela, ne seront 
considérées que les réalisations ayant aboutis à la détection d’un agrégat. Ainsi, deux tests ayant 
des puissances très différentes peuvent cependant aboutir à des mesures de sensibilité (e.g.)  
identiques. 
Pour prendre en compte la puissance dans ces mesures, il est possible de considérer les 
réalisations n’ayant pas abouti au rejet de l’hypothèse nulle comme des « non-détections », c’est-
à-dire en considérant qu’il n’y a pas de positif (VP + FP = 0). L’ensemble des réalisations sont 
ainsi prises en compte. Cependant, cela peut poser des difficultés d’interprétation pour certaines 
mesures. Par exemple, si l’on considère la spécificité, un test ayant une puissance nulle aura une 
spécificité absolue soit 100%, de même qu’un test ayant une puissance parfaite (égale à 1) sans 
jamais générer le moindre FP. Ces deux situations ne représentent pourtant évidemment pas les 
mêmes performances. 
Enfin, certains auteurs considèrent tous les agrégats potentiels, que l’hypothèse nulle ait été 
rejetée ou non. Cela permet de prendre en compte toutes les réalisations pour l’évaluation de la 
performance de localisation. Cependant, cela a également l’inconvénient d’être plus difficilement 
interprétable dans le contexte de l’utilisation pratique des méthodes (qui ne s’intéresse finalement 
qu’aux agrégats détectés). 
B. Mesures portant sur les agrégats 
Les mesures portant sur les agrégats sont le plus souvent utilisées pour calculer des puissances 
conditionnelles. Par définition toutes les réalisations sont prises en compte dans le dénominateur. 
Cependant, il est tout à fait possible de ne considérer que les réalisations ayant abouti à la détection 
d’un agrégat afin de construire un indicateur de performance ne prenant en compte que la 
localisation (e.g., proportion parmi les agrégats détectés, des agrégats recouvrant parfaitement 
l’agrégat simulé). Il est également possible de considérer tous les agrégats, sans tenir compte de 
l’inférence, même si cela est rarement rencontré dans la littérature.  
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Kulldorff [52] 2003 non   oui non non 
Aamodt [40] 2006 Se, Sp, Acc m S non non non 
Waller [36] 2006 non   oui 2†, 6‡ non 
Duczmal [53] 2006 non   oui non non 
Assunçao [54] 2006 non   oui non non 
Ozonoff [43] 2007 Se, Sp ? AD oui 4 non 
Cook [55] 2007 non   non 5 oui 
Huang [56] 2007 Se, VPP m AD oui non non 
Huang [39] 2008 Se, VPP m + IC AD oui non non 
Jacquez [35] 2009 Se, Sp, VPP m AD oui non non 
Jackson [37] 2009 non   oui non non 
Zhang [57] 2009 non   oui 2 oui 
Jung [58] 2010 Se, VPP m AD oui non non 
Li [41] 2011 Se, VPP m AD oui non non 
Goujon [59] 2011 Se, VPP m A oui 1 oui 
Zhang [60] 2011 non   oui 1 oui 
Jung [42] 2012 Se, VPP m AD oui non non 
Lemke [38] 2013 Se, Sp, VPP, RV+ m, IC, s S oui non non 
Wang [61] 2013 Se, TE ? ? oui non oui 
 * m = moyenne ; IC = Intervalle de confiance, s =  indicateur obtenu à partir de la somme cumulées des catégories d’US 
 ** S = toutes les réalisations, A = tous les agrégats potentiels sans tenir compte de l’inférence statistique, AD = uniquement les agrégats détectés 
 † Waller et al. considèrent également « la proportion parmi tous les agrégats détectés ou non, de ceux qui localisent l’US centrale du cluster simulé » 
 ‡ Waller et al. considèrent également « la proportion parmi tous les agrégats détectés ou non, de ceux qui incluent l’US centrale du cluster simulé » 
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2.2 Indicateur global – Puissance étendue 
La puissance étendue a été proposée par Tango et Takahashi [1, 62] comme un indicateur de 
performance amélioré, capable de prendre en compte la puissance usuelle tout en évaluant la 
performance de localisation de façon globale, c’est-à-dire sans avoir à qualifier la performance par 
l’intermédiaire d’une définition plus ou moins restrictive (tel que pour le calcul d’une puissance 
conditionnelle). 
Pour un agrégat simulé, la puissance étendue se définit comme une somme cumulée pondérée 
de la contribution à la performance de chaque agrégat détecté sur l’ensemble des réalisations.  
Pour un agrégat simulé de s US, si l’hypothèse nulle est rejetée, la taille l (nombre d’US) de 
l’agrégat détecté et le nombre s* d’US correspondant à des vrais positifs sont recueillis. 
Les auteurs imposent un nombre arbitraire L correspondant à la taille maximum acceptable de 
l’agrégat détecté avant que celui ne soit considéré comme trop grand pour pouvoir contribuer à la 
performance. Ainsi, si l > L, l’agrégat détecté est ignoré et la réalisation considérée comme n’ayant 
pas abouti à une détection.  
Tango [62] propose de fixer cette limite L à un quart ou un tiers de la région d’étude (en nombre 
d’US), argumentant qu’il est raisonnable de penser qu’un agrégat réel serait plus petit. 
Tous les agrégats potentiels ayant à la fois abouti au rejet de l’hypothèse nulle et étant de taille 
inférieure à L sont pris en compte dans la performance. Ces agrégats sont appelés agrégats éligibles 
(AE). Leurs caractéristiques l et s* sont recueillies et pour chaque combinaison de valeurs de ces 
caractéristiques, la proportion (sur toutes les réalisations) des AE correspondants (𝑃(𝑙,𝑠∗)) se voit 
attribuer un poids 𝑊(𝑙,𝑠∗,𝑞).  
Ce poids est fonction d’un paramètre q, continu sur [0,1], permettant une évaluation quantitative 
de la performance de localisation et donc évitant d’avoir à définir ce que l’on considère comme 
une performance suffisante. Ce poids est défini comme : 
  𝑊(𝑙,𝑠∗,𝑞) = √[1 −𝑚𝑖𝑛 {
1
𝑠
(𝑠 − 𝑠∗), 1}] [1 −𝑚𝑖𝑛 {
𝑞
𝑠
(𝑙 − 𝑠∗), 1}]  
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Pour chaque valeur de q, la puissance étendue est telle que : 
La pondération permet de favoriser la sensibilité par rapport à la spécificité, i.e. d’être plus 
tolérant envers les faux positifs que les faux négatifs. 
 Considérant l0 le nombre de faux positifs au sein d’un AE, la taille de cet agrégat est alors 
l=s*+l0. Lorsque q=1, les AE ayant 𝑙0 ≥ 𝑠 faux positifs se voient attribuer un 
poids 𝑊(𝑙≥ 𝑠∗+𝑠,𝑠∗,𝑞=1) = 0.  
Lorsque q = 0.5, la contribution des AE est étendue car seuls les AE ayant 𝑙0 ≥ 2𝑠 faux positifs 
se voient attribuer un poids 𝑊(𝑙≥ 𝑠∗+2𝑠,𝑠∗,𝑞=1) = 0.  
Lorsque q = 0, il n’y a plus de pénalité pour les faux positifs et parmi les AE, tout agrégat détecté 
contribue à la puissance étendue, quelle que soit la valeur de l0. 
La performance globale peut être représentée par la courbe de puissance étendue pour q allant 
de 0 à 1. En tout point de cette courbe, la puissance étendue est, par construction, comprise entre 0 
et 1. De plus, la puissance étendue est une fonction monotone décroissante de q. 
Bien que cette solution n’ait encore jamais été utilisée en pratique, Tango et Takahashi [1] 
suggèrent d’utiliser l’aire sous la courbe de puissance étendue comme indicateur global de 
performance. L’aire sous la courbe de puissance étendue se définit comme : 
L’AUCEP est comprise entre 0 et 1, 0 correspondant à un test inopérant (s* toujours nul ou 
puissance usuelle nulle) et 1 correspondant à un test parfait (puissance usuelle de 100% et agrégat 
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  Présentation / synthèse :  
1.1 Vers un indicateur de performance globale pour 
les statistiques spatiales 
La communauté scientifique s’accorde à reconnaître que les études de puissance classiques sont 
mal adaptées pour évaluer la performance des méthodes de détection d’agrégats. La plupart des 
travaux sur la méthodologie d’évaluation de ces méthodes restent cantonnés à la question de la 
simulation de données spatialisées, soit dans l’idée de proposer à la communauté des données de 
références [52], soit afin de proposer une base théorique commune (en particulier pour la 
simulation de distribution spatiales globalement agrégées qui pose un certain nombre de défis, et 
on peut citer les travaux de Kulldorff et al. sur les modèles de chaîne d’agrégation globale [52, 63], 
ou encore le travail de Jackson et al. [37] sur la simulation d’agrégation globale non stationnaire). 
Seuls Tango et al. se sont intéressés aux mesures de performance en elles-mêmes. D’après leurs 
réflexions, si l’intérêt d’une mesure de performance prenant en compte à la fois puissance et 
localisation est indiscutable, le principal écueil dans la construction d’un tel indicateur est la 
difficulté à définir ce qu’est la performance de localisation. 
S’il existe en effet de nombreuses définitions de puissances conditionnelles prenant en compte 
à la fois puissance et localisation, celles-ci se fondent sur des définitions binaires de la performance 
de localisation. Ces indicateurs n’évaluent donc la performance que de façon très restrictive. Les 
travaux de Tango et al. ont abouti à la création de la puissance étendue qui permet de décrire de 
façon complète et globale la performance des méthodes locales de détection d’agrégat à travers une 
courbe de puissance étendue. Les auteurs suggèrent d’utiliser l’aire sous la courbe de puissance 
étendue comme indicateur global de performance mais n’ont jamais par la suite publié de travaux 
mettant en pratique cette idée.  
Notre premier travail [64] (voir section 0 de cette partie) a poursuivi cette démarche et en a 
illustré les avantages et les inconvénients via une étude de simulation réalisant une évaluation 
spatiale systématique de la performance.  
De ce travail, nous retenons que l’aire sous la courbe de puissance étendue est un indicateur de 
performance pertinent qui reflète bien les propriétés connues du scan spatial de Kulldorff, 
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notamment la forte influence de la taille de la population à risque sur les performances du test. De 
plus, il a été constaté dans ce travail, que dans certaines situations très similaires (même risque de 
base, même risque relatif au sein de l’agrégat, taille de population à risque similaire), les 
performances observées montrent toujours une certaine variabilité. Cette capacité de discrimination 
des performances peut être utile à l’étude du comportement des méthodes locales de détection 
d’agrégats et des facteurs qui l’influence, avec pour conséquence directe une meilleure 
appréhension des voies d’amélioration possible pour ces méthodes. 
Cependant, l’aire sous la courbe de puissance étendue présente deux principaux inconvénients. 
Le premier est inhérent au fait de résumer l’information de performance au sein d’un indicateur 
unique. Dans le processus, une part de l’information est forcément perdue et par conséquent, il est 
possible, pour deux situations correspondant à des comportements très différents, d’aboutir malgré 
tout à la même mesure de performance. Le deuxième inconvénient de cet indicateur est sa 
complexité qui peut freiner sa diffusion et son utilisation par la communauté. En effet, le lecteur 
d’une étude de performance s’intéresse avant tout à la confrontation entre la nature du scénario 
simulé et la performance obtenue pour ce scénario. L’ajout d’une difficulté supplémentaire sous la 
forme d’une mesure de performance difficile à interpréter peut aisément aboutir à une limitation 
de la diffusion des résultats à un groupe restreint de spécialistes. 
Notre second travail  (voir la section 3 de cette partie), portant aussi sur le développement d’un 
indicateur global de performance, s’est intéressé au coefficient de Tanimoto en raison de son 
utilisation extensive dans d’autres domaines ayant des préoccupations similaires (e.g. biochimie, 
imagerie médicale), c’est-à-dire ne pouvant se contenter de considérer la performance de 
« localisation » de façon restrictive (i.e. sur un seul aspect tel que la sensibilité ou la spécificité ou 
de façon binaire comme dans les puissances conditionnelles). 
Cet indicateur reconnu a l’avantage, au contraire de l’aire sous la courbe de puissance étendue, 
de pouvoir s’interpréter de façon extrêmement simple. La difficulté dans l’utilisation de cet 
indicateur pour les études de simulation est qu’il est par construction une mesure d’intérêt se 
calculant pour une seule réalisation. 
Nous avons donc proposé une statistique permettant d’en résumer l’information de façon 
pertinente sans perdre l’avantage de sa simplicité d’interprétation. Le coefficient de Tanimoto 
cumulé a effectivement l’avantage de s’interpréter très simplement comme l’intersection du 
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« volume » des agrégats détectés (constitué par l’empilement des agrégats détectés ou non à chaque 
réalisation) sur la réunion du volume des agrégats simulés et du volume des agrégats détectés. Il 
est donc plus simple pour un lecteur de se représenter ce qu’est une performance mesurée par le 
coefficient de Tanimoto cumulé qu’une performance mesurée par l’aire sous la courbe de puissance 
étendue. 
Le coefficient de Tanimoto cumulé, du fait qu’il résume l’information de performance, présente 
le même défaut que l’aire sous la courbe de puissance étendue, des comportements différents d’un 
test pouvant aboutir à la même mesure de performance. Par exemple, un test ayant une puissance 
usuelle de 100% mais ne donnant que des agrégats détectés dont l’ensemble des US recouvrent 
strictement la moitié des US de l’agrégat simulé se verra affecter la même mesure de performance 
qu’un test dont la puissance est de 50% mais dont les agrégats détectés recouvrent toujours 
parfaitement l’agrégat simulé, soit un coefficient de Tanimoto cumulé égal à 0.5. 
1.2 Effets de bord et optimisation des protocoles de 
simulation  
Une piste d’optimisation des protocoles de simulation est, en dehors de la simulation 
d’hypothèses nulles ou alternatives, la prise en compte de l’effet de bord inhérent à la restriction 
des analyses à une région d’étude. 
En effet, s’il existe une autocorrélation spatiale des données, alors, les données observées dans 
la région d’étude, en particulier à son bord, seront en partie liées aux données non connues de 
l’extérieur de la région d’étude [65, 66]. L’effet de bord peut être potentiellement important dans 
l’analyse de données groupées où le nombre de cas dans les US (particulièrement lorsque les US 
sont petites) peut dépendre du nombre de cas des US voisines. 
Plusieurs méthodes ont été développées pour prendre en compte cet effet de bord lors de 
l’analyse de données réelles, mais peu d’études de performance le prennent en compte dans leurs 
protocoles de simulation, à moins que son évaluation soit un objectif spécifique de l’étude [67]. En 
effet, dans les études de performance, la simulation des données est effectuée comme si la région 
d’étude était totalement isolée et indépendante spatialement des régions voisines non simulées. En 
particulier, lorsque ces études s’intéressent à la simulation d’agrégats, ceux-ci sont tous 
intégralement situés à l’intérieur de la région d’étude.  
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De ce fait, dans ces études, le seul effet de bord qui peut être pris en compte est celui lié aux 
méthodes d’analyse elles-mêmes. Si cet effet de bord peut être considérablement atténué dans la 
simulation d’hypothèses alternatives, en particulier lorsque l’agrégat est simulé avec une forte 
intensité, ce n’est pas le cas lors de la simulation d’hypothèses nulles. Ainsi, si l’on peut supposer 
dans ce cas que le taux global de l’erreur de type I est effectivement égal à la valeur α prédéfinie, 
il est fort probable que la distribution spatiale des agrégats détectés à tort soit soumise à un effet 
de bord.  
Notre troisième travail [68] (cf. section 4 de cette partie) s’est donc consacré à l’évaluation de 
la répartition spatiale de l’erreur de type I et à la mise en évidence de l’effet de bord.  
Pour réaliser cette évaluation, deux difficultés ont dû être surmontées : premièrement, le 
développement d’un indicateur de participation à l’erreur de type I pour les US, et deuxièmement, 
le développement d’une méthode d’inférence afin de donner une portée statistique à l’existence 
d’une répartition spatiale de cette participation de type « effet de bord ». 
Les résultats ont confirmé et illustré l’existence d’un effet de bord important avec une répartition 
spatiale de l’erreur de type I plus importante au centre qu’au bord de la région d’étude. 
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 Étude de la valeur informationnelle 
du coefficient de Tanimoto dans les 
études de simulation 
(Article soumis à PLOS ONE) 
Résumé 
L’utilisation de tests locaux de détection d’agrégats est fréquente dans l’analyse de l’agrégation 
spatiale de maladies. De nouvelles méthodes sont régulièrement proposées et leurs performances 
se doivent d’être évaluées. Comme la capacité du test à localiser correctement l’agrégat réel doit 
être prise en compte, l’évaluation des performances dépasse la question de l’estimation des erreurs 
de type I ou II. Cependant, aucun consensus n’existe quant à la méthodologie d’évaluation de ces 
performances et les méthodes employées, très hétérogènes, rendent les études de performance 
difficilement comparables. Un indicateur global de performance évaluant à la fois performance de 
localisation et puissance usuelle faciliterait l’étude du comportement des méthodes locales de 
détection d’agrégat et améliorerait la comparabilité des études. 
Le coefficient de Tanimoto est un indicateur bien connu, capable d’évaluer la performance de 
localisation de l’agrégat simulé pour la réalisation d’un seul test. Dans une étude de simulation, de 
nombreuses réalisations sont conduites. A partir du coefficient de Tanimoto, nous proposons deux 
statistiques, le coefficient de Tanimoto moyen et le coefficient de Tanimoto cumulé. Nous étudions 
les propriétés de ces deux indicateurs et démontrons la supériorité du coefficient de Tanimoto 
cumulé dans l’évaluation de la performance. L’utilisation de ces indicateurs est illustrée dans une 
évaluation spatiale systématique de la performance visualisable par une carte de performance. 
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Vis-à-vis des méthodes locales de détection d’agrégats, l’utilisation d’un indicateur global de 
performance oblige à résumer l’information et, par cette « réduction », implique de renoncer à une 
part de discrimination. L’utilisation d’indicateurs partiels, adaptés à l’évaluation de comportements 
spécifiques, demeure donc indispensable et complémentaire à l’évaluation des méthodes dans des 
contextes où ces comportements particuliers sont recherchés. Par exemple, un système de veille 
sanitaire sera plus intéressé par la sensibilité ou la valeur prédictive positive que par la spécificité.  
Cependant, parce qu’ils constituent une mesure unique et synthétique de performance, les 
indicateurs globaux offrent l’avantage de permettre l’évaluation de très nombreuses simulations 
dont la masse résultante d’information devient suffisamment restreinte pour être interprétable. Nos 
évaluations spatiales systématiques de performance ont impliqué la conduite de 221 simulations 
(une par US), chaque simulation comptant 1 000 réalisations, et ce pour chacune des quatre 
combinaisons de niveaux de risques étudiés, soit un total 884 000 jeux de données analysés. 
L’utilisation d’un indicateur de performance unique rend possible la visualisation de l’ensemble de 
ces résultats sur quatre cartes. 
Ce type d’évaluation spatiale systématique n’a, à notre connaissance, été réalisé que par Waller 
et al. [36] mais dans cette étude le choix d’indicateurs partiels de performance résulte en l’édition 
d’autant de cartes de performance que d’indicateurs utilisés (soit cinq dans cette étude). Ainsi, une 
évaluation semblable à celle que nous avons réalisée (quatre combinaisons de niveaux de risques 
pour chaque agrégat) aurait impliqué de démultiplier d’autant le nombre de cartes de performance 
(soit 20 cartes au total) rendant l’interprétation des résultats beaucoup plus difficile. 
Enfin, les indicateurs globaux de performance permettent, en s’affranchissant de la barrière du 
nombre de simulations réalisables, d’envisager de modéliser les performances des méthodes 
locales de détection d’agrégats. 
Cependant, même en tenant compte du développement considérable des capacités de calcul des 
ordinateurs actuels, envisager la conduite d’un très grand nombre de simulations nécessite de 
maîtriser les temps de calculs. En particulier pour les méthodes locales de détection d’agrégats où 
l’inférence statistique est souvent elle-même obtenue par méthode de Monte Carlo, ces temps de 
calculs peuvent être excessivement longs. 
Du point de vue de la programmation statistique pure, l’utilisation du logiciel R [34] impose 
une programmation parallèle afin d’obtenir des temps de calculs acceptables. Cependant, le levier 
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le plus important dans l’optimisation des temps de calculs n’est pas dépendant du langage de 
programmation mais des protocoles de simulations eux-mêmes. 
En effet, les temps de calculs sont directement dépendants du nombre de réalisations exécutées 
pour chaque simulation. Le choix du nombre de réalisations est dans la presque totalité des études 
complètement arbitraire et rarement justifié. La plupart des auteurs conduisent 1 000 réalisations 
pour chaque simulation mais parfois ce nombre diminue, en particulier lorsque le nombre de 
simulations est important. Ainsi certains auteurs ne conduisent que 250 réalisations [59] alors que 
d’autres en conduisent jusqu’à 100 000 [52]. 
L’estimation du nombre nécessaire de réalisations pour obtenir une bonne précision de la mesure 
de performance est rendue difficile par le fait que ce nombre est forcément dépendant de la 
performance elle-même. En effet, les mesures de performance sont soit des proportions (puissance 
usuelle et puissances conditionnelles, coefficient de Tanimoto cumulé), soit des moyennes de 
proportions (moyenne de sensibilité, spécificité, etc.), soit des moyennes pondérées de proportion 
(puissance étendue).  Le nombre de réalisations pour estimer précisément la performance sera 
d’autant plus faible que celle-ci s’approche de 1 ou de 0. Au contraire, ce nombre sera maximum  
pour une performance égale à 0.5. L’attitude la plus conservatrice serait de calculer le nombre 
nécessaire de réalisations pour la situation la plus défavorable (performance cible de 0.5), mais cela 
au prix de temps de calculs beaucoup plus important que strictement nécessaires pour tous les 
autres cas. 
Une recherche sur la convergence des indicateurs de performance apparaît utile voire 
indispensable pour, à défaut d’obtenir un nombre de réalisations nécessaires, proposer un protocole 
d’arrêt de la simulation lorsque la convergence de l’estimation de cette performance est 
satisfaisante.  
Le travail mené sur la répartition spatiale de l’erreur de type I et l’effet de bord a permis de soulever  
plusieurs réflexions. 
Premièrement, lors de l’analyse de données réelles, nos résultats indiquent directement que la 
détection à tort d’un agrégat au bord de la région d’étude est peu fréquente/probable. Cependant, à 
cet effet de bord dû à la méthode d’analyse elle-même, s’ajoute celui dû aux données non observées 
hors des limites de la région d’étude. Il est donc recommandé de mettre en œuvre des méthodes de 
prise en compte de l’effet de bord telles que les méthodes utilisant des zones de gardes internes 
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[69] ou externes (ou externes (où les données sont traitées comme des données manquantes et 
soumises à méthodes d’imputation [70]), ou encore des méthodes de pondération/correction des 
données en fonction de leur proximité au bord [71]. 
Ensuite, l’évaluation de l’effet de bord dans les études de performance nécessite des protocoles 
de simulation adaptés qui sont encore à développer. Plusieurs pistes sont à explorer dont la plus 
triviale consisterait à simuler des données pour une région plus grande que la région d’étude et 
incluant entièrement cette dernière, l’analyse ne portant ensuite que sur les données de la région 
d’étude. 
Quels que soient leurs objectifs, les analyses portant sur des données spatiales, ne sont en fait 
jamais que purement spatiales. En effet, les données réelles analysées concernent une période de 
temps particulière. Lorsque l’épidémiologiste ne souhaite pas étudier les variations temporelles 
d’un phénomène, les périodes analysées sont en général longues afin de lisser d’éventuels 
phénomènes saisonniers. Pour certaines pathologies dont l’incidence est très faible, les périodes 
analysées sont également longues du simple fait de la rareté des cas que l’on souhaitera accumuler 
afin d’en minimiser la variance [39]. L’utilisation de méthodes purement temporelles est 
privilégiée lorsque la répartition spatiale des cas revêt une importance secondaire face à leur 
quantification. C’est par exemple le cas lorsqu’une pathologie est surveillée dans l’objectif du 
déclenchement d’une alerte épidémiologique en cas de franchissement d’un seuil épidémique. 
Dans ces systèmes, les méthodes spatiales sont le plus souvent utilisées en seconde ligne lors 
d’investigations secondaires menées lors d’alertes épidémiques. Dans ces investigations, les 
périodes analysées sont courtes, correspondant à la période épidémique en cours d’investigation. 
Les méthodes spatio-temporelles sont réservées le plus souvent aux situations intermédiaires, 
lorsque le phénomène étudié, soumis à des variations temporelles que l’on souhaite analyser, est 
également susceptible d’être fortement spatialisé pouvant masquer une épidémie lors d’une analyse 
purement temporelle.  
La méthodologie d’évaluation des méthodes d’analyse de série temporelles est plus développée 
que pour les méthodes purement spatiales. Des indicateurs de performances spécifiques existent et 
leurs qualités et limites sont bien connues. Il s’agit des ARL (pour « average run length ») [72] ou 
nombre moyen d’observations avant déclenchement d’une alerte lorsque le processus est sous-
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contrôle (absence d’épidémie – correspond à l’erreur de type I) ou hors-contrôle (en phase 
épidémique – correspond à l’erreur de type II).  
L’évaluation des méthodes spatio-temporelles rencontre les mêmes difficultés que l’évaluation 
des méthodes purement spatiales avec une méthodologie encore peu développée à l’heure actuelle 
et des indicateurs de performances très hétérogènes. Le développement d’indicateurs globaux de 
performance pour ces méthodes nécessite de prendre en compte, en plus de la puissance usuelle, 
non seulement la précision de localisation de l’agrégat dans l’espace mais également dans le temps. 
Dans ce cadre, le coefficient de Tanimoto cumulé offre une perspective intéressante car il est 
aisément adaptable à l’ajout de la dimension temporelle.  
  














- 106 - 
 
L’épidémiologie spatiale, bien qu’en développement depuis les années 50, est un domaine qui 
a encore besoin d’étoffer ses propres méthodologies d’évaluations. La complexité des méthodes 
disponibles pour l’analyse de données spatiales ainsi que leur nombre sans cesse grandissant, 
imposent un choix de plus en plus difficile pour l’épidémiologiste quant à l’utilisation de méthodes 
adaptées aux données dont il dispose et aux objectifs qui lui sont fixés. Un tel choix doit reposer 
sur une base de connaissances solides qui dépasse la seule connaissance du fondement théorique 
des méthodes disponibles.  
Puisqu’aujourd’hui plusieurs méthodes sont envisageables quel que soit le contexte 
d’utilisation, connaitre leurs performances respectives et être capable de les discriminer est devenu 
essentiel. Sans cette base de connaissance, le choix des méthodes ne repose plus, en pratique, que 
sur leur facilité d’utilisation (logiciel libre d’utilisation simple et résultats facilement 
interprétables). Les méthodes locales de détection d’agrégats sont très utilisées car elles permettent 
de localiser un agrégat potentiel sans point de source prédéfini et en donne une portée statistique 
via une méthode d’inférence. De plus, ces méthodes sont pour la plupart disponibles dans des 
logiciels libres, dont certains (SaTScanTM [73] ou FleXScan [74]) ne nécessitent pas de 
programmation statistique car ils possèdent des interfaces graphiques dédiées aux méthodes qu’ils 
implémentent. 
La revue de la littérature conduit actuellement au double constat (1) d’un défaut de consensus 
des méthodes d’évaluation et de comparaison des performances de ce type de tests et (2) du défaut 
informationnel des indicateurs employés pour la quantification de ces performances tous 
incapables d’appréhender à la fois la puissance et la juste localisation de l’agrégat simulé. 
En l’absence d’une méthodologie reconnue, les évaluations proposées sont entachées d’une 
hétérogénéité importante. Elles sont le plus souvent partielles, tant sur le plan de ce qui est évalué 
(hypothèses d’agrégation restrictives, effet de bord, etc.) que sur le protocole d’évaluation 
(indicateurs de performances). De plus, certains éléments de ces protocoles sont rarement justifiés 
(nombre de réalisations) et d’autres parfois omis (statistique de résumé de la mesure d’intérêt). 
Nous avons donc proposé de nouveaux indicateurs de quantification de la performance palliant 
les défauts habituels, dont un, l’aire sous la courbe de puissance étendue, est issu de travaux en 
statistiques spatiales [1] et l’autre, le coefficient cumulé de Tanimoto, dérive notamment des 
techniques d’analyse en imagerie [75]. 
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Nous proposons également une approche d’évaluation intensive et systématique qui pourrait 
contribuer à la création d’un standard en termes d’évaluation des tests de détection d’agrégats 
puisqu’elle permet une évaluation sur l’intégralité des zones géographiques concernées et sur une 
gamme potentiellement infinie de configurations géographiques et épidémiologiques, y compris 
les plus réalistes et, donc, les plus utiles. 
Enfin, l’évaluation des méthodes locales de détection d’agrégats ne se limitent pas à leurs 
performances lorsqu’un ou plusieurs agrégats sont présents. L’étude de l’erreur de type I pour ces 
tests a nécessité la création d’outils permettant d’en évaluer la répartition spatiale. Lors de l’étude 
de l’hétérogénéité spatiale de l’erreur de type I, nous avons développé une statistique, ainsi que la 
méthode d’inférence associée, permettant de tester la significativité d’un « pattern » 
d’hétérogénéité assimilable à un effet de bord, ce dernier étant une préoccupation très fréquente en 
statistiques spatiales. 
Evidemment, même si les développements que nous proposons constituent une contribution 
utile à notre communauté scientifique, la problématique de l’évaluation des méthodes d’analyse en 
épidémiologie spatiale reste encore ouverte. D’une part du fait de l’importance des méthodes de 
simulation de données en elles-mêmes (dans leur capacité à représenter une réalité complexe) et 
d’autre part du fait que ces évaluations dépassent le cadre des méthodes locales de détection 
d’agrégats étudiées dans ce travail. 
En conclusion, et de façon synthétique, notre travail de thèse s’est attaché à fournir quelques 
éléments de réponse à cette problématique d’évaluation. Le développement d’indicateurs globaux 
de performance est une étape nécessaire dont on peut espérer qu’elle favorisera la comparabilité 
des études de performance tout en levant certains écueils inhérents à l’évaluation de contextes 
épidémiologiques complexes. Une partie des travaux réalisés s’appuie sur des travaux reconnus 
qu’il a fallu adapter et développer afin qu’ils puissent répondre à nos objectifs. Enfin, une autre 
partie de nos travaux est purement originale puisqu’aucune étude de la répartition spatiale de 
l’erreur de type I n’avait jusqu’ici été publiée. 
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 Programmes R : puissance étendue 
et Tanimoto cumulé   
Le programme présenté n’est pas celui utilisé dans les travaux : les chemins d’accès aux fichiers 
ont été remplacés par des chemins factices ne conservant que l’organisation des dossiers. Le 
programme original est composé de plusieurs scripts replacés ici dans un seul script.  
Ce programme permet la simulation spatiale systématique d’un agrégat, l’analyse et la 






## désignation des agrégats : 1 agrégat par US, 1 agrégat = 1 US et ses 3 plus proches voisines 
Auvergne <- readOGR("C/carte/code_postaux_juil09_region.shp","code_postaux_juil09_region") 
coords <- as.data.frame(coordinates(Auvergne)) 
coords <- cbind(coords,Auvergne$CPCOND) 
colnames(coords) <- c("x","y","CPCOND") 
listVoisins <- knearneigh(coordinates(Auvergne), k=3, longlat = NULL) 
indexVoisins <- listVoisins$nn 
LocClusters <- data.frame(centre = coords$CPCOND, V1 = rep(NA,221), V2 = rep(NA,221), V3 = 
rep(NA,221)) 
CPCOND <- as.character(coords$CPCOND) 
for (j in 1:3){ 
   for (i in 1:221) {LocClusters[i,j+1] <-  CPCOND[indexVoisins[i,j]]} 
} 
LocClusters$centre <- as.character(LocClusters$centre)cl <- makeCluster(4) 
 
##Génération des jeux de données 
#chargement des données sources (taille de la population à risque par US et par année) 
load('data sim/Cas.rda') 
tableCas <- merge(tableCas,coords,by = c("CPCOND"), all.x = TRUE) 
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Population <- aggregate(tableCas[,"Population"],by = list(CPCOND = tableCas[,"CPCOND"]),FUN = 
mean) 
colnames(Population) <- c("CPCOND","Population") 
Sim <- merge(coords,Population, by = "CPCOND") 
for (a in 1:221) { 
  SauvSim <- data.frame() 
  for (b in 1:1000) { 
    ## un jeu de données 
    for (i in 1:221){ 
      ifelse(Sim[i,"CPCOND"]%in% LocClusters[a,], Sim[i,"Observed"] <- 
rpois(1,Rclust*Sim[i,"Population"]),Sim[i,"Observed"] <- rpois(1,Rbase*Sim[i,"Population"])) 
    } 
    Expected <- expected(Sim$Population,Sim$Observed, 1) 
    Simx <- cbind(Sim, Expected) 
    indice <-  cbind(Simx,indice = rep(b,221) ) 
    SauvSim <-  rbind(SauvSim, indice) 





ptm1 <- Sys.time() 
foreach(a= c(1:221),.combine = list) %do% { 
   load(paste("C:/Datasets/ 0.0226_3R/Dataset",a,".rda", sep = "")) 
   ListIDmlClust <- foreach(b=1:1000, .inorder=FALSE, .packages="SpatialEpi") %dopar% { 
      ## récupération du jeu de données 
      ptm <- Sys.time() 
      Simx <- SauvSim[SauvSim[,"indice"]== b,] 
      ## Kulldorff using Poisson likelihoods 
      scanKN <- kulldorff(Simx[,c(2,3)],Simx$Observed, Simx$Population, 
Simx$Expected,0.5,999,0.05,FALSE)  
      ## traitement des résultats du scan de KN 
      cluster1 <- scanKN$most.likely.cluster$location.IDs.included 
      PowerClust <- matrix(rep(0,5*221),nrow = 221, ncol = 5, byrow = TRUE,dimnames = list(l = 
c(1:221),s = c(0:4))) 
      s <- 0 
      if (scanKN$most.likely.cluster$p.value < 0.05){ 
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        for (i in 1:length(cluster1)){ 
          ifelse(Simx[cluster1[i],"CPCOND"]%in% LocClusters[a,], s <- s+1, s <- s)} 
        PowerClust[length(cluster1),s+1] <- PowerClust[length(cluster1),s+1] + 1} 
      result <- list(cluster1, scanKN$most.likely.cluster$p.value,format(Sys.time() - ptm), 
PowerClust) 
      } 
  matrice <- foreach(b=1:1000, .inorder=FALSE, .combine = "+") %dopar% {ListIDmlClust[[b]][[4]]} 
  #addmargins(matrice) 
  save(ListIDmlClust,  file = paste("C:/Users/alguttma/6 - 
PhD/3_firstresults/resultsim/ListIDmlClust",a,".rda", sep = "")) 
  save(matrice,  file = paste("C:/resultsim/RR3_RbAll/matrice",a,".rda", sep = "")) 
} 
tEnd <- format(Sys.time() - ptm1) 
stopCluster(cl) 
 
## traitement des résultats : aire sous la courbe de puissance étendue 
Risks <-  "RR3_RbAll/" 
WD <- paste("C:/resultsim/",Risks, sep = "") 
Wx <- function(r,lx,sx){sqrt( (1 - min(c(0.25*(4-sx),1))) * (1 - min(c((r/4)*(lx-sx),1))))} 
W <- matrix(rep(0,5*221),nrow = 221, ncol = 5, byrow = TRUE,dimnames = list(l = c(1:221),s = c(0:4))) 
W.r <- list() 
for (i in seq(0,1,0.001)){ 
   for (lx in c(1:221)){for (sx in c(0:4)) {ifelse(sx > lx,  W[lx,sx+1] <- 0, W[lx,sx+1] <- Wx(i,lx,sx))}} 
   W.r[[1+i*1000]] <-  W 
}  
      
listfichier <- list.files(WD, pattern = ("^matrice"))   
a <- foreach(i = 1:length(listfichier)) %do% { 
  n <- strsplit(strsplit(listfichier[i], split = ("^(matrice)"))[[1]][2],split = (".rda$"))[[1]] 
  load(paste(WD,listfichier[i],sep = ""))   
  I.ls <- rep(NA,1001) 
  for (i in seq(0,1,0.001)){I.ls[1+ i*1000] <- sum((matrice/1000) * W.r[[1+ i*1000]])} 
  list(n,I.ls) 
}                            
IDclust <- foreach(b=seq_along(a), .combine = c) %do% {a[[b]][[1]]} 
 
##matrice contenant les valeurs de puissance étendue pour construire la courbe 
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EPcurve <- foreach(b=seq_along(a),.combine = cbind) %do% {a[[b]][[2]]} 
#nommer les colonnes selon l'id du cluster et les trier par ordre d'id cluster 
colnames(EPcurve) <- as.numeric(IDclust) 
dd <- cbind(as.numeric(dimnames(EPcurve)[[2]]),1:ncol(EPcurve)) 
dd <- dd[order(dd[,1]),] 
EPcurve <- EPcurve[ ,order(as.numeric(dimnames(EPcurve)[[2]]))] 
 
##calcul de l'auc pour chaque cluster 
auc <- foreach(i = 1:ncol(EPcurve),.combine = rbind) %do% { 
  I.ls <- EPcurve[,i] 
  Q <- rep(NA,1000) 
  for (x in 1:1000) {Q[x] <- 0.001*I.ls[x+1] + (0.001*(I.ls[x]-I.ls[x+1]))/2}  
  cbind(as.numeric(colnames(EPcurve)[i]),sum(Q)) 
}   
auc <- as.data.frame(auc) 
colnames(auc) <- c("NumClust","auc") 
 
## traitement des résultats : coefficient de Tanimoto 
dico <- data.frame(NumUS = c(1:221), CPCOND = coords$CPCOND) 
x <- apply(LocClusters[,],1, function(x) x[1] == dico$CPCOND | x[2] == dico$CPCOND | x[3] == 
dico$CPCOND | x[4] == dico$CPCOND) 
MALADES <- x*1 
 
listfichier <- list.files(paste("C:/resultsim/",Risks, sep = ""), pattern = ("^ListIDmlClust"))     
 
a <- foreach(i = 1:221,.combine = rbind) %do% { 
  n <- strsplit(strsplit(listfichier[i], split = ("^(ListIDmlClust)"))[[1]][2],split = (".rda$"))[[1]] 
  n <- as.integer(n) 
  load(paste("C:/resultsim/",Risks,listfichier[i],sep = "")) 
  b <- foreach(j = 1:1000,.combine = rbind) %do% { 
    POSITIF <- rep(0,221) 
    POSITIF[ListIDmlClust[[j]][[1]]] <- 1   
    MALADE <- MALADES[,n] 
    VP <- sum(MALADE == 1 & POSITIF  == 1)  
    FN <- sum(MALADE == 1 & POSITIF  == 0) 
    FP <- sum(MALADE == 0 & POSITIF  == 1) 
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    VN <- sum(MALADE == 0 & POSITIF  == 0) 
    data.frame(NumClust = n, Numsim = j, Tanimoto = VP/(VP+FN+FP) ,Pval = ListIDmlClust[[j]][[2]], 
VP = VP, FP = FP, VN = VN, FN = FN) 
  } 
  save(b, file = paste(WD,"b",n,".rda",sep = "")) 
} 
 
Risks <-  "RR3_RbAll/" 
 WD <- paste("C:/ resultsim /",Risks, sep = "") 
  BrutRes <- foreach(i = 1:221, .combine = rbind) %do% { 
   load(file = paste(WD,"b",i,".rda",sep = "")) 
   b_ <- b  
   b_[b_$Pval >= 0.05,c(5:6)] <-  0 
   b_[b_$Pval >= 0.05,c(7)] <-  217 
   b_[b_$Pval >= 0.05,c(8)] <-  4 
   csum <- cumsum(b_$VP) / cumsum(b_$VP+b_$FN+b_$FP) 
   data.frame(Risks = Risks, NumClust = i,NumSim = 1:1000, Tsum = csum) 
 }  
 save(BrutRes, file = "C:/BrutRes.rda") 
 
## Traitement des résultats : carte de performance 
echelle = list("SpatialPolygonsRescale", layout.scale.bar(),offset = c(710000,2182000), scale = 40000, 
fill=c("transparent","black")) 
text1 = list("sp.text", c(710000,2190000), "0", cex = 0.5) 
text2 = list("sp.text", c(750000,2190000), "40 km", cex = 0.5) 
arrow = list("SpatialPolygonsRescale", layout.north.arrow(),offset = c(740000,2160000), scale = 15000) 
 
#pour le Tanimoto cumulé, la procédure pour l’aucep est identique 
Auvergne@data <- BrutRes[BrutRes$NumSim == 1000,] 
 
jpeg(filename = "C:/Users/alguttma/6 - PhD/redaction/TC-fig1.jpg", 
     width = 84, height = 100, units = "mm", pointsize = 6, 
     quality = 100,res = 600, antialias = "cleartype")                                          
 
spplot(obj = Auvergne, zcol = c("Tsum"), sp.layout=list(echelle,text1,text2,arrow),col.regions= 
gray(seq(0.2,1,length = 16)),col = "white", lwd = 0.5) 
dev.off() 
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 Programme R : répartition spatiale 





# données sources contenant les tailles de population à risque 
load("C:/ Dataset1.rda")  
SauvSim <- SauvSim[, c(1:4,7)]   
 
cl <- makeCluster(8) 
registerDoSNOW(cl) 
 
#incidence de base 
Rb <- 0.0226 
 
#simulation et analyse des données 
foreach(a=1:20, .inorder=FALSE, .verbose = TRUE) %do% { 
    ListIDmlClust <- foreach(b=1:1000, .inorder=FALSE, .packages="SpatialEpi") %dopar% { 
        ## récupération du jeu de données 
        SauvSim[SauvSim$indice == b,"Observed"] <- rpois(221,Rbase*SauvSim[SauvSim$indice == 
b,"Population"]) 
        SauvSim[SauvSim$indice == b,"Expected"] <- expected(SauvSim[SauvSim$indice == 
b,"Population"],SauvSim[SauvSim$indice == b,"Observed"],1) 
        Simx <- SauvSim[SauvSim$indice == b,] 
        ## Kulldorff using Poisson likelihoods 
        scanKN <- kulldorff(Simx[,c(2,3)],Simx$Observed, Simx$Population, 
Simx$Expected,0.5,999,0.05,FALSE) 
        ## traitement des résultats du scan de KN 
        cluster1 <- scanKN$most.likely.cluster$location.IDs.included 
        return(list(cluster1, scanKN$most.likely.cluster$p.value, Simx)) 
    } 
 save(ListIDmlClust,  file = paste("C:/ results/ListIDmlClust",a,"_",Rbase,".rda", sep = "")) 
  } 
    stopCluster(cl) 
 
# étape 1 : récuperer et compiler les résultats dans un objet 
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wd <- "C:/results" 
Auvergne <- readOGR(dsn="D:/AG/carte",layer = "carte") 
# liste de fichiers contenus dans le répertoire des résultats 
listfichier <- list.files(wd, pattern = ("^ListIDmlClust"))  
Rbase <- 0.0226 
cl <- makeCluster(8) 
registerDoSNOW(cl) 
 
# caractéristiques générales des agrégats détectés à tort 
WDC <- foreach(rb = Rbase, .inorder=TRUE, .combine = rbind, .verbose = TRUE)%do%{ 
  #fichiers cluster 
  x <- listfichier[regexpr(rb, listfichier) != -1] 
  Clustrb <- foreach(i = 1:length(x), .inorder=TRUE, .combine = rbind) %do% { 
    load(paste(wd,"/",x[i],sep = "")) 
    Clustrb.b <- foreach(j = 1:1000, .combine = rbind, .packages = c("rgeos","maptools")) %dopar% { 
        Cluster <-polygons(Auvergne)[ListIDmlClust[[j]][[1]]] 
        centroid <- gCentroid(Cluster) 
        #il faut "merger" les polygons du cluster avant de pouvoir calculer l'aire 
        km2 <-area.poly(as(unionSpatialPolygons(Cluster, rep(1, length(Cluster))), "gpc.poly"))/1000000 
        data.frame(Rbase = rb, NumSim = j +((i-1)*1000), pval = ListIDmlClust[[j]][[2]], size = 
length(ListIDmlClust[[j]][[1]]), km2 = km2, x = centroid$x , y = centroid$y) 
    } 
  }    
} 
 
#US appartenant aux agrégats détectés à tort 
US <- foreach(rb = Rbase,.inorder=TRUE, .verbose = TRUE)%do%{ 
  #fichiers US 
  x <- listfichier[regexpr(rb, listfichier) != -1]   
  USrb <- foreach(i = 1:length(x), .combine = rbind) %do% { 
    load(paste(wd,"/",x[i],sep = "")) 
    USrb.b <- foreach(j=1:1000, .inorder=FALSE, .combine = rbind) %dopar% { 
        US <- ListIDmlClust[[j]][[1]] 
        data.frame(NumSim = rep(j +((i-1)*1000), length(US)), US = US, pval = 
rep(ListIDmlClust[[j]][[2]], length(US)))  
    } 
  } 
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# calcul des taux de participation des US à l’erreur de type I 
alpha <- 0.05 
# Calcul du PR pour les US des WDC avec pval < alpha 
USPR <- NULL 
for(i in 1:length(US)){ 
  USPR <- rbind(USPR, cbind(US[[i]][[2]], Rb = rep(US[[i]][[1]], nrow(US[[i]][[2]])))) 
} 
USPR <- USPR[USPR$pval < alpha,] 
USPR.w <-  WDC[WDC$pval < 0.05,c("Rbase","NumSim","size")] 
 
x <- NULL 
for(i in 1:length(US)){ 
x <- c(x,rep(1/table(USPR.w$Rbase)[i], table(USPR.w$Rbase)[i])) 
} 
USPR.w <- cbind(USPR.w, w = x/USPR.w$size) 
colnames(USPR.w)[1] <- "Rb" 
 
USPR <- merge(USPR.w[,c(1,2,4)],USPR, by = c("NumSim", "Rb"), all.x = TRUE) 
# calcul du taux de participation « PR » 
USPR <- data.frame(US= c(1:221),Rb = rep(sort(unique(USPR$Rb)),each = 221),  PR = 
as.vector(tapply(USPR$w, list(USPR$US, USPR$Rb), FUN = sum))) 
 
rm(x); rm(i); rm(USPR.w) 
 
#effet de bord : Calcul de la statistique E et test 
# préparation des données et calcul du coefficient de bord ou edge coefficient « coef.lit » 
US.dist <- data.frame(x = coordinates(Auvergne)[,1],y = coordinates(Auvergne)[,2]) 
coordinates(US.dist) = ~x+y 
proj4string(US.dist) <- CRS(proj4string(Auvergne)) 
USPR.wide <- reshape(USPR, v.names = "PR", idvar = "US", timevar = "Rb", direction = "wide") 
USPR.wide <- cbind(USPR.wide, Dist = rep(t(gDistance(US.dist, spgeom2=carte, byid=TRUE))[,1])) 
 
Auvergne_grid <- spsample(Auvergne,n=500000,type="regular") 
carte <- as(unionSpatialPolygons(Auvergne, rep(1, length(Auvergne))),"SpatialLines") 
Dist.grid <- gDistance(Auvergne_grid, carte,byid=TRUE) 
Dist.grid <- as.data.frame(t(Dist.grid)) 
colnames(Dist.grid) <- "Dist" 
 
a <- -2/max(Dist.grid$Dist) 
b <- 1 
Dist.grid <- cbind(Dist.grid,Dist.scale = (a*Dist.grid$Dist) + b) 
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USPR.wide <- cbind(USPR.wide,Coef.lit = (a*USPR.wide$Dist) + b) 
rm(a);rm(b) 
 
# calcul de la statistique et inférence par méthode de Monte Carlo 
cl <- makeCluster(4) 
registerDoSNOW(cl) 
replicats <- foreach(i = 2 : (1+length(US))) %do% { 
  Observed <- sum(USPR.wide$Coef.lit*(USPR.wide[,i]-(1/221))) 
  replicats <- foreach(j = 1:999999, .combine = c)%dopar%{ 
    x <- sample(USPR.wide[,i]) 
    sum(USPR.wide$Coef.lit*(x-(1/221))) 
  }  
  list(Rb = sort(unique(USPR$Rb))[i-1] ,Observed = Observed,replicats = replicats) 
} 
stopCluster(cl) 
 
