Background: The visual system can adjust itself to different visual environments. One of the most well known examples of this is the shift in spatial tuning that occurs in retinal ganglion cells with the change from night to day vision. This shift is thought to be produced by a change in the ganglion cell receptive field surround, mediated by a decrease in the coupling of horizontal cells.
Introduction
Spatial tuning is a fundamental feature of retinal ganglion cells. It allows the detection of spatial patterns on multiple scales [1] [2] [3] . Some cells, for example, are tuned to low spatial frequencies and allow the detection of large spatial patterns. Others are tuned to high spatial frequencies and permit the resolution of fine details (reviewed in [2] ).
A ganglion cell's sensitivity to spatial patterns is a function of its receptive field organization. Most ganglion cell receptive fields consist of two components, a center and a surround that respond oppositely to light [4, 5] . What tunes a ganglion cell to a particular spatial scale are the sizes of these two components and their relative strengths [2, 3, 6] .
Though the organization of the ganglion cell receptive field has been known for decades, the mechanisms that generate it are not completely understood. The center response is thought to result from vertical signaling from photoreceptors to bipolar cells to ganglion cells. The origin of the surround response, however, is controversial. Early reports suggested that it was generated by horizontal cells [7, 8] which appear to act through two pathways: feedback inhibition to photoreceptors [9, 10] and feedforward inhibition to bipolar cells [11, 12] . More recent studies, however, indicate a contribution from amacrine cells [6, [13] [14] [15] [16] which also employ two distinct pathways: direct input to ganglion cells [13, 14, 16] and feedback signaling onto bipolar cell terminals [16] . The relative contributions of these four different surround-generating mechanisms are unclear and remain a subject of much discussion [6, 13, [15] [16] [17] .
A key aspect of the discussion concerns one of the most intriguing features of spatial tuning-its adjustability. It is well known that the spatial tuning can adjust itself in the face of different visual environments [18, 19] . The most well known example is the shift in tuning that occurs when the retina moves from the dark-adapted to the light-adapted state (from night to day vision) [18, [20] [21] [22] . It has long been proposed that this shift is caused by a change in the ganglion cell receptive field surround, mediated by a change in the coupling of horizontal cells [23] . This conjecture arose because this coupling is known to vary with ambient light intensity [23] [24] [25] [26] .
To test this hypothesis, we used a transgenic mouse line, a Connexin57-deficient line, in which horizontal cell coupling is more than 99% abolished, as measured by dye-transfer ( Fig. 1 ; [27, 28] ). Connexin57 (Cx57), a gene that encodes a gap junction protein, is exclusively expressed in retinal horizontal cells, so no other cell classes are affected [27] , making this mouse line a powerful model to very selectively address this question.
The results showed that the coupling and uncoupling of horizontal cells does not play a critical role in spatial tuning, that is, it does not substantially contribute to the mechanism that controls the changes in spatial tuning that occur with the switch from night to day vision. We tested this both at the level of ganglion cell performance, using spatial tuning curves and center-surround measurements, and at the level of behavioral performance, using visual psychometric measurements. This analysis provides strong evidence that another mechanism has to be responsible.
Results
Our aim was to test the hypothesis that changes in horizontal cell coupling play a role in ganglion cell spatial tuning, in particular, in the shift in tuning that occurs when animals move from daytime to nighttime viewing conditions. For that purpose we used a Cx57-deficient mouse line, generated in a C57BL/6 background, and compared it to wild-type C57BL/6 mice, in which horizontal cell coupling was unperturbed (Fig. 1) . In both mouse lines, spatial tuning and its adjustability were evaluated at the ganglion cell level and the level of behavioral performance.
Ganglion cells from wild-type and Cx57-deficient mice showed the same shift in spatial tuning
To evaluate ganglion cell spatial tuning, standard methods were used [1, 6, 29, 30] . Briefly, drifting sine wave gratings of different spatial frequencies were projected onto the retina, and ganglion cell responses were recorded extracellularly. A spatial tuning curve for each cell was then generated by Fourier analyzing the responses and plotting the amplitude of the fundamental as a function of spatial frequency. To assess the adjustability of spatial tuning, the gratings were presented at two different light intensities, one scotopic and one photopic (see Methods for the intensities).
Consistent with studies performed in other species [1, 31, 32] , wild-type mouse retinal ganglion cells showed a shift in spatial tuning when the light level was changed from scotopic to photopic. Specifically, the weight of the ganglion cells' tuning curves shifted from low spatial frequencies toward high. Figure 2A shows representative examples; Figure 2B shows the mean for all 196 cells in the dataset.
To quantify the shift, a center of mass analysis was performed, following Sinclair et al. [6] . At each light level, the center of mass of each tuning curve was calculated, and the distribution of center of mass values was plotted (Fig. 2C ). This analysis showed a very statistically significant difference between the two distributions [p,10
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, Kolmogorov-Smirnov (KS) test]; the mean center of mass value for the photopic condition was nearly twice the spatial frequency of the mean center of mass value for the scotopic condition.
To test whether changes in horizontal cell coupling play a role in mediating this shift, we compared the tuning curves produced by Cx57-deficient retinas, that is, retinas in which the horizontal cell coupling was reduced by .99%, with those from the normal, wild-type retinas. If changes in the coupling play a role, then there should be no shift in the Cx57-deficient retinas. The results showed that this was not the case. Just as in the wild-type retinas, the tuning curves from the Cx57-deficient mice were weighted towards low spatial frequencies in the scotopic light condition and toward high spatial frequencies in the photopic light condition. Representative examples are shown in Figure 2D ; for each cell, the left column shows the tuning curve at the scotopic light level and the right column shows the tuning curve for the same cell at the photopic light level. Figure 2E shows the mean tuning curves for all 161 cells in the dataset. When the shift was quantified using the center of mass analysis (Fig. 2F) , the results showed no significant difference between the tuning curves from the Cx57-deficient and normal, wild-type retinas (p.0.35, KS test, comparing the distribution of center of mass values from the Cx57-deficient retinas taken at the scotopic light level with the same from the wild-type retinas, and p.0.18, comparing the distribution of center of mass values from the Cx57-deficient retinas taken at the photopic light level with the same from the wild-type retinas).
In summary, these results show that retinas with coupled and uncoupled horizontal cell networks undergo the same shift in spatial tuning when light levels change from scotopic to photopic conditions.
Ganglion cells from wild-type and Cx57-deficient mice had the same surround size
The center of mass analysis shows that the spatial tuning curves undergo a shift with the change in light intensity, but it does not show where in the curves the shift occurs. Because the shift could be caused by any change in the center/surround organization of the ganglion cell receptive field [2, 6 ,33], we tested specifically whether it was due to a change in the surround, as expected from previous studies in other species [18, 32] . To test this, we fit the tuning curves to a standard receptive field model, a difference of Gaussians model [6, 34] , and measured surround size. Consistent with the studies in other species [18, 32] , the receptive fields showed no surrounds at the scotopic light level (.80% of cells were better fit by a single Gaussian, see Methods), but gained surrounds in photopic light with a mean surround size of 972678 mm (n = 147) (Fig. 3A) . Thus in the wild type, the observed shift in the spatial tuning curves upon light intensity increase was accompanied by a gain of surround (see refs. 33 and 35 for detailed quantitative analysis of how center and surround parameters affect spatial tuning curves; for further discussion, see [6] ).
To test whether changes in the coupling of horizontal cells play a critical role in mediating this gain, we compared ganglion cell surround sizes from Cx57-deficient retinas with those from wildtype retinas. If changes in the coupling play a strong role, then surround sizes should be different in the two genotypes. Our results indicate that this was not the case. As in the wild-type retinas, ganglion cells from the Cx57-deficient retinas showed no surrounds at the scotopic light level and gained surrounds in photopic light (Fig. 3B) , and there was no significant difference in the surround size (mean surround size in the Cx57-deficient retinas was 1022676 mm, n = 125, compared to 972678 mm, n = 147 in the wild-type retina, p.0.64, t-test).
In sum, ganglion cells from wild-type mice showed a shift in the weight of the spatial tuning curves when the ambient light was increased from scotopic to photopic levels. This shift was associated with a gain in surround size. Ganglion cells from Cx57-deficient mice showed essentially the same behavior (no statistically significant difference), providing further evidence that the coupling and uncoupling of horizontal cells is not the critical mechanism that underlies the change in spatial tuning that occurs with different light intensities.
Spatial tuning was similar in behaving wild-type and Cx57-deficient mice
To assess the role of horizontal cell coupling in spatial tuning on a larger scale, we compared the behavioral performance in spatial pattern detection for wild-type and Cx57-deficient mice using psychometric measurements. For this purpose we used a virtual optokinetic system that allowed a rapid analysis of visual thresholds in freely moving mice [36, 37] . Animals from both genotypes were presented with drifting sine wave gratings of decreasing contrast to determine contrast sensitivity at a given grating spatial frequency. Since the optokinetic task is not suitable to test visual performance in the low spatial frequency range, only gratings that had a spatial frequency of at least 0.05 cycles/degree were presented.
As shown before in the mouse and other species [31, 38, 39] , in wild-type mice, contrast sensitivity was lower under scotopic than under photopic conditions. At the higher light intensity, the mice needed less contrast to track the grating (Fig. 4A ). If horizontal cell coupling does not control spatial tuning at the behavioral level, then performance on this task for the Cx57-deficient and wild-type mice should not differ. This was indeed the case (Fig. 4B ). Performance was not significantly different between the wild-type and Cx57-deficient animals under both scotopic (p.0.5, t-test, Bonferroni corrected) and photopic (p.0.1, t-test, Bonferroni corrected) light conditions. Note that the behavioral measurements shown in Figure 4 are threshold measurements, rather than averages, following Prusky et al. [36] and Douglas et al. [37] . With these measurements, animals are pushed to their best performance, which reduces animal-to-animal variability that arises from unrelated causes (e.g., differences in learning or inattention).
To push the system further, we repeated the psychometric measurements at a much lower light level (4.5 orders of magnitude lower; see Methods for all light intensities used). At this intensity, contrast sensitivity was much lower and had a smaller profile than at the intensities used before (Fig. 4A, red line) . However, behavioral performance from mice lacking horizontal cell coupling was the same as in wild-type mice (Fig. 4B , p.0.25, t-test, Bonferroni corrected). Thus, at all the light intensities tested (again, see Methods for all intensities) contrast sensitivity between wild-type and Cx57-deficient mice was not significantly different.
Verification with dopamine
To further assess the result that the coupling of horizontal cells does not play a strong role in ganglion cell spatial tuning, we perturbed horizontal cell networks with the neuromodulator dopamine. Dopamine has been shown to affect ganglion cell receptive fields and therefore the spatial tuning of ganglion cells [40, 41] although there is some disagreement about this [42] . The mechanism by which it acts is not known since dopamine operates at multiple sites within the retina, but the most widely hypothesized mechanism involves actions on the coupling and uncoupling of horizontal cells [43] [44] [45] . If dopamine's effects on ganglion cell spatial tuning are mediated through changes in horizontal cell coupling, then its actions should be different in Cx57-deficient versus wild-type mice. We tested this under photopic conditions (note that the coupling in wild-type retinas even under photopic conditions is still higher by a factor of at least 100 compared to the 99% abolished coupling in the Cx57-knockout [27, 28] ), and our results showed that this was not the case. Consistent with expectation [28, 46, 47] , dopamine (100 mM) applied to wild-type retinas produced a shift in the weight of the ganglion cell tuning curves toward higher spatial frequencies (Fig. 5A , p,0.0011, KS test; data are also presented as average tuning curves in Supp. Info. Fig. S2a ). When the same concentration of dopamine was applied to Cx57-deficient mice, the same shift was observed (Fig. 5B) , p,0.0016, KS test). When the two shifts were compared, there was no statistically significant difference (p.0.77, KS test). Since the shift in ganglion cell spatial tuning occurred in the Cx57-deficient mice, it has to be mediated by a process other than a change in horizontal cell coupling.
Blocking the feedback from horizontal cells to photoreceptors altered spatial tuning
Since our experiments did not show a role for the coupling of horizontal cells in ganglion cell spatial tuning and its adjustability, the question arises whether horizontal cells contribute to ganglion cell spatial tuning at all in the mouse. Horizontal cells provide negative feedback to cone photoreceptors [48] which has been shown in other species to play a role in the organization of ganglion cell receptive fields [10, 11, 42, 48, 49] . Feedback can be blocked with cobalt at submillimolar levels (100 mM). At this concentration, feedforward signaling from cones to horizontal cells is intact [50] , but negative feedback from horizontal cells to cones is attenuated [42, 51] . As with dopamine, we tested the effect of cobalt under photopic conditions. If horizontal cell feedback is involved in spatial tuning, then tuning should be shifted towards lower spatial frequencies in the presence of cobalt compared to control conditions. Indeed, this was the case (Fig. 6 ). As expected [10] , application of 100 mM cobalt to the wild-type retina led to a Figure 5 . The shift produced by dopamine was the same for both genotypes. For (A) wild-type and (B) Cx57-deficient retinas, the center of mass values showed a shift in tuning towards higher spatial frequencies with the addition of dopamine (p,0.0011 for wild type, n = 196 control, n = 87 dopamine; p,0.0016 for Cx57-deficient, n = 161 control, n = 89 dopamine, KS test). Yellow lines indicate the mean of the distributions to clarify the shift. There were no significant differences between the two genotypes (p.0.16 without dopamine, n = 196 wild-type, n = 161 Cx57-deficient; p.0.77 with dopamine, n = 87 wild-type, n = 89 Cx57-deficient, KS test). doi:10.1371/journal.pone.0001714.g005 
. Contrast sensitivity in all mice showed an increase in amplitude and a broadening of spatial frequency profile with increases in light intensity. Note that these are threshold measurements, rather than averages, as described in [36, 37] . With these measurements, animals are pushed to their best performance, which reduces animal-to-animal variability that arises from unrelated causes (e.g., differences in learning or inattention). doi:10.1371/journal.pone.0001714.g004
shift in spatial tuning towards lower spatial frequencies (Fig. 6A , p,2610
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, KS test (data are also presented as average tuning curves in Supp. Info. Fig. S2b ). In line with previous reports from other species [42, 48] , this indicates that negative feedback from horizontal cells to photoreceptors contributes to the spatial tuning of ganglion cells. In Cx57-deficient mice, application of cobalt led to the same shift in spatial tuning (Fig. 6B, p,0 .0019, KS test) in a way that was not significantly different from its effect in wild-type mice (p.0.66, KS test). This indicates that feedback was intact in Cx57-deficient mice.
Note that, even when horizontal cell coupling was abolished and horizontal cell feedback was inhibited, spatial tuning under photopic conditions was shifted towards higher spatial frequencies than under scotopic conditions (compare Fig. 6B with Fig. 2F,  p,10 24 , KS test). This suggests that either cobalt does not completely block horizontal cell feedback in the mouse or that processes in the inner retina must be contributing to spatial tuning.
Discussion
Numerous studies have shown, at the behavioral level, that the visual system can adjust itself to different visual environments [18, 19, [20] [21] [22] [52] [53] [54] . One of the most well known examples of this is the shift in spatial frequency sensitivity that occurs with the change from night (scotopic) to day (photopic) vision [18, [20] [21] [22] 31, 39, 55] . This shift serves presumably as an informationoptimizing strategy: at night, i.e., under photon-limited conditions, where the signal-to-noise ratio is low, the visual system is better served by integrating over a large area, so it shifts its tuning toward low spatial frequencies. During the day, when photons are not limiting, the system is better served by integrating over smaller areas, so it can resolve image details; in this case, the shift is toward high spatial frequencies (reviewed in [56, 57] ).
How the visual system performs this shift is not clear. A large body of evidence, though, points to the retina as the starting point since the shift is detectable at the level of the ganglion cells [18, 21, 32] . What remains to be determined is the mechanism that confers this on the cells. The most likely candidate is a change in the surround component of the ganglion cell's receptive field, as it is the surround that shapes the amplitude of the ganglion cell's response at low spatial frequencies. Changes in surround size cause the cell to shift its response toward or away from low spatial frequencies (see refs. 33, 35, and 6 for detailed quantitative analysis of how center and surround parameters affect the shape of the ganglion spatial tuning curve).
A long-standing proposal for how surround size might change with different light levels is that it might do so through a change in the gap junctional coupling of horizontal cells. The rationale for this hypothesis is that the extent of horizontal cell coupling is dependent on ambient light intensity [24] [25] [26] . Thus, a change in horizontal cell coupling can serve as a natural knob for adjusting surround size and, therefore, the spatial tuning of the ganglion cells.
Here we tested this proposal. We used the mouse as a model system. We first measured ganglion cell spatial tuning at scotopic and photopic light levels in wild-type animals. As expected, the tuning shifted from low to high spatial frequencies as light intensities were increased from a lower to a higher level. We then measured the spatial tuning in Cx57-deficient mice in which horizontal cell coupling was reduced by .99%. If horizontal cell coupling plays a critical role in the adjustability of ganglion cell spatial tuning, then the shift from low to high spatial frequencies should be abolished. Our results indicated that it was not (Fig. 2) . The shift from low to high spatial frequencies was essentially identical to that observed in wild-type mice. Direct measurements of ganglion cell surround size then confirmed this: If horizontal cell coupling plays a major role in the adjustability of ganglion cell surround size, then the shift from ''no surround'' to ''small surround'' should be abolished. It wasn't. The shift was essentially identical to that observed in the wild type (Fig. 3) . Finally, behavior measurements provided further confirmation. No difference in spatial tuning sensitivity was observed between the Cx57-deficient and wild-type animals (Fig. 4) .
These results thus provide strong evidence that changes in the coupling of horizontal cells is not a dominant mechanism for controlling the spatial tuning of ganglion cells. Most significantly, it does not appear to be a critical player in the adjustability of the tuning that occurs with changes from night to day vision. Other processes must dominate. Our measurements with dopamine confirmed this: dopamine's effects on the spatial tuning of ganglion cells could not have been mediated by a change in horizontal cell coupling since dopamine led to the same shift in spatial tuning in Cx57-deficient mice as in wild type, at least under photopic conditions (Fig. 5) . This raises the idea that dopamine's dominant effects with respect to spatial tuning are on other retinal pathways e.g., affecting other electrically coupled networks in the retina [58] , most likely amacrine cell networks [59] . In sum, with the aid of a Connexin57 knock out, we were able to test the long-standing hypothesis that the coupling and uncoupling of horizontal cells serves as a critical knob for adjusting spatial tuning to different light conditions, i.e., to night versus day conditions. The results show that this hypothesis, at least as it currently stands, must be rejected. The evidence for rejection is extremely strong because the same result presented itself at multiple levels-that is, when changes in horizontal cell coupling were prevented, as was the case in the knock out, the shift in spatial tuning that occurs when the retina moves from night to day proceeded normally-as measured at the level of both ganglion cell performance and whole animal behavioral performance. Thus, changes in horizontal cell coupling cannot be the critical mechanism that underlies this shift.
At first glance, it might seem surprising that preventing the changes in horizontal cell coupling-an act that affects lateral signaling in the retina-had no significant effect on ganglion cell spatial tuning, but this result can be reconciled with the many recent reports that this tuning is shaped by more than one set of circuits-that is, it is shaped by circuits in both the outer and inner retina [6, 13, [15] [16] [17] 48] . What the results of our experiments suggest is that inner retinal circuits dominate-at least for the problem of adjusting spatial tuning to different light conditions. Whatever occurs when the horizontal cells change from the uncoupled to the coupled state is effectively swamped by stronger circuit actions that occur in the inner retina.
This raises the intriguing question of what the changes in horizontal cell coupling are for. One possibility is that they serve to facilitate signal detection in the time domain, rather than the space domain. A change in horizontal cell coupling, because it is a change in the state of a potential shunt [60] , would be expected to affect both spatial and temporal signal detection. If its effects on spatial signal detection are redundant to those produced by the inner retina, then losing the coupling would have minimal effect on spatial processing. If its effects on temporal signal detection are not redundant, then losing it should affect temporal processing. This work thus creates a new hypothesis for the function of the horizontal cell coupling-that it serves to improve signal-to-noise ratios in the time domain, and, therefore, may be a key player in temporal processing.
Finally, for the sake of completeness, we conclude by stating that we cannot completely rule out the possibility that there is another connexin that links horizontal cells. However, if one exists, the likelihood that it contributes substantially to horizontal cell coupling is very small. The reason we state this is that the effects of knocking out Cx57 on horizontal cell coupling are maximal or near maximal, as measured by changes in both dye coupling and horizontal cell length constant. Dye coupling, using neurobiotin, is .99% abolished [27, 28] , and horizontal cell length constants are significantly reduced [28] , with a reduction greater than that produced by dopamine application, which also reduces horizontal cell coupling (the hierarchy of length constant reduction is shown in Supp. Info. Fig.  S3 ). With respect to receptive field evaluations: horizontal cell length constants in the knockout are on average 50 mm, with the mean dendritic tree diameter for individual horizontal cells at 100 mm [28] . Taken together, these data provide strong evidence that Cx57 is the primary, or exclusive, mediator of horizontal cell coupling, and that eliminating its ability to function provides a strong test for the role of horizontal cell coupling in retinal processing.
Materials and Methods Animals
For generation of the Cx57-lacZ mouse line, part of the coding region of the Cx57 gene was deleted and replaced with the lacZ reporter gene [27] . Cx57-deficient mice (Cx57 lacZ/lacZ ) and wildtype controls aged 2 to 4 months were used for all experiments. After each recording, the genotype of the retina was confirmed with staining for b-galactosidase activity and PCR as described [27] . All experiments were conducted in accordance with the institutional guidelines for animal welfare.
Extracellular recordings of ganglion cell responses
The isolated mouse retina was placed on a flat array of 64 microelectrodes as described [6] and bathed in oxygenated Ringer's solution at room temperature. Recordings were made from central retina as described previously [6, 61] . Briefly, spike trains were recorded using a Plexon Instruments Multichannel Neuronal Acquisition Processor (Dallas, TX). A custom made time-voltage window discriminator that captured distinct waveforms served to sort spikes on-line into individual units.
Light stimulation
An overhead projector (EIKI OHP-4100, Rancho Santa Margarita, CA) in combination with a liquid crystal display panel (Panasonic PT-L104, Secaucus, NJ) was used to deliver visual stimuli. Neutral density filters attenuated the stimulus intensity to the desired scotopic and photopic light levels. The scotopic intensity was 0.0066 mW/cm 2 ; the photopic was 0.21 mW/cm /s. This gives a rate of 32.5 R*/rod/s and 21 R*/M-cone/s for scotopic, and 1120 R*/rod/s, and 650 R*/M-cone/s for photopic, assuming an effective collecting area (i.e., collecting area/ funneling factor) from [62, 63] of 0.67 mm 2 for rods and 0.34 mm 2 for cones. Note that the emphasis here is on rods and M-cones, as UV pigments are not significantly stimulated with the displays presented in this paper.
As mentioned in the Introduction and Results, these light levels were chosen to bring out the shift in spatial tuning that occurs as the retina moves from night to day vision, as shown in Fig. 2 , and to span the range where changes in horizontal cell coupling are maximal or near maximal, as observed in both mouse [64] and rabbit [26, Figs. 5 and 9] . The scotopic and photopic light levels are also consistent with the levels reported for the mouse rod and cone regimes, as assessed using rod saturation measurements, by Dodd [65] .
All stimuli used white light (for spectrum, see [61] ) and consisted of random flicker, flashes and gratings. To measure receptive field properties of ganglion cells, we used drifting sine wave gratings with 8 different spatial frequencies ranging from 10 22.9 to 10 20.8 = 0.0012 to 0.155 cycles/degree in three directions. Each spatial frequency and direction was presented for 30 cycles, with a temporal frequency of 1 Hz. The 24 combinations of spatial frequency and direction were randomly interleaved. Measurements always started at the scotopic light intensity. After increasing the light intensity, a series of flashes was run which was followed by a random flicker stimulus to adapt the retina for 20 min before the grating stimulus was started. For the experiments involving drugs (dopamine and cobalt), the drugs were applied during this adaptation time.
Pharmacology
All chemicals were purchased from Sigma (St. Louis, MO). Cobalt and dopamine were dissolved in oxygenated Ringer's solution and were delivered to the retina by continuous perfusion.
Data analysis
Spatial frequency analysis was done using standard methods [6] . Briefly, the spatial tuning of each ganglion cell was evaluated using its responses to drifting sine wave gratings of varying spatial frequency and direction (8 spatial frequencies, 3 directions, see above). For each grating, the first harmonic of the response was calculated. The first harmonic, R(k), with k = (k x ,k y ) as the twodimensional spatial frequency, was computed as follows:
where v = 2p radians/s is the temporal frequency of the drifting sine wave grating; N c is the number of cycles (30 in our experiments); and t j (k) is the time of the jth spike produced by a grating with the spatial frequency k. Tuning curves, which give R(k) as a function of k, were then plotted.
To determine the mean of each cell's spatial tuning curve, the center of mass (CM) of the curve was calculated as:
To determine the center-surround receptive field parameters for each cell, the cells' tuning curves were fit with the standard difference-of-Gaussians model. The model linearly combines the profiles of a tall and narrow Gaussian representing the center and a short and shallow Gaussian of opposite sign representing the surround (see [6, 34] ; we followed [6] directly). The model is based on seven parameters; to determine the values of the parameters that give the best fit to the curve, the mean squared error between R(k) and the response predicted by the modelR(k) was minimized, using a brute force exploration of initial conditions to find the global minimum.R(k) was calculated as:
where
is the strength of the center response, s + and s 2 the major and minor radii of the center (assumed to be asymmetric, based on [6] ), h its orientation, and
is the strength of the surround response, where s s (assumed to be symmetric, also based on [6] ) is the size of the surround, and w the phase angle associated with the different delays between the center and surround response. The mean squared error between R(k) and R(k), denoted x 2 , is given by:
Goodness of fit was then measured by r 2 , the fraction of the variance explained by the model, where
Following [6] , only cells whose r 2 values were .0.6 were included in the dataset. (For visualization of the quality of an r 2 value of 0.6, a hierarchy of fits from r 2 .0.9 to r 2 ,0.6 is shown in Supp. Info., Fig. S1 .) Also following [6] , for each parameter, only parameter values that were within 3 standard deviations of the mean for that parameter were included.
Receptive fields with no surrounds. At scotopic light levels, ganglion cell receptive fields showed no surrounds, that is, the best fit, as measured by r 2 was a single Gaussian; no increase in r 2 of more than 0.05 was achieved by including a second Gaussian. .80% of cells at scotopic light levels fell into this category. For a clear demonstration that the single Gaussian was the better fit, see Figure 2 : As shown in panels B and E, as well as in panels A and C, most (.80%) of the tuning curves at scotopic light levels (black curves) are monotonically decreasing; this is consistent with a fit to a single Gaussian.
Behavioral tests using a virtual optokinetic system, light intensities
Responses were measured using the Prusky/Douglas virtual optokinetic system [36, 37] . Briefly, the animal, which was freely moving, was placed in a virtual reality chamber, a virtual cylinder, that projects a vertical sine wave grating. A video camera, situated above the animal, provided live video feedback of the testing arena. The walls of the cylinder were kept a constant distance from the animal's head, ''clamping'' the spatial frequency of the grating. On each trial, the cylinder was centered on the mouse's head. A drifting grating of a pre-selected spatial frequency at 100% contrast appeared, and the mouse was assessed for tracking behavior for a few seconds. Grating contrast was systematically reduced until no tracking response was observed. The data were then evaluated by fitting the animal's response to steps of decreasing contrast to a logistic function (a psychometric function) using the psignifit, version 2.5.6 for Matlab which implements the maximum-likelihood method described by Wichmann and Hill [66] . The animal's contrast threshold for each spatial frequency was taken as the 50% point of the fitted curve. Contrast was calculated from the gratings luminances on the screen: (LmaxLmin)/(Lmax+Lmin). Contrast sensitivity is the reciprocal of the threshold. Significance testing was performed for each light level using t-tests with Bonferroni correction for multiple comparisons.
Light intensities for the behavior experiments were measured in cd/m 2 using a luminance meter (Minolta, model LS-100). Three were used: 17.9 cd/m 2 , 0.6 cd/m 2 and 1.8610 25 cd/m 2 . Following ref. 63 , which provides a conversion from cd/m 2 to photoreceptor-equivalent photons/mm 2 for mouse, and adjusting for pupil size as in [67] (Figs. 2 and 3) , these intensities cover the same range as those used in the recording chamber: 1640 rodequivalent-photons/mm Figure S1 As indicated in the main text (Methods), for quality control, and for consistency with previous work [6] , only fits with r 2 values .0.6 were used. To provide intuition for the quality of an r 2 value of .0.6, a series of fits from r Figure S2 Shifts in spatial tuning following dopamine and cobalt application, presented as average tuning curves. In the main text, the shifts were presented as center-of-mass distributions; that is, we took each cell's tuning curve, measured its center of mass and presented the distribution of center of mass values for all cells in the data set (see Figs. 5 and 6 ). For the interested reader, we show here the shifts as average tuning curves (mean6SEM); arrows indicate direction of shift. Consistent with the center of mass analysis, where all significance tests are presented, dopamine causes a shift to the right for both genotypes, and cobalt causes a shift to the left for both genotypes. Blue indicates no drug; red indicates drug. Found at: doi:10.1371/journal.pone.0001714.s002 (0.38 MB TIF) Figure S3 Horizontal cell length constants in the Cx57-deficient mice are significantly reduced. As indicated in the main text, the evidence that knocking out Cx57 blocks horizontal cell coupling is that dye spread (neurobiotin) is .99% abolished, and horizontal cell length constants are significantly reduced, with the reduction greater than that produced by dopamine application, which also reduces horizontal cell coupling [43] [44] [45] . Here we show the hierarchy of horizontal cell length constant reduction for the three conditions: wild-type, wild-type with dopamine, and Cx57 knockout, calculated from ref. 28 
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