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Abstract: We consider bosonic random matrix partition functions at nonzero chemical
potential and compare the chiral condensate, the baryon number density and the baryon
number susceptibility to the result of the corresponding fermionic partition function. We
find that as long as results are finite, the phase transition of the fermionic theory persists in
the bosonic theory. However, in case that bosonic partition function diverges and has to be
regularized, the phase transition of the fermionic theory does not occur in the bosonic theory,
and the bosonic theory is always in the broken phase.
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1 Introduction
Universal random matrix behavior of QCD Dirac spectra can be understood in terms of chiral
Lagrangians and is a direct consequence of spontaneous symmetry breaking in the presence
of a mass gap so that at low energies the theory reduces to a system of weakly interacting
Goldstone modes. Spontaneous symmetry breaking also occurs in random matrix theories in
the limit of large matrices, and because they also have mass gap, the low energy limit of the
random matrix theory partition function reduces to an integral over “Goldstone modes”. In
the microscopic scaling domain, where λV Σ (with λ the Dirac eigenvalue, V the space-time
volume and Σ the chiral condensate) is kept fixed in the thermodynamic limit, the generating
function for Dirac spectra of QCD or QCD-like theories coincides with the one obtained from
random matrix theories with the same global symmetries and is identical to the one obtained
from the corresponding chiral Lagrangian. The reason is that, in all cases we know of, the
global symmetries in QCD are broken spontaneously in the same way as in the corresponding
random matrix theory.
It has been well established that lattice QCD Dirac spectra fluctuate according to the
corresponding random matrix theory in the microscopic domain (see [1–3]). Because this
agreement is based on the spontaneous breaking of the flavor symmetry, one would expect
that, as a consequence of the Coleman-Mermin-Wagner theorem, the agreement with Random
Matrix Theory in two dimensions is structurally different from the agreement found in four
dimensions. Yet this is not the case [4–8]. The picture that emerges from the two-flavor
massless Schwinger model [4–6, 9], is that the low-lying eigenvalues are correlated according to
chiral Random Matrix Theory while the chiral condensate defined in the usual way vanishes.
For two-dimensional QCD [7], a nonzero chiral condensate was found for U(Nc) theories,
while for SU(Nc) theories the mass dependence of the chiral condensate is consistent with
m(Nf−1)/(Nf+2), the same as for the Schwinger model. Since Π1(U(Nc)) = Z, the former
observation could be interpreted in terms of a Kosterlitz-Thouless phase. We performed
quenched lattice simulations of two-dimensional QCD at strong coupling [8] and found that the
agreement of QCD Dirac spectra with random matrix theory is as good as in four dimensions
for comparable statistics.
The resolvent of the Dirac operator D for Nf quarks with mass m can be expressed in
terms of the generating function Z(m, z, z′) as
G(m, z) =
d
dz
∣∣∣∣
z′=z
Z(m, z, z′) (1.1)
with
Z(m, z, z′) =
〈
detNf (D +m) det(D + z)
det(D + z′)
〉
. (1.2)
Because of the inverse determinant this generating function has a noncompact symmetry [10].
It has been argued that the Mermin-Wagner-Coleman theorem can be violated for noncompact
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continuous symmetries [11–14]. In particular, it has been shown that the SO(2,1) symmetry
of a hyperbolic spin chain is spontaneously broken also in one and two dimensions. In essence,
the reason is that a partition function with a noncompact symmetry can only be defined if this
symmetry is spontaneously broken to its compact subgroup SO(2). In a conformal invariant
theory the spectral density of the Dirac operator also scales as ρ(λ) ∼ V λα and this scenario
might reconcile conformal behavior with universal random matrix statistics [15–17].
As is the case for the hyperbolic spin chain we could have the scenario that the compact
symmetry remains unbroken, so that we have a vanishing chiral condensate, while the non-
compact symmetry is spontaneously broken resulting in universal random matrix behavior. It
is important to note that the chiral condensate is obtained at fixed m in the thermodynamic
limit, while random matrix behavior takes place on the scale of the average level spacing.
Since the Mermin-Wagner-Coleman theorem requires a vanishing chiral condensate in two
dimensions or less, we could satisfy the Banks-Casher relation if the low-lying eigenvalues
scale as 1/V 1/(α+1) with α > 0. At the same time the noncompact chiral symmetry of the
generating function could be broken spontaneously by these eigenvalues.
Let us discuss what has been found in lattice simulations of the massless Nf -flavor
Schwinger model. The average macroscopic spectral density is given by ρ(λ) ∼ V λα with
α = (Nf − 1)/(Nf + 2) [18, 19]. This results in a chiral condensate that vanishes as mα for
m→ 0. What transpires from lattice simulations [4–6] is that the chiral condensate vanishes
as predicted while the rescaled low-lying Dirac eigenvalues, λkV
1/(α+1) fluctuate according
to random matrix theory. The low-lying eigenvalues spontaneously break the symmetry of
the generating function but because, they scale as 1/V 1/(α+1) with the volume, the chiral
condensate remains zero. The generating function for the resolvent that reflects this behavior
of the low-lying Dirac spectrum is of the form
Z(m, z, z′) =
∫
U∈G/H
dUe−V
1/(α+1)TrM(U+U−1) (1.3)
with M = diag(m, · · · ,m, z, z′) and G → H the spontaneous symmetry breaking pattern of
the generating function.
There are other possible explanations of the lattice data. For example, the states might
be localized with a localization length that is much larger than the size of the system so
that the eigenvalues obey random matrix statistics, but the chiral condensate vanishes in
the thermodynamic limit. To distinguish such scenario from the partition function (1.3) will
require lattice simulations on very large volumes which may not yet be feasible at this time.
In this paper we study a much simpler question, namely to what extent spontaneous
symmetry breaking in fermionic random matrix partition functions (averages of determinants)
differs from spontaneous symmetry breaking in bosonic random matrix partition functions
(averages of inverse determinants). This question was first studied in the context of the
validity of the replica trick for the Gaussian Unitary Ensemble where it was shown that the
partition function for fermionic replicas is structurally different from the partition function
for bosonic replica and result in a different replica limit [20]. Later this was explained in
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terms of the Toda lattice equation which gives a two-step recursion relation in the number of
replicas that connects bosonic and fermionic partition functions [21].
The relation between bosonic and fermionic partition functions was also studied in [22]
for the phase quenched partition function. As will be explained in section III, in the bosonic
case, the pion condensate is nonvanishing for all values of the chemical potential with a
spontaneously broken noncompact symmetry, while in the fermionic case pions only condense
for µ > mπ/2. This section is preceded by an introduction of the random matrix models that
will be studied in this paper. The one flavor partition function at imaginary chemical potential
will be analyzed in section IV, and we reduce the one-flavor bosonic partition function to a
one-dimensional integral that can easily be evaluated numerically. In section V, we work
out the one flavor bosonic partition function for real chemical potential at zero quark mass
and compare its properties to the fermionic partition function with the same parameters.
Concluding remarks are made in section VI. Additional technical details are worked out in
three appendices.
A preliminary account of some aspects of the issues discussed in this paper was published
as a contribution to Conference Proceedings [23].
2 Random Matrix Theories
We consider two different random matrix theories for QCD at nonzero chemical potential,
D1 =
(
m1 C + µ1
−C† + µ1 m1
)
, (2.1)
D2 =
(
m1 C + µD
−C† + µD† m1
)
(2.2)
with complex n× n matrices C and D distributed according to
P (C) = e−nΣ
2TrCC† . (2.3)
The ensemble D1 was introduced in [24] for imaginary chemical potential and in [25] for real
chemical potential, while the ensemble D2 was introduced in [26]. For each of the ensembles
we consider the bosonic and fermionic one-flavor and two-flavor phase-quenched partition
functions,
ZNf=1 = 〈N det(D +m)〉, (2.4)
ZNf=−1 =
〈
1
N det(D +m)
〉
, (2.5)
Z1+1∗ = 〈|N det(D +m)|2〉, (2.6)
Z0/1+1∗ = N
〈
1
|N det(D +m)|2
〉
, (2.7)
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The normalization factor is chosen such that the free energy is µ independent for small µ and
m→ 0. It turns out that this factor is given by
N = enΣ2µ2 . (2.8)
In the microscopic domain, m ∼ 1/V and µ2 ∼ 1/V , the mass and chemical potential
dependence of the partition functions is universal and coincides with that of the QCD partition
function. In this limit, the random matrix ensembles D1 and D2 give the same results which
can also be derived from the corresponding chiral Lagrangian. In particular, the one-flavor
partition function does not depend on the chemical potential in this domain. Since the
chemical potential of the phase quenched fermionic partition function can be interpreted as
an isospin chemical potential [27, 29] this partition function is µ-independent only up to
µ = mπ/2 at which point a phase transition to a pion condensation phase occurs. The phase
quenched bosonic partition function does not have a phase transition as a function of µ [22]
as will be discussed in more detail in the next section. An imaginary chemical potential does
not change the hermiticity properties of the Dirac operator and in the microscopic domain
the partition function does not depend on it.
The ensemble D2 does not have any other phase transitions in the nonuniversal domain.
On the other hand, the ensemble D1 has nonuniversal phase transition. For µ = iµi purely
imaginary it has a second order phase transition to a chirally restored phase at µi = 1 [24],
whereas for real µ it has a first order transition at µ = 0.527 [25]. This phase transition
resembles the QCD phase transition to a phase of nonzero baryon density which is why this
model is particularly interesting. One of the main questions of this paper is the fate of this
phase transition for the bosonic partition function.
The random matrix partition functions of both ensembles can be evaluated by a variety of
methods such as the supersymmetric method, the replica trick, resolvent expansion technique,
the Toda lattice equation, chiral Lagrangians etc. . However, only the partition functions of
the of the two-matrix ensemble D2 can be evaluated analytically at finite n using orthogonal
polynomial methods [22, 26, 30, 31]. The fermionic as well as phase quenched partition
functions of the ensembleD1 have been evaluated both for real [25, 32] and imaginary chemical
potential [24, 33]. Both exact results in terms of one-dimensional integrals [32] and mean field
results [25, 34] have been obtained. The bosonic partition function of the ensemble D1 has not
been studied in the literature, and we will evaluate it both for imaginary chemical potential
at nonzero quark mass and real chemical potential at zero quark mass.
3 Phase Quenched QCD
The phase quenched fermionic partition function can be rewritten as
Z1+1∗ = 〈|N det(D + µγ0 +m)|2〉,
= 〈|N det(D + µγ0 +m) det(D − µγ0 +m)〉, (3.1)
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and is therefore the two-flavor partition function at nonzero isospin chemical potential [27].
It has a phase transition to a Bose condensed phase at µ = mπ/2. This transition coincides
with the point where the quark mass enters the cloud of eigenvalues [28].
The phase quenched bosonic partition function (2.7) can be evaluated simply by writing
it as an integral over the joint probability distribution [22]
Z0/1+1∗(z, z
∗, µ) =
∫ n∏
k=1
d2zkw(zk, z
∗
k;µ)
(z2 − z2k)(z∗ 2 − z∗ 2k )
|∆(z2k)|2, (3.2)
where [26]
w(zk, z
∗
k ;µ) = |z|2ν+2en(1−µ
2)(z2+z∗2)/4µ2Kν
(
n(1 + µ2)|z2|
2µ2
)
. (3.3)
The integral diverges logarithmically when one of the eigenvalues is close to z. While the
divergent term dominates the partition function, the divergence can be absorbed into the
normalization. Then the bosonic determinant cancels against the same factor from the Van-
dermonde determinant and the partition function reduces to [22, 30]
Z0/1+1∗(z, z
∗, µ) ∼ w(z, z∗;µ) log(ǫ). (3.4)
This gives rise to a baryon density and a chiral condensate that depend smoothly on the
chemical potential and the phase transition of the the fermionic theory at µ = mπ/2 does not
take place.
The logarithmic singularity is a generic feature of the bosonic partition function which
can also be understood starting from a chiral Lagrangian. The Dirac operator in the phase
quenched bosonic partition function has to be regularized as [35]
Dreg =
(
Dˆ + µγ0 ǫ
−ǫ −Dˆ + µγ0
)
(3.5)
with the chiral block structure of the Dirac operator Dˆ given by
Dˆ =
(
m id
id† m
)
. (3.6)
The determinant of this two-flavor Dirac operator can be rewritten as
det((Dˆ + µγ0)
†(Dˆ + µγ0) + ǫ
2) = det(Dˆ1+ µγ0τ3 + ǫγ5iτ2), (3.7)
so that, physically, ǫ is the source term for the isospin condensate. By permutation of rows
and columns, the regularized determinant operator can be written as
det D˜reg (3.8)
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with
D˜reg =
(
ǫ+ imτ2 idτ1 + µiτ2
id†τ1 + µiτ2 ǫ+ imτ2
)
, (3.9)
which makes it possible to express the bosonic partition function as a convergent Gaussian
integral
Z0/1+1∗ =
〈∫ ∏
k
dφkdφ
∗
k exp

−
(
φ∗1
φ∗2
)T (
ǫ+ imτ2 idτ1 + µiτ2
id†τ1 + µiτ2 ǫ+ imτ2
)(
φ1
φ2
)〉 . (3.10)
The pion condensate is given by the expectation value
1
n
〈φ∗1 · φ1 + φ∗2 · φ2〉, (3.11)
which follows by differentiation with respect to the source term. A nonzero value of this
condensate spontaneously breaks the symmetry the Gl(1)/U(1) symmetry
(
φ1
φ2
)
→ exp(sτ3)
(
φ1
φ2
)
,
(
φ∗1
φ∗2
)T
→
(
φ∗1
φ∗2
)T
exp(sτ3), (3.12)
of D˜reg with s real (for ǫ→ 0). Note that an imaginary part of s would violate the complex
conjugation property of the integration variables and the integral would no longer be conver-
gent. In the chiral Lagrangian, the s-degree of freedom becomes a “Goldstone mode” which
for nonzero ǫ acquires a mass term
∼ ǫTreτ3s = 2ǫ cosh s. (3.13)
The integral over s gives the log ǫ-divergence of the partition function found earlier in this
section. This is a general argument that applies both to the ensemble D1 and the ensemble
D2 and applies as long as the above Gl(1)/U(1) symmetry is spontaneously broken.
The source term for the chiral condensate is the quark mass, and it is thus given by
1
n
〈φ∗1iτ2φ1 + φ∗2iτ2φ2〉. (3.14)
The corresponding Goldstone manifold for the noncompact symmetry is thus given by
esτ3Σce
sτ3 (3.15)
with Σc = iτ2. The s degree of freedom drops out of the Goldstone manifold, and it is not
possible to regularize the partition function by introducing a regulator mass in this source
term. If the partition function has to make sense we necessarily need a nonzero pion conden-
sate for which the Gl(1)/U(1) symmetry is spontaneously broken, and the Goldstone degree
of freedom s acquires the mass term (3.13).
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Let mc be the critical mass such that for m < mc, m is inside the support of the
spectrum of Dˆ, while for m > mc it is outside of this region. Then it is clear that the anti-
Hermitian Dirac operator (3.9) does not have a gap for m < mc (as a function of ǫ), and
the symmetry (3.12) is spontaneously broken. For m > mc, although the spectrum of the
matrix in (3.9) acquires a gap, the pion condensate (3.11) remains nonzero. The reason is
that the contribution of single eigenvalue of Dˆ+µγ0 close to the mass diverges as log ǫ in the
regularized partition function. This follows by writing the phase quenched bosonic partition
function in terms of the eigenvalues of the Dirac operator Dˆ + µγ0 as
Z =
∫
ρ(λ1, · · ·λn)∏n
k=1 |m2 − λ2k|2
n∏
k=1
dλkdλ
∗
k
∼ n log ǫ
4m2
∫
ρ(λ1, · · · λn−1,±m)∏n−1
k=1 |m2 − λ2k|2
n−1∏
k=1
dλkdλ
∗
k.
(3.16)
For the partition function D2 the bosonic determinant cancels against the Vandermonde de-
terminant, and we find that the chiral condensate is given bym/µ2. For the partition function
D1 it is not possible to further simplify (3.16), but we expect that the chiral condensate re-
mains continuous at m = mc. Indeed, for the random matrix ensemble D1, the partition
function is still dominated by the logarithmic singularity due to a single eigenvalue close to
the quark mass, and because of eigenvalue repulsion, there are no other eigenvalues close to
m. In particular, the joint eigenvalue density ρ(λ1, · · · λn−1,±m) vanishes linearly for any
of the λ1, · · · , λn−1 close to ±m. However, we no longer have the exact cancellation of the
bosonic determinant against the Vandermonde determinant.
The chiral Lagrangian for the phase quenched partition function of D1 was derived in
[21]. The mean field limit of the corresponding partition function given by (in units where
Σ = 1)
Z(m,µ) = e−4nµ
2−nm2/µ2 (3.17)
results in the chiral condensate
Σ(m,µ) = − 1
2n
d
dm
logZ(m,µ) =
m
µ2
, (3.18)
and the baryon density
nB(µ)− 1
2n
d
dµ
logZ(m,µ) = 4µ − m
2
µ3
. (3.19)
In the Bose-condensed phase the mean field limit of the fermionic phase quenched partition
function is given by
Z1+1∗/0(m,µ) = e
4nµ2+nm2/µ2 (3.20)
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resulting in the same chiral condensate and baryon density as obtained for the bosonic par-
tition function. In the normal phase (m > 2µ2) the mean-field limit of the phase quenched
partition function is given by
Z1+1∗/0(m,µ) = e
4nm. (3.21)
This phase is not present in the bosonic partition function.
What we learn from this example is that in order to obtain the log ǫ dependence, the
noncompact flavor symmetry of the bosonic partition function has to be broken spontaneously.
If it would not be broken, the noncompact degree of freedom could not be regularized and
the regularization that works for the fundamental theory, would fail for the effective theory.
4 One Flavor Partition Function at Imaginary Chemical Potential
The fermionic one-flavor partition function of the random matrix theory D1 was analyzed in
[24, 33] for imaginary chemical potential and in [25, 32] for real chemical potential. Some of
the relevant results for the fermionic partition function will be reviewed in the next subsection,
while the bulk of this section is devoted to the derivation of an analytical expression for the
bosonic partition function, and a comparison of observables for the two partition functions.
4.1 The Fermionic Partition Function at Nonzero (Imaginary) Chemical Poten-
tial
The fermionic one-flavor partition function can be evaluated by writing the determinant as a
Grassmann integral and performing a Hubbard-Stratonovitch transformation after averaging
over the randomness, or alternatively by super-bosonization [36–40]. The exact result for
finite n in the sector of topological charge ν is given by [24, 32]
Zν(m,µ) =
∫ ∞
0
dssν+1Iν(2mnsΣ)(s
2 − µ2)ne−nΣ2(s2−µ2+m2). (4.1)
This result is valid both for arbitrary complex chemical potential, and in particular for real or
purely imaginary chemical potential. It has two phases, a chirally broken phase and a phase
with restored chiral symmetry. In units where Σ = 1, the critical curve is given by [24, 25, 32]
Re(1 + µ2 + log µ2) = 0. (4.2)
In Fig. 1 we show this curve in the complex µ-plane. The first order lines end at µ = ±i
where the transition is of second order.
An alternative expression for the fermionic partition function can be obtained by means
of the superbosonization technique. The result can be expressed as (see Appendix A)
Zν(m,µ) =
(n+ 1)!enΣ
2µ2
(n+ 1− ν)!
∫ π
−π
dβ
∫ 1
−1
xdxe−iβ(2n+ν)xνIν(2me
iβx)J0(2µe
iβ
√
1− x2)ee2iβx2/nΣ2 .
(4.3)
– 9 –
Figure 1. Phase diagram of the random matrix partition function in the complex µ plane in units
where the chiral condensate is equal to 1.
The integrals over x and β can be performed analytically resulting in a finite sum that can
easily be evaluated numerically.
4.2 The Bosonic Partition Function
After averaging over the chiral random matrix ensemble, the one-flavor bosonic partition
function for ν = 0 and imaginary chemical potential is given by [10]
Z(m, iµi) = e
n¯Σ2µ2i
∫
dφ∗1dφ1dφ
∗
2dφ2 exp
[
i
(
φ∗1
φ∗2
)(
im µi
µi im
)(
φ1
φ2
)
− φ
∗
1 · φ1φ∗2 · φ2
n¯Σ2
]
, (4.4)
where the normalization factor exp n¯Σ2µ2 is chosen to give a µ-independent partition function
in the chiral limit below the critical point. We distinguish n¯ appearing in the probability
distribution and the number of components n of the vector φ1. Instead of using a Hubbard-
Stratonovitch transformation to linearize the quartic term, we use the bosonic part of the
superbosonization transformation to evaluate the integral. The starting point is to insert the
δ -function
δ(Φ − S) (4.5)
in the partition function with S a positive definite Hermitian matrix and
Φ =
(
φ∗1 · φ1 φ∗1 · φ2
φ∗2 · φ1 φ∗2 · φ2
)
. (4.6)
The partition function can then be rewritten as
Z(m, iµi) = e
n¯Σ2µ2i
∫
dSdΦδ(S − Φ)e−mTrΦ+iµiTrσ1Φ−S11S22/n¯Σ2 , (4.7)
– 10 –
where the integral is over Hermitian matrices S. The δ-function can be expressed as [43]
δ(S − Φ) =
∫
dFeiTrF (S−Φ−iǫ) (4.8)
resulting in the partition function
Z(m, iµi) = e
n¯Σ2µ2i
∫
dSddΦdFeiFSe−mTrΦ+iµiTrσ1Φ−iTrFΦ−S11S22/n¯Σ
2
. (4.9)
The integral over Φ evaluates to
Z(m, iµi) = e
nµ2i
∫
dSdFeiTrFS
1
detn[F − im− σ1µi]e
−S11S22/nΣ2 . (4.10)
The integral over F is an Ingham-Siegel integral [21, 41–43] which is known analytically,∫
dFdet−n(F − iǫ)eiTrSF = θ(S)detn−2Se−ǫTrS, (4.11)
where θ(S) indicates that S is positive definite. We thus find
Z(m,µi) = e
n¯Σ2µ2i
∫
S>0
dSdetn−2Se−m(S11+S22)+iµi(s12+s21)−S11S22/n¯Σ
2
. (4.12)
For ν 6= 0, we choose φ1 to be of length n + ν and φ2 of length n. When comparing
different topological sectors [23], we will put n¯ = n+ν/2 and keep n¯ fixed so that the number
of eigenvalues of the Dirac matrix is the same for different ν. In Eq. (4.10) this results in an
extra factor 1/(F11 − iz)ν ,
Zν(m, iµi) = e
n¯Σ2µ2i
∫
dSeiTrFS
1
detn[F − im− σ1µi](F11 − im)ν e
−S11S22/n¯Σ2 , (4.13)
and after shifting the diagonal matrix elements of F by im, we need to evaluate the integral∫
dFdet−n(F − iǫ)(F11 − iǫ)−νeiTrSF . (4.14)
To calculate this integral we rewrite the determinant to obtain∫
dF (F22 − iǫ− F21F12/(F11 − iǫ))−n(F11 − iǫ)−ν−neiTrSF . (4.15)
The integral over F22 can be performed by a contour integration resulting in
2πin
(n− 1)!S
n−1
22 θ(S22)
∫
dFs(F11 − iǫ)−ν−neiTrS22
F21F12
F11−iǫ
+iS11F11+iS12F21+iS21F12 .
(4.16)
The integral over F12 and F21 = F
∗
12 is a Gaussian integral which can be easily evaluated. We
find
2πin
(n− 1)!S
n−1
22
πi
S22
θ(S22)
∫
dF (F11 − iǫ)−ν−n+1e−iTrS12S21F11/S22+iS11F11 . (4.17)
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Also the integral over F11 can be performed by a contour integration so that we finally obtain
for the integral (4.14)
−2π(−i)
ν+1
(n− 1)! S
n−2
22 π
2π
(n+ ν − 2)! (S11 − S12S21/S22)
n+ν−2θ(S22)θ(S11 − S12S21/S22)
= − 4(π(−i))
nu+1
(n− 1)!(n + ν − 2)!det
n−2S[detS/S22]
νθ(S), (4.18)
where θ(S) denotes that S is positive definite.
The integration over positive definite matrices S can be performed by using the param-
eterization
S = ev
(
eu cosh s ieiφ sinh s
−ie−iφ sinh s e−u cosh s
)
. (4.19)
The integration measure is given by
dS = 4e4v cosh s sinh s. (4.20)
This results in the partition function
Zν(m, iµi) =
en¯Σ
2µ2i
(n− 1)!(n + ν − 2)!
∫
dvdudsdφ cosh s sinh se2nv
[
eu+v
cosh s
]ν
×e−2mev cosh s cosh u−2iµiev sinh s sinφ−e2v cosh2 s/n¯Σ2 . (4.21)
The integrals over u and φ can be expressed in terms of Bessel functions
Zν(m, iµi) =
en¯Σ
2µ2i
(n− 1)!(n + ν − 2)!
∫
dvds
cosh s sinh s
coshν s
e(2n+ν)vKν(2me
v cosh s)J0(2µie
v sinh s)
×e−e2v cosh2 s/n¯Σ2 . (4.22)
After shifting the v-integration by log cosh s and choosing x = exp v as a new integration
variable we obtain
Zν(m, iµi) =
en¯Σ
2µ2i
(n− 1)!(n + ν − 2)!
∫
dxds
cosh s sinh s
cosh2n+2ν s
x2n+ν−1Kν(2mx)J0(2µix tanh s)e
−x2/n¯Σ2 .
(4.23)
The integral over y can be evaluated as a Bessel function resulting in the expression
Zν(m, iµi) =
1
2
en¯Σ
2µ2i
µ1−n−ν n¯(n+1)/2
(n− 1)!
∫ ∞
0
dxxnJn+ν−1(2µix
√
n¯)Kν(2mx
√
n¯)e−x
2/Σ2 , (4.24)
where we have also rescaled the integration variable by
√
n¯. This form can easily be evaluated
numerically also for large values of n. However, because of the oscillatory nature of the
integrand, it is not amenable to mean field estimates.
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Next we derive an expression for the partition function in terms of a positive definite
integrand. This result can be obtained if we insert the following representation for the Kν
function
Kν(x) =
1
2
xν
2ν
∫ ∞
0
ds
sν+1
e−s−x
2/4s (4.25)
resulting in
Zν(m, iµi) =
1
4
en¯Σ
2µ2i
µ1−n−νi n¯
(n+1)/2
(n− 1)!
∫ ∞
0
ds
(xm
√
n¯)ν
sν+1
∫ ∞
0
dxxnJn+ν−1(2µix
√
n¯)
×e−s−m2x2n¯/s−x2/Σ2 . (4.26)
The integral over x is known analytically [46]∫ ∞
0
dxxn+νJn+ν−1(βx)e
−αx2 =
βn+ν−1
(2α)n+ν
e−β
2/4α. (4.27)
After changing the integration variable be s→ sn¯m2 we find
Zν(m, iµi) =
n¯nen¯Σ
2µ2i
8(n − 1)!m
−ν
∫ ∞
0
ds
sν+1
e−sn¯m
2 1
(1/s + 1/Σ2)n+ν
e−n¯µ
2
i /(1/s+1/Σ
2)
=
n¯enΣ
2µ2i
8
m−ν
∫ ∞
0
sν
ds
s
e−n¯m
2/s 1
(s+ 1/Σ2)n+ν
e−n¯µ
2
i /(s+1/Σ
2), (4.28)
where we also changed s→ 1/s in the last line.
4.3 Limiting Cases
In this subsection, we derive three limiting cases of (4.28), the microscopic limit, the µi → 0
limit, the chiral limit and the large n-limit of the bosonic partition function.
In the microscopic limit for the mass, mn¯ = fixed for n¯→∞ and n→∞ with n→ n¯ at
fixed imaginary chemical potential the partition function simplifies to
Zν(m, iµi) =
enΣ
2µ2i
8(n − 1)! (n¯Σ
2)n+νmν
∫ ∞
0
ds
sν+1
e−se−n¯
2m2Σ2/s−µ2i n¯Σ
2(1−n¯Σ2m2/s)
=
enΣ
2µ2i
8(n − 1)! (n¯Σ
2)n+νmν2(n¯mΣ
√
1− µ2iΣ2)−νe−µ
2
i n¯Σ
2
Kν(2n¯mΣ
√
1− µ2iΣ2)
=
enΣ
2µ2i
8(n − 1)!
n¯nΣ2n+ν
(1 − µ2iΣ2)ν/2
e−µ
2nΣ2Kν(2n¯mΣ
√
1− µ2iΣ2), (4.29)
which is consistent with the result obtained in [10].
For µi = 0 the partition function (4.22) can be written as
Zν(m, iµi = 0) =
∫ ∞
0
dxdsx2n+ν−1 cosh s sinh sK0(2mx cosh s)e
−x2 cosh2 s/n¯Σ2 . (4.30)
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After rescaling x by cosh s , the s integral gives an overall constant so that the partition
function simplifies to
Zν(m, iµi = 0) =
∫ ∞
0
dxx2n+ν−1Kν(2mx)e
−x2/n¯Σ2 . (4.31)
This is indeed the Cauchy transform of a Laguerre polynomial [44], which is the correct finite
n result for the chiral random matrix partition function.
For m→ 0 we have that
Kν(2mx
√
n¯) ∼ 1
2
(mx
√
nb)−ν for ν 6= 0,
K0(2mx
√
n¯) ∼ − logm for ν = 0. (4.32)
For ν = 0, the chiral limit can be worked out analytically
Zν=0(m→ 0, iµi) = −1
2
enΣ
2µ2i
µ1−nn¯(n+1)/2
(n− 1)! logm
∫ ∞
0
dxxnJn−1(2µix
√
n¯)e−x
2/Σ2 . (4.33)
This integral is known analytically [46] resulting in
Zν=0(m→ 0, iµi) = − n¯
n22n−2
(n− 1)!Σ2n logm. (4.34)
In the chiral limit, the partition function is dominated by the logarithmic singularity which
does not depend on the imaginary chemical potential. Contrary to the fermionic partition
function, it is always in a phase with zero “baryon density”.
For large n the partition function can be evaluated by a saddle point approximation. The
saddle point equation for the expression in the second line of (4.28) reads
− m
2
s2
+
1
1 + s
− µ
2
(1 + s)2
= 0. (4.35)
To leading order in m the solution is given by
s¯ =


m√
1− µ2i
, µi < 1,
µ2i − 1, µi > 1,
(4.36)
resulting in the free energy (F¯ = (logZ)/n)
F¯ =


2m
√
1− µ2i , µi < 1,
1− µ2i + log µ2i +
m2
µ2i − 1
, µi > 1.
(4.37)
The chiral condensate is given by
− 1
2n
d logZ
dm
=


√
1− µ2i , µi < 1,
m
µ2i − 1
, µi > 1,
(4.38)
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Figure 2. The chiral condensate (left) and the baryon density (right) as a function of the imaginary
chemical potential. We show the result for the one-flavor bosonic partition function (blue), the one
flavor fermionic partition function (red) and the mean field result (black).
and the baryon number density by
− 1
2n
d logZ
dµi
=


0, µi < 1,
− 1
µi
+ µi, µi > 1.
(4.39)
The baryon number susceptibility at imaginary chemical potential is defined by
χB = − 1
2n
d2 logZ
dµ2i
=


0, µi < 1,
1
µ2i
+ 1, µi > 1.
(4.40)
In Fig. 2 we show the chiral condensate (left) and the baryon number (right) as a function
of the imaginary chemical potential. The results are for n = 100, m = 3/100 in case of the
chiral condensate and n = 100, m = 3/10000 in case of the baryon number all in units with
Σ = 1 in the partition function. Both the results for the fermionic partition function (blue)
and the bosonic partition function (red) are close to the mean field result (black) which has
been obtained for n→∞ in the chiral limit.
The baryon number susceptibility defined in Eq. (4.40) is shown in Fig. 3 as a function
of the imaginary chemical potential for n = 100 and m = 3/10000. Again the bosonic and
fermionic susceptibility are close to the mean field result, but the deviation near the critical
point is much larger than in case of the baryon number density (see Fig. 2). The convergence
of the susceptibility to the thermodynamical limit is non-uniform in m.
5 Bosonic Partition Function for Real Chemical Potential
In this section we consider the massless bosonic chiral random matrix partition function for
real chemical potential. In this case, the partition function can be expressed in terms of
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the joint probability distribution of the Ginibre ensemble, which allows us to obtain exact
analytical results. We start with a heuristic derivation of the mean field results for the
chemical potential dependence of the partition function, and in the second subsection we
reduce this partition function to a two-dimensional integral. Everywhere in this section we
work in units where Σ = 1 and in the sector of zero topological charge.
5.1 Heuristic Derivation of the Mean Field Result
In units where Σ = 1 and ν = 0, the massless bosonic partition function can be expressed as
Z0/1(µ) = e
−nµ2
〈
det
1
D(µ)
〉
(5.1)
with D(µ) given by
D(µ) =
(
0 id+ µ
−id† + µ 0
)
, (5.2)
and the normalization factor exp(−nµ2) has been included to give the correct µ dependence for
small µ. If µ is inside the domain of eigenvalues, the partition function has to be regularized.
This can be done in the same way as for the phase quenched bosonic partition function,
Z0/1(µ) =
〈
det∗D(µ)
det(D(µ)D(µ)† + ǫ2)
〉
, (5.3)
where the limit ǫ→ 0 has to be taken at the end of the calculation. Contrary to the partition
function with a pair of conjugate bosonic quarks at nonzero chemical potential, this partition
function, because of the extra fermionic determinant, is finite for ǫ → 0. At the mean field
level we expect that this partition function is given by the ratio of two fermionic partition
Figure 3. The baryon number susceptibility as a function of the imaginary chemical potential, µi for
n = 100 and m = 3/10000. Results are shown for the fermionic partition function (red), the bosonic
partition function (blue), and the mean field limit of these partition functions.
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Figure 4. The baryon number density (left) and baryon number susceptibility (right) as a function
of the chemical potential, µ for n = 100 and m = 0. Results are give for the fermionic partition
function (red), the bosonic partition function (blue), and the mean field limit of the bosonic partition
function.
functions,
ZMFT0/1 (µ) =
ZNf=1(µ)
ZNf=1+1∗(µ)
, (5.4)
where ZNf=1+1∗(µ) is the phase quenched partition function, or equivalently, the product of
the same one flavor partition function and the bosonic phase quenched partition function (see
Eq. (3.17)). The baryon density is thus given by
nB = − 1
2n
d
dµ
logZ0/1(µ)
1
2n
d
dµ
logZ1+1∗(µ)− d
dµ
logZ1(µ). (5.5)
The µ dependence of both partition functions is well known [21, 25] and is given by
1
2n
d
dµ
logZ1+1∗(µ) = θ(1− µ)4µ+ θ(µ− 1)(2µ + 2
µ
)
1
2n
d
dµ
logZ1(µ) = θ(µ− µc)(µ+ 1
µ
). (5.6)
where µc = 0.527. In Fig. 4, the black curve represents the mean field result for the baryon
density. In the same figure we have plotted the analytical for finite n (blue curve), which
will be derived in the next subsection, and the finite n result for the baryon density of the
fermionic partition function (red curve). When µ is outside the domain of eigenvalues, the
fermionic and bosonic results become equal in the thermodynamic limit.
5.2 The Finite n Massless Bosonic Partition Function at Nonzero Chemical Po-
tential
In this section we evaluate the massless bosonic randommatrix partition function as a function
of the real baryon chemical potential. This partition function can be written as (the equality
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only holds for even n) [48]〈
1
det(d+ µ) det(−d† + µ)
〉
=
〈
1
det(d+ µ) det(d† − µ)
〉
, (5.7)
where the matrix elements of the complex n× n matrix d are distributed according to
p(d) = e−n¯Trd
†d. (5.8)
The quenched matrix ensemble with this distribution, known as the Ginibre ensemble, has
the joint eigenvalue density
P (zk) = ∆(λk)∆(λ
∗
k)
∏
k
e−n¯λ
∗
kλk , (5.9)
where ∆(λk) is the Vandermonde determinant. The corresponding monic orthogonal polyno-
mials and their normalization are equal to
pn(z) = z
n, with hn =
∫
dzdz∗p∗n(z)pm(z) = δnm
n!
n¯n+1
. (5.10)
The partition function of the Ginibre ensemble, defined as the integral over the probability
distribution, can be obtained by expressing the Vandermonde determinants in terms of these
orthogonal polynomials. Performing the integrals by means of orthogonality relations we
obtain
ZGn = n!
n−1∏
k=0
hk. (5.11)
In terms of the eigenvalues of d, the bosonic partition function can be written as
Z0/1(µ) =
e−nµ
2
ZGn
∫ ∏
k
dλkdλ
∗
k
e−n¯λ
∗
kλk
(λk + µ)(λ
∗
k + µ)
|∆(λk)|2. (5.12)
To evaluate this partition function we need identity
un−1
∆k(λi)∏n
k=1(λk − u)
=
n∑
k=1
(−1)k+n λ
n−1
k
(λk − u)∆
′
k(λi), (5.13)
where
∆′p(zk) =
∏
k<l,kl 6=p
(zk − zl). (5.14)
This identity can be proved by including the factors 1/(λk − u) in the determinant and
expanding it with respect to the last row. Applying this identity to the bosonic determinant
results in
(−1)n−1µ2n−2 1∏n
k=1(λk − u)(λ∗k + u)
=
n∑
k,l=1
(−1)k+l λ
n−1
k λ
∗
l
n−1
(λk − µ)(λ∗l + µ)
∆′k(λi)∆
′
l(λ
∗
j)
∆k(λi)∆l(λ
∗
j)
.(5.15)
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We can distinguish two types of terms, those with k = l, and those with k 6= l. All terms of
each type give the same contribution to the bosonic partition function. We thus find
Z0/1(µ) = e
−nµ2 n(−1)n−1
ZGn µ
2n−2
∫ ∏
k
dλkdλ
∗
ke
−n¯λkλ
∗
k
(λ1λ
∗
1)
n−1
(λ1 − µ)(λ∗1 + µ)
∆′1(λi)∆
′
1(λ
∗
j )
−e−nµ2 n(n− 1)(−1)
n−1
ZGn u
2n−2
∫
dλkdλ
∗
ke
−n¯λkλ
∗
k
(λ1λ
∗
2)
n−1
(λ1 − u)(λ∗2 + u)
∆′1(λi)∆
′
2(λ
∗
j ),
(5.16)
where the partition function is normalized with respect to the Ginibre partition function
(5.11). This expression can be rewritten as
Z0/1(µ) = e
−nµ2 n(−1)n−1
ZGn µ
2n−2
∫
dλ1dλ
∗
1e
−n¯λ1λ∗1
(λ1λ
∗
1)
n−1
(λ1 − u)(λ∗1 + u)
ZGn−1
+e−nµ
2 n(n− 1)(−1)n
ZGn µ
2n−2
∫
dλ1dλ
∗
1dλ2dλ
∗
2e
−n¯(λ1λ∗1−λ2λ
∗
2)
(λ1λ
∗
2)
n−1
(λ1 − µ)(λ∗2 + µ)
×〈πn−2(λ2)πn−2(λ∗1)〉ZGn−2. (5.17)
where the average of two characteristic polynomials is defined by
〈πn−2(u)πn−2(v∗)〉 = 1
ZGn−2
∫ n−2∏
k=1
dλkdλ
∗
l
π
n−2∏
k=1
(u− λk)(v∗ − λ∗k)e−n¯λkλ
∗
k |∆(λ1, · · · , λn−2)|2.
(5.18)
This average can be expressed in terms of the two-point kernel of the Ginibre ensemble [47]
〈πn−2(u)πn−2(v∗)〉 = hn−2
n−2∑
k=0
(uv∗)k
hk
. (5.19)
This results in the partition function
Z0/1(µ) =
(−1)n−1e−nµ2
hnµ2n−2
∫
dλ1dλ
∗
1e
−n¯λ1λ∗1
(λ1λ
∗
1)
n−1
(λ1 − µ)(λ∗1 + µ)
(5.20)
−(−1)
n−1e−nµ
2
hn−1µ2n−2
∫
dλ1dλ
∗
1dλ2dλ
∗
2e
−n¯λ1λ∗1−n¯λ2λ
∗
2
(λ1λ
∗
2)
n−1
(λ1 − µ)(λ∗2 + µ)
n−2∑
k=0
(λ2λ
∗
1)
k
hk
.
This derivation is also valid for complex values of µ. The first integral in Eq. (5.21) is
logarithmically divergent for purely imaginary µ and has to be regularized which can be
done by including a mass term. The resulting logarithmically divergent part of the partition
function is µ independent, which agrees with the result for the chiral limit of the bosonic
partition function at imaginary chemical potential which diverges as logm for ν = 0 (see Eq.
(4.34)).
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The integrals can be calculated using polar coordinates and converting the angular inte-
gral to a contour integral,
Z0/1(µ) =
(−1)n−1e−nµ2
hn−1µ2n−2π
∫
dλdφe−n¯λ
2 λ2n−2
(λeiφ − µ)(λe−iφ + µ)
−(−1)
n−1e−nµ
2
hn−1µ2n−2π2
n−2∑
k=0
(−1)k+n
hk
[∫
dλdφe−n¯λ
2 λn+keiφ(n−1−k)
(λeiφ − µ)
]2
=
2(−1)n−1e−nµ2
hn−1µ2n−2
[
−
∫ |µ|
0
dλe−n¯λ
2 λ2n−1
µ2 + λ2
+
∫ ∞
|µ|
dλe−n¯λ
2 λ2n−1
µ2 + λ2
]
−4(−1)
n−1e−nµ
2
hn−1µ2n−2
n−2∑
k=0
(−1)k+n
hk
[∫ ∞
|µ|
dλe−n¯λ
2
λ2k+1µn−2−k
]2
(5.21)
Note that this partition function is not an analytic function of µ which was also the case for
the bosonic partition function of model (2.2) [22]. Because of large cancellations this form of
the partition function is not amenable to a mean field analysis. In Appendix B we derive a
form where these cancellations have been taken care of analytically. It is given by (for µ > 0)
Z0/1(u) =
e−nµ
2
hn−1
[∫ ∞
0
dx
e−n¯µ
2(2x+1)
x+ 1
−
∫ 1
0
dx
e−n¯µ
2(2x+1)
x+ 1
(
Γ(n− 1,−n¯µ2x)
Γ(n− 1)
)
+
∫ 1
0
dx
e−n¯µ
2(x+y)
x+ 1
(−x)n
(
1− Γ(n− 1, n¯µ
2
Γ(n− 1)
)]
. (5.22)
We have checked that this result agrees with a direct evaluation of the partition function for
n = 2 and n = 3. See Appendix C for the brute force expressions for n = 2 and n = 3.
5.3 Large n Limit of the Bosonic Partition Function
In the large n limit, where we take n¯ = n, the first term of Eq. (5.22) is given by
1
hn−1
1
4nu2
e−4nµ
2 ∼ e
−n(4µ2−1)
4µ2
√
2πn
, (5.23)
and the second term by

1
hn−1Γ(n− 1)
e−3nµ
2
(−nµ2)n−3
2nµ2(1 + 1/µ2)(1/µ2 − 1) ∼
(−1)ne−n(3µ2−logµ2−2)
4πn2µ2(1 + µ2)(1− µ2) , for µ < 1
1
hn−1
e−2nµ
2
2nu2(1 + 1/µ2)
∼ e
−n(1+2µ2)
√
2πn2n(1 + µ2)
for µ > 1
.(5 24)
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Figure 5. The baryon number susceptibility near the critical point for n¯ = n = 100 (dashed) and
n¯ = n = 400 (solid) both for the bosonic 9 (blue) and the fermionic partition function. Up to a minus
sign, which could have been absorbed by the definition of the bosonic baryon number susceptibility,
the result are similar.
The last term factorizes into the product of two integrals. For large n it can be approximated
by 

Γ(n− 1)
hn−1
(−1)ne−nµ2
(nµ2)n(1 + 1/µ2)
∼ (−1)
nµ2e−n log µ
2 − nµ2
1 + µ2
for u > 1
1
hn−1Γ(n− 1)
(−1)ne−3nµ2(−nµ2)n−3
2(1− 1/µ2)2 ∼
(−1)ne−n(3µ2−log µ2−2)
4πnµ2(1− µ2)2 for µ < 1
(5.25)
This result agrees with the heuristic estimate of section 5.1.
In Fig. 4 we show the baryon number density and the baryon number susceptibility as
a function of the chemical potential for n = 100 and m = 0. Results are given for fermionic
partition function (red), the bosonic partition function (blue) and the mean field limit of
the bosonic partition function. The susceptibility diverges at µ = µc = 0.523 as ∼ n in the
thermodynamical limit, see Fig. 5. This reflects that the slope
dnB
dµ
∣∣∣∣
µ=µc
∼ n. (5.26)
Note that we could have defined the baryon number susceptibility with the opposite sign.
6 Conclusions
We have studied bosonic random matrix partition functions (averages of inverse determi-
nants) and compared them to fermionic random matrix partition functions (averages of a
determinants) for the same value of the external parameters. In particular, we consider the
dependence of the chiral condensate, the baryon density and the baryon number susceptibility
on the (imaginary) chemical potential and the quark mass. For imaginary chemical potential,
µi, and nonzero quark mass, these observables approach the same limit for n → ∞, where
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the µi-dependence is given by the mean field result of the effective partition function. In the
chiral limit, the bosonic partition function diverges as logm whereas the fermionic partition
function remains finite.
We have seen two cases where the bosonic partition is always in the broken phase while
the fermionic partition function undergoes a phase transition to the restored phase. The
first case is the phase quenched partition function, where the pion condensate of the bosonic
partition function is nonvanishing for all µ while it is becomes zero for µ < mπ/2 in case of
the fermionic partition function. The second case is the chiral limit of the one flavor partition
function as a function of imaginary chemical potential. In this case the fermionic partition
function has as phase transition to the restored phase at µi = 1 while the bosonic partition
diverges as logm and is in the same phase for all values of µi. As a side remark we note that
this gives us two more examples where the replica trick is doomed to fail [20].
The spontaneous breaking of noncompact symmetries has also been studied for hyperbolic
spin models in one and two dimensions. The conclusion of this work is that a noncompact
symmetry is always broken spontaneously, even in one and two dimensions, if the partition
function diverges for vanishing symmetry breaking term. Our work supports this conclusion
for a different class of models.
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A Derivation of the Fermionic Partition Function Using Superbosonization
Superbosonization was developed as an alternative to the Hubbard-Stratonovitch transfor-
mation [36–40] in order to be able to deal with non-Gaussian probability distributions. Below
we only use the fermion-fermion part of the superbosonization transformation. The fermionic
partition function is given by
Zν(z, µ) = enΣ
2µ2
∫
dχ∗1dχ1dχ
∗
2dχ2 exp
[(
χ∗1
χ∗2
)(
z µ
µ z
)(
χ1
χ2
)
+
1
nΣ2
χ∗1 · χ1χ∗2 · χ2
]
, (A.1)
where the vector χ1 is of length n + ν and the length of the vector χ2 is of length n. To
linearize the four-fermion term, we use the fermion-fermion part of the superbosonization
transformation by inserting the δ-function
δ(G − Y ) =
∫
dFeiTrF (G−Y ) (A.2)
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with
G =
(
χ∗1χ1 χ
∗
1χ2
χ∗2χ1 χ
∗
2χ2
)
, (A.3)
and Y † = Y . After integration of the χ-variables, this results in the partition function,
Zν(z, µ) = enΣ
2µ2
∫
dY dFF ν11det
nF exp
[
z(Y11 + Y22) + µ(Y12 + Y21) +
Y11Y22
nΣ2
− iTrFY
]
.
(A.4)
The integral over F can be evaluated by means of an Itzykson-Zuber integral as
[i∂Y11 ]
ν
∫
dFdetnFe−iTrFY (A.5)
with ∫
dFdetnFe−iTrFY =
∫ ∏
dfk∆
2({fk})
∏
fnk
det eifkyl
∆({fk})∆({yl})
=
det δ(n+k−1)(yl)
∆({yl}) (A.6)
where δ(p)(y) is the p-th derivative of a δ-function. Acting on a regular test function F (Y ),
it has the property [39]
∫
DY
det δ(n+k−1)(yl)
∆({yl}) F (Y ) =
∫
dY
∑
π
(−1)σπ
∏p
k=1 ∂
n+k−1
yπ(k)
F (Y )
∆({yl})
∣∣∣∣∣
yk=0
=
∫
dU
∮ ∏
k
dyk2πi∆
2({yl})
∑
π
(−1)σπ F (Y )
∆({yl})
∏p
k=1 y
n+k
π(k)
=
∫
dU
∮ ∏
k
dyk
2πi
∆2({yl})
∑
π
(−1)σπ
F (Y )
∏p
k=1 y
p−k
π(k)
∆({yl})
∏p
k=1 y
n+p
k
=
∫
Y ∈U(p)
dY
(2π)4
det−n−pY F (Y ), (A.7)
where in the second last equation we have used that the last product is a Vandermonde
determinant. Note the measure dY is the product over independent differentials. We thus
arrive at the partition function
Zν(z, µ) = enΣ
2µ2
∫
Y ∈U(2)
dY
2π4
[[i∂Y11 ]
νdet−n−2Y ] exp
[
z(Y11 + Y22) + µ(Y12 + Y21) +
Y11Y22
nΣ2
]
=
(n+ ν + 1)!enΣ
2µ2
(n+ 1)!
∫
Y ∈U(2)
dY
(2π)4
[−iY22]ν
detn+2+νY
(A.8)
× exp
[
z(Y11 + Y22) + µ(Y12 + Y21) +
1
nΣ2
Y11Y22
]
.
We parameterize Y as
Y = eiβ
(
eiα cos θ eiφ sin θ
−e−iφ sin θ e−iα cos θ
)
, (A.9)
where β ∈ [0, 2π], φ ∈ [0, 2π], α ∈ [0, π] and θ ∈ [0, π]. The invariant measure is given by
dY
(2π)3 det2 Y
=
cos θ sin θdβdαdθdφ
2π3
. (A.10)
This results in the partition function
Zν(z, µ) =
(n+ ν + 1)!enΣ
2µ2
2π(n+ 1)!
∫
dβdαdθdφ
(2π)2
cos θ sin θe−2iβ(n+ν)(−i)νeiν(β−α) cosν θ
×e2zeiβ cos θ cosα+2iµeiβ sin θ sinφ+ 1nΣ2 e2iβ cos2 θ.
(A.11)
The integral over α and φ gives a modified Bessel function so that we finally obtain
Zν(z, µ) =
(n+ ν + 1)!enΣ
2µ2
2π(n+ 1)!
∫
dβdθ
4π
cos θ sin θe−2iβne−iβν cosν θIν(2ze
iβ cos θ)
×J0(2µeiβ sin θ)e
1
nΣ2
e2iβ cos2 θ.
(A.12)
The normalization will be fixed by the result for µ = 0.
Zν(z, µ = 0) =
(n+ ν + 1)!
(n+ 1)!
∫
dβdθ cos θ sin θe−2iβne−iβν cosν θIν(2ze
iβ cos θ)e
1
nΣ2
e2iβ cos2 θ
=
(n+ ν + 1)!
(n+ 1)!
∫
dβdxxe−2iβne−iβνxνIν(2ze
iβx)e
1
nΣ2
e2iβx2
=
(n+ ν + 1)!
(n+ 1)!
∫ 1
0
dxx
∑
k+l=n
(zx)2k+νxν(
1
nΣ2
x2)l
1
k!(k + ν)!l!
=
1
2
(n+ ν)!
(n+ 1)!
n∑
k=0
(z)2k+ν(nΣ2)k−n
1
k!(k + ν)!(n− k)! . (A.13)
The sum is exactly the expression for a Laguerre polynomial so that
Z(z, µ = 0) =
zν
(n+ 1)!Σ2n
Lνn(−z2nΣ2). (A.14)
In the microscopic limit this reduces to
Z(z, µ = 0) =
1
(n+ 1)!Σ2n+ν
Iν(2znΣ). (A.15)
To get the correct ν dependence we have to include an additional factor of Σν in the partition
function which was already observed in [33].
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B Massless one Flavor Bosonic Partition Function
The goal of this appendix to derive a form of the massless bosonic one flavor partition function
where the cancellation of the leading order terms has been take care of analytically. The
starting point is in the expression in (5.21)
Z
Nf=−1
n (µ) =
(−1)n−1
hn−1
[
−
∫ 1
0
dxe−n¯µ
2x x
n−1
x+ 1
+
∫ ∞
1
dxe−n¯µ
2x x
n−1
x+ 1
]
−(−1)
n−1
hn−1
n−2∑
k=0
(−1)k+n
hk
[
µk+1
∫ ∞
1
dxe−n¯µ
2xxk
]2
.
(B.1)
The sum on the second line of this equation can be written as
n−2∑
k=0
(−1)k
hk
[
µk+1
∫ ∞
1
dxe−n¯µ
2xxk
]2
=
n−2∑
k=0
(−1)k
hk
µ2(+1)
∫ ∞
1
dye−n¯µ
2yyk(
∫ ∞
0
dxe−n¯µ
2xxk −
∫ 1
0
dxe−n¯µ
2xxk)
=
n−2∑
k=0
(−1)k
hk
µ2(k+1)
∫ ∞
1
dye−n¯µ
2yyk
(
k!
(n¯µ2)k+1
−
∫ 1
0
dxe−n¯µ
2xxk
)
=
n−2∑
k=0
∫ ∞
1
dye−n¯µ
2y(−y)k − µ
2(k+1)
hk
∫ 1
0
dxe−n¯µ
2xxk
∫ ∞
1
dye−n¯µ
2y(−y)k
=
∫ ∞
1
dye−n¯µ
2y 1− (−y)n−1
1 + y
−
n−2∑
k=0
µ2(k+1)
hk
∫ 1
0
dxe−n¯µ
2xxk
∫ ∞
1
dye−n¯µ
2y(−y)k
= (−1)n
∫ ∞
1
dy
yn−1e−n¯µ
2y
1 + y
+
∫ ∞
1
dy
e−n¯µ
2y
1 + y
−
n−2∑
k=0
µ2(k+1)
hk
∫ 1
0
dxe−n¯µ
2xxk
∫ ∞
1
dye−n¯µ
2x(−y)k
= (−1)n
∫ ∞
1
dy
yn−1e−n¯µ
2y
1 + y
+
∫ ∞
1
dy
e−n¯µ
2y
1 + y
−n¯µ2
∫ 1
0
dx
∫ ∞
1
dye−n¯µ
2(x+y+xy)Γ(n− 1,−n¯µ2xy)
Γ(n− 1)
(B.2)
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Inserting this result in the partition function (B.1) we find
Z(µ) =
1
hn−1
[
−(−1)n−1
∫ 1
0
dxe−n¯µ
2x x
n−1
x+ 1
+
∫ ∞
1
dxe−n¯µ
2x 1
1 + x
−n¯µ2
∫ 1
0
dx
∫ ∞
1
dye−n¯µ
2(x+y+xy)Γ(n− 1,−n¯µ2xy)
Γ(n− 1)
]
=
1
hn−1
[
(−1)n
∫ 1
0
dx
xn−1e−n¯µ
2x
x+ 1
+
∫ ∞
1
dx
e−n¯µ
2x
1 + x
− n¯µ2
∫ 1
0
dx
∫ ∞
1
dye−n¯µ
2(x+y+xy)
−n¯µ2
∫ 1
0
dx
∫ ∞
1
dye−n¯µ
2(x+y+xy)
(
Γ(n− 1,−n¯µ2xy)
Γ(n− 1) − 1
)]
=
1
hn−1
[
−(−1)n−1
∫ 1
0
dxe−n¯µ
2x x
n−1
x+ 1
+ n¯µ2
∫ ∞
1
dx
∫ ∞
1
dye−n¯µ
2(x+y+xy)
−n¯µ2
∫ 1
0
dx
∫ ∞
1
dye−n¯µ
2(x+y+xy)
(
Γ(n− 1,−n¯µ2xy)
Γ(n− 1) − 1
)]
. (B.3)
Next we partial integrate the last term with respect to y. This results in
Z(µ) =
1
hn−1
[
−(−1)n−1
∫ 1
0
dxe−n¯µ
2x x
n−1
x+ 1
+ n¯µ2
∫ ∞
1
dx
∫ ∞
1
dye−n¯µ
2(x+y+xy)
−
∫ 1
0
dx
e−n¯µ
2(2x+1)
x+ 1
(
Γ(n− 1,−n¯µ2x)
Γ(n− 1) − 1
)
(B.4)
+
n¯µ2
Γ(n− 1)
∫ 1
0
dx
∫ ∞
1
dy
e−n¯µ
2(x+y)
x+ 1
(−x)n−1(yn¯µ2)n−2
]
.
When the upper limit of the y-integral in the last term is extended to [0,∞] it is equal to
Γ(n− 1) and cancels the first term. What remains is the y-integral over [0, 1]. We thus find
Z(µ) =
1
hn−1
[
n¯µ2
∫ ∞
1
dx
∫ ∞
1
dye−n¯µ
2(x+y+xy) −
∫ 1
0
dx
e−n¯µ
2(2x+1)
x+ 1
(
Γ(n− 1,−n¯µ2x)
Γ(n− 1) − 1
)
− n¯µ
2
Γ(n− 1)
∫ 1
0
dx
∫ 1
0
dy
e−n¯µ
2(x+y)
x+ 1
(−x)n−1(yn¯µ2)n−2
]
. (B.5)
The integrals over y can be performed analytically resulting in
Z(u) =
e−nµ
2
hn−1
[∫ ∞
0
dx
e−n¯µ
2(2x+1)
x+ 1
−
∫ 1
0
dx
e−n¯µ
2(2x+1)
x+ 1
(
Γ(n− 1,−n¯µ2x)
Γ(n− 1)
)
−
∫ 1
0
dx
e−n¯µ
2x
x+ 1
(−x)n−1
(
1− Γ(n− 1, n¯µ
2
Γ(n− 1)
)]
. (B.6)
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C Bosonic Partition function for n = 2 and n = 3
In this appendix we evaluate the bosonic partition function without relying on the tricks used
in section 5.2. Starting from the definition we obtain given by
Z2(µ)Z
G
2 =
1
π2
∫
dλ1dλ
∗
1dλ2dλ
∗
2|λ1 − λ2|2
2∏
k=1
e−n¯λ
∗
kλk
(λk − u)(λ∗k + µ)
=
2
π2
∫
dλ1dλ
∗
1(λ
∗
1λ1 − λ1λ∗2)
2∏
k=1
e−n¯λ
∗
kλk
(λk − µ)(λ∗k + µ)
=
2
π2
∫
dλ1dλ
∗
1
λ∗1λ1e
−n¯λ∗1λ1
(λ1 − µ)(λ∗1 + µ)
∫
dλ2dλ
∗
2
e−n¯λ
∗
2λ2
(λ2 − µ)(λ∗2 + µ)
+2
(
1
π
∫
dλ1dλ
∗
1
λ1e
−n¯λ∗1λ1
(λ1 − µ)(λ∗1 + µ)
)2
= 8
∫
dλλ
λ2e−n¯λ
2
λ2 + µ2
sign(λ− µ)
∫
dλλ
e−n¯λ
2
λ2 + µ2
sign(λ− µ)
+2
(
2
∫ ∞
1
dλ
λµe−n¯λ
2
λ2 + µ2
+ 2
∫ 1
0
dλ
λ3e−n¯λ
2
µ(λ2 + µ2)
)2
. (C.1)
Using the same steps as for n = 2, for n = 3 the partition function can be expressed in terms
of three integrals
Z3(µ)Z
G
3 = 6Z
a
0 (µ)Z
a
1 (µ)Z
a
2 (µ) + 6Z
a
0 (µ)(Z
b
1(µ))
2 − 12Zc1(µ)Zb1(µ)Zb2(µ) (C.2)
where
Zap (µ) = µ
2(p+1)
∫ ∞
0
dxsign(x− 1)e
−n¯µ2xxp
x+ 1
,
Zbp(µ) = µ
p
∫ ∞
1
dx
e−n¯µ
2x
x+ 1
− (−u)p
∫ 1
0
dx
e−n¯µ
2xxp
x+ 1
,
Zcp(µ) = µ
2p+1
∫ ∞
1
dx
e−n¯µ
2xxp
x+ 1
+ µ2p+1
∫ 1
0
dx
e−n¯µ
2xxp+1
x+ 1
,
(C.3)
The n = 2 partition function can be rewritten in terms of the first two integrals
Z2(µ)Z
G
2 = (2Z
a
0 (µ)Z
a
1 (µ) + 2(Z
b
1(µ))
2. (C.4)
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