A t ? (n; k; ) covering design (n k > t 2) consists of a collection of k-element subsets (blocks) of an n-element set X such that each t-element subset of X occurs in at least blocks. Let = 1 and k 2t ? 1. Consider a randomly selected collection B of blocks; jBj = (n). We use the correlation inequalities of Janson ( 10], 1]) to show that B exhibits a rather sharp threshold behaviour, in the sense that the probability that it constitutes a t ? (n; k; 1) covering design is, asymptotically, zero or one -according as (n 1) log n + log log n + a n ], where a n ! 1 at an arbitrarily slow rate.
INTRODUCTION.
A t ? (n; k; ) covering design (n k > t 2) consists of a collection of k-element subsets (blocks) of an n-element set X such that each t-element subset of X occurs in (i.e., is a subset of) at least blocks. The covering number C (n; k; t) is de ned to be the number of blocks in a minimal t ? (n; k; ) covering design. We shall, for most of this paper, restrict ourselves to the case = 1, and refer to C 1 (n; k; t), for brevity, as C(n; k; t). Packing designs are de ned analogously, and will not be discussed here. There is an extensive literature on covering and packing designs; for a survey of important results, see the recent papers by Mills and Mullin 11] and Sidorenko 13] . In Section 2, we shall assume, in addition, that k 2t ? 1; this guarantees the validity of our main result by ensuring that the same block does not cover two disjoint t-sets. This rather restrictive assumption will be dispensed with in Section 3. A general upper bound for C(n; k; t) was obtained by Erd} os and Spencer 6] , who proved that C(n; k; t) ? n t ? k t f1 + log k t g:
(1:1)
An asymptotic improvement of this result was obtained by R odl 12], who used a remarkable probabilistic method (now called the \R odl nibble") to prove the Erd} os- Hanani 5] conjecture, namely that for each xed k and t, lim n!1 C(n; k; t)
? k t ? n t = 1; (1:2) see Spencer 14] for a simpler proof of (1.2).
(1.1) has a probabilistic interpretation as follows: If one were to randomly select f ? n t = ? k t gf1 + log ? k t g blocks, then there is a positive probability that the selected k-sets 3 form a t?(n; k; 1) covering design. Furthermore, the fact that (1.1) has not been bettered,
for arbitrary values of the parameters, suggests that this probability is rather low. If n is \large", however, there is, by (1.2), a positive probability that f ? n t = ? k t g(1 + o(1)) randomly selected blocks would constitute a cover. Now, this probability is very likely to be extremely small, since (1.2) states that one can get asymptotically close to a Steiner system of any order -and the search for these systems is known to never be trivial.
In this paper, we ask (and resolve) the following question: Is there, asymptotically, a relative paucity of t ? (n; k; 1) covering designs of a certain size, followed by a sudden plethora -as the size (i.e., the number of blocks) crosses a threshold? In other words, if one randomly selects a collection B of blocks; jBj = (n), then what can be asserted about the asymptotic probability that B forms a t?(n; k; 1) covering design? We show that B exhibits a rather sharp threshold behaviour in the sense that the probability that it constitutes a cover is, asymptotically, zero or one -according as (n) = f where n is any non-negative sequence that goes to zero slower than 1= log ? n t . In other 4 words, the asymptotic probability that B forms a t?(n; k; 1) covering design is zero or one, according as (n) = ? n t = ? k t (log ? n t !(n)), where !(n) ! 1 is arbitrary.
Our proof of the above result will be based on Janson's correlation inequalities ( 10] We next remedy the fact that Theorem 1 could only be proved for k 2t?1: In Section 3, we use the Stein-Chen method of Poisson approximation 3] to prove the following result, from which the threshold behaviour of the covering numbers (for all values of k and t) will be seen to follow as an easy corollary, and from which one can deduce an extreme-value limit when the number of blocks is at the threshold level.
Theorem 2. Consider a random collection B of k-subsets of the n-element set X; we 5 assume that B is obtained by randomly and independently choosing each k-set with probability p. Let ? n?t?1 k?t?1 ! 0, the right hand side of (1.5) tends to zero as n ! 1 provided that p (t ? 1) log n + log log n + a n ]= ? n?t k?t , where a n ! 1 is arbitrary, i.e., if EjBj f ? n t = ? k t g (t ? 1) log n + log log n + a n ].
We devote the rest of this section to a brief overview of the Stein-Chen method and how it relates, in particular, to Janson's correlation inequalities. (1:7)
Notice that the bound in (1.7) does not depend on the exact nature of the coupled variables J ij , but only on their existence, and on the monotonicity of the coupling (i.e., the positive relatedness of the indicators).
The correlation inequalities of Janson enable one to obtain precise estimates for the point probabilities P(W = 0) and often for the upper and lower tail probabilities P(W w) and P(W w)] under the following general conditions: It is necessary that fW = 0g
be we feel that many more combinatorial questions can probably be addressed (and solved) on using one or both techniques, and hope that this article plays a role in widening the popularity of these methods.
PROOF OF THEOREM 1.
We start by proving (1.4). Let us denote the potential blocks by b 1 ; b 2 ; : : :; b ( n k ) and create a random collection B of blocks by selecting each k-set b i independently, and with probability p 2 (0; 1); p will be selected later. Notice that jBj is unspeci ed, but that E(jBj) = p ? n k . 8 Now, the jth t-set will be uncovered by the random collection i each of its ? n?t k?t supersets of size k are unselected; the probability of this occurrence is (1 ? p) ( n?t k?t ) . We seek to estimate the probability that the selected blocks form a cover of the t-sets; this probability can be denoted as P( the rst inequality above is obvious, while the second follows by (2.1), the observation that P(CjD) P(C)=P(D) and the central limit theorem or the fact that the median of a binomial distribution is approximately (and asymptotically) equal to its mean. We now choose p to be flog ? n t = ? n?t k?t g(1 + n ), where n is a sequence of non-negative numbers that satis es n 1= log ? n t to conclude, from (2.2), that P(B does not form a t ? (n; k; 1) covering designj jBj = (n)) ! 0; (n ! 1); (2:3) where (n) = f ? n t = ? k t g log ? n t (1 + n ); (2.3) can easily be seen to be equivalent to (1.4).
Note that the assumption k 2t ? 1 was not used. Actually, (1.4) can be proved in a far more elementary way, but we have chosen to present the above proof based on (1.8) due to the fact that this method nicely complements the proof of (1.3), which we turn to next:
The upper half of (1. for explicitly computible constants C t and n , where C t depends only on t and n ! 0 as n ! 1. Since t n < 1 for large n, it follows from (2.8) that ! 0 as n ! 1, and thus, by (2.4), that for su ciently large n P( If we re ne our choice of p to flog ? n t =
? n?t k?t g(1 ? n ), where n is a sequence that goes to zero slower than 1= log ? n t 1= log n, then (2.9) reveals that the probability of our procedure producing a cover of the t-sets is given by P( 3. PROOF OF THEOREM 2.
The r.v. W can clearly be expressed as P (   n   t ) j=1 I j , where I j = 1 if the jth t-set is uncovered by the selected blocks (and I j = 0 otherwise). Since a t-set is uncovered if and only if none of its ? n?t k?t supersets are selected, it follows that = E(W) = ? n t (1 ? p) ( n?t k?t ) . We need next to de ne the coupled variables fJ ij g so that they satisfy (1.6), and proceed as follows:
If I j = 1, i.e., if the jth t-set is uncovered, we \do nothing", letting J ij = I i for each i. If I j = 0, i.e., if the jth t-set is contained in at least one of the selected blocks, we pretend that the latter had never been chosen, by reversing the coin ips that led to their selection.
Finally, we let J ij = 1 if, as a result of this change, the ith set is no longer covered J ij = 0 otherwise]. It is clear that (1.6) holds, i.e., that this process leads to the accurate modeling of the global behaviour of the indicator variables, conditional on the fact that the jth t-set is uncovered. Moreover, this process can only lead to a previously covered set now being uncontained in any block, so that the coupling is monotone. It remains to compute the total variation discrepancy given by (1. For simplicity we consider only the second part of the corollary in detail; the rst part is proved in the same way (or by conditioning as in the proof of Theorem 1 The opposite inequality, with lim inf, follows similarly using p ? . This proves the corollary.
Remarks.
(i) An analog of (1.1) for 2 was proved in 9], where it was shown that the covering numbers C (n; k; t) exhibit a linear growth rate (in ) given, roughly, by C (n; k; t)
? n t ? k t f1 + log k t + ( ? 1) log log k t g; (3:10) notice how subsequent coverings (after the rst) take substantially fewer blocks to accomplish.
In a similar spirit, the methods of this paper may be used to investigate threshold phenomena and Poisson approximations for random t ? (n; k; )-covering designs, 2, though the analysis is likely to get far more intricate. Speci cally, we may let W = P j I j , where I j = 1 if the jth t-set is covered at most ? 1 times. The fJ ij g sequence of the Stein-Chen approximation theorem might not be as obvious to de ne explicitly, but a coupling satisfying (1.6) certainly exists, and thus the total variation discrepancy is given by (1.7) as before. The most serious technical challenge can be expected to be the e ective estimation of Cov(I i ; I j ).
(ii) Our main results can readily be adapted to the case when k and t go to in nity with n at a slow enough rate. We do not provide the details.
(iii) Finally, we compare the bounds derived from Theorems 1 and 2 for values of p around the threshold: Consider, for example, the inequality
