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I. THE FIELD OF FORMAL LAURENT SERIES 
Let s be a field of characteristic zero. We denote by A?(g) the totality 
of formal Laurent series 
L = 2 anxn (1) 
*=-co 
with coefficients in St, where only finitely many coefficients with negative 
subscripts are different from zero. Defining addition in .3’(s) by term-by- 
term sums and multiplication by Cauchy products, U(g), as is well known, 
becomes itself a field. The residue of the formal series (1) is defined by 
ResL=a-,. 
The formal derivative L’ of (1) is defined to be the formal series 
(2) 
L’ = 2 (n + 1) %+1X”. 
12=-m 
(3) 
It is easily verified that for any two formal Laurent series L and M 
(LM)’ = L’M + LM’ (4) 
and, as a consequence, for any positive integer m, 
(Lm)’ = mLm-lL’. (5) 
We also note that a formal Laurent series is a derivative if and only if its 
residue is zero. (Here the assumption of characteristic zero is used.) 
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The following special notation will be useful. If the nonzero series L is 
given by (I), and if m is any (not necessarily positive) integer, then we shall 
write 
II. FORMAL POWER SERIES AND ALMOST UNITS 
In addition to Y(g) we shall consider the subset St(F) C Z”(F) of formal 
power series 
R = 2 rslx”. 
n=o 
(7) 
These series are known to form an integral domain. Of special interest is the 
subset g(S) C W(S) of the series 
P = 2 b,,xn, where 4 # 0. 
n=1 
Following a suggestion of Professor I. Kaplansky we shall call these series 
almost units in view of the fact that the units in W(S) are given by the series 
with a, # 0. If R is a formal power series and P an almost unit, we define 
the composition R o P of R and P by 
(94 
where’ c,, = a, , 
n 
cn = 2 akbF), n = 1,2, ... . 
k=l 
(9b) 
It is well known that, under the operation o , g(S) forms a (noncommu- 
tative) group with unit element 
1 R o P is obtained by formally substituting P in place of x in (7) and rearranging 
coefficients. 
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We also note the formulas 
(RS)oP=(RoP)(SoP) 
(R 0 P)’ = (R’ 0 P) P’. 
valid for arbitrary R E W(F) and P E P(F). 
(10) 
(11) 
III. THE LAGRANGE-BORMANN FORMULA 
The main objective of this note is a proof of the following: 
THEOREM 1. Let R be given by (7), let P E .9’(S), and let P o P = X. 
Then 
R o P = a,, + 2 $ Res (R/P-n) xn. 
Tl=l 
The above theorem represents the algebraic content of the so-called 
Lagrange-Biirmann formula [ 1, pp. 24-291 in the theory of analytic functions. 
If 9 is the field of complex numbers, and if R and P are power series repre- 
senting analytic functions p and v, (12) ex p resses the coefficients of the series 
representing the composition of p with the inverse function 6 of v in terms 
of the series representing p and v. In these circumstances the formula is 
invariably proved by Cauchy’s theorem ([2, pp. 128-1331 and [3, p. 1251). 
However, the identity involved (although nontrivial) is of a purely algebraic 
character. For this reason, and also because occasionally the identity is 
required for nonconverging series (see Section VII below) it seems desirable 
to have a proof by purely algebraic methods. The proof below is based on 
elementary notions in the theory of matrices. 
IV. A SPECIAL CASE 
We begin by considering the special case R = X”, k any positive integer, 
which we formulate as a special theorem. 
THEOREM 2. Let P E Y(9) be given by (8), and let l? o P = X, 
P = 2 c,xn. 
n=1 
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Then, for k = 1, 2, a**, 
@) = 
n 
k&-t-d, n = 1, 2, ... * 
n (13) 
REMARK. For power series representing analytic functions Theorem 2 
was proved by Jabotinski [4], who failed to point out the connection with the 
Lagrange-Btirmann formula. 
PROOF. With any series (8) in P”(g) we associate the infinite triangular 
matrix 
M,= 
It follows from (9) and (10) that if P and Q are any two series in Y(F), 
M I’oQ=~P’~Q* 
(The scalar products required for forming the matrix product on the right 
have a finite number of nonzero terms only.) Since the matrix M, is the unit 
matrix, it follows that under the hypotheses of Theorem 2, M+ is the inverse 
matrix of Mp . The proof will be complete if we show that the matrix C = 
(cmn) with the elements c,, = 0, n < m, 
is a right inverse (and consequently the inverse) of Mp . 
If D = (d,,) = M&, then evidently d,, = 0 for n < m, since the product 
of two upper triangular matrices is upper triangular. Furthermore, 
m = 1,2, **- . Finally, if n > m, 
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But 
2 hb;m)bL--“) = Res ((P”)’ P-“) 
k=ln 
= m Res (P”-lP’P+) 
= & Res ((Pm-“)‘) 
= 0, 
being the residue of a derivative. It follows that d,, = 0 for n > m, as desired. 
V. PROOF OF THEOREM 1 
Let R and P be given by (7) and (8), respectively. If 
R o P = 2 d,,x”, 
?Z=l 
we have by (9), using Theorem 2, 
as desired. 
= $ Res (R’P-“), n = 1,2, *.., 
VI. AN ALTERNATE VERSION OF THE LAGRANGE-B~~RMANN FORMULA 
Differentiating (12) formally and using (lo), we find 
(R’ o p) P’ = 2 Res (R’Pn) x*. 
VZ=l 
Since R was an arbitrary series in s(F), W’ is again arbitrary, and we thus 
have 
THEOREM 3. Let S E 9&F) and P, P E 9’(s), P o p = X. Then 
(S o p) P’ = 2 Res (SPn-l) xn 
VW0 
(14) 
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VII. APPLICATION TO ASYMPTOTIC SERIES 
Numerous applications of the Theorems 1 and 3 are known if 9 is the 
field of complex numbers, and the series involved represent analytic func- 
tions [3, p. 125 et seq.]. We mention in passing that Theorem 1 can also be 
made the starting point of a proof of the implicit function theorem for analytic 
functions that does not require complex integration. Here we wish to point 
out an application to the construction of asymptotic expansions. Generalizing 
a Lemma of Watson, Doetsch [5] proved a result which in its simplest non- 
trivial form reads as follows: 
THEOREM 4 (Doetsch). Let 9 be a bounded, real-valued function on 
[0, ~0) which is Riemann integrable on [0, T] for every T > 0, and let g, have 
the asymptotic expansion 
y(t) - a0 + a,t + a$* + ... (15) 
as t --+ 0 +. Then the function f dejined by 
f(z) = Jy eczt y(t) dt (16) 
is analytic for Re z > 0 and, for every E > 0, possesses the asymptotic expan- 
sion 
f(z) - O!a,z-l + 1 !a,r2 + ... (17) 
as Iz/+m, Iargz] <$v-6. 
In many cases (for instance, in applications of the method of steepest 
descent) one has to find asymptotic expansion for functions of the more 
general type 
f(z) = 1,” e-ay(s) x(s) ds, 
where #(O) = 0, #(s) -+ m as s + 00. Assuming that # and x are represented 
asymptotically as s - 0 + by the series P and S respectively, we find by 
setting t = v(s) that f  has a representation of the form (16) where, by Theo- 
rem 3, denoting by 4 the inverse of the function #, 
p)(t) = x($(t)) $‘(t) - s Res (SP-“-I) t”, t--+0+. 
T&=0 
If y satisfies the remaining hypotheses of Theorem 4, we thus find that 
f(z) - 2 n! Res (SP-“-l) z-*-l, IZI-+~, j argx 1 < $n - E. (18) 
n=0 
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Example. Let #(s) = x(s) = seS. We have 
m SP-n-1 = p-n = X-n z 
(- nP ,&+ 
m=o m! 
and thus 
Res (SP-n-1) = (- 1),-l <s , n = 1, 2, *me. 
It is easily seen that v = (x o $) t,k satisfies the hypotheses of Theorem 4. 
We thus have, as 1 z 1 +OandIargxl <in-~, 
s m  e-sse’sea ds - - x2 11 - - 23 2 + _ 24 33 _ . . . * 
0 
Note added in proof: Professor H. W. Gould has kindly drawn the author’s 
attention to an article by G. Raney [6] which gives a proof of a version of Theorem 2 
by methods of combinatorial analysis. 
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