Low-rank matrix factorization (LRMF) has received much popularity owing to its successful applications in both computer vision and data mining. By assuming the noise term to come from a Gaussian, Laplace or a mixture of Gaussian distributions, significant efforts have been made on optimizing the (weighted) L 1 or L 2norm loss between an observed matrix and its bilinear factorization. However, the type of noise distribution is generally unknown in real applications and inappropriate assumptions will inevitably deteriorate the behavior of LRMF. On the other hand, real data are often corrupted by skew rather than symmetric noise.
Introduction
Researchers from machine learning [1] , computer vision [2, 3] and statistics [4] have paid increasing attention to low-rank matrix factorization (LRMF) [5] . Generally speaking, many real-world modeling tasks can be attributed as the problems of LRMF. The tasks include but are not limited to recommender systems [6] , community detection [7, 8] , link prediction [9] , face recognition [10] and image denoising [11] .
The key idea of LRMF is to approximate a given matrix by the product of two low-rank matrices.
Specifically, given an observed matrix X ∈ R m×n , LRMF aims at solving the optimization problem min U,V ||Ω (X − UV T )||, (1) where U ∈ R m×r , V ∈ R n×r (usually, r min(m, n)) and denotes the Hadamard product, that is, the element-wise product. The indicator matrix Ω = (ω ij ) m×n implies whether some data are missing, where ω ij = 1 if x ij is non-missing and 0 otherwise. The symbol || · || indicates a certain norm of a matrix, in which the most prevalent one is L 2 norm. It is well-known that singular value decomposition provides a closed-form solution for L 2 -norm LRMF without missing entries. In addition, researchers have presented many fast algorithms to solve Eq. (1) when X contains missing entries, as well. The L 2 -norm LRMF greatly facilitates theoretical analysis, but it provides the best solution in sense of maximum likelihood principle only when noise is indeed sampled from a Gaussian distribution. If noise is from a heavy-tailed distribution or data are corrupted by outliers, L 2 -norm LRMF is likely to perform badly. Thereafter, L 1 -norm LRMF begins to gain increasing interest of both theoretical researchers and practitioners due to its robustness [12] .
In fact, L 1 -norm LRMF hypothesizes that noise is from a Laplace distribution. As is often the case with L 2 -norm LRMF, L 1 -norm LRMF may provide unexpected results as well if its assumptions are violated.
Because the noise in real data generally deviates far away from a Gaussian or Laplace distribution, analysts are no longer satisfied with L 1 -or L 2 -norm LRMF. To improve the robustness of LRMF, researchers attempt to directly model unknown noise via a mixture of Gaussians (MoG) due to its good property to universally approximate any continuous distribution [13, 14] . Nevertheless, the technique cannot fit real noise precisely in some complex cases. For example, in theory, infinite Gaussian components are required to approximate a Laplace distribution. In practice, we only utilize finite Gaussian components due to the characteristics of MoG. On the other hand, Gaussian, Laplace and MoG distributions are all symmetric. In the conditions with real noise being skew, they may provide unsatisfactory results.
As a matter of fact, there are no strictly symmetric noise in real images. For instance, Figure 1 illustrates several examples in which the real noise is either skewed to the left (e.g., (a-4) and (c-4)) or the right (e.g., (b-4) ). In these situations, the symmetric distributions like Gaussian or Laplace are inadequate to approximate the noise. In statistics, to deal with an asymmetric noise distribution, a preliminary exploration called quantile regression has been made. Consider a simple case that there is only one covariate X, the quantile regression coefficient β can be obtained bŷ
where {(y x , x i )} n i=1 are n observations and κ is a pre-defined asymmetry parameter. Moreover, the quantile loss ρ κ (·) is defined as In (c-4), the fitted ALD is with α = 33, κ = 0.75 and λ = 0.05. Obviously, the distributions of noise shown here are all asymmetric.
3 with I(·) is the indicator function. Evidently, the quantile loss with κ = 1/2 corresponds to the L 1 -norm loss. From the Bayesian viewpoint, the estimate obtained by minimizing the quantile loss in (2) coincides with the result by assuming noise coming from an asymmetric Laplace distribution (ALD) [15, 16] .
To overcome the shortcomings of existing LRMF methods that they assume the type of noise distribution, we present in this paper an adaptive quantile LRMF (AQ-LRMF) algorithm. The key idea of AQ-LRMF is to model noise via a mixture of asymmetric Laplace distributions (MoAL). The expectation maximization (EM) algorithm is employed to estimate parameters, under the maximum likelihood framework. The novelty of AQ-LRMF and our main contributions can be summarized as follows.
(1). The M-step of the EM algorithm corresponds to a weighted L 1 -norm LRMF, where the weights encode the information about skewness and outliers.
(2). The weights are automatically learned from data under the framework of EM algorithm.
(3). Different from quantile regression, our method does not need to pre-define the asymmetry parameter of quantile loss, because it is adaptively determined by data.
(4). Our model can capture local structural information contained in some real images, although we do not encode it into our model.
The experiments show that our method can effectively approximate many different kinds of noise. If the noise has a strong tendency to take a particular sign, AQ-LRMF will produce better estimates than a method which assumes a symmetric noise distribution. In comparison with several state-of-the-art methods, the superiority of our method is demonstrated in both synthetic and real-data experiments such as image inpainting, face modeling, hyperspectral image (HSI) construction and so on.
The rest of the paper is organized as follows. Section 2 presents related work of LRMF. In section 3, we propose the AQ-LRMF model and also provide an efficient learning algorithm for it. Section 4 includes experimental studies. At last, some conclusions are drawn in section 5.
Related work
The study of robust LRMF has a long history. Srebro and Jaakkola [17] suggested to use a weighted L 2 loss to improve LRMF's robustness. The problem can be solved by a simple but efficient EM algorithm.
However, the choice of weights significantly affects its capability. Thereafter, Ke and Kanade [12] attempted to replace L 2 loss with L 1 loss and to solve the optimization by alternated linear or quadratic programming (ALP/AQP). In order to catalyze convergence, Eriksson and Hengel [18] On the other hand, robust principle component analysis (robust PCA) [27] considers an issue that is similar to LRMF, that is,
The underlying assumption of robust PCA is that the original data can be decomposed into the sum of a low-rank matrix and a sparse outlier matrix (i.e., the number of non-zero elements in E is small). Clearly,
A plays the same role as the product of U and V T . Since Eq. (4) involves a non-convex objective function, [27] 
where || · || * denotes the nuclear norm. It is worthwhile that principal component pursuit sometimes may fail to recover E when the real observation is also corrupted by a dense inlier matrix. To overcome this shortcoming, Zhou et al. [28] proposed the stable principal component pursuit (SPCP) by solving min
Actually, the underlying assumption of SPCP is
the sparse outliers and N is the small-magnitude noise that can be modeled by Gaussian. Both theory and experiments have shown that SPCP guarantees the stable recovery of E.
Adaptive Quantile LRMF (AQ-LRMF)

Motivation
Generally speaking, researchers employ the L 2 or L 1 loss function when solving a low-rank matrix factorization problem. As argued in introduction, L 2 or L 1 loss implicitly hypothesizes that the noise distribution is symmetric. Nevertheless, the noise in real data is often asymmetric and Figure 1 illustrates several examples.
There are two face images and a hyperspectral image in Figure 1 . Figure 1 Actually, the skewness values of three residual (noise) images are −0.72, 0.69 and −0.55, respectively. Note that a symmetric distribution has skewness 0, the noise contained in these real data sets is thus asymmetric.
As a matter of fact, the noise in real data can hardly be governed by a strictly symmetric probability distribution. Therefore, it is natural to utilize an asymmetric distribution to model realistic noise. In statistics, researchers usually make use of a quantile loss function defined in (3) to address this issue. It has been shown that quantile loss function corresponds to the situation that noise is from an asymmetric Laplace distribution [15, 16] . In order to improve the performance of low-rank matrix factorization, we attempt to use a mixture of asymmetric Laplacian distributions (MoAL) to approximate noise. 
Asymmetric Laplace distribution
In what follows, we use AL( |α, λ, κ) to denote an ALD with location, scale and asymmetric parameters α, λ > 0 and 0 < κ < 1, respectively. Its probability distribution function (PDF) is
Obviously, the location parameter α is exactly the mode of an ALD. In Figure 2 , we demonstrate the PDF curves for several ALDs with different parameters. The asymmetry parameter κ controls the skewness of an ALD and sk ALD ∈ (−2, 2). In general, an ALD is positive skew if 0 < κ < 0.5, and is negative skew if 0.5 < κ < 1. If κ = 0.5, the ALD becomes a Laplace distribution. The smaller the scale parameter λ is, the more heavy-tailed ALD is.
It is worthwhile that skew Gaussian distributions [29] are also prevailing in both theory and applications.
However, it is not ideal for the analysis of LRMF. On one hand, the PDF of a skew Gaussian distribution is complex. On the other hand, its skewness lies in (−1, 1) which is only a subset of the range of sk ALD . Due to this fact, the fitting capability of an ALD is greater than that of a skew Gaussian distribution.
AQ-LRMF model
To enhance the robustness of LRMF in situations with skew and heavy-tailed noise, we propose an adaptive quantile LRMF (AQ-LRMF) model by modeling unknown noise as an MoAL. In particular, we consider a generative model of the observed matrix X ∈ R m×n . For its each entry x ij , suppose that there is
where u i is the ith row of U, v j is the jth row of V, and ij is the noise term. In AQ-LRMF, we assume that ij is distributed as an MoAL, namely,
in which AL s ( ij |0, λ s , κ s ) stands for an asymmetric distribution with parameters α = 0, λ = λ s and κ = κ s .
Meanwhile, π s indicates the mixing proportion with π s ≥ 0 and S s=1 π s = 1, and S means the number of mixture components.
To facilitate the estimation of unknown parameters, we further equip each noise ij with an indicator
Here, z ijs = 1 indicates that the noise ij is drawn from the sth AL distribution. Evidently, z ij follows a multinomial distribution, i.e., z ij ∼ M(π 1 , · · · , π S ). Under these assumptions, we can have
Now, it is easy to obtain the probability of x ij as
where Λ = {λ 1 , λ 2 , · · · , λ S }, K = {κ 1 , κ 2 , · · · , κ S } and Π = {π 1 , π 2 , · · · , π S } are unknown parameters. To estimate U, V as well as Λ, K, Π, we employ the maximum likelihood principle. Consequently, the goal is to maximize the log-likelihood function of complete data shown below, namely,
where Ω denotes the index set of the non-missing entries of data. Subsequently, we will discuss how to maximize (U, V, Λ, K, Π) to get our interested items.
Learning of AQ-LRMF
Since each x ij associates with an indicator vector z ij , the EM algorithm [30] is utilized to train the AQ-LRMF model. Particularly, the algorithm needs to iteratively implement the following two steps (i.e., E-step and M-step) until it converges. For ease of exposition, we let e ij = x ij − u i v T j and abbreviate AL s (e ij |0, λ s , κ s ) as AL s (e ij ) in the following discussions.
E-step:
Compute the conditional expectation of the latent variable z ijs as
In order to attain the updating rules of other parameters, we need to compute the Q-function. According to the working mechanism of EM algorithm, the Q-function can be obtained by taking expectation of the log-likelihood function shown in (12) with regard to the conditional distribution of the latent variables Z ij1 , Z ij2 , · · · , Z ijS . Specifically, it can be derived as
where
M-step: Maximize the Q-function by iteratively updating its parameters as follows.
(1). Update π s : To attain the update for π s , we need to solve the following constrained optimization 
via the Lagrangian multiplier method. By some derivations, we have
in which N stands for the cardinality of Ω.
(2). Update λ s : Compute the gradient ∂Q ∂λs and let it be zero. Consequently, the update of λ s can be obtained as
(3). Update κ s : Compute the gradient ∂Q ∂κs and let it be zero, we can have
where the coefficients η s = λ s (i,j)∈Ω γ ijs e ij . It is a two-order equation with regard to κ s . Obviously, Eq. (19) has a unique root satisfying 0 < κ s < 1, that is,
9 (4) . Update U, V: By omitting some constants, the objective function to optimize U, V can be rewritten
where the (i, j)th entry of W is
Hence, the optimization problem in Eq. (21) is equivalent to the weighted L 1 -LRMF, which can be solved by a fast off-the-shelf algorithm such as the cyclic weighted median filter (CWM) [21] .
On one hand, it is interesting that the M-step in AQ-LRMF is the same as that of MoG-LRMF [13] , except that the latter one minimizes a weighted L 2 loss. Due to this feature, AQ-LRMF is more robust than AQ-LRMF has more capacity to process heavy-tailed skew data.
Based on the above analysis, we summarize the main steps to learn the parameters involved in AQ-LRMF in the following Algorithm 1.
Algorithm 1 Learning algorithm of AQ-LRMF Input:
The observed matrix X of order m×n; the index set Ω of non-missing entries of X; number of components S in MoAL.
Output:
U, V. (M-step 1): Update π s , λ s , κ s (s = 1, · · · , S) with Eqs. (17), (18) and (20), respectively.
5:
(E-step 1): Evaluate γ ijs by Eq. (13), i = 1, ..., m; j = 1, ..., n; s = 1, · · · , S.
6:
(M-step 2): Update U, V by Eq. (21).
7:
(E-step 2): Evaluate γ ijs by Eq. (13), i = 1, ..., m; j = 1, ..., n; s = 1, · · · , S. with the CWM method [21] .
Essentially, CWM minimizes the objective via solving a series of scalar minimization subproblems. Letũ i andṽ i be the ith column of U and V, respectively. To update v ji , we assume that the other parameters have been estimated. As a result, the original problem can be rewritten as the optimization problem regarding v ji , i.e.,
where E i = X− j =i u j v T j , andw j andẽ i j are jth column of W and E i , respectively. In Eq. (23), c denotes a constant term not depending on v ji . In this way, the optimal v ji , say v * ji , can be easily attained by the weighted median filter when minimizing Eq. (23) can be provided by weighted median filter. Specifically, if let e =w j ẽ i j and u =w j ũ i , we can reformulate Eq. (23) as
From the format of Eq. (24), it can be seen that the optimal v * ji coincides with the weighted median of the sequence {e l /u l } m l=1 under weights {|u l |} m l=1 . As for the update of u ij , it can be handled in a similar procedure. In short, the optimal U, V can be obtained by employing CWM to repeatedly update v ij (i = 1, · · · , n; j = 1, · · · , r) and u ij (i = 1, · · · , m; j = 1, · · · , r) until the algorithm converges.
Some details of learning AQ-LRMF
Tuning the number of components S in MoAL: Too large S violates Occam Razor's principle, while small S leads to poor performance. In consequence, as described in step 8 of Algorithm 1, we employ an effective method to tune S. To begin with, we initialize S to be a small number such as 4, 5, · · · , 8. After each iteration, we compute the cluster that x ij belongs to, by C(i, j) = arg max s γ ijs . If there is no entry belonging to cluster s, we remove the corresponding ALD component.
Initialization:
In Algorithm 1, we initialized the (i, j)th entry of U as 2ξ ij c − c, where ξ ij denotes a random number sampled from the standard Gaussian distribution N (0, 1). In addition, c = x/r wherex is the median of all entries in X. Due to the characteristics of U and V, we initialize V similarly. Moreover, the parameters λ s and κ s is randomly sampled from [0, 1].
Convergence condition: By following the common practice of EM algorithm, we stop the iteration if the change of ||U|| is smaller than a pre-defined value or the maximum iteration number is reached.
Experimental Studies
We carried out experiments in this section to examine the performance of AQ-LRMF model. Several state-of-the-art methods were considered, including four robust LRMF methods (namely, MoG [13] 1 , CWM [21] , Damped Wiberg (DW) 2 [31] , RegL1ALM 3 [20] ) and a robust PCA method (SPCP solved by quasi Newton method) 4 [32] . We wrote the programming code for CWM. For the other compared algorithms, the codes provided by the corresponding authors were availed. Since SPCP is not available in presence of missing entries, it was thus excluded from some experiments which involve missing data. Notice that DW is only considered in section 4.1 because it meets the "out of memory" problem for large-scale datasets. In the meantime, we assigned the same rank to all the considered algorithms but SPCP since it can automatically determine the rank. To make the comparison more fair, all algorithms were initialized with the same values.
Each algorithm was terminated when either 100 iterative steps are reached or the change of ||U|| is less than 1 × 10 −50 . In order to simplify notations, our proposed method AQ-LRMF was denoted as AQ in later discussions. All the experiments were conducted with Matlab R2015b and run on a computer with Intel 
Synthetic experiments
First, we compared the behavior of each method with synthetic data containing different kinds of noise.
For each case, we randomly generated 30 low rank matrices X = UV T of size 40 × 20, where U ∈ R 40×r and V ∈ R 20×r were sampled from the standard Gaussian distribution N (0, 1). In particular, we set r to 4 and 8. Subsequently, we stochastically set 20% entries of X as missing data and corrupted the non-missing entries with the following three groups of noise. It is worthwhile to mention that the two mixture noises simulate the noise contained in real data, where most entries are corrupted by standard Gaussian noise and the rest entries are corrupted by heavy-tailed or skew noise. To evaluate the performance of each method, we employed the average L 1 error that is,
In our experiments, all algorithms were implemented with true rank r. Tables 1 and 2 summarize the metrics averaged over 30 randomly generated matrices. When r = 4, it is quite obvious that our method reaches the minimum L 1 error in all situations, while MoG and CWM almost take the second place. And the approaches RegL1ALM and DW can hardly deal with the heavy-tailed and skew noise well. From the results of r = 8, similar conclusions can be drawn. However, CWM evidently outperforms MoG when r = 8, which indicates that MoG may be instable when the real rank in observed data is high. In summary, our model performs very well to cope with different kinds of noise.
To delve into the difference between AQ and MoG, we further compared the distributions of residuals with real noises. Specifically, two symmetric and two asymmetric cases are illustrated in Figure 3 . Here, the shown distributions fitted by AQ and MoG correspond to those reach the maximum likelihood over 30 random experiments. It is obvious that AQ does a much better job to approximate the real noise than MoG.
Particularly, AQ almost provides a duplicate of real noise. In contrast, MoG is able to fit the tails, while, at the same time, it results in bad approximation to peaks. Hence, AQ has more power in fitting complex noise than MoG. 
Image inpainting experiments
Image inpainting is a typical image processing task. In real applications, some parts of an image may be deteriorated so that the corresponding information is lost. To facilitate the understanding of the image, some sophisticated technique need to be adopted to recover the corrupted parts of the image. This is exactly the objective of image inpainting. There is evidence that many images are low-rank matrices so that the single image inpainting can be done by matrix completion [33] . In image inpainting, the corrupted pixels are viewed as missing values and then the image can be recovered by an LRMF algorithm. In this paper, three typical RGB images 5 of size 300 × 300 × 3 were employed. In our experiments, each image was reshaped to 300 × 900. By following the common practice in the research of image inpainting, we artificially corrupted the given images by putting some masks onto them. In doing so, it is convenient to examine how well each method performs to restore the original images. Here, three kinds of masks were considered, namely, random mask where 20% pixels were stochastically removed, text masks with big and small fonts, respectively. The rank was set to 80 for all algorithms. Figure 4 visualizes the original, masked and reconstructed images, and Table 3 reports the average L 1 errors of each algorithm. It is obvious that removing a random mask is the easiest task. In this situation, there is no significantly visible difference among the reconstructed images. In terms of average L 1 error, MoG performs best and AQ can be ranked in second place. In contrast, the results shown in Figure 4 and Table 3 indicate that text mask removal is more difficult, especially when the images are corrupted with big fonts. The main reason lies in that the text mask is spatially correlated while it is difficult for any LRMF algorithm to effectively utilize this type of information. Under these circumstances, it can be observed in Figure 4 and Table 3 that AQ outperforms the other methods to remove the text masks with regard to both average L 1 error and visualization. RegL1ALM and MoG perform badly and the clear text can often be seen in their reconstructed images. Although CWM produces slightly better results, its average L 1 error is still higher than that of AQ. In a word, AQ possesses the superiority over the other algorithms in our investigated image inpainting tasks. In particular, AQ achieves the smallest average L 1 error in 6 cases and the second smallest one in 2 cases. Figure 4 : The original, masked and inpainting images.
Multispectral image experiments
In this subsection, we study the behavior of all algorithms in image denoising tasks. The Columbia
Multispectral Image database 6 was employed, where every scene contains 31 bands with size 512 × 512.
To achieve our purpose, eight scenes out of them (i.e., Balloon, Paints, Flowers, Cloth, Feathers, Hairs, Pompoms and Clay) were utilized to test the effectiveness of our methods. The used images were resized by half and the pixels were rescaled to [0,1]. Analogous to the strategy used in image inpainting experiments, some noise was artificially added to the original images. Then, each LRMF algorithm was applied to remove the noise so that the corrupted images can be restored as accurate as possible. In the experiments, four different kinds of noise were considered, that is, Laplace noise with scale parameter b = 10, asymmetric
Laplace noise with λ = 10, κ = 0.7 and mixture noise, i.e., 0.5N (0, 0.5) + 0.3AL(0, 8, 0.9) + 0.2AL(0, 8, 0.7).
The rank was set to 4 for all algorithms. 
Face modeling experiments
Here, we applied the LRMF techniques to address the face modeling task. The Extended Yale B database 7 consisting of 64 images with size 192×168 of each subject was considered. Therefore, it leads to a 32256×64 matrix for each subject. Particularly, we used the face images of the third and fifth subjects. The first column of Figure 5 demonstrates some typical faces for illustration. We set the rank to 4 for all methods except for SPCP which determines the rank automatically. The second to sixth columns of Figure 5 display the faces reconstructed by the compared LRMF algorithms.
From Figure 5 , we can observe that that all methods are able to remove the cast shadows, saturations and camera noise. However, the performance of SPCP seems to be worse in comparison with other algorithms.
Evidently, AQ always outperforms the other methods due to its pretty reconstruction. As shown in Figure   1 , there is an asymmetric distribution in the face with a large dark region. Because of this, the techniques MoG, CWM, RegL1ALM and SPCP which utilize the symmetric loss function lead to bad results, while AQ with the quantile loss function produces the best reconstructed images.
Hyperspectral image experiments
In this subsection, we employed two HSI datasets, Urban and to the computational problem. As show in the first column of Figure 6 , some parts of bands are seriously polluted by the atmosphere and water absorption.
The reconstructed images of bands 106 and 207 in the Terrain data set and the band 104 in the Urban data set are shown in Figure 6 (a), (c) and (e), respectively. Their residual images (i.e., X −ÛV T ) are also demonstrated below the reconstructed ones. Obviously, the band 106 in Terrain is seriously polluted.
Nevertheless, our proposed AQ method still effectively reconstructs a clean and smooth one. Although
MoG, CWM and RegL1ALM remove most parts of noise, they miss a part of local information, that is, the line from upper left corner to bottom right hand side (i.e., the parallelogram marked in the original image).
As for SPCP, it only removes few parts of noise. The residual images also reveal that AQ behaves better to deal with the detailed information. Note that the band 207 in Terrain and the band 104 in Urban are mainly corrupted by the stripe and Guassian-like noise. Under these circumstances, AQ still outperforms the others because the latter fails to remove the stripe noise. In particular, for the interested areas that are marked by rectangles and amplified areas, the bands reconstructed by MoG, CWM, RegL1ALM and SPCP contain evident stripes. As far as the reconstructed images produced by AQ are concerned, however, this phenomenon does not exist.
We conjectured that the main reason for the different behavior of these algorithms lies in their used loss function. For CWM, RegL1ALM and SPCP, too simple loss function lead them to work not well when encountering complicated noise. In contrast, AQ and MoG perform better because they use multiple distribution components to model noise. It is very interesting to study the difference between AQ and MoG.
For these two algorithms, we found that they both approximate the noise in our considered three bands with two components. For AQ (MoG), we denoted them as AQ1 and AQ2 (MoG1 and MoG2), respectively.
In Figure 7 , we presented de-noised images and residual images produced by each component. Take the de-noised image in the column AQ1 as an example, it corresponds toÛV T + AQ2 and the residual image shown below it corresponds to AQ1 (i.e., X −ÛV T − AQ2). The other images can be understood similarly.
In doing so, we can further figure out the role that each component in AQ or MoG plays. When dealing with the band 106 in Terrain, the first AQ component is seen to de-noise the center parts, while the second one targets at the left and right edges. For the band 207 in Terrain, two AQ components de-noise the bottom and the rest parts, respectively. Regarding the band 104 in Urban, they focus on the right upper and center parts, respectively. By inspecting the results generated by MoG, however, we cannot discover some regular patterns for the role that two components play. Therefore, it can be concluded that AQ can capture the local structural information of real images, although we do not encode it into our model. The reason may be that the pixels with the same skewness in real images tend to cluster. In this aspect, AQ also possesses superiority over MoG. 
Conclusions
Aiming at enhancing the performance of existing LRMF methods to cope with complicated noise in real applications, we propose in this work a new low-rank matrix factorization method AQ-LRMF to recover subspaces. The core idea of AQ-LRMF is to directly model unknown noise by a mixture of asymmetric Laplace distributions. We also present an efficient procedure based on the EM algorithm to estimate the parameters in AQ-LRMF. Actually, the objective function of AQ-LRMF corresponds to the adaptive quantile loss like those used in quantile regression. Compared with several state-of-the-art counterparts, the novel AQ-LRMF model always outperforms them in synthetic and real data experiments. In addition, AQ-LRMF also has the superiority to capture local structural information in real images. Therefore, AQ-LRMF can be deemed as a competitive tool to cope with complex real problems.
