In the present paper, we analyze a class of convex Semi-Infinite Programming problems with arbitrary index sets defined by a finite number of nonlinear inequalities. The analysis is carried out by employing the constructive approach, which, in turn, relies on the notions of immobile indices and their immobility orders. Our previous work showcasing this approach includes a number of papers dealing with simpler cases of semi-infinite problems than the ones under consideration here. Key findings of the paper include the formulation and the proof of implicit and explicit optimality conditions under assumptions, which are less restrictive than the constraint qualifications traditionally used. In this perspective, the optimality conditions in question are also compared to those provided in the relevant literature. Finally, the way to formulate the obtained optimality conditions is demonstrated by applying the results of the paper to some special cases of the convex semi-infinite problems.
more accurately. This is made possible by the use of more sophisticated auxiliary (finite) problems, which are denoted here as reduced problems (NLP R ). The reduction approach has the advantage of permitting the formulation of the optimality conditions for SIP in terms of optimality conditions for the reduced problems under weaker CQs. For the discretization and reduction approaches, as well as another less frequently used ones, see [1, 2] , and others.
It occurs that even more efficient auxiliary problems can be formulated for some classes of SIP problems. Thus, in the authors' papers [17, 25, 26] , among others, the notion of immobile (or carrier as in [19] ) indices is employed to construct auxiliary NLP problems of a new type for certain number of classes of convex SIP problems with polyhedral index sets. These auxiliary problems represent more accurate approximations of the original SIP problems, thus allowing for the proof of new (explicit and implicit) optimality conditions under weaker additional conditions. This certainly, will expand the scope of applications of the theory and methods of convex SIP.
The paper can be seen as a significant step forward in the study launched in our previous works, its natural, but not trivial expansion to one of the most general classes of convex SIP problems, the class of problems with compact index sets defined by finite numbers of functional inequalities. Our studies has been started in [27] , where we introduced an auxiliary finite problem (let us qualify it here by (NLP * )), performed an in-depth study of its properties, and validated a number of technical statements, which are necessary for further development of the new approach. The main aim of this paper is to apply the results from [27] to the study of the optimality in the convex SIP problems with finitely representable index sets. We will formulate and prove new optimality conditions in the form of implicit optimality criteria, explicit necessary and sufficient optimality conditions. These conditions do not necessitate any CQ and can be met under rather weak assumptions. We will compare the optimality conditions, thus obtained, with those known from the literature and prove the accrued efficiency of the former over the latter from the following point of view: a) the new optimality conditions do not use any constraint qualification (are CQ-free); b) a more restrained subset of the feasible solutions satisfies the necessary optimality conditions, obtained in the paper; and c) the new sufficient conditions describe a wider subset of optimal solutions. It should be emphasized here that a simple translation of the optimality results from [17] and [25] to the more general class of convex SIP problems, considered in this paper, is impossible since the more complex geometry of index sets requires a non-trivial review of concepts and methods lying in the basis of our approach. It is worth mentioning that the class of compact sets, which are finitely representable in the form of systems of functional inequalities, is much wider than that of the convex polyhedra. Therefore, it is very important from both, the theoretical and practical points of view, to develop new tools, which allow to obtain efficient optimality conditions for the convex SIP problems considered in the paper.
The paper is organized as follows. Section 1 hosts the Introduction. In Section 2, we state the convex SIP problem with finitely representable index set, formulate the auxiliary problem (NLP * ), and recall some of the results obtained in [27] . In Section 3, we introduce a parametric problem (P(ε)) and study its properties, which are used in Section 4 to prove implicit optimality criteria and explicit optimality conditions for the original SIP problem. Several special cases are considered in Section 5: a case of SIP problems satisfying the Slater CQ; another one, where the lower level problem satisfies certain additional conditions; yet another case, where the index set is a polyhedron and, finally, the case of linear constraints. For each of these cases, we explicitly formulate optimality conditions. An example in Section 6 illustrates the applicability of the theoretical results obtained in the paper, the efficiency of the theorems proved here, and the usefulness of information about the immobile indices for numerical implementations. We use this example also to compare the optimality conditions obtained in the paper with other results known from the literature. In section 7, we discuss perspectives for future research and some open problems. The final Section 8 contains the conclusions and final remarks.
Convex SIP Problem with Finitely Representable Index Set
In this section, we formulate the problem, give the basic notations, and present some results from [27] , which will be used in what follows.
Consider the following SIP problem:
where T ⊂ R p is a compact index set defined by a finite system of inequalities:
Suppose that the cost function c(x) and the constraint function f (x, t), for all t ∈ T , are convex w.r.t. x ∈ R n . Hence, the problem (SIP) is convex. Suppose also that functions c(x), f (x, t) and g s (t) are sufficiently smooth w.r.t. x ∈ R n and t ∈ R p , which means here that the (partial) derivatives of these functions of all orders, that will be needed in sequel, exist and are continuous for all respective variables. The main aim of this study is to apply our approach developed in the previous papers, to the convex SIP problem (1) with the index set in the form (2) , and obtain new optimality conditions for this problem. Let us, first, reformulate some definitions introduced in [27] . Denote by X the set of feasible solutions (the feasible set) in the problem (SIP),
Definition 2.1 Problem (SIP) is said to satisfy the Slater condition (the Slater CQ) iff the interior of its feasible set is not empty:
From Definition 2.2, it follows that any immobile index is an optimal solution of the lower level problem
for all x ∈ X.
Consider an index t ∈ T . Denote by S a (t) the set of active indices in problem (LLP(x)): S a (t) := {s ∈ S : g s (t) = 0}, and by L(t) the linearized tangent cone to the set T at t:
In [27] , the necessary optimality conditions for the lower level problem were formulated under the Mangasarian-Fromovitz CQ, which is the most well known and widely used regularity condition. Definition 2.3 Given the lower level problem (LLP(x)), the Mangasarian-Fromovitz CQ is said to hold att ∈ T iff
Denote by T * ⊂ T the set of all immobile indices in (SIP). Fort ∈ T * , x ∈ R n , and l ∈ L(t), consider a parametric Linear Programming (LP) problem
Suppose that x ∈ X and (MFCQ) holds att ∈ T * . Then problem (LP(x,t, l)) has an optimal solution for all l ∈ L(t).
Denote by val(P ) the optimal value of the cost function of an optimization problem (P) and consider the functions defined for x ∈ R n , t ∈ T * , and l ∈ L(t),
Then, given x ∈ X, the first and the second order necessary optimality conditions fort ∈ T * in the problem (LLP(x)) can be formulated in terms of functions (3), as follows (see [27] ), respectively:
where
at the pointt in the lower level problem (LLP(x)). Given immobile indext ∈ T * , taking into account conditions (4) , which should be fulfilled by all x ∈ X, let us give the next definition. Definition 2.4 Lett ∈ T * satisfy (MFCQ) andl ∈ L(t),l ̸ = 0. Define the immobility order q(t,l) of the immobile indext along the directionl as follows:
It is seen from the definition, that in the case F 1 (x,t,l) = 0, F 2 (x,t,l) = 0, for all x ∈ X, the immobility order of the indext is greater than one. It is easy to specify the value of q(t,l) for this case, but we will not do it here, since our study is based on the following assumptions. Assumption 1. Given a feasible solution x ∈ X of the convex SIP problem (1), the lower level problem (LLP(x)) meets the regularity condition (MFCQ) at any immobile indext ∈ T * ⊂ T . Assumption 2. Given problem (SIP), for allt ∈ T * , it holds q(t, l) ≤ 1 for all l ∈ L(t), l ̸ = 0.
Assumptions 1 and 2 are supposed to be trivially satisfied if T * = ∅. In [27] , it was proved that, under Assumptions 1 and 2, the set T * of immobile indices in the convex problem (SIP) is finite and, therefore, admits a presentation T * := {t * j , j ∈ J * }, where 0 ≤ |J * | < ∞. Consider j ∈ J * and the corresponding immobile index t * j ∈ T * . The set L(j) := L(t * j ) (the linearized tangent cone to the index set T in the point t * j ) admits an alternative representation in terms of extremal rays (see [25] ):
where b i (j), i ∈ P (j), are bidirectional extremal rays, and a i (j), i ∈ I(j), are unidirectional extremal rays of the cone L(j). The extremal rays can be constructed using the procedure described in [28] . Note here that the extremal rays satisfy the following properties:
Given j ∈ J * and the corresponding cone L(j), denote by I 0 (j) and I * (j) the indices of the unidirectional extremal rays a i (j), i ∈ I(j), such that q(t * j , a i (j)) ≥ 1 and q(t * j , a i (j)) = 0, respectively:
It is shown in [27] that, given t * j ∈ T * , the set C 0 (j) \ {0} consists of all directions l ∈ L(j), whose immobility orders are greater that one. Therefore,
By construction,
In what follows, for simplicity, we will use notation F 1j (x, l) := F 1 (x, t * j , l), F 2j (x, l) := F 2 (x, t * j , l), j ∈ J * for the functions defined in (3) . In [27] , the following result was proved. 
with
such that the point x 0 is optimal in the following NLP problem:
then x 0 is an optimal solution in the problem (SIP).
Here and in what follows, T a (x) is the active index set at a feasible solution x ∈ X: T a (x) := {t ∈ T : f (x, t) = 0}.
Denote by Q = Q(T * ) ⊂ R n , the set defined by the equality constraints of the problem (NLP * ):
Then problem (NLP * ) can be written in the form min c(x),
It follows from Lemmas 3 and 5, and Corollary 4 in [27] , that, under Assumptions 1 and 2, the problem (NLP * ) possesses the following properties.
Property 2.3 For all j ∈ J * , the auxiliary functions F 1j (x, l) with l ∈ L(j) are convex w.r.t. x in Q and the functions F 2j (x, l) with l ∈ C 0 (j), are convex w.r.t. x in the convex setQ defined in (12) .
Here and in what follows, we use the Euclidean norm || · ||. Basing on Theorem 2.1 and the properties above, we can conclude that, under Assumptions 1 and 2, the sufficient optimality conditions for a feasible solution x 0 in the problem (SIP) can be substituted by the optimality conditions for x 0 in the auxiliary problem (NLP * ), which is convex and satisfies the Slater type CQ (Property 2.2).
Parametric Problem (P(ε)) and its Properties
In this section, using the constraints of the problem (NLP * ), we introduce a special parametric problem and study its properties, which are crucial for the proof of the necessary optimality conditions for the problem (SIP).
Suppose that the problem (SIP) has an optimal solution x 0 . Given ε > 0,
j ∈ J * , and consider a problem
being an arbitrary fixed number satisfying the inequality ||x − x 0 || > ε 0 , andx ∈ X a point satisfying relations (13)- (15) . It is easy to see that the set Y is defined by the constraints of the problem (NLP * ) corresponding to the immobile indices of the original problem (SIP). In the case T * = ∅, we have Y = R n and T (ε) := T . It follows from Properties 2.1 and 2.3, that the set Y is convex, hence the set Y ∩ B is convex as well.
Since the feasible set of the problem (P(ε)) is bounded, closed and not empty (vector x 0 is feasible), this problem has an optimal solution.
The main properties of the parametric problem (P(ε)) can be derived from the following proposition.
Proposition 3.1 Suppose that Assumptions 1 and 2 are satisfied. Consider a vectorx ∈ X satisfying inequalities (13)- (15) , and let z ∈ Y . Then, for any sufficiently small ε > 0, there exists a number λ(ε)
. Let ε > 0 be a sufficiently small positive number. Denote
Since
Consequently, relations (16) take place with λ(ε) ≡ 0, 0 < ε ≤ε, and the proposition is proved for this case.
To show that
For
Evidently, the sequence ∆ti ||∆ti|| , i = 1, 2, ..., possesses a convergent subsequence (21), it follows that l ∈ L(j), ∥l∥ = 1. To simplify the exposition, without loss of generality, we assume here that k i = i for i = 1, 2, .... From the considerations above, it follows that ∆t i admits representation:
where w i (∆t) is a function satisfying the property w i (∆t) → 0 as ∥∆t∥ → 0.
Recall that anyl ∈ L(j), can be presented in the form
and the coefficientsᾱ i andβ i are associated with the representation ofl ∈ L(j) in terms of the extremal rays (see (5)). Here we took into account (7) . From (6) , it follows that the sets {α * :
One of two following cases can occur in (23):
Let us, first, assume that the case A holds. Since
where l ( * ) = A * ᾱ * (see (24) ) and C 1 is the optimal value of the cost function in the problem max
Taking into account that, by construction,
From (25) and (26), it follows µ
, that contradicts assumption (20) . Now, let us consider case B: γ * = 0 in (23). By assumption, z ∈ Y, and taking into account l (0) ∈ C 0 (j), one gets
The constraints of the problem (LP(z, t * j , l (0) )) are consistent and it follows from (27) that val(LP (z, t * j , l (0) )) < +∞. Hence, this problem has a dual solution, i.e. there exist numbers
Since t i = t * j + ∆t i with ∆t i defined in (22) , then the inequalities
can be rewritten in the form
Similarly, we have
From (MFCQ), one can conclude that the set of vectors y s , s ∈ S a (t * j ) satisfying (28), is bounded. Multiply each inequality in (30) by the corresponding value y s ≥ 0, s ∈ S a (t * j ), and sum the resulting inequalities:
From (28) and (31), it follows
This relation, together with (32), implies
wherefrom, w.r.t. the equality (29), the inequality 0 < f (z, t i ), and the fact thatl = l (0) in the case B, we get
Taking into account (27) , from the the last inequalities we get
Similarly (14) take place. Hence, for C 2 , defined above, and ε i > 0 sufficiently small, it holds
From the last inequality together with (25) and (33)
But this again contradicts our assumption (20) . The contradictions obtained in the cases A and B, prove that relations (19) 
It follows from (18) and (19) that λ(ε) → 0 as ε ↓ 0 and, by construction,
Hence, relations (16) are fulfilled.
It is worth mentioning that the proof of Proposition 3.1 (for SIP problems with finitely representable index sets) at the root is different from that of Proposition 5 in [17] (for SIP problems with the box constrained index sets). This is due to the fact that, in spite of the external similarity, the parametric problem (P(ε)) fundamentally differs from the parametric problem, which was introduced in [17] . This difference is explained by the more complex geometry of the finitely representable index set, and makes it impossible to simply transfer the evidence of [17] on the more complex case.
The following two corollaries, that can be proved in a similar way as Corollary 3 and Proposition 6 in [17] , are obtained on the basis of Proposition 3.1. 
Optimality Conditions for the Convex SIP Problems with Finitely Representable Index Sets
In this section, we will use the properties of the parametric problem (P(ε)) proved in the previous section, to obtain new optimality conditions for the problem (SIP), that is the main goal of the paper.
Implicit Optimality Criteria
Using Corollaries 3.1 and 3.2, and following the main steps the proof of Theorem 1 from [17] , we can prove the following theorem.
Theorem 4.1 Suppose that Assumptions 1 and 2 are satisfied for the convex problem (SIP). Then a feasible solution x 0 ∈ X is optimal in this problem if and only if there exists a set {t j , j ∈ J a } ⊂ T a (x 0 )\T * , |J a | ≤ n, such that x 0 is an optimal solution of the auxiliary problem
Now, let us rewrite the problem (AP) in the form
where the setQ ⊂ R n is defined in (12) . Under Assumptions 1 and 2, problem (AP) possesses the Properties 2.1 -2.3 and, therefore, satisfies the conditions of Theorem 1 from [29] . Applying this result together with Theorem 4.1, one can prove the following theorem.
Theorem 4.2 [Implicit Optimality Criterion ] Suppose that Assumptions 1 and 2 are satisfied for the convex problem (SIP). Then the feasible solution x 0 ∈ X is optimal iff there exist a set of indices {t j , j ∈ J a } ⊂ T a (x 0 ) \ T * and a set of vectors l k (j), k = 1, . . . , m(j), j ∈ J * , defined in (10) , such that
and the vector x 0 is an optimal solution of the convex NLP problem (11) .
Note that the optimality conditions given by this theorem, are both necessary and sufficient, and the Assumptions 1 and 2 are not too restrictive.
According to Theorem 4.2, given feasible x 0 , instead of testing its optimality in the infinite dimension SIP problem (SIP), one can test the optimality of x 0 in a finite dimension NLP problem (NLP * ). The transition to a simpler and more studied problem allows us to obtain new explicit optimality conditions for convex SIP. In fact, having applied Theorem 4.2 and any optimality conditions for the convex problem (NLP * ) (either some conditions already known from the theory of NLP, or new ones, that are specially formulated for the case), one gets new optimality conditions for SIP. Some of such conditions are presented in the next section.
Explicit Optimality Conditions
In the previous section, we have proven the implicit optimality criteria for the problem (SIP). Now we will formulate and prove new explicit sufficient and necessary optimality conditions for this problem. These conditions differ from the known ones and are formulated under assumptions that are less restrictive than the usually used CQs.
The following lemma states some important properties of this problem. 
Moreover, this problem has an optimal solution and val(LP j (x)) = 0.
Proof. For x ∈Q and j ∈ J * , consider the problem (LP j (x)). Let µ be its feasible solution. It follows from the definition of the sets S * a (t * j ) and S 0 a (t * j ), that there exist numbersα i ≥ 0, i ∈ I 0 (j), such that the vector
satisfies the relations
Thenμ ∈ L(j) and the following representation is possible:
From the inclusion x ∈Q, it follows
∂tμ ≤ 0 and, hence, ∂f T (x,t * j ) ∂t µ ≤ 0 for each feasible solution µ of the problem (LP j (x)). Then, evidently, vector µ = 0 is an optimal solution and val(LP j (x)) = 0.
Moreover, from equalities (36) and (37), it follows:
This proves that every feasible solution µ of the problem (LP j (x)) admits representation (35) .
Let sol(P ) denote the set of the optimal solutions of a given optimization problem (P), and suppose that ∑ m k=1 · · · = 0 if m = 0. 
and numbers λ j , j ∈ J * , ν j ≥ 0, j ∈ J a , such that
Then x 0 is an optimal solution of the problem (SIP).
Note that here and in what follows, it may happen that m(j 0 ) = 0 for some j 0 ∈ J * . This means that the set {l k (j 0 ), k = 1, ..., m(j 0 )} is empty.
Proof. For x 0 ∈Q and j ∈ J * , let us consider the problem (LP j (x 0 )). It follows from Lemma 4.1, that 0 =
Taking into account the last equality and the
Letx be a feasible solution in (11) . Since problem (11) is convex, then for all λ ∈ [0, 1], the vector x(λ) := x 0 (1 − λ) +xλ = x 0 + λ∆x with ∆x :=x − x 0 is its feasible solution as well. Hence, for ∆x it holds:
Since µ k (j) ∈ sol(LP (x 0 , t * j , l k (j))), the inequalities (44) imply
Let ∆x be a vector satisfying conditions (42), (43) and µ j ∈ sol(LP j (x 0 )).
Taking into account (35) , (40), and (43), we obtain
By assumption, equality (39) holds true. Let us multiply both sides of this equality by ∆x T and take into account (41)-(46). As a result, we get
≥ 0.
Thus, we have shown that for every feasible solutionx of problem (11) the
The last two inequalities imply the inequality c(x 0 ) ≤ c(x), which has to be satisfied by all feasible solutions x of problem (11) . This means that the vector x 0 ∈ X is an optimal solution of this problem. Taking into account that the set of feasible solutions X of the original SIP problem is a subset of the set of feasible solutions of problem (11) , we conclude that the vector x 0 solves the original SIP problem as well. The theorem is proved.
Following [30] , let us introduce the following definition. 
has a constant rank for every x ∈ Ω(x).
Theorem 4.4 [Explicit optimality criterion] Let Assumptions 1 and 2 hold true for the convex problem (SIP). Suppose that (CRCQ) is satisfied at x 0 ∈ X. Then the vector x 0 is an optimal solution of problem (SIP) iff there exist indices t j , j ∈ J a , and vectors l k (j), k= 1, . . . , m(j), j ∈ J * , defined in (10) and (34), as well as vectors µ k (j), k = 1, . . . , m(j), and µ j , j ∈ J * , defined in (38), and numbers λ j , j ∈ J * , ν j ≥ 0, j ∈ J a , such that equality (39) takes place.
Proof. ⇒ It follows from Theorem 4.2, that there exist indices t j , j ∈ J a , and vectorsl k (j), k = 1, . . . , m(j), j ∈ J * , defined in (10) such that the vector x 0 is optimal in problem (11) . Rewrite the last problem in the form min c(x),
It follows from the assumptions of the theorem, that problem (48) possesses the Properties 2.1 -2.3 (see section 2) and the following one: there exists a neighborhood Ω(x 0 ) ⊂ R n of x 0 such that the system of vectors (47) has a constant rank for every x ∈ Ω(x 0 ). According to [31] , under fulfillment of these properties, a feasible vector x 0 is an optimal solution in problem (48) if and only if there exist numbers and vectors
holds true with
It follows from Lemma 4.1, that for j ∈ J * , the vector µ j is feasible in problem (LP j (x 0 )) and ∂f T (x 0 ,t * j ) ∂t µ j = 0. Hence, µ j ∈ sol(LP j (x 0 )). Basing on Theorems 4.2 and equality (49), without loss of generality, we can suppose that λ kj > 0, k = 1, ..., m(j), j ∈ J * , since in the case when λ kj = 0, we may exclude from consideration the vectorl k (j) and the corresponding constraint of problem (48). Denote
Evidently, l k (j) ∈ {l ∈ C 0 (t) : F 2j (x 0 , l) = 0}, µ k (j) ∈ sol(LP (x 0 , t * j , l k (j))), k = 1, ..., m(j), j ∈ J * . Hence, equality (49) implies equality (39) with vectors µ j ∈ sol(LP j (x 0 )) defined in (50) and l k (j), µ k (j), k = 1, ..., m(j), defined in (51) for j ∈ J * . The necessary part of the theorem is proved.
⇐ The sufficient part of the proof follows from Theorem 4.3.
Theorem 5.1 Let the convex problem (SIP) satisfy (SCQ). A feasible point x 0 ∈ X is an optimal solution of (SIP) iff there exist a set of indices {t j , j ∈ J a } ⊂ T a (x 0 ), |J a | ≤ n, and numbers ν 0 = 1, ν j ≥ 0, j ∈ J a , such that
The following observations should be made here:
-The statement of Theorem 5.1 continues to be true in its sufficient part even when the problem (SIP) does not satisfy (SCQ). But such a sufficient optimality condition for convex SIP is too restrictive. -Without (SCQ), the first order necessary optimality conditions from [1, 11] are as follows: Let x 0 ∈ X be an optimal solution of (SIP). Then there exist active indices {t j , j ∈ J a } ⊂ T a (x 0 ), |J a | ≤ n, and numbers ν 0 ≥ 0, ν j ≥ 0, j ∈ J a , such that equality (52) takes place. It is easy to show that if T * ̸ = ∅, then these conditions are fulfilled for all x ∈ X.
From the observations above, we can conclude that the optimality conditions formulated in the Theorems 4.3 and 4.4 coincide with the classical first order optimality conditions for the problems (SIP) satisfying (SCQ), and they are more efficient than the classical conditions, if (SCQ) is not satisfied.
Case 2. The lower level problem satisfies some additional conditions
It was shown above that, given an optimal solution x 0 of the convex problem (SIP), its immobile indices solve the corresponding lower level problem (LLP(x 0 )), i.e. t * j ∈ sol(LLP (x 0 )), j ∈ J * . Consider the following condition:
Note that condition (53) is weaker then the classical second order sufficient optimality conditions (SOSOC) for t * j , j ∈ J * , in the problem (LLP(x 0 )):
Condition (53) implies that m(j) = 0 ∀j ∈ J * in (10), and Theorem 4.3 takes the form Theorem 5.2 Let Assumptions 1, 2 hold true, x 0 ∈ X, and condition (53) be satisfied. Suppose that there exist a subset of the set of active indices {t j , j ∈ J a } ⊂ T a (x 0 )\T * , |J a | ≤ n, vectors µ j ∈ sol(LP j (x 0 , 0)) and numbers λ j , j ∈ J * , ν j ≥ 0, j ∈ J a , such that
Then x 0 is an optimal solution of problem (SIP).
Case 3. The index set T ⊂ R p is a polyhedron
Suppose that the functions g s (t), s ∈ S, in (2) are linear: g s (t) = h T s t + ∆h s , s ∈ S. In this case, the inclusions sol(LP (x 0 , t * j , l (k) j )) ⊂ sol(LP j (x 0 )), k = 1, . . . , m(j), j ∈ J * , take place and Assumption 1 is not mandatory. Hence, Theorem 4.3 takes the form Theorem 5.3 Let Assumption 2 hold true for the convex problem (SIP) with polyhedral index set T , and x 0 ∈ X. Suppose that there exist a subset of the set of active indices {t j , j ∈ J a } ⊂ T a (x 0 )\T * , a set of vectors l k (j), k = 1, . . . , m(j), j ∈ J * , defined in (10) and (34) , vectors µ j ∈ sol(LP j (x 0 )), j ∈ J * , and numbers λ j , j ∈ J * , ν j ≥ 0, j ∈ J a , such that
More detailed considerations can be found in [25] , where SIP problems with polyhedral index set T and linear w.r.t.
x constraint function f (x, t) are considered. 
Example
In [27] , the efficiency of the implicit optimality conditions formulated in Theorem 2.1, was illustrated with the help of an example in which the lower level problem satisfies the additional conditions (SOSOC) (see subsection 5.2). Now we will slightly modify this example to illustrate the efficiency of the explicit optimality conditions proposed in Theorem 4.3 also in the case, when the conditions (SOSOC) are not satisfied.
Let
Note here that the set T 2 is convex but not polyhedral, and the set T 1 is not convex. Consider the following convex SIP problem:
Problem (54) admits a feasible solution
. Let us, first, test the optimality of x 0 in problem (54) using the approach suggested in the paper. Denote t 1 := (0, 0) T ∈ T 1 , t 2 := (3, 0) T ∈ T 2 , and t 3 := (1, x 0 1 /2) T ∈ T 1 . It can be checked that the indices t 1 , t 2 , and t 3 form the active index set in x 0 : f 1 (x 0 , t 1 ) = f 2 (x 0 , t 2 ) = f 1 (x 0 , t 3 ) = 0, and two of these indices, t * 1 = t 1 and t * 2 = t 2 , are immobile (hence J * = {1, 2}). By construction, the immobile index t * 1 is situated in the locally non-convex part of the index set T 1 . Note here that (MFCQ) is fulfilled at both immobile indices, t * 1 and t * 2 , and there exists a feasiblex ∈ R 4 :
such that the following inequalities hold:
Hence Assumptions 1 and 2 are satisfied for problem (54).
For the index t * 1 , we have S a (t * 1 ) = {1}. The cone L(t * 1 ) = {l ∈ R 2 : −l 1 + l 2 ≤ 0} can be represented by one bidirectional ray b 1 (1) = (1, 1) T and one unidirectional ray a 1 (1) = (1, −1) T with q(t * 1 , b 1 (1)) = 1 and q(t * 1 , a 1 (1)) = 1. Then the sets in (8) are as follows:
For the index t * 2 = (3, 0) T ∈ T * , we have S a (t * 2 ) = {1}, and the cone
Hence, the sets in (8) are given by I * (2) = ∅, I 0 (2) = {1}.
One can show that
and there exists unique (up to a positive multiplier) vectorl = (0.5, 1) T ,l ∈ L 1 (t * 2 ) such that ∥l∥ ̸ = 0 andl T ∂ 2 f 2 (x 0 , t * 2 ) ∂t 2l = 0. Hence, according to the optimality criterion formulated in Theorem 4.2, vector x 0 is optimal in problem (54) iff it is optimal in the following Quadratic Programming (QP) problem:
Remind once again that the given vector x 0 satisfies the explicit sufficient optimality conditions formulated in Theorem 4.3. It was shown above, how the additional information about the properties of the immobile indices permits to obtain the optimality conditions, which are more efficient than the known ones. This additional information can be useful for numerical methods as well. Let us illustrate this with an example.
One of the methods for solving SIP problems (discretization approach) consists in overlaying a rather dense grid on the index set and constructing a corresponding discretized problem (NLP D ). A solution of the discretised problem is considered as an approximate solution of the original SIP problem. We will apply this method to problem (54). Let µ s > 0, ν s > 0, be the discretezation steps in the corresponding directions for the index sets T s , s = 1, 2. Denote: a s = min
Choose the following grids in the index sets T 1 and T 2 :
and solve the following discretized problem (NLP problem):
For the step values µ 1 = 0.0367, ν 1 = 0.0069, µ 2 = 0.0067, ν 2 = 0.0069,
problem (59) admits a solution x 1 D = (0, −0.0061, −0.0210, 0.0237). For another step values, µ 1 = 0.0061, ν 1 = 0.0013, µ 2 = 0.0011, ν 2 = 0.0013, a solution of the discretized problem (59) is x 2 D = (0, −0.0109, −0.0036, 0.0139).
Both vectors x 1
D and x 2 D considerably differ from the optimal solution x 0 . This example shows that even for a very dense greed, the optimal solution of the discretized problem can be very far from that of the original SIP problem. Now, let us add to the discretized problem (59) the additional constraints 1 (2) = 0, obtained as the result of the analysis of the immobile indices. These constraints, as it was shown above, should be satisfied for any solution of (54). Having solved the obtained problem on the grid with step values (60), we get x 1 newD =(0.0694, −0.2500, −0.4305, 0.6805). It is easy to see that this solution is almost identical to the optimal solution of the original SIP problem (54). Therefore, we can conclude that the discretization methods may be improved by introducing the new additional constraints, which are obtain on the base of the notion of the immobile indices.
Perspectives
We would like to complete the article by a short discussion about the prospects open to researchers of SIP and connected problems, when using a new approach to optimality conditions, described here.
As a rule, a non-compliance of the KKT type necessary optimality conditions in SIP is related with the fact that SIP problems may possess hidden additional constraints. Those are the consequence of the full continuum system of the constraints, but are not a consequence of any of its finite subsystems. The analysis of the properties of the immobile indices of constraints has allowed us to formulate these additional constraints in an explicit form. This made it possible to derive new optimality conditions.
The obtained results permit to conclude that the further research, which is aimed at identification and accounting the immobile indices and the corresponding additional constraints, is promising and may lead to new findings. It inspires us to continue investigation in this area, and below we discuss some possible topics of new studies. At the outset, recall that in the present paper a) the convex SIP problems were considered; b) it was assumed that the (infinite) index set T is compact; c) the set of immobile indices T * was assumed to consist of a finite number of elements; d) for all t ∈ T * , the immobility orders were supposed to be less or equal to one.
Now, let us outline a few directions for the future research.
Our efforts will be aimed at weakening the assumptions b) − d). Namely, it is planned to investigate the problems, in which: b * ) the index set T is not compact, c * ) an infinite number of immobile indices is possible; d * ) the immobility orders may be greater than one.
When the convex SIP problems are being studied, it is usually assumed in the literature, that the mentioned above situations do not take place. However, in many important applications of SIP the situations b * ) − d * ) are typical. Let us list some of them.
Firstly, there are important for different applications problems of Copositive Programming (CP) (see, e.g., [32] ). For these problems, situations c*) and d*) may occur. In [33] , we have already successfully applied our approach to the Semidefinite Programming (SDP) problems, which can be considered as a particular case of CP problems. It should be emphasized that, in a general, CP problems are much more complex than those of SDP.
Secondly, there are problems of Semi-Infinite Polynomial Programming (SIPP) and, in particular, the Linear SIPP problems, which have recently emerged in the spotlight in literature (see, e.g., [34] ). For these problems, the situations b * ) − d * ) are typical. In study of SIPP problems with noncompact index set T , a special technique called homogenization, is used [34] . This technique allows, under some generic assumptions, to reduce the original SIPP problem (with noncompact set T ) to the equivalent SIPP problem with a compact one. However, the use of homogenization technique does not guarantee that the Slater condition is fulfilled for the new equivalent SIPP problem, even when the original problem satisfies this condition. In fact, consider the following simple Linear SIPP problem:
where c ∈ R n , d ∈ R p , A ∈ R n×p , B ∈ R m×p are given. Having applied the homogenization technique, one gets the equivalent problem min x∈R n ,ρ∈R
Evidently, if the feasible set of problem (61) is nonempty, then the constraints of this problem satisfy the Slater condition. At the same time, this condition is violated for problem (62), when the set ∆K = {τ ∈ K \ {0} : τ T Dτ = 0} is nonempty. Note that all indicest = (τ, 0), with τ ∈ ∆K, are immobile and for them, as a rule, the situations c * ) and d * ) occur. In [35, 36] , for SIP problems with noncompact index set, the KKT necessary optimality conditions are formulated under the Farkas-Minkowski CQ. In problem (61), this CQ does not hold true and, therefore, the KKT conditions may be not fulfilled. Thus, further study of SIPP problems, on the basis of the proposed in the paper approach, is relevant and promising.
It may also be interesting and auspicious to use our approach to reveal the "hidden" constraints both in general and specific non-convex SIP problems. For example, we can apply it to SIP problems with disjunctive index sets in the form min x∈R n c(x), s.t. f 1 (t (1) , x) ≤ 0 ∀t (1) 
to fractional SIP problems in the form
and to various types of min max and multi-objective SIP problems [37] .
The identification and accounting of the "hidden" constraints in the generalized SIP problems are also of interest.
The information about the "hidden" constraints can be used for development of the duality theory in SIP.
The illustrative example, described in the paper, shows that the use of the "hidden" constraints has a positive impact on the effectiveness of the numerical methods. Therefore, it is relevant to -create and justify efficient algorithms, which constructively describe the set of immobile indices, and formulate, with the help of these indices, new additional constraints satisfied by all feasible solutions of the original SIP problem;
-develop the numerical methods for solving the arising auxiliary problems which contain these additional constraints.
The results of this paper can serve as a good theoretical and constructive basis for work in the above-mentioned directions.
Conclusions
In the present paper, we have considered the convex SIP problems with finitely representable compact index sets under Assumptions 1 and 2, which are less restrictive than the known CQs. Using the notion of immobile indices, we obtained new efficient optimality conditions in implicit and explicit forms and showed that these conditions are more efficient than the known ones, when applied to the considered class of problems. We discussed perspectives in the study of various classes of optimization problems, which a new approach opens, and indicated some directions for future research.
