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Heterostructures allow the realization of electronic states that are difficult to obtain in isolated
uniform systems. Exemplary is the case of quasi-one-dimensional heterostructures formed by a
superconductor and a semiconductor with spin-orbit coupling in which Majorana zero-energy modes
can be realized. We study the effect of a single impurity on the energy spectrum of superconducting
heterostructures. We find that the coupling between the superconductor and the semiconductor
can strongly affect the impurity-induced states and may induce additional subgap bound states
that are not present in isolated uniform superconductors. For the case of quasi-one-dimensional
superconductor/semiconductor heterostructures we obtain the conditions for which the low-energy
impurity-induced bound states appear.
Composite heterostructures provide an opportunity to
realize states with novel and desirable properties that
are different from the individual components. In the last
decade, this principle has been implemented very success-
fully to obtain composite electronic systems with novel
and unique electronic properties. For example, the het-
erostructures combining a conventional s-wave supercon-
ductor (SC) and a semiconductor with strong spin-orbit
coupling (SOC) may realize topological superconduct-
ing states supporting Majorana zero modes (MZMs)[1–
9], and the preliminary signatures of MZMs were ob-
served [10–22].
The presence of impurities in heterostructures, as
in any other condensed matter system, is unavoidable.
However, their effect on the electronic states can be quite
non-trivial due to the interplay between scattering pro-
cesses involving different materials. The effect of im-
purities in general varies significantly depending on the
component of the heterostructure in which they are lo-
cated. This fact makes the understanding of impurity ef-
fects in heterostructures non trivial and outside the scope
of most previous works focusing on impurity effects in
single-component homogeneous systems.
In this work we study the states induced by scalar im-
purities in heterostructures involving a SC and a semi-
conductor with Rashba SOC. Our analytical results show
that in general the self-energy describing the effect of an
isolated impurity consists of two terms that may have
opposite signs. We find that the complete or partial can-
cellation of these two terms is responsible for the pres-
ence of low-energy impurity-induced states that are not
present in homogeneous SC systems [23]. We find that
this cancellation may lead to impurity-induced subgap
states even in the limit of vanishing magnetic field. This
finding does not contradict Anderson’s result [24] given
that in our system the superconducting order parameter
is not uniform. For the specific case of one-dimensional
(1D) heterostructures we study how the spectrum of the
impurity-induced states changes as a function of an exter-
nal magnetic field. As shown in Refs. [25–28], a magnetic
field may induce a quantum phase transition from a con-
ventional (trivial) superconducting phase to a topological
superconducting phase characterized by the presence of
MZMs. We identify the regions in parameter space where
very low-energy impurity-induced states might affect the
observation and manipulation of MZMs.
Theoretical Model. The Hamiltonian H for the het-
erostructure can be written as H = HN + HSC + HT,
where HN is the Hamiltonian for the normal, i.e. non-
superconducting, component (either a semiconductor or
a metal), HSC is the Hamiltonian for the SC and HT is
the term describing tunneling processes between the SC
and the normal component. Specifically, HN and HSC
are defined as (henceforth ~ = 1)
HN =
1
2
∑
k
ψ†N,k [N,kσ0τz+αlk ·στz+Vxσxτz]ψN,k, (1)
HSC =
1
2
∑
k
ψ†SC,k [SC,kτzσ0 −∆0τyσy]ψSC,k. (2)
where ψ†k,i = (c
†
i,k↑, c
†
i,k↓, ci,−k↑, ci,−k↓) is the spinor
with i=N or i=SC, c†i,kσ (ci,kσ) is the creation (an-
nihilation) operator for an electron with momentum
k and spin σ in the i-th part of the heterostructure,
i,k = (k
2/2mi − µi) with mi, µi the electron’s effec-
tive mass and chemical potential, respectively, in the
i-th component, σj (τj) are the Pauli matrices in spin
(Nambu) space, α is the strength of the Rashba SOC
with lk = (ky,−kx, 0), ∆0 is the amplitude of the super-
conducting gap, and Vx is the Zeeman splitting due to
the external magnetic field along the x-direction. The
tunneling Hamiltonian can be written as
HT =
1
2
∑
k
ψ†SC,khˆT (q)ψN,k+q + h.c. (3)
where hˆT (q) is the tunneling matrix. In our case, as-
suming that the tunneling processes conserve the spin
and the momentum parallel to the SC-N interface (k‖)
we have hˆT (q) = tσ0τzδ(q‖) with t being the tunneling
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2amplitude. To quantify the effect of the tunneling term
it is helpful to introduce the parameter Γt ≡ t2ρF,SC,
where ρF,SC is the density of states (DOS) of the SC at
the Fermi energy, EF,SC.
In the presence of impurities, the Hamiltonian for the
system is modified by an additional term, Himp, describ-
ing the scattering of electrons off the impurities. For a
single isolated impurity located in the i-th (i = N,SC)
component of the heterostructure
Himp =
∑
r
δ(r)ψ†i,rhˆimpψi,r =
∑
k,k′
ψ†i,khˆimpψi,k′ . (4)
Here ψ†i,r (ψir) is the creation (annihilation) operator for
an electron at position r in the i-th component of the
heterostructure, and hˆimp is the matrix describing the
structure of the impurity in spinor space. For a scalar im-
purity, using the convention specified above for spinors,
we have hˆimp = uimpσ0τz where uimp is the strength of
the impurity potential.
The spectrum of the impurity-induced states can be
obtained by locating the poles of the T matrix [29].
Using the diagrammatic approach, one can express the
T -matrix in terms of the Green’s function for the iso-
lated components of the heterostructure G
(0)
i (k, ω) =
(ω+iη−Hi)−1 with i = N,SC and η → 0. If the impurity
is located in the i-th component of the heterostructure,
the matrix Ti is given by
Ti(ω) =
[
1− hˆimpΣi,imp(ω)
]−1
hˆimp, (5)
where Σi,imp(ω) =
∫
dkGi(k, ω) and Gi(k, ω) is the
Green’s function of the i-th component of the het-
erostructure dressed by the self-energy Σi,t(k‖, ω) due to
the tunneling term:
Gi(k, ω) =
[
(G
(0)
i (k, ω))
−1 − Σi,t(k, ω),
]−1
(6)
Σi,t(k, ω) =
∫
dqhˆT (q)G
(0)
i¯
(k + q, ω)hˆT (−q). (7)
Here G
(0)
i¯
is the Green’s function of the heterostructure’s
component coupled via the tunneling term to the i-th
component. Using Eq.(3), we obtain
Σi,t(k‖, ω) = t2
∫
dq⊥σ0τzG
(0)
i¯
(k‖,q⊥, ω)σ0τz. (8)
To understand how the presence of the tunneling term
affects the spectrum of the impurity-induced states it is
useful to express Ti in the following equivalent form:
Ti =
[
1− hˆimp
(
Σ
(0)
i,imp(ω) + Σ
(1)
i,imp(ω)
)]−1
hˆimp (9)
where
Σ
(0)
i,imp(ω) =
∫
dkG
(0)
i (k, ω), (10)
Σ
(1)
i,imp(ω) =
∫
dkG
(0)
i (k, ω)Σi,t(k, ω)iGi(k, ω). (11)
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FIG. 1. (Color online) Sketch of 1D N/SC heterostructure
with an isolated impurity, shown by the red “X”, in the semi-
conductor (N), in (a), and in the SC in (b). Red arrows
represent impurity-induced scattering processes.
As follows from above, there are two contributions that
determine the pole structure of Ti: Σ
(0)
i,imp the term that
appears if the component i were isolated, and Σ
(1)
i,imp(ω)
the term due to tunneling processes between the i-th and
i¯-th component of the heterostructure. If tunneling is
not a weak perturbation, the interplay between these two
terms may lead to unusual properties for the spectrum
of the impurity-induced states in the heterostructure.
For the case when the impurity is located in the nor-
mal component (in the remainder we assume it to be a
semiconductor) the effect of the tunneling term is to in-
duce a SC gap in it (∆ind) and is straightforward from
Eq. (5) to obtain TN(ω) = [τzσ0−uimpΣˆN,imp(ω)]−1uimp.
When no SOC is present (α = 0), TN(ω) does not have
poles ω∗ below the induced gap (i.e. |ω∗| ≥ ∆ind). In the
presence of SOC in the semiconductor the superconduct-
ing pairing will mix spin-singlet and spin-triplet pairing
components, even though in the SC only s-wave pairing
is present [30–32]. To further investigate this case we
consider the quasi-1D system shown in Fig. 1 in which
Lx → ∞ and Ly, Lz are small enough so that the spec-
trum is comprised of 1D subbands, 
(n)
kx
, with energy sepa-
ration larger than ∆0. For concreteness in the remainder
we limit ourselves to the case in which only one spinful
subband is occupied. When Vx is larger than a critical
value, V cx , the system is expected to be in a topological
phase [27, 28]. For parameter values relevant for current
experiments [29] for Vx < V
c
x the impurity-induced states
have energies, ω∗, very close to the induced-gap edge.
When the chemical potential is much larger than the SC
bulk gap [29], in the trivial regime, |ω∗| can be smaller
than ∆ind, albeit it does not approaches zero. The spec-
trum of the impurity-induced states is completely differ-
ent in the topological regime. In this regime the induced
superconducting pairing is p-wave and we find that the
energy of the bound states: (i) depends very strongly
on uimp, (ii) it is strongly asymmetric with respect to
uimp = 0, (iii) it can go to zero for finite (negative) val-
ues of uimp [33]. This can be seen in Fig. 2 (a) where
the dependence of ω∗ on uimpρF,N (ρF,N being the DOS
of the semiconductor (N) at its Fermi energy EF,N ) for
different values of the Zeeman splitting Vx > V
c
x .
The results shown in Fig. 2 (a) can be qualita-
tively understood considering a scalar impurity, Eq. (4),
in a 1D p-wave superconductor for which: HpSC =
3-6 -4 -2 0 2 4 60.00.2
0.4
0.6
0.8
1.0
1.2
uimpρF
ω
* /Δ ind
(b) 1D p-wave SC
! = 2Δ%! = 100Δ&
-6 -4 -2 0 2 4 60.0
0.2
0.4
0.6
0.8
1.0
1.2
uimpρF
ω
* /Δ p
(a) Impurity in semiconductor
!" = 6	Δ' !" = 12	Δ(
!" = 9	Δ'
F,N
FIG. 2. (Color online) (a) Spectrum of impurity-induced
bound states for 1D N/SC heterostructure as a function of
uimpρF,N for the case (a) of Fig.1 and Vx > V
c
x . Here
k2F,N/(2mN ) = 1.5∆0, αSOkF,N = 4.2∆0, µN = 1.5∆0,
Γt = 5∆0, V
c
x ≈ 5.2∆0. (b) Spectrum of impurity-induced
bound states for a 1D p-wave SC as a function uimpρF,N for
different values of µ.
∑
kxσσ′ [c
†
kx,σ
(k2x/2m−µ)σ0ckx,σ′ + i∆p(kx/kF )c†kx,σdkx ·
σσyc
†
−kx,σ′ + h.c.], where ∆p(kx/kF ) = −∆p(−kx/kF )
is the amplitude of the superconducting p-wave pairing
and dkx is the unit vector characterizing the polarization
of the triplet state [34]. In this case T (ω) = uimp[τz −
uimp
∫
dkxGp−SC(ω, kx)]−1, where Gp−SC(ω, kx) = (ω +
iη−Hp−SC)−1. Due to the 1D nature of the carriers, one
finds that, at low energies, the density of states is strongly
dependent on their energy : ρ() ≈ 1/√. This fact
makes the energy of the impurity bound state strongly
dependent on uimp when µN is close to the bottom of the
band. This is shown in Fig. 2 (b) where we can see that
the energy of the bound state depends strongly on uimp
when µ is small (solid line) and fairly weakly for large µ
(dashed line) [35]. We should emphasize that this asym-
metry effect is very relevant for 1D topological SC wires
supporting MZMs in which typically µN must be quite
small, i.e. |µN | <
√
V 2x −∆2ind [25–28].
In the most recent realizations of 1D topological SC
wires [9, 19–21] the semiconductor and the interface be-
tween the semiconductor and the SC are of very high
quality so that very few impurities are expected to be
present in the semiconductor or at the interface. On
the other hand, the SC (i.e. aluminum) is disordered.
Therefore, henceforth we consider the situation in which
the impurities are located in the SC. In this case, using
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FIG. 3. (Color online) Spectrum of impurity-induced bound
states as function of uimpρF,SC for 1D N/SC heterostruc-
ture when the impurity is located in the SC in the triv-
ial regime, (a) and (b), and topological regime (c) and (d).
Here k2F,N/(2mN ) = 1.5∆0, µN = 1.5∆0, αSOkF,N = 4.2∆0,
kF,N/kF,SC = 0.3.
Eq. (9) one finds
TSC =
uimp
τzσ0 − uimpΣ(0)SC,imp(ω)− uimpΣ(1)SC,imp(ω)
. (12)
For the case in which the SC is s-wave and the tunneling
is such that hˆT = tδ(q‖)σzτ0 we obtain
Σ
(0)
SC,imp(ω) =−
ρF,SC√
∆20 − ω2
[ωσ0τ0 + ∆0σyτy] (13)
Σ
(1)
SC,imp(ω) =
∫
dk‖
∫
dk⊥G
(0)
SC(k‖,k⊥, ω)
ΣSC,t(k‖, ω)GSC(k‖,k⊥, ω) (14)
with ΣSC,t(k‖, ω) given by Eq. (7). One can show
that the strength of the second term Σ
(1)
SC,imp(ω) is
proportional to the dimensionless parameter αSwS =
Γt
EF,N
kF,N
kF,SC
(see [29] for details) where kF,N, kF,SC are the
Fermi momenta in the N and SC, respectively.
Fig. 3 (a) shows the spectrum of the impurity-induced
states as a function of uimpρF,SC for the 1D case in
which the N/SC heterostructure is in the topologically
trivial phase, Vx = 2∆0 < V
(c)
x , and different values of
Γt. In the limit αSwS → 0, t 6= 0 (i.e. Σ(1)SC,imp → 0
and ∆ind 6= 0), we find bound states close to the gap
edge. As αSwS increases, the interplay between Σ
(0)
SC,imp
and Σ
(1)
SC,imp may lead to low-lying subgap states as
demonstrated in Figs. 3 (a) and (b). The results of
Fig. 3 (b) also show that as Γt increases the spectrum of
the impurity-induced bound states becomes more asym-
metric with respect to uimp = 0 as we have found for
the case in which the impurity is located in the N. It is
very interesting to notice that, contrary to the case when
an impurity is located in the N, see Fig 7 (a) in [29], an
4impurity in the SC may lead to low-lying subgap states
with ω∗ → 0 in the trivial regime.
Figs. 3 (c), (d) show the results when the N/SC het-
erostructure is in the topological phase Vx = 14∆0 >
V
(c)
x . One can see that the spectrum is strongly asym-
metric in this case even for relatively small values of Γt,
Figs. 3 (c). For larger Γt we find that also in the topo-
logical phase the impurity can induce zero energy bound
states for relatively small values of uimpρF,SC , Figs. 3 (d).
These results suggest that in the topological phase the
value of uimp necessary to induce a zero-energy bound
state decreases as Γt increases. Thus, there is an opti-
mal value of Γt for which the induced gap is large and,
at the same time, impurities in the SC do not result in
significant subgap density of states.
The spectrum of the impurity bound states as a func-
tion of Zeeman coupling for Vx < V
(c)
x and fixed Γt is
shown in Fig. 4 (a). As one can see there is a thresh-
old value of Vx for the emergence of bound states with
ω∗ → 0. We plot the value of |u∗impρF,SC | such that
ω∗ = 0 as a function of Vx in Fig. 4 (b): one of the so-
lutions decreases and approaches a constant at the topo-
logical transition whereas the other one increases to in-
finity. Similarly, we study the topological SC regime in
Figs. 4 (c), (d). As we increase Vx, two zero-energy
solutions merge and then disappear.
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FIG. 4. (Color online) Evolution of impurity-induced bound
states spectrum with Zeeman field. (a), (b): trivial regime,
Γt = 15∆0, kF,N/kF,SC = 0.1. (c), (d): topological regime,
Γt = 7∆0, kF,N/kF,SC = 0.3.
Considering that Vx and Γt are two of the key pa-
rameters that can be controlled in experiments to realize
MZMs in proximitized nanowires, the knowledge of where
in the (Vx,Γt) plane ω
∗ = 0 is of great importance for
the realization of topological qubits based on such sys-
tems [36–39]. Figs. 5 (a), (b) show in grey-blue (yellow)
the regions in the (Vx,Γt) plane for which there exist a
finite value of uimp such that ω
∗ = 0 (ω∗ < 0.6∆ind).
The red dashed line shows the boundary between trivial
and topological regimes. The horizontal dashed line in
Fig. 5 (a) (Fig. 5 (b)) identifies the valuesof Γt for which
the results of Fig. 4 (a), (b) (Fig. 4 (c), (d)) were ob-
tained. As follows from Fig. 5 (a), the area where ω∗ = 0
is rather large in the trivial regime and becomes smaller
in the topological one when kF,N/kF,SC  1. As the ratio
kF,N/kF,SC increases the area where ω
∗ = 0 decreases in
the trivial phase and increases in the topological phase,
as shown by Fig. 5 (b). Thus, the ratio of kF,N/kF,SC
is an important parameter when trying to reduce dis-
order effects in superconducting heterostructures. For
aluminum-based proximitized nanowires this parameter
is quite small, kF,N/kF,SC  1. The parameter αSwS can
be controlled experimentally by changing the back-gate
voltage in proximitized nanowires [40] so the propensity
for the formation of impurity-induced bound states we
predict, see Fig. 5, can be tested experimentally.
0 5 10 15 20
0
5
10
15
20
25
30
Vx/Δ0
Γ t
/Δ 0
!",$/!",&' = 0.1
(a)
Fig. 4 (a),(b)
0 5 10 15 20
0
5
10
15
20
Vx/Δ0
Γ t
/Δ 0
!",$/!",&' = 0.3
(b)
Fig. 4 (c),(d)
FIG. 5. (Color online) Phase diagram in (Vx,Γt) plane
identifying the regions, shown in grey (yellow) for which
ω∗ = 0 (ω∗ < 0.6∆ind) for some finite value of uimp. The
red dashed line shows the boundary between trivial and topo-
logical regime. Horizontal dashed line is placed at the value
of Γt for which the results of Fig. 4 were obtained. Here
k2F,N/(2mN ) = 1.5∆0, µN = 1.5∆0, αSOkF,N = 4.2∆0.
Conclusions. We have studied impurity-induced sub-
gap states in superconductor-based heterostructures. In
the case of proximitized nanowires, considered in this
work in detail, we find that in these structures there
is a large region in parameter space for which the im-
purities in the superconductor can induce low energy
states even when the superconductor is purely s-wave.
Our work presents results for the spectrum of the bound
states induced by a single impurity and so is comple-
mentary to the previous studies that considered the case
of many weak impurities [41–50] via disorder-averaging
techniques. Our results are directly relevant to exper-
imental situations in which the impurity density is low
and disorder-averaging is not justified. In addition, they
are instrumental to extend the study of the effect of
many-impurities via disorder-averaging to the unitary
limit, i.e. the limit of strong impurities, both for the case
when the impurities are located in the semiconductor and
5the case when they are located in the superconductor.
Our results provide guidance for the optimization
of superconductor-semiconductor heterostructures: al-
though a strong tunneling is beneficial to obtain a large
gap it also enhances the effect of the impurities located in
the s-wave superconductor on the superconducting state
induced in the semiconductor. Therefore, we find that,
when the effect of impurities is included, the optimal cou-
pling to the superconductor is not strong but intermedi-
ate, i.e. Γt ∼ ∆0.
Acknowledgments. ER acknowledges support from
NSF CAREER DMR-1455233, ARO-W911NF-16- 1-
0387, and ONR-N00014-16-1-3158.
Supplementary Information for “Impurity-induced states in superconducting heterostructures”
In this supplementary material we provide: (i) details on the derivation of the T-matrix expression for the case
when the impurity is located in the superconductor, see Eq. (13-15) of the main text, (ii) the relation between the
parameters values used in our calculations and the parameters values of current experiments on quasi 1D SM-SC
heterostructures, (iii) the spectrum of the impurity-induced states for the case when the impurity is located in the N
and the chemical potential in the N is much larger than the SC’s gap.
T-matrix calculation for an impurity in the superconductor
The scattering T-matrix for a single impurity in a superconductor proximity-coupled to a semiconductor nanowire
can be described by a diagrammatic representation shown in Fig. 6:
TSC(ω) = uimpτzσ0 + u
2
impτzσ0 ·
(
Σ
(0)
SC,imp(ω) + Σ
(1)
SC,imp(ω)
)
· τzσ0
+ u3impτzσ0 ·
(
Σ
(0)
SC,imp(ω) + Σ
(1)
SC,imp(ω)
)
· τzσ0 ·
(
Σ
(0)
SC,imp(ω) + Σ
(1)
SC,imp(ω)
)
· τzσ0 + · · ·
=
uimp
τzσ0 − uimpΣ(0)SC,imp(ω)− uimpΣ(1)SC,imp(ω)
, (15)
where Σ
(0)
SC,imp(ω) represents the contribution to the self-energy for a clean s-wave superconductor:
Σ
(0)
SC,imp(ω) =
∑
−→
k
G
(0)
SC(ω,
−→
k ) = ρF,SC g
qc(ω) = − ρF,SC√
∆20 − ω2
(
ωσ0 (∆0iσy)
†
(∆0iσy) ωσ0
)
. (16)
Above expression corresponds to Eq. (14) of the main text. The second term Σ
(1)
SC,imp(ω) represents a process of an
electron tunneling between the SC and semiconductor nanowire and scattering off the impurity
Σ
(1)
SC,imp(ω) =
∫
dk‖dk1,⊥dk2,⊥G
(0)
SC(k‖,k1,⊥, ω)ΣSC,t(k‖, ω)GSC(k‖,k2,⊥, ω), . (17)
= t2
∫
dk‖dk1,⊥dk2,⊥G
(0)
SC(k‖,k1,⊥, ω) · τzσ0 ·GN (k‖, ω) · τzσ0 ·G(0)SC(k‖,k2,⊥, ω). (18)
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FIG. 6. Diagrammatic representation of the scattering T-matrix for a single impurity in the superconductor of a superconducting
heterostructure. Processes that involve two scatterings can be of two types: 1) processes in which the electrons do not leave
the SC between the two scatterings, 2) processes in which the electrons travel through the N in between the two scatterings.
The meaning of the different lines is the following: double solid line (red): propagator in s-wave SC; dashed-solid line (black):
propagator in semiconductor wire with proximity induced superconducting gap; cross head - dashed line: scattering off the
impurity.
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FIG. 7. Spectrum of impurity-induced bound states for 1D N/SC heterostructure as a function of uimpρF,N for the case in which
the impurity is in the semiconductor. k2F,N/(2mw) = 10∆0, αkF = 3∆0, Γt = 5∆0 in the trivial regime, (a), and topological
regime (b). Here the topological transition occurs at V cx ≈ 11.2∆0
Here t is tunneling matrix element between the SC and nanowire (N), GN is the dressed semiconductor Green function
(in proximity to a clean SC). We assume that momentum parallel to the SC-N interface is conserved.
The largest contribution to the scattering in SC comes from on-shell processes (i.e. close to the Fermi surface).
Therefore, it’s convenient to introduce δk ≡ (δk, Ωˆ), where δk = |k − kF,SC|  kF,SC and Ωˆ ≡ k/|k|. One can
approximate the quasiparticle energy spectrum in the superconductor (k) as (k) = vF,SCδk where vF,SC is the Fermi
velocity in the superconductor. After integration over k, the bulk Green’s function in the SC, G
(0)
SC , becomes almost
independent of the momentum Ωˆ. Since the integral over k mostly comes from the contribution of pole near Fermi
energy, one can perform the integration over k analytically:
Σ
(1)
SC,imp(ω)=
LzkF,N
EF,N
t2
∫
dΩˆ
(
ρF,SC
kF,SCLz
∫
dδkGSC(ω; δk, Ωˆ)
)
· τzσ0 ·R(ω) · τzσ0 ·
∫
dΩˆ
(
ρF,SC
kF,SCLz
∫
dδkGSC(ω; δk, Ωˆ)
)
,
(19)
where kF,N and EF,N are the Fermi wavevector and Fermi energy in the semiconductor wire, respectively, ρF,SC the
normal-state density of states (DOS), at the Fermi energy, of the SC, and
R(ω) ≡ EF,N
∫
dk˜‖
2pi
GN (ω; k˜‖) with k˜‖ =
k‖
kF,N
. (20)
Notice that the DOS contributing to the N-SC tunneling amplitude is given by ρtF,SC = ρF,SC/(kF,SCLz)). Assuming
the bare SC Green’s function GSC(ω; k, Ωˆ) to be isotropic and, thus, independent of Ωˆ, one can simplify the expression
for Σ
(1)
SC,imp(ω):
Σ
(1)
SC,imp(ω) = αSwSρF,SC [g
qc(ω) · τzσ0 ·R(ω) · τzσ0 · gqc(ω)] (21)
where the dimensionless parameter αSwS reads
αSwS =
Γt
EF,N
kF,N
kF,SC
where Γt = pi|t|2ρtF,SC . (22)
Notice that the presence of the vertex matrix τzσ0 flips the position of the zero energy solutions from u
∗
impρF,SC < 0
to u∗impρF,SC > 0 (please compare Fig. 2 with Fig. 3 and 4 in the main text).
Parameters used in the calculation vs Experimental values
Here, we briefly explain how to choose the numerical parameters based on relevant experimental systems [2–5, 9]. We
consider aluminum/InSb (SC/N), and choose for the superconducting gap of the bulk SC ∆0 = 0.2 meV, effective mass
of the semiconductor (N) meff = 0.014me with me the electron’s mass, and the Rashba spin-orbit coupling strength of
semiconductor αSO = 0.2− 1eV · A˚. We consider the energy dispersion of semiconductor wire (without Rashba spin-
orbit coupling and Zeeman splitting) as N,k =
k2
2meff
− µN = k
2
F,N
2meff
(kˆ2 − 1) with kˆ = k/kF,N . Including both Rashba
7coupling and Zeeman splitting, the energy spectrum EN (kˆ) =
k2F,N
2meff
(kˆ2 − 1) ±
√
V 2x + (kˆkF,NαSO)
2 with the Fermi
surface corresponding to EN (kˆ
∗) = 0, and so the Rashba spin-orbit energy can be written as ESO = kˆ∗kF,NαSO. In
the numerical calculation of the main text, we used the parameters ∆0 = 0.2 meV, meff = 0.014me, αSO = 0.8eV · A˚.
We choose
k2F,N
2meff
= 1.5∆0, from which we get kF,NαSO = 4.22∆0.
Impurity-induced bound states in the topologically trivial regime Vx < V
c
x
In this section, we consider the case in which the impurity in the semiconductor, and show that low energy bound
states appear even in the topological trivial regime, if the chemical potential is large. In this section we assume
∆0 = 0.2 meV, meff = 0.014me, αSO = 0.22eV · A˚, and k
2
F,N
2meff
= 10.0∆0, and therefore kF,NαSO = 3.0∆0.
rather than those with smaller chemical potential in the main text, we choose a different parameter set: ∆0 =
0.2meV , meff = 0.014me, αSO = 0.22eV · A˚. We choose k
2
F,N
2meff
= 10.0∆0, from which we get kF,NαSO = 3.0∆0.
Fig. 7 (a) and (b) show how ω∗ depends on uimpρF,N for different values of the Zeeman splitting Vx. Fig. 7 (a)
(Fig. 7 (b)) shows the results for Vx < V
c
x (Vx > V
c
x ), the dashed lines show the value of ∆ind. Interestingly, we can
see that impurity bound states (albeit with non-zero energy) can appear even in the topologically trivial regime. We
also notice that the bound states shift to the induced-gap edge if we decrease the parameter
k2F,N
2meff
,. We see that in
the trivial regime the energy of the impurity-induced states becomes smaller as Vx increases but it never goes to zero.
We also notice that the energy of the bound states depends weakly on uimp with a slight asymmetry of the spectrum
with respect to the sign of the potential of the impurity.
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