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Abstract: Site-occupancy disorder, defined as the non-periodic occupation of lattice sites in a 
crystal structure, is a ubiquitous phenomenon in solid-state physics and chemistry. Examples are 
mineral solid solutions, synthetic non-stoichiometric compounds and metal alloys. The 
experimental investigation of these materials using diffraction techniques only provides averaged 
information of their structure. However, many properties of interest in these solids are 
determined by the local geometry and degree of disorder, which escape an “average crystal” 
description, either from experiments or from theory.  In this paper, we describe a methodology 
for the computer simulation of site-disordered solids, based on the consideration of 
configurational ensembles and statistical mechanics, where the number of occupancy 
configurations is reduced by taking advantage of the crystal symmetry of the lattice. 
Thermodynamics and non-thermodynamic properties are then defined from the statistics in the 
symmetry-adapted configurational ensemble. We will briefly summarize and discuss some recent 
applications of this methodology to problems in materials science. 
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1. Introduction 
 
 
There are many problems in materials science 
involving the solution of two or more crystalline 
materials with some level of randomness in the 
occupancy of lattice sites. We define site 
disorder as the kind of disorder that results from 
non-periodic occupation of lattice sites in a 
crystal structure. Amorphous disorder differs 
from lattice site disorder in that the latter does 
not destroy the long-range periodicity of the 
lattice sites, except possibly with small local 
atomic displacements with respect to lattice sites. 
Examples of site-disordered materials include 
metallic alloys, mineral solid solutions, and 
synthetic non-stoichiometric compounds. The 
computational modeling of these solids is 
challenging because periodic boundary 
conditions cannot be applied in the same 
straightforward way as in the simulation of 
ordered crystals.  
 
2. Classification of site-disorder models 
 
The models employed in the literature to 
investigate site-disordered solids can be 
classified in three broad groups (figure 1).  
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Figure 1. Classification of methods 
to represent site-disorder in solids 
 
The first group comprises all methods in 
which a sort of average atom is defined, thus 
allowing recovering the perfect periodicity of the 
crystal. In the context of classical calculations, 
based on analytical interatomic potentials, this is 
done by making each site experience a potential 
which is the mean or weighted average of all 
possible configurations corresponding to 
disordered atomic positions. This approach is 
implemented, for example, in the GULP code 
1,2
, 
and can sometimes be useful for preliminary 
simulations of very disordered (random) systems. 
An equivalent method in the world of quantum-
mechanical simulations is the virtual crystal 
approximation (VCA), where the potential felt by 
electrons is the one generated by average atoms, 
i.e. average of potentials of atoms that can 
occupy a given site and its periodic images. The 
main drawback of this kind of methods is that the 
local structure around each particular ion in a 
real material is very poorly represented by the 
geometry around these average ions.  
 
In the second group of methods for treating 
site-disordered solids, a large periodic supercell 
is employed with a more or less random 
distribution of ions at the sites. This type of 
representation is computationally more 
expensive than the “average-ion” models, but it 
provides a better description of the local 
geometries found in the real system. It is 
assumed that (a) distribution of atoms on lattice 
sites is random, and (b) the supercell is large 
enough to include a large number of possible 
local arrangements of ions, amounting to spatial 
averaging over configurations. A useful variation 
of this model is the special quasi-random 
structure, where the ion positions in the supercell 
are chosen to mimic as closely as possible the 
most relevant near-neighbor pair and multisite 
correlations of a random substitutional alloy 
3
. 
Special quasi-random structures are particularly 
useful in evaluation of the electronic structure 
and related properties such as magnetic moments 
of site-disordered solids. Their main limitation 
comes from the inflexibility of the ion 
distribution in the structure, which is fixed to 
mimic a disordered (a truly random) solid. 
However, we often desire to investigate varying 
degrees of disorder, for example, short-range 
ordering can be present depending on the 
temperature used in the synthesis, for which we 
need a more flexible representation.   
 
The third type of methods is the multi-
configurational supercell approach, which is the 
focus of the present paper. Within this approach, 
an infinite site-disordered solid is modeled with a 
set of configurations with of various site 
occupancies in a supercell representing a piece of 
the solid. Each configuration corresponds to a 
particular arrangement of the atoms within the 
supercell, and has associated a probability of 
occurrence. The idea behind the method is that 
listing all possible configurations and their 
probabilities can provide a reasonable description 
of the distribution of the ions and their level of 
disorder, at least within the range marked by the 
supercell size.  
 
In order to attribute experimental meaning to 
this kind of representation, we can image the 
case of a site-disordered surface that is being 
studied with an electron microscope, capable of 
taking atomic resolution photographs of the 
surface.  If we take a very large number of 
photographs at randomly selected sections of the 
surface, we have all the information required to 
describe any distribution pattern with ordering 
range shorter than the size of the photographs. 
The probability of a given configuration can then 
be defined as its frequency of appearance in the 
limit of a very large number of images. In the 
limit of infinite size of the system, this scheme 
becomes exact. 
 
From a theoretical point of view, the central 
challenge in the multi-configurational supercell 
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approach is the calculation of the probabilities of 
occurrence of the configurations, under the 
assumption of configurational equilibrium. A 
typical approximation consists of assigning an 
energy to each configuration, and then applying a 
formalism based on Boltzmann-Gibbs statistical 
mechanics, in such a way that those 
configurations with lower energies have higher 
probabilities, and the dispersion of the 
distribution is controlled by the temperature: at 
low temperatures only the most stable 
configurations occur, whereas at high 
temperatures more configurations are accessible 
to the ions, leading to higher degree of disorder.  
 
We should note that the existence of a well-
defined energy characterizing the stability of 
each configuration is not trivial, as strictly 
speaking the energy contribution from a given 
ionic configuration in a cell depends on the 
configuration of the ions in the neighboring cells. 
Only for large supercells, where intracell 
interactions are much more important than 
intercell interactions, the energy of a given 
configuration can be considered a function of the 
arrangement of the ions within the supercell. In 
what follows we will consider that this is the 
case, i.e., the energy of a given configuration is 
independent of the distribution of cations next to 
the cell boundary. Then, we could as well 
assume that the distribution of ions in the region 
adjacent to supercell is identical to that in the 
supercell used in simulations. Thus, we can 
simply calculate the configuration energy using 
periodic boundary conditions, which is 
straightforward using modern computer 
programs for solid state simulations.  
 
Orthogonally to the classification of the 
methods in terms of the representation of 
disorder, we can also classify the methods in 
terms of the types of methods used for evaluating 
the energy of the periodic configurations in the 
crystal. This is actually a typical task in 
computational physics and chemistry, and the 
different methods and approximations involved 
have been widely discussed elsewhere (e.g. 
4
). 
We only present here a simple classification in 
increasing order of sophistication and 
computational cost: 
 
Type I methods: in this case the energy is a 
function of only the site occupancies. Electronic 
and structural (geometric) degrees of freedom are 
not included explicitly, but are implicit within a 
model that yields the energy from nearest-
neighbor (NN), next-nearest-neighbor (NNN) 
configurations or longer-distance effective pair 
interactions, or including terms for clusters of 
more than two ions.  These types of methods 
include Ising-type models of alloys and cluster 
expansion methods, and have been used 
extensively in determination of phase diagrams 
of alloys.  
 
Type II methods: including geometric relaxations 
explicitly, but electronic effects only implicitly. 
The energy is evaluated in this case via a 
classical interatomic potential function or force 
field, which is a function of the ionic 
coordinates. These are quite efficient 
computationally and can be used in studies of 
symmetry-breaking structural phase transitions 
such as those in a ferroelectric or a shape 
memory alloy. In such a case, the structural 
degrees of freedom are directly relevant to the 
problem and cannot be integrated out. 
 
Type III methods: they include explicit geometric 
and electronic relaxation for each configuration. 
This category comprises all quantum-mechanical 
methods, including those based on the density 
functional theory (DFT) and its extensions, 
Hartree-Fock (HF) and post-HF approaches, 
hybrid DFT/HF, semi-empirical methods like 
tight-binding, etc. Computationally, these 
methods are quite expensive and can be used 
only with relatively small supercells. They have 
to be used in problems that involve electronic 
phase transitions (such as magnetic or metal-
insulator transition), and those where site-
specific chemistry is relevant, for example in 
catalysts. 
 
In the evaluation of energies of a large 
number of configurations to investigate the 
thermodynamics of disorder, type I methods are 
still the most commonly employed. Not only 
they are computationally cheaper, but they are 
also easier to integrate with sampling algorithms 
(e.g. Metropolis – Monte Carlo) within a single 
computer program. In contrast, energy 
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evaluations using type II and type III methods 
are more expensive and typically require a 
specialized program that deals with only one 
geometric configuration at a time. 
Configurational sampling in these cases requires 
multiple calls to the quantum-mechanical or 
interatomic potential code from an external 
program, and has very long running times.  
However, there are good reasons to move 
towards more sophisticated (type II and III) 
methods to evaluate energies in a multi-
configurational simulation. First, such 
calculations not only provide energies, but many 
other properties too (e.g. local geometries and 
cell parameters, and in the case of type III 
methods, electronic structure information). Any 
property that can be obtained for each 
configuration can be averaged over the ensemble 
to obtain effective values for the disordered 
solid. Second, methods of type II and III also 
provide access to vibrational properties of the 
solid and its response to external pressure, 
therefore allowing an integration of 
configurational and vibrational degrees of 
freedom in the construction of complex phase 
diagrams (as a function of composition, 
temperature and pressure). Finally, if interactions 
in the system are long-range, energy evaluations 
in terms of simple type I methods might not 
provide good precision, or would require a large 
number of terms and parameters 
5
.  The main 
disadvantage of methods of type II and III, while 
evaluating a large number of configurations, is 
their computational cost, but with the 
developments in computer hardware and efficient 
algorithms, they are becoming much more 
affordable.   
 
3. Statistical formulation of the method 
 
3.1 The Boltzmann equations 
 
 
 
 
 
We now present the statistical formulation of 
the configurational equilibrium in a site-
disordered binary system. For the sake of 
simplicity, in this initial formulation all 
configurations are constrained to have the same 
compositions, and we will ignore vibrational and 
pressure effects in the thermodynamics; the 
corresponding generalizations are introduced 
later in this chapter.  
 
The extent of occurrence of the each 
configuration (labeled with an index k) is 
described in this approximation by a Boltzmann-
like probability which is calculated from the 
energy Ek of the configuration and the 
temperature T:  
B
1
exp( / )k kP E k T
Z
 
   (1) 
 
where kB is Boltzmann’s constant (it is 
formally equivalent to use the gas constant R 
instead, and expressing the molar energies of 
supercells, but we follow here the usual notation 
in statistical mechanics in terms of kB),  
B
1
exp( / )
K
k
kZ E k T

 
   (2) 
 
is the partition function, and K is the total 
number of configurations with the given 
composition in the supercell.  For a binary 
system, K can be calculated as a number of 
combinations: 
!
  
( )! !
N
K
N n n

     (3) 
 
where N is the number of exchangeable sites 
in the supercell, and n is number of ions of one 
of the species (it can also be a vacancy) that can 
occupy these sites. The molar concentrations are 
then x=n/N  for the first species, and 1-x for the 
second species.  
 
The definition of the configurational ensemble 
and the associated probabilities allows us to 
obtain the effective value in the disordered solid 
of any quantity that can be theoretically obtained 
for each ordered configuration. If Ak is the value 
of the given magnitude for configuration k, then 
the effective value in the disordered solid is: 
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1
K
k k
k
A P A


    (4) 
 
In this way, it is possible to obtain effective 
values even for quantities like the cell 
parameters, which are not strictly defined but 
still have experimental meaning in a solid with 
non-periodic distribution of ions on lattice sites. 
Equation (4) also allows us to obtain the 
effective energy of the solid from the 
configurational energies Ek, as: 
 
1
K
k k
k
E P E


    (5) 
 
In evaluating the thermodynamic stability of a 
disordered solid at a given temperature, not only 
the energy but also the configurational 
multiplicity of the system should be taken into 
account, which is done by introducing the 
(configurational) free energy: 
B
1
B Bln exp( / )k
K
k
F k T Z k T E k T

    
 (6) 
 
The difference per temperature unit between 
the average energy and the free energy defines 
the configurational entropy, which can also be 
expressed in terms of the probabilities Pk: 
B
1
ln
K
k k
k
E F
S k P P
T 

   
  (7) 
 
We can distinguish two important limiting 
cases here:  
 
Perfect order: this occurs when one 
configuration (say k=1) is much more stable than 
the rest, i.e., it is separated from the other 
configurations by an energy difference much 
larger than kBT.  In this case P1=1, while Pk=0 
for k≠1, and the system will have zero 
configurational entropy. The configurational free 
energy simply corresponds to the energy of the 
most stable configuration.  
 
Perfect disorder: this occurs when the 
energies of all the configurations are very similar 
(again in comparison with kBT) or formally in the 
limit T→∞. In this case, all configurations have 
the same probability Pk=1/K and the 
configurational entropy reaches its maximum 
possible value: 
 
max
!
ln ln
[ (1 )]![ ]!
B B
N
S k K k
N x Nx
 
  (8) 
 
which, in the limit of an infinitely large 
supercell (N→ ∞ at constant x), using Stirling’s 
formula, converts to the well-known expression: 
 
ideal ln (1 ) ln(1 ))(BS k x x x xN      (9) 
 
Intermediate to these two limiting cases, there 
is a continuum of situations with varying degrees 
of ordering, which can be described within the 
same formalism, leading to temperature-
dependent entropy values given by Eq. (7). It is 
clear from the equations above that any finite 
supercell is unable to describe exactly the perfect 
disorder limit. In order to correct for this, it is 
convenient to re-write the free energy (Eq. 6) as: 
 
 B
1
B Bln ln
1
exp /
K
k
k
F k T K k T E k T
K 
  
 
 
 

      (10) 
 
as suggested by Becker et al.
6
. The first term 
represents the entropy contribution in the limit of 
perfect disorder, while the second term contains 
the energy contribution plus the correction to the 
entropy contribution due to partial ordering. The 
first term can then be adjusted to its correct 
value, i.e.: 
 
 
 B
1
B
B ln
ln (1 ) ln(1 )
1
exp /
K
k
k
F Nk T
k T
x x x x
E k T
K 


  
 
 
 

 (11) 
 
which is equivalent to amending the 
temperature-dependent entropy by a term 
Scorr=Sideal-Smax, thus guaranteeing the correct 
behavior in the limit of perfect disorder. 
However, this adjustment also breaks down in 
the description of the perfect order limit, by 
introducing a spurious configurational entropy 
contribution to the free energy (which should be 
zero in this limit). Therefore this correction 
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should be applied only to simulations of systems 
with nearly-perfect disorder. 
 
3.2 Including vibrational contributions 
 
This basic methodology can be made more 
sophisticated to include other effects, depending 
on the problem in hand. For example, in order to 
consider vibrational contributions to the 
thermodynamics of a disordered solid within the 
multi-configurational formalism, we can write 
the total partition function of the system as: 
 
B,
1
exp( / )
K
k v
k v
Z E k T

 
  (12) 
 
where v is an index (or strictly speaking, a 
collection of indices) that characterizes each 
vibrational state (with energy Ek,v) of 
configuration k. In terms of the vibrational 
partition function 
( )vib
kZ and the vibrational free 
energy 
( )vib
kF of each configuration, this becomes: 
 
( )
B
11
( )
exp( / )
K K
vib
k
kk
vib
kZ Z F k T

 
 (13) 
 
which, by comparison with Eq. (6), indicates 
that the formalism including vibrational 
contributions is equivalent to the one introduced 
in the previous section, except that now the 
vibrational free energy 
( )vib
kF  of each 
configuration should be used to define the 
probabilities (1) instead of energy k
E
of the 
configuration. Using methods of type II and III, 
where the energy depends explicitly on ionic 
coordinates, vibrational free energies can be 
evaluated from the vibrational frequencies of 
each configuration, by invoking the harmonic 
approximation
7
. This, of course, adds 
considerably to the cost of the simulations, 
especially if the equilibrium geometry of each 
configuration is obtained by minimizing the free 
energy and not just the energy, but can become 
affordable if methods of Type II are being used 
(e.g. ref. 
8
).  
 
Analogously, if we want to introduce the 
effect of a finite external pressure p, we should 
use the Gibbs free energy: 
 
( ) ( ) ( )vib vib vib
k k k k kFG pV H TS      (14) 
 
to calculate the configurational probabilities, 
where k
V
 , k
H
 and 
( )vib
kS are the supercell 
volume, the enthalpy and the vibrational entropy, 
respectively, for the particular configuration. In 
this case, the effective thermodynamic potentials 
for the disordered solid are: 
1
K
k k
k
H P H


    (15) 
 
B
( )
1
B exp( / )
K
vib
k
k
G k T G k T

  
  (16) 
and 
 
( )
B
1 1
ln
K K
vib
k k k k
k k
H G
S P S k P P
T  

   
 (17) 
 
where in the last expression for the entropy, 
the first term is the vibrational contribution and 
the second term is the configurational 
contribution. The correction defined by 
expression (11) can be analogously applied here 
to treat highly disordered systems. 
 
3.3 Accessing the configurational space 
 
Computing energies and other properties of all 
possible configurations of ions in a mixed solid 
can be a rather demanding task, even for 
relatively small cells. Let us consider the case of 
a body-centered cubic (bcc) binary alloy, with a 
2×2×2 supercell, which has only 16 
exchangeable sites. The number of 
configurations as a function of the substitution 
fraction x increases very quickly and reaches a 
maximum at x=0.5, when there is a total of 
12870 configurations (figure 2). This number is 
tractable with methods of type I, or even type II, 
but already becomes too expensive for type III 
methods. In a 3×3×3 supercell, with 54 exchange 
sites, the maximum is  ~2×10
15
 configurations, 
which becomes very expensive even for type I 
methods. 
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Figure 2. Number of configurations 
(K) in a model of a binary alloy with 
bcc structure using a 2x2x2 supercell, 
in comparison with the number of 
symmetrically inequivalent 
configurations. 
 
 
It is therefore clearly necessary to find 
strategies to reduce the number of configurations 
to evaluate. We will discuss here three possible 
routes: i) taking advantage of the crystal 
symmetry, ii) random sampling, and iii) 
importance sampling using Metropolis – Monte 
Carlo algorithms.  
 
3.4 Taking advantage of the crystal symmetry 
 
If we are dealing with relatively small 
supercells, for example, when doing quantum-
mechanical calculations for each configuration, it 
is possible to reduce the number of 
configurations by taking advantage of the crystal 
symmetry of the lattice 
9
. Within this approach, 
two configurations are considered equivalent 
when they are related by a symmetry (an 
isometric) operation, for example, a reflection. A 
list of all possible isometric transformations is 
provided by the group of symmetry operators in 
the parent structure (the original structure 
without any substitutions). They include the 
symmetry operators in the space group of the 
crystal unit cell (scaled in an appropriate way to 
account for the cell multiplicity of the supercell), 
the supercell internal translational operators, and 
the combinations between them. It is then 
possible (at least for small systems) to start with 
all possible configurations through explicit 
enumeration and reduce to those which are 
symmetrically inequivalent for energy/properties 
evaluation. We also need to keep track of the 
degeneracy of each independent configuration, 
that is, how many times it repeats in the whole 
configurational space (this is similar to a number 
of members in the star of k-points in the 
Brillouin zone in the representation and group 
theory of crystals). This algorithm is 
implemented in the SOD (Site Occupancy 
Disorder) program 
9,10
. 
 
It is necessary to slightly adapt the equations 
for configurational statistics to operate in the 
reduced space of inequivalent configurations. If 
Em is the energy and Ωm is the degeneracy of the 
independent configuration m (m=1,…, M), its 
contribution to energy or other properties needs 
to be weighted by a probability: 
Bexp( / )
m
m mP E k T
Z

 
  (18) 
 
which means that if we want to compare the 
stability of two independent configurations in 
energetic terms, we should not use their energies 
mE but instead the value 
lnB mmE k T  . 
Average values can be obtained using the 
equation analogous to (4): 
 
1
M
m m
m
A P A


    (19) 
 
For scalar properties, i.e. if Am is the same for 
all the Ωm equivalent configurations that the 
inequivalent configuration m represents. For 
example, if we are modeling a cubic system, we 
cannot obtain the average cell parameter a from 
the cell parameters am of the inequivalent 
configurations, as this result could be different 
from the direct average of the bm or cm values, 
breaking the cubic symmetry. We therefore need 
to find first a related magnitude that is invariant 
in the subspace of equivalent configurations, e.g. 
the volume Vm  in the given example. We can 
then define the average cell parameter of the 
cubic system as: 
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1/3
1
M
m m
m
a P V

 
  
 

    (20) 
 
Otherwise, one needs to explicitly symmetrize 
the property obtained using Eqn. (19) with all the 
symmetry operations used in obtaining the 
reduced set of configuration (for example, 
electric dipole or polarization in a ferroelectric).  
Symmetry reduction is only practical when 
working with relatively small supercells. This is 
typically the case when properties other than the 
energy are being evaluated, using type II and 
type III methods. When evaluating the 
thermodynamic functions of the solution, the 
enthalpy tends to converge very quickly with 
supercell size, but the convergence of the 
entropy, which depends on configuration 
counting, is much slower. Therefore, for a 
complete thermodynamic characterization of 
solid solutions it is generally necessary to 
consider supercells much larger than those 
tractable by symmetry-reduction methods.  
4. Examples of applications 
 
4.1 Using symmetry-adapted ensembles to 
identify favourable ion distributions  
 
We start with the simplest possible use of the 
multi-configurational representation of the ionic 
distribution in a mixed solid: finding the most 
stable configurations. We use the iron oxide γ-
Fe2O3 (maghemite) as a first example.  
 
Maghemite is the second most stable 
polymorph of iron (III) oxide. Its magnetism, 
chemical stability and low cost led to its wide 
application as magnetic pigment in electronic 
recording media since the late 1940’s 11.  
Maghemite nanoparticles are also widely used in 
biomedicine, because their high magnetic 
moment allows manipulation with external 
fields, while they are biocompatible and 
potentially non-toxic to humans 
12,13
.  Despite the 
compositional simplicity, its precise structure has 
been the subject of debate for decades. Like 
magnetite (Fe3O4), maghemite exhibits a spinel 
crystal structure, but while the former contains 
both Fe
2+
 and Fe
3+
 cations, in maghemite all the 
iron cations are in trivalent state, and the charge 
neutrality of the cell is guaranteed by the 
presence of cation vacancies. The debate about 
the maghemite structure has focused on the 
degree of ordering of these vacancies in the solid.  
 
The unit cell of magnetite can be represented 
as (Fe
3+
)8[Fe
2.5+
]16O32, where the brackets () and 
[] designate tetrahedral and octahedral sites, 
respectively. The maghemite structure can be 
obtained by creating 8/3 vacancies out of the 24 
Fe sites in the cubic unit cell of magnetite. These 
vacancies are known to be located in the 
octahedral sites 
14
 and therefore the structure of 
maghemite can be approximated as a cubic unit 
cell with composition (Fe
3+
)8[Fe
3+
5/6⁮1/6]16O32. If 
the cation vacancies were randomly distributed 
over the octahedral sites, as it was initially 
assumed, the space group would be Fd3m like in 
magnetite. However, there is a evidence about a 
higher degree of ordering. Braun 
15
, for example, 
noticed that maghemite exhibits the same 
superstructure as lithium ferrite (LiFe5O8), which 
is also a spinel with unit cell composition 
(Fe
3+
)8[Fe
3+
3/4Li
1+
1/4]16O32, and suggested this 
was due to similar ordering in both compounds. 
In the space group P4332 of lithium ferrite, there 
are two types of octahedral sites, one with 
multiplicity 12 in the unit cell, and one with 
multiplicity 4, which is the one occupied by Li. 
In maghemite, the same symmetry exists if the 
Fe vacancies are constrained to these Wyckoff 4b 
sites, instead of being distributed over all the 16 
octahedral sites. It should be noted, however, that 
some level of disorder persists in this structure, 
as the 4b sites have fractional (1/3) iron 
occupancies. Finally, there is also evidence of a 
fully ordered structure, exhibiting a tetragonal 
cell with space group P41212 and c/a≈3 (spinel 
cubic cell tripled along the c axis) 
16,17
.  
 
A computational investigation of the 
energetics of vacancy ordering in maghemite was 
presented in 
18
. A 1x1x3 supercell of the cubic 
structure was used to obtain the spectrum of 
energies of all the ordered configurations which 
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contribute to the partially disordered P4332 cubic 
structure. The energies were evaluated using 
long-range Coulomb contributions and classical 
interatomic potentials to describe short-range 
interactions (parameters derived by Lewis and 
Catlow
19
). The core-shell model of Dick and 
Overhauser
20
 was employed to account for the 
polarizability of the anions.  The calculations 
were performed with the GULP code 
1,2,21
. 
Although not as sophisticated as quantum 
mechanical calculations, this methodology 
allows for accurate calculations of ion 
relaxations and configuration energies.  
 
The total number of combinations of the 4 Fe 
ions on the so-called L sites of the supercell 
(figure 3a) is 12!/(4! ×8!)=495, but only 29 of 
these are inequivalent, as determined using the 
SOD program 
9
. The calculated energies for 
these 29 configurations is shown in Fig. 4b.  
Only one of these configurations has the space 
group P41212, found by Shmakovet al. 
16
 for 
fully ordered maghemite. This configuration is 
indeed the most stable one, with a significant 
energetic separation from the second most stable 
configuration (32 kJ/mol). The energy range 
covered by the configurational spectrum is quite 
wide (~850 kJ/mol), indicating that full disorder 
is very unlikely. The distinctive feature of the 
most stable configuration (P41212) is the 
maximum possible homogeneity of iron cations 
and vacancies over the L sites.  This 
configuration is the only one in which vacancies 
never occupy three consecutive layers; there are 
always two layers containing vacancies separated 
by a layer without vacancies, which instead 
contains Fe
3+
 cations in the L sites (e.g. positions 
L1 - L4 - L7 - L10) and the P41212 configuration 
is therefore the one that minimizes the 
electrostatic repulsion between these cations. 
In order to interpret the energy differences in 
the configurational spectrum in terms of the 
degree of vacancy ordering in the solid, we can 
calculate the probability of occurrence of each 
independent configuration. Figure 4 shows the 
probabilities of the most stable configuration 
(P41212) and of the second most stable 
configuration (with space group C2221) as a 
function of temperature. At 500 K, a typical 
synthesis temperature for maghemite 
16
, the 
cumulative probabilities of all the configurations 
excluding the most stable P41212 is less than 
0.1%. This contribution increases slowly with 
temperature, but at 800 K this cumulative 
probability, which measures the expected level of 
vacancy disorder, is still less than 2%. At 
temperatures above 700-800 K maghemite 
transforms irreversibly to hematite (α-Fe2O3), 
and considering higher temperatures is therefore 
irrelevant. It thus seems clear that perfect crystals 
of maghemite in configurational equilibrium 
should have a fully ordered distribution of cation 
vacancies. Further analysis of the cation 
distribution in this oxide can be found in Ref. 
18
.  
 
4.2 Configurational averages in the bulk and 
the surfaces: Ce1-xZrO2 solid solutions 
 
We discuss now some applications of the 
concept of configurational average, using the 
Ce1-xZrO2 solid solution as a case study. This 
material is used as a support for the noble metals 
in the catalyst employed for the reduction of 
harmful emissions from car exhausts. A 
computational study of this solid solution was 
presented in ref. 
22
.  
 
A supercell with 36 atoms was used there to 
model the bulk system, in particular the Ce-rich 
part of the solid solution (0<x<0.5 in Ce1-xZrxO2), 
which exhibits cubic symmetry (
23,24
). In this 
case, all calculations were performed using 
quantum-mechanical calculations, based on the 
density functional theory (DFT), as implemented 
in the VASP code 
25,26
. From the calculations, it 
was immediately clear that the lowest-energy 
configurations were those where all the Zrions 
are grouped together, indicating a tendency to 
ex-solution. The tendency to ex-solution within 
bulk phases can be quantified by calculating the 
enthalpy of mixing: 
 
mix 1- 2
2 2
[Ce Zr O ]
(1 ) [CeO ] [c-ZrO ]
x xH H
x H xH
  
 
  
      (21) 
 
where 2
[CeO ]H
 and 2
[c-ZrO ]H
 are the DFT 
energies per formula unit of ceria and cubic 
zirconia, respectively, and  1- 2
[Ce Zr O ]x xH  is the 
 10 
 
 
effective energy of the solid solution, calculated 
as a configurational average. The resulting 
enthalpy of mixing is strongly positive, in 
agreement with recent calorimetric 
measurements
24
 (Figure 5).  
 
Assuming a regular solid solution model 
(e.g.
27
, 
28
), the enthalpy of mixing at low Zr 
content was fitted with a polynomial of the form: 
 
mix
= (1- )H Wx x
   (22) 
 
as in previous experimental work (
24,29
), 
which gives W=38 kJ/mol. This result is 
intermediate between  the value of 28 kJ/mol 
obtained by 
29
) from fitting a regular solution 
model to experimental solubility data, and the 
value of 51 kJ/mol obtained by 
24
) by fitting 
directly to calorimetric measurements. The 
positive values of the enthalpy of mixing suggest 
that cation ordering is not a stabilizing factor in 
ceria-zirconia solid solutions, at least for the 
compositions examined here, and confirm that 
the Zrions have an energetic preference to 
segregate or form a separate Zr-rich phase. The 
origin of this tendency to is the difference 
between the ionic radii of the cations 
(r[Ce
4+
]=0.97 Å and r[Zr
4+
]=0.84 Å, for 8-fold 
coordination, according to 
30
). It should be noted 
that real samples, where homogeneity at the 
atomic level can be achieved using special 
synthesis methods (e.g.
23,31
), might not 
experience this trend unless subjected to 
temperatures high enough to overcome the cation 
diffusion barriers.   
 
In order to describe the thermodynamic 
stability of the solid solution at any finite 
temperature, entropies and free energies of 
mixing should be also calculated. It was found 
that, even assuming ideal configurational 
entropy, the resulting free energy of mixing is 
positive except for very small values of x. 
Furthermore, since Zr-rich phases are known to 
be monoclinic (
32
) at the temperatures of interest 
here, the mixing free energy should be calculated 
with respect to the more stable monoclinic 
zirconia phase (m-ZrO2), which makes the mixed 
phase even less stable with respect to phase 
separation. In order to estimate the solubility 
limit of Zr in CeO2,  the mixing free energy 
function: 
mix ( , ) (1 )
[ ln (1 ) ln(1 )]t
G x T Wx x
H x RT x x x x
  
    
  
 
(23) 
 
was considered, where the enthalpy of the 
monoclinic-cubic zirconia phase transformation 
tH =8.8 kJ/mol33 was introduced. The use of 
the ideal entropy is justified because at very low 
Zr content the disorder should be nearly perfect. 
This analytical function allows the interpolation 
to x values smaller than those directly obtainable 
with the simulation supercell, and its minimum 
with respect to x at a given temperature provides 
an estimation of the solubility limit. Figure 6 
shows that the maximum equilibrium solubility 
of Zr from monoclinic zirconia into the ceria 
structure is ~0.4 mol% at 973 K, and increases to 
2 mol% at 1373 K. Thus, although ceria-zirconia 
solid solutions in the whole range of 
compositions can be synthesized under adequate 
conditions (e.g.
31
), these results taken together 
with previous experimental evidence clearly 
show that these solid solutions are metastable 
with respect to phase separation into Ce-rich and 
Zr-rich phases. This phase separation can 
actually occur in a close-coupled catalytic 
converter, where temperatures of up to 1373 K 
could lead to rearrangement of the cations in the 
solid solution.  
 
Simulations of the distribution of cations near 
the (111) surface of the solid were performed in 
the same study, by using the periodic slab model 
shown in Fig. 8. The number of configurations in 
the slab was reduced by only including those 
keeping the inversion symmetry of the cell and 
then selecting the symmetrically inequivalent 
ones. The equilibrium zirconium content of a 
particular cation layer parallel to the (111) 
surface, depends both on the overall zirconium 
content of the slab and on the temperature, and 
can be calculated by taking the configurational 
average: 
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B
B
exp( / )
exp( / )
ml m m
m
l
m m
m
E k T
E k T
f
c
 
 



  
      (24) 
 
where ml
f
 is the fraction of sites occupied by 
Zr in the layer l for configuration m. The results 
are shown in Fig. 8 for temperatures between 800 
and 1600 K. The most obvious feature of the 
cation distribution is the low concentration of Zr 
at the top (111) layer. Even for the 50:50 solid 
solution, at the highest temperature considered 
(1600 K), the equilibrium Zr content of the 
surface is only ~10%. The dependence of the 
calculated concentrations on temperature is 
relatively weak, especially at the top layer, but it 
is clear that increasing temperatures lead to more 
homogeneity in the composition of the interior of 
the slab, by equalizing the Zr content in the 
second and third layers. Thus, according to these 
results, the redistribution of cations at high 
temperatures should occur with significant Ce-
enrichment of the (111) surface of ceria-zirconia, 
regardless of the overall composition of the solid 
solution. These conclusions are discussed in 
detail, in comparison with the experimental 
evidence, in ref. 
22
 
 
4.3 Stability of titanium oxynitrides  
 
TiN and TiO2 (the most stable nitride and 
oxide phases of titanium) have an impressive 
number of interesting properties and potential 
applications in key technological fields. 
However, the properties are very different from 
one to other, and a complete change in the 
electronic and geometric structures takes place 
when TiN is oxidized to TiO2 and when TiO2 is 
nitrided to TiN. A number of intermediate phases 
of general composition TiOxNy, called 
“oxynitrides”, appear in these complex 
processes. Obviously, the properties of the 
oxynitrides will be similar to those of the 
respective pure nitride and oxide when their 
compositions are close to those of the pure 
systems, and they will change progressively from 
those of the nitride to those of the oxide and vice 
versa when the compositions move to 
intermediate values. In principle, one could 
control and modulate the properties of the system 
by controlling the composition of the 
oxynitrides. In that way, potentially interesting 
combined properties could be obtained. But there 
are a number of questions to solve: are those 
oxynitrides stable phases which we are able to 
synthesize? What are their structures? Are their 
properties a result of the combination of those of 
the pure solids? Are we really able to control 
these properties as a function of the composition 
TiOxNy?  
In order to answer these questions we made 
use of the SOD code. We performed
34
 DFT 
calculations using a Generalized Gradient 
Approximation (GGA) implemented in the 
VASP code.
25
 A plane-wave cutoff energy of 
500 eV was used. We chose a supercell model of 
(1x1x3) for TiN (24 atoms) and one of (1x1x1) 
for α-TiO (20 atoms). These models allow us to 
change the composition progressively while still 
having a computationally affordable size, since 
we optimize the geometries with high accuracy 
(cutoff of 500 eV, saturation of k-points and 
demanding convergence criterions) for all the 
possible different configurations for each 
composition (240 configurations). The 
calculations were carried out using a (7x7x3) 
mesh for TiN and oxynitrides with NaCl-type 
structure, and a (6x4x6) mesh for TiO and 
oxynitrides with α-TiO-type structure. 
 
We performed an exhaustive study of all the 
possible configurations of the systems, i.e. we 
studied all the different arrangements of the N 
and O atoms in the unit cells. For example, if we 
want to model a TiN1-xOx system with NaCl-type 
structure, in which the N/O ratio is 0.5, we use 
the supercell (1x1x3) for TiN (which has 24 
atoms), and we substitute 6 out of the 12 N 
atoms by O atoms. The number of different 
possibilities in which we can carry out the 6 
substitutions is 940. In principle, if we wanted to 
make sure that we have found the most stable 
configuration of the system TiN0.5O0.5 we should 
perform the 940 geometry optimisations, which 
would be an impossible task, given the current 
computer time limitations. In order to perform 
the exhaustive study of all the configurations, 
while still using an acceptable amount of 
computer resources, we employed the SOD code, 
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which makes use of the symmetry of the system 
to reduce drastically the number of 
configurations.  
In the previous example, most of the 940 
configurations are found to be equivalent. Two 
configurations are equivalent when they are 
related by an isometric operation (such as 
translations, rotations or reflections within the 
supercell, which are consistent with the 
symmetry operations of the crystal). Using the 
SOD code to remove the equivalent 
configurations we find that the number of non-
equivalent configurations of the cited example is 
only 34, which is tractable with our computer 
resources. Employing the SOD code we also 
performed a statistical analysis of all the possible 
configurations of the TiN0.5O0.5 system, with 
which we obtained the energy of the system as a 
weighted average of the 940 configurations. 
In order to study the TiN1-xOx systems with 
NaCl-type structures, for x=0, 0.16, 0.33, 0.5, 
0.66, 0.83 and 1, we substituted respectively 0, 2, 
4, 6, 8, 10 and 12 of the 12 N atoms in the NaCl-
type TiN supercell by O atoms. Using the SOD 
code we calculated the number of non-equivalent 
configurations, which is 1, 5, 21, 34, 21, 5 and 1 
respectively. The total number of configurations 
we studied with the NaCl-type structure is 
therefore 88.   
   
In the case of the TiN1-xOx systems with 
alpha-TiO structures, the supercell had 10 Ti 
atoms and 10 N or O atoms. The concentrations 
studied are x=0, 0.2, 0.4, 0.6, 0.8 and 1, which 
are achieved by substituting 0, 2, 4, 6, 8 and 10 
of the 10 O atoms in the alpha-TiO supercell by 
N atoms. The number of non-equivalent 
configurations in this case is 1, 15, 60, 60, 15 and 
1 respectively, giving a total number of 152. 
Note that, even with a smaller number of atoms 
in the supercell (20 as opposed to 24), the 
number of non-equivalent configurations in the 
case of the α-TiO structure is almost twice as 
large as that in the case of the NaCl-type 
structure. The reason of that is the high 
symmetry of the latter structure, which allows a 
great reduction of the number of configurations. 
The structural evolution of TiN1-xOx compounds 
has been studied through the evolution of the 
formation energy with both the composition (x) 
and the structure (NaCl and α). The formation 
energy was calculated as follows: 
 
     
 
   22
11
22
1
bulk 
OE
nx
NE
xn
TinEOTiNEOTiNE xxxxf



 
    (25) 
 
Where n is the number of Ti atoms, E(Ti 
bulk) is the energy of the bulk of metallic Ti per 
Ti atom, and E(N2) and E(O2) are the energies of 
the isolated N2 and O2 molecules respectively. 
Obviously, when x is close to 0 the 
system will have tendency to arrange itself as 
NaCl-type structure, since that is the most stable 
structure for TiN. Analogously, when x is close 
to 1 the system will try to arrange itself as alpha 
structure since this is the most stable structure for 
TiO. What we have to calculate is the limit 
composition at which the change of crystal 
structure takes place, and whether this limit 
composition depends on the temperature. Figure 
8 shows the evolution of the formation energy 
with the composition for both structures at 10 K. 
As it was predicted to happen, the NaCl-type 
structure is the preferred one for compositions 
close to x=0 (TiN), while the alpha structure is 
the most stable for compositions close to x=1 
(TiO). The crossing point is found to be at the 
limit composition of x=0.55-0.60, approaching 
0.60 as the temperature increases (curves were 
calculated at 10 K, 300 K and 600 K). The 
system will tend to acquire the NaCl-type 
structure for compositions x<0.6 while it will try 
to be ordered as alpha structure for compositions 
x>0.6. In the later case one should expect to find 
a number of vacancies in both Ti and N/O 
sublattices, since this is one of the main 
characteristics of the alpha structure. This is 
important from a technical point of view, since 
the presence of vacancies may change drastically 
the surface stability of the solid and generate 
highly reactive surfaces, which would be a 
serious drawback for microelectronic devices or 
technologies based on thin-films, but it could 
become interesting from a chemical point of 
view. 
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5. Conclusions 
Site disorder is an important phenomenon that affects the structure and properties of materials.  We 
have reviewed here some strategies for modeling and simulations to capture the physics and chemistry 
of disorder in influencing various properties of materials. These typically involve access to 
configurational information at different levels, like electronic properties, atomic displacements, and 
have varied computational cost. While cluster expansions have been used extensively in determination 
of phase diagrams of alloys and similar problems, we have emphasized here the methods that attempt 
essentially an exact statistical thermodynamic analysis using the SOD technique with a relatively 
smaller system, but having access to as much information and properties as possible. Such an approach 
is becoming quite practical in understanding and design of disordered materials, thanks to advances in 
computers and algorithms.  
 
 
 
 
Figure 3. a) The exchangeable sites in the maghemite tetragonal cell: 4 Fe ions and 8 vacancies are 
distributed over these “L” sites. b) The calculated configurational spectrum. 
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Figure 4.  Probabilities of the two most stable configurations in the maghemite supercell as a function 
of temperature.  
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Figure 5. Calculated enthalpies of mixing for Ce1-xZrxO2 in comparison with experimental results 
24
. 
The curved line represents the fitting of a regular-solution quadratic polynomial to the calculated 
values for low Zr concentrations. 
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Figure 6. Free energies of mixing for low Zr concentrations. The vertical dotted lines mark the 
solubility limit of Zr in CeO2 at the particular temperature. 
 
 
Figure 7. Calculated equilibrium concentrations of Zr as a function of the distance to the (111) surface 
in the Ce1-xZrxO2 solid solution. Because of the slab construction, layers 1, 2 and 3 are equivalent to 
layers 6, 5 and 4, respectively.  
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Figure 8. Evolution of the formation energy per Ti atom (eV) with the composition for the both 
structures NaCl-type (black circles) and α-type (white circles).  
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