Conventional reliability-based design optimization (RBDO) uses the means of input random variables as its design variables; and the standard deviations (STDEVs) of the random variables are fixed constants. However, the fixed STDEVs may not correctly represent certain RBDO problems well, especially when a specified tolerance of the input random variable is presented as a percentage of the mean value. For this kind of design problem, the coefficients of variations (COVs) of the input random variables should be fixed, which means STDEVs are not fixed. In this paper, a method to calculate the design sensitivity of probability of failure for RBDO with fixed COV is developed. For sampling-based RBDO, which uses Monte Carlo simulation for reliability analysis, the design sensitivity of the probability of failure is derived using a first-order score function. The score function contains the effect of the change in the STDEV in addition to the change in the mean. As copulas are used for the design sensitivity, correlated input random variables also can be used for RBDO with fixed COV. Moreover, the design sensitivity can be calculated efficiently during the evaluation of the probability of failure. Using a mathematical example, the accuracy and efficiency of the developed method are verified. The RBDO result for mathematical and physical problems indicates that the developed method provides accurate design sensitivity in the optimization process. 
NOMENCLATURE

INTRODUCTION
Reliability-based design optimization (RBDO) has been developed using the mean of the input random variable as the design variable. At the same time, the standard deviation (STDEV) of the input random variable is invariant in the conventional RBDO process. Many problems have been studied and solved assuming the STDEV is fixed in the RBDO process [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . However, the fixed STDEV of an input random variable may not represent physical design problems appropriately. In the physical design problems, the tolerance of input random variables is given. The tolerance indicates the range within which the input random variable can vary, and it is usually a fixed percentage of the mean of the input random variable, which is the design variable in RBDO. Therefore, the range changes as the design variable changes during the RBDO process according to the percentage. The range can be interpreted as the STDEV of the input random variable; hence, STDEV should be considered to change during the RBDO process. In this case, the coefficient of variation (COV), which is the ratio of STDEV to mean, should be fixed in the RBDO process to represent the given tolerance.
Fixing the COV implies that the STDEV of the input random variable is linearly changing as the design variable changes; and a varying STDEV indicates that the uncertainty of the input random variable is changing as design iteration proceeds. If the uncertainty of the input random variable changes in each design iteration, the RBDO optimum design could become a moving target problem unless accurate design sensitivity of probability of failure, which is the probabilistic constraints in RBDO, is provided. In sensitivity-based RBDO, such as the first-order reliability method [1, 2, 11, 12] , the second-order reliability method [13, 14] , and the dimension reduction method [3, 15] , the most probable point (MPP) needs to be found. However, the accurate position of MPP, where the design sensitivity is calculated [16] , cannot be easily obtained because the position of the MPP would change significantly compared to the case when the STDEV is fixed. The reason for this is that the transformation from X-space (actual design variable space) to Uspace (independent standard normal space), which is necessary to find the MPP, is affected by both the mean and the STDEV, which is being changed. Hence, an approximated RBDO process such as the Sequential Optimization and Reliability Assessment (SORA) method [6] , which does not find an accurate MPP point in the design process, would suffer difficulty. That is why a specific method was developed for RBDO with fixed COV using SORA [17] . The sampling-based method does not use MPP; therefore, the same problem would not be encountered in sampling-based RBDO. However, the design sensitivity method for sampling-based RBDO with fixed COV has not been developed yet.
In this paper, the design sensitivity of probability of failure for sampling-based RBDO with fixed COV is developed. First, the sampling-based RBDO method is briefly revisited, and then the score functions of the mean and the STDEV of the input random variable are derived. In addition to marginal PDF, copulas [18, 19] are used in the derivation of score function to consider correlated input random variables. Next, the score functions are used to calculate design sensitivity for RBDO with fixed COV. Finally, the proposed design sensitivity is verified using numerical examples of RBDO with fixed COV.
REVIEW OF SAMPLING-BASED RBDO
A general RBDO problem is expressed as
, and ∈ ℝ
where X is the N-dimensional random variable vector, is the NDV-dimensional design variable vector, is the lower design bound, is the upper design bound, tar is the target probability of failure for the j-th performance measure ( ), and NC is the number of constraints. In sampling-based RBDO, the probabilistic constraint -probability of failure -is estimated using the Monte Carlo simulation (MCS) method as [4, 5, 20 ]
where nMCS is the number of MCS samples, ( ) is the q-th realization (MCS sample) of X, a failure set Ω is defined as Ω ≡ { : ( ) > 0}, and the indicator function is defined as
In Eq. (2), it can be seen that sampling-based RBDO does not require the sensitivity (gradient) of the performance measure ( ) to evaluate the probability of failure. This is a significant merit for engineering problems in which it is difficult to obtain the gradient (e.g., explosion analysis) because RBDO can be accomplished without the gradient information using samplingbased RBDO. On the other hand, demerit of sampling-based RBDO is that the accurate estimation of probability of failure depends on the number of MCS samples nMCS. The existence of many nMCS indicates accurate estimation; however, it also requires many evaluations of the performance measure ( ), which could be computationally expensive. Hence, a surrogate model is used to calculate the probability of failure in Eq. (2) [4, 5] . In this paper, the surrogate model of performance measure is assumed to be available.
The probability of failure expression in Eq. (2) requires the input joint PDF of ( ). Also, MCS samples to calculate the probability of failure should be generated according to the input joint PDF. In this paper, the input joint PDF is defined using the marginal PDF of each input random variable and copula for each correlated pair of input random variables. Copula can connect two or more marginal PDFs of random variables to represent statistical correlation between the random variables and can generate a joint PDF using the copula density function. In this paper, statistical correlation between two random variables is considered. When the k-th correlated random variable pair and are correlated with the copula density function , the joint PDF of and can be represented as [18, 19, 23] 
where ( ; , ) is the marginal PDF of the i-th input random variable , and are two parameters of the marginal distribution, ( , ; ) is the copula density function of the kth correlated pair, and are the cumulative distribution function (CDF) values of the correlated pair, and is the correlation coefficient for the copula. In this paper, it is assumed that each random variable has marginal distribution with two parameters, as is usually assumed in the RBDO process. Using the relationship in Eq. (4), the input joint PDF ( ) can be expressed as [18, 19, 23] 
where N is the number of random variables, and M is the number of correlated pairs. It is noted that the mean and the STDEV of the k-th random variable are only related to the marginal PDF ( ; , ) and copula density function ( , ; ) when is in the m-th correlated pair. The input joint PDF defined in Eq. (5) can be used to calculate the probability of failure in Eq. (2) and to obtain the design sensitivity of the probability of failure in the following section.
DESIGN SENSITIVITY AND SCORE FUNCTIONS
For an effective optimization process, an accurate and efficient design sensitivity needs to be provided, especially for RBDO with fixed COV. The design sensitivity of the probability of failure for sampling-based RBDO can be obtained using the score function. The score function of a variable is a partial derivative of the log function (log-derivative) of the input joint PDF in Eq. (5) with respect to the variable. The score function to estimate the stochastic sensitivity of the general functions of independent random variables was developed first [21] . The method was applied to functions of correlated Gaussian random variables as well [22] . In addition, a score function method to calculate the design sensitivity of the probability of failure has been developed for sampling-based RBDO with fixed STDEV for correlated input random variables [4, 5] . In this paper, the design sensitivity using the score function is further expanded to apply to sampling-based RBDO for correlated input random variables with fixed COV.
The design sensitivity of the probability of failure can be obtained by taking the derivative of the probability of failure expression in Eq. (2) with respect to a design variable as
In Eq. (6), it can be seen that a new term, the log-derivative of the input joint PDF ( ) with respect to the design variable , is present in addition to the probability of failure expression in Eq. (2). This additional term is the first-order score function of the design variable as
It is noted that the first-order score function in Eq. (7) does not include the sensitivity (gradient) of the performance measure ( ). Therefore, the design sensitivity of the probability of failure in Eq. (6) can be calculated without the gradient of ( ). Using the MCS method and the first-order score function, the design sensitivity in Eq. (6) can be estimated similar to Eq. (2) as [4, 5, 20] 
Let the design variable be , which is the mean of the kth random variable . Also, let and be the STDEV and COV of the random variable . Then the first-order score function in Eq. (7) can be further derived as
where (1) ( ) ≡ ln ( ) and (1) ( ) ≡ ln ( ) are first-order score functions of mean and STDEV, respectively. Hence, to evaluate the design sensitivity in Eq. (6), the score-functions (1) ( ) and (1) ( ) are required. As explained earlier, and are related only to marginal PDF ( ; , ) and copula density function ( , , ; ) in the joint PDF ( ) in Eq. (5). Therefore, the score functions (1) ( ) and (1) ( ) can be obtained as
and
In Eqs. (8) and (9), it can be seen that log-derivatives of ( ; , ) and ( , , ; ) with respect to and have to be derived. Here, it is noted that the log-derivative of the copula density function can be ignored when the input random variable Xk is statistically independent.
3.1 Log-derivatives of marginal PDF with respect to mean and STDEV Seven widely used marginal distribution types are considered in this paper. Their PDFs and CDFs are shown in Appendix, Table A.1. It can be seen that they have two parameters a and b in their analytical forms. The two parameters can uniquely determine the mean and the STDEV of the input random variable and vice versa, as shown in Appendix, Table  A. 2. Therefore, the log-derivatives of the marginal PDF in Eqs. (10) and (11) can be represented using the two parameters a and b as ln ( ; , ) = ln + ln (12) and ln ( ; , ) = ln + ln . (13) where and are the two parameters of the input random variable . The right sides of Eqs. (12) and (13) are composed of the log-derivatives of the marginal PDF with respect to the two parameters and their derivatives to the mean and STDEV. Using the analytical expression of the marginal PDF in Table  A .1, the log-derivatives of the marginal PDF with respect to the two parameters a and b are obtained as shown in Table 1 . Using the relationship in Table A .2, derivatives of a and b with respect to the mean and the STDEV are also obtained as shown in Table 2 . By substituting the derivative terms in Tables 1 and 2 for Eqs. (12) and (13), the log-derivatives of the marginal PDF with respect to the mean and STDEV in Eqs. (10) and (11) can be obtained. 
2 Log-derivatives of copula density function with respect to mean and STDEV The second terms in the right sides of Eqs. (10) and (11) are the log-derivatives of the copula density function. As explained earlier, the log-derivatives of the copula density function can be ignored when is an independent random variable because the copula density function for independent random variables is one and its log-derivative is zero. If is statistically correlated and = ( ; , ) is the CDF value of xk, the log-derivatives of the copula density function become
and ln ( , ; ) = ln .
For various copula types, the log-derivatives of the copula density function with respect to u ( ln ⁄ ), in the right sides of Eqs. (14) and (15) , are well summarized in Ref. 4 . The other terms ⁄ and ⁄ are obtained in this paper. In Table A .1, it can be seen that the marginal CDF of the input random variable , = ( ; , ) is also a function of the two parameters ak and bk. Therefore, the derivatives of CDF u can be expressed using the two parameters as
In Eqs. (16) and (17), the derivative of u with respect to the two parameters and are necessary. Using the analytical representations of the marginal CDFs in Table A .1, the derivatives of the seven marginal CDFs are derived and summarized in Table 3 . Using Ref. 4 and Table 3 , the logderivatives of the copula density function in Eqs. (14) and (15) are available. Then, all terms for Eq. (9) are obtained, and the design sensitivity of the probability of failure for sampling-based RBDO with fixed COV can be calculated using Eq. (8).
3.3 Score-functions for sampling-based RBDO with fixed COV Using the derivatives obtained in previous sections, the design sensitivity of probability of failure for sampling-based RBDO with fixed COV can be obtained. Unlike the case in Table 3 Derivative of CDF with Respect to Parameters
which STDEV is fixed, the design sensitivity for RBDO with fixed COV requires all terms in Eqs. (10) to (17) for its calculation. Therefore, the design sensitivity expression for RBDO with fixed COV would be more involved. However, for some marginal distribution types, the expression could be simpler. The second expression on the right side of Eq. (9) is the firstorder score function of design variable for RBDO with fixed COV. When Eqs. (10) to (17) are substituted for the expression, the score function becomes
In Table 2 , the derivatives of the two parameters a and b with respect to mean and STDEV have been shown. It can be found that the following relationship
holds for the Lognormal distribution. Therefore, Eq. (1) ( ) =
Also, for the Weibull distribution, Eq. (19) holds; furthermore, the relationship in Eq. (21), which can be derived using the derivatives in Table 2 , holds as well.
Hence, the score function in Eq. (18) can be expressed in a simpler form for the Weibull distribution as
The Extreme type-II distribution also has special relationships when COV is fixed as
Finally, the Extreme type-II distribution has a simpler form of Eq. (18) as
Because the score function (1) ( ) is derived analytically, the design sensitivity of probability of failure in Eq. (8) can be calculated along with calculation of the probability of failure in Eq. (2) with small additional effort. Hence, the design sensitivity for RBDO with fixed COV can be evaluated efficiently using the score functions during the calculation of the probability of failure.
NUMERICAL EXAMPLES
The effectiveness and efficiency of the developed method for the design sensitivity of the probability of failure are tested using numerical examples in this section. The developed design sensitivity is compared to the sensitivity using the finite difference method (FDM) to verify its accuracy. The FDM results are obtained after a number of trial-and error process in the determination of appropriate step size to yield accurate design sensitivity. Then, using the developed design sensitivity, RBDO with fixed COV is performed for a 2-D mathematical problem and a 14-D engineering problem to understand how well the developed design sensitivity method works for the RBDO process.
Accuracy check
The accuracy of the developed design sensitivity of probability of failure is verified using a highly nonlinear performance measure and ( ) > 0 indicates failure. For thorough testing, five different input models, which include all marginal distribution and copula types dealt with in the previous sections are used for the testing. The design variables 1 and 2 are the means of the input random variables 1 and 2 , respectively. In the design sensitivity calculation, the COVs of both random variables are fixed.
The accuracy of the developed design sensitivity of the probability of failure is verified by comparing it with the forward FDM design sensitivity. The result of the developed design sensitivity and the FDM design sensitivity is summarized in Table 5 . The ratio of the developed sensitivity to the FDM sensitivity is listed in the 'Accuracy' column of the table. The ratio varies from 97.1% to 102.6%, which indicates that the developed sensitivity agrees with the FDM design sensitivity. Therefore, it can be concluded that the developed design sensitivity is accurate. In this example, the FDM design sensitivity of the probability of failure is used as a reference value to check the accuracy of the developed design sensitivity. To obtain the accurate FDM design sensitivity, two conditions − appropriate perturbation size and highly accurate probability of failure at both perturbed and original design − should be satisfied. However, obtaining appropriate perturbation size is not an easy task. A large perturbation size cannot provide accurate design sensitivity of a nonlinear function, while a small perturbation size can suffer numerical noise. In this example, perturbation sizes of 0.1%, 0.2%, 0.5% and 1% of the design variable value are used, as shown in Table 5 . For different cases and different design variables, perturbation size should be carefully chosen; hence, several perturbation sizes are tested, and the perturbation size that shows a stable design sensitivity value is selected. An appropriate perturbation size at one design configuration may not be applicable at the other design configuration because the nonlinearity of the probability of failure changes as the design changes. Hence, it is not easy to use the FDM design sensitivity in the optimization process. While the developed design sensitivity method does not depend on the perturbation size, it shows the same accuracy as the FDM design sensitivity; hence, it is more suitable for the optimization.
The second condition -accurate probability of failure -is also important in order to obtain the correct design sensitivity of the probability of failure using the FDM. In Table 5 , the FDM design sensitivity to 1 in input model A is 0.600. To obtain this value, the finite difference 0.00240 between two probabilities of failure, 0.13726 at the perturbed design and 0.13486 at the original design, is divided by the perturbation size 0.004, which is 0.1% of 1 . It is noted that the significant digit in the two probabilities of failure should be larger than five to obtain three significant digits in the finite difference value. If an estimated value of probability of failure is needed, three significant digits might be enough. However, because the finite difference value is needed to calculate the FDM design sensitivity, more accurate probabilities of failure are required to have enough significant digits in the finite difference value calculation. For this reason, in this example, 200 million MCS samples were required to accurately calculate the probabilities of failure at the original and perturbed design; hence, a total of 400 million samples are used to calculate one value of FDM design sensitivity. On the other hand, the developed method evaluates the design sensitivity without calculating the finite difference value. Hence, we can use much smaller number of MCS samples to calculate an accurate design sensitivity. In this example, one million MCS samples, which are 0.25% of the samples for the FDM design sensitivity, are used. Hence, it can be seen that the developed design sensitivity is efficient and suitable for the optimization process.
2-D mathematical example
To find how well the developed design sensitivity method works in the optimization process, RBDO is performed for a 2-D mathematical example. The RBDO formulation is shown as 
The contours of the cost function ( ) in Eq. (27) and limit states of the three constraints in Eq. (28) are shown in Fig. 1 .
Figure 1 Cost Function and Limit State Contours for 2-D Mathematical Example
In this example, two different input models are used for RBDO as shown in Table 6 . The two models have the same means, STDEVs, COVs, copula type, and Kendall's tau, while the marginal distribution types of X1 and X2 are different. The two design variables d1 and d2 of the example are the means of X1 and X2, respectively, and the COVs of X1 and X2 are fixed during the RBDO. To calculate the probabilities of failure and the design sensitivities for the probabilities of failure, one million MCS samples are used in this example. The result of RBDO using the developed design sensitivity for RBDO with fixed COV is shown in Table 7 . It can be seen that the STDEVs are changed as the design variables change. However, the COVs are kept during the optimization process to 0.15 for X1 and 0.25 for X2. Input model A requires eight design iterations and nine reliability analyses. This means that only one additional line search is needed in the optimization process, as an accurate design sensitivity is provided. Similarly, RBDO of input model B converges in nine design iterations with one additional line search, which indicates the effectiveness of the design sensitivity as well. In both cases, a 2.275% target probability of failure is satisfied under 1% relative convergence criteria for the probabilistic constraints. Therefore, both optimum designs satisfy the probabilistic constraints.
In Fig. 2 , 2-σ contours of the input model at initial design d 0 and RBDO optimum design d opt are shown. As the limit state functions are not linear and some input random variables do not follow normal distribution, the 2-σ contours at RBDO optimum designs d opt do not meet the limit states tangentially. Note that the area of the 2-σ contours are dramatically changed from the initial design to the optimum design because the STDEV of X2 changes significantly as the second design variable d2 changes. Especially for input model A, the 2-σ contour of the optimum design fits in the feasible region as shown in Fig. 2(a) , so a slight movement of the design could violate one or more probabilistic 
constraints. Hence, unless accurate design sensitivity is provided, optimum design will not be easy to obtain readily.
The same RBDO with fixed COV has been carried out once again using inaccurate design sensitivity by ignoring the second term (1) ( ) in the second design sensitivity expression in Eq. (9) . In other words, the effect of the change of STDEV is ignored. The RBDO result is shown in Table 8 . In both cases, the optimization process does not converge to the optimum design as 2.275% target probability failure cannot be achieved. In addition, the number of reliability analyses is over 18, which is almost twice that of previous cases when an accurate design sensitivity of probability of failure was provided. Therefore, the STDEV effect in the design sensitivity calculation is necessary for appropriate and efficient convergence to the correct optimum design of RBDO with fixed COV.
14-D engineering example
An RBDO has been performed for a 14-D engineering problem. This example is a car noise, vibration, and harshness (NVH) and crash-safety problem. There are 11 constraints, which include full frontal impact, 40% offset frontal impact, and NVH, as shown in Table 9 . Surrogate models for the constraints and cost function for RBDO has been provided by Ford Motor Company. Originally, this example had 44 input random variables, which means it was a 44-D RBDO problem. However, the number of random variables has been reduced to 14 according to a variable screening procedure [25] .
Input random variables are the thickness of the plates in a car body. They have Normal, Lognormal, Weibull, and Gamma distributions as marginal distribution types. The design variables are the means of the input random variables, and the COVs are fixed to be constants. There are two correlated pairs of X6 -X7 and X25 -X26, whose correlations are represented using the Clayton and Gaussian copulas, respectively. The detailed information of the input model is shown in Table 10 ; d B indicates baseline design, which is the initial design of the optimization.
The RBDO formulation of the 14-D engineering example is shown in Eq. (28). Cost function is the weight of the car body and a function of design variable vector d, not input random variable vector X. Hence, the cost function is a deterministic function, while the constraint functions are a random function of the vector X. 
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Vertical bending mode Table 10 . For the efficient optimization process, deterministic design optimization (DDO) is performed first. Generally, the DDO optimum design is close to the RBDO optimum design because the cost function is minimized and active constraints are determined in DDO. The RBDO is carried out to increase the reliability (reduce the probability of failure) of the active constraints while minimizing the cost. Hence, the RBDO optimum design could be obtained efficiently by starting RBDO from the DDO optimum design. The sampling-based RBDO has been carried out using 200,000 MCS samples. The optimization process is completed using 30 reliability analyses. Among the 30 analyses, 19 are design iterations, which means 11 are additional line searches. This could be a good indication that the provided design sensitivity is accurate and effective because the accurate design sensitivity of probability of failure reduces the total number of reliability analyses. If an inaccurate design sensitivity was used, the optimization would not find a better solution in the direction of the design sensitivity. In that case, the search for the next design point along the line search direction would come back to the current design point, and all the line searches would be wasted in that design iteration. Therefore, the entire optimization process becomes more efficient when an accurate design sensitivity is provided. As explained earlier, the design sensitivity calculation can be done during the reliability analysis (probability of failure estimation) with a little additional cost. Hence, the design sensitivity calculation itself is efficient as well. Therefore, the developed design sensitivity method would provide the utmost efficiency due to the reduction of line searches and its efficient calculation. The obtained optimum designs are shown in Table 11 . In the DDO procedure, d9 ~ d11 and d14 went to their lower bounds, while d13 reached its upper bound; they remain on their bounds until RBDO converges. The other variables, d1 ~ d8 and d12, have changed to find designs that are more reliable than the DDO optimum design in the RBDO procedure. The cost value and the probabilities of failure at the optimal designs are shown in Table  12 . In the DDO process, the cost function is greatly reduced compared to the initial design (baseline design), while the probabilities of failure are not reduced as much.
The probabilities of failure are reduced below the 10% target probability of failure after RBDO; at the same time, the cost function has a small increment.
Again, the successful convergence verifies that the RBDO is performed effectively using the developed sensitivity method. Therefore, it can be concluded that the developed design sensitivity method performs well for RBDO with fixed COV. 
CONCLUSION
In many industrial problems, the tolerance of an input random variable is specified as a percentage value of the mean of the input random variable. To obtain reliable yet less costly design in the problems, RBDO with fixed COV should be considered. When the COV of an input random variable is fixed, the STDEV changes along with the design variable, which is the mean of the input random variable. Then, input randomness fluctuates due to the change of the STDEV. As a consequence, the optimum design of RBDO becomes a moving target problem due to the fluctuation when COV is fixed. Therefore, accurate design sensitivity of probability of failure is necessary to achieve a correct optimum design in RBDO with fixed COV.
In this paper, the design sensitivity of the probability of failure has been developed using a first-order score function for sampling-based RBDO with fixed COV. The score function contains the effects of changes in both mean and STDEV. Therefore, the developed design sensitivity can consider the change of the STDEV due to the change of design variable, which is the mean of the input random variable. Correlated input random variables are considered in the developed design sensitivity having a copula density function in the score function derivation.
Using a highly nonlinear function, the developed design sensitivity of the probability of failure has been tested using the FDM. The accuracy of the developed design sensitivity is verified as the sensitivity agrees with the FDM design sensitivity. Moreover, the developed method uses only 0.25% MCS samples of the FDM design sensitivity, and thus quite efficient. The RBDO with fixed COV is performed for a 2-D mathematical example using the developed design sensitivity. The optimization result shows smooth convergence, so the effectiveness of the developed method has been confirmed. In addition, for the same example, it is also shown that ignoring the effect of the STDEV in the design sensitivity causes difficulty in the convergence of the optimization. Hence, it can be seen that the developed design sensitivity is necessary for RBDO with fixed COV. Finally, the developed method is applied to a 14-D engineering example. The example converges in 19 design iterations with 11 additional line searches from DDO optimum design. This indicates that the developed sensitivity provided very accurate information in the optimization direction search and that the accurate design sensitivity helped the optimization process use few design iterations so the whole optimization process could be efficient. Hence, it is confirmed that the developed design sensitivity method is effective and efficient.
