The eigenvalue problem for an irreducible nonnegative matrix A = a ij ] in the max algebra system is A x = x, where (A x) i = max j (a ij x j ) and turns out to be the maximum circuit geometric mean, (A). A power method algorithm is given to compute (A) and eigenvector x. This method generalizes and simpli es an algorithm due to Braker and Olsder. The algorithm is developed by using results on the convergence of max powers of A. These results are proved using nonnegative matrix theory. Some asymptotic formulas relating (A), the spectral radius and norms are also given.
Introduction
For an n n matrix A, the conventional eigenequation for eigenvalue and corresponding eigenvector x is Ax = x. In the max algebra system, for A = a ij ] nonnegative, the eigenequation is max j (a ij x j ) = x i , for i = 1; 2; : : : ; n. Our aim is to give a power method algorithm to compute the eigenvalue and corresponding eigenvectors in the max algebra.
To motivate this aim and to place it in context, we need some de nitions and notation. As in 2], 14, IV3] the max algebra system consists of the set of nonnegative numbers with sum a b = maxfa; bg and the standard product ab for a; b 0. Thus, for compatible nonnegative matrices A; B, their product is denoted by A B where (A B) ik = max j (a ij b jk ). In particular, for a vector x 0, the product (A x) i = max j (a ij x j ). The usual associative and distributive laws hold in this algebra.
The max-plus algebra system consists of the set R f?1g with operations of maximization and addition; see, e.g. 1, 3, 6, 9] , and, in particular, 4] for a power algorithm. The max-plus algebra is isomorphic by the exponential map to the max algebra. As illustrated in 2], the max algebra enables us to use powerful tools of nonnegative matrices, monotonicity and analysis. The isomorphism can then be used to give results in the max-plus algebra where the eigenequation arises in the study of discrete event dynamical systems 1].
Throughout Sections 1-3 we assume that A = a ij ] is an n n nonnegative matrix. The weighted directed graph G(A) associated with A has vertex set f1; 2; : : : ; ng and an edge (i; j) from i to j with weight a ij if and only if a ij > 0.
A circuit of length k is a sequence of k edges (i 1 ; i 2 ); (i 2 ; i 3 ); : : : ; (i k?1 ; i k ); (i k ; i 1 ) where i 1 ; i 2 ; : : : ; i k are distinct. This has circuit product a i 1 ;i 2 a i 2 ;i 3 a i k ;i 1 , with the positive k-th root as the circuit geometric mean. The maximum circuit geometric mean in G(A) is denoted by (A) and plays an important role. A circuit with circuit product equal to (A) is called a critical circuit, and vertices on critical circuits are called critical vertices. The critical matrix of A, denoted by A C = a C ij ], is formed from the principal submatrix of A on the rows and columns corresponding to critical vertices by setting a C ij = a ij if (i; j) is in a critical circuit, and a C ij = 0 otherwise. Thus the critical graph G(A C ) has vertex set V C = fcritical verticesg.
The following basic spectral results are well known in the max-plus algebra (see, e.g. 1, 3, 6, 9, 14]), and are proved in 2] for the max algebra. The notation A 2 means A A, A k means the k-th power of A, and X is used for summation. We denote the identity matrix by I, and the matrix with every entry 1 by J, the order is usually clear from the context. Vector e has every entry 1, thus J = ee T . Inequalities are in the component-wise sense, for example, A J means that a ij 1 for all 1 i; j n. For x; y nonnegative vectors, x y T = xy T , and x y implies that A x A y. The following properties are useful in the sequel. For any permutation matrix P; P A P T = PAP T , and for any positive diagonal matrix D, D A D ?1 = DAD ?1 .
Section 2 is devoted to results on the convergence of the max powers, A k . We nd conditions under which A t+d = A t for su ciently large t and xed d, and study in detail the case d = 1, i.e., when the max powers of A converge in nitely many steps. Here d is the cyclicity of A as de ned later in (2.14). These results are needed for our power method algorithm. We note that equivalent results in the max-plus algebra are known; nevertheless we choose to give proofs, as our approach using basic tools of nonnegative matrices is quite di erent. Our results are also more general as we do not need to assume that A d is irreducible (cf. 1, Th. 3.112]). Our power method, given in Section 3 simpli es and generalizes the algorithm given in 4, Alg.3.1]. Our assumptions on A are more general, and an eigenvector is found directly. Finally in Section 4, we give some asymptotic formulas that stress analogies between the standard product, the Hadamard product and the max product, and also between the spectral radius, (A) and norms.
Results on A k
The following result is needed for the proofs of the main theorems of this section. In fact it can be proved that q n, but this is not needed in the sequel. If p = n, then A 1 =Ã 11 , and the proof is complete with q = k 0 . We now claim also in the case p < n that A 1 is the limit of the matrices A k . By the above, this is obviously true for the entries in the rst p rows and columns, so it remains to consider the block in the last n ? p rows and columns. Considering the (1; 2) block of A q A = A q+1 , and using (2. e r e T rÃ r+1;r A r+1;1Ãr+1;2 Ã r+1;rÃr+1;r+1 it is known that B h is the direct sum of h primitive matrices (e.g. 13 
Power Method in the Max Algebra
In this section we study a power method for calculating eigenvectors of an irreducible matrix A in the max algebra. It also provides a sequence of upper and lower bounds for the eigenvalue (A).
It turns out that in this situation the results are simpler than in the conventional case of the ordinary matrix algebra (see, e.g. 16]), which we nevertheless follow in spirit. In the max algebra, our assumptions are more general than those in 4], and we obtain an eigenvector directly.
In the sequel we make use of the following result. This inequality can be found for x = e in 3, Cor.4.2] in the max-plus algebra version. It is however obvious that applying the result of 3] to D ?1 AD, where D = diag(x 1 ; x 2 ; : : : ; x n ), and using (A) = (D ?1 AD), (3. 3) is also obtained. The classical analogue of (3.3) was rst given in 8].
We consider now for given x(0) > 0 the sequence x(t); t = 1; 2; : : : generated by x(t + 1) = A x(t); t 0; (3.4) and show that the iterates x(t) yield a sequence of increasingly better upper and lower bounds for (A). Lemma 3.2 Let A 0 be irreducible. De ne x(t); t = 0; 1; : : : as above, and q t = q(x(t)); q t = q(x(t)): Then q t q t+1 (A) q t+1 q t ; t = 0; 1; : : : (3.5) Proof. By the irreducibility of A, all x(t) are strictly positive and hence q t ; q t are well de ned. We show q t+1 q t . Multiply the inequality A x(t) q t x(t) by A. This leads to A x(t + 1) = A A x(t) A q t x(t) = q t x(t + 1); and hence by de nition, q t+1 q t . Similarly q t q t+1 . The other inequalities of (3.5) follow from (3.3) .
In the conventional case, i.e.x(t + 1) = Ax(t), with the standard matrix product, de ningq t = q(x(t)); q t = q(x(t)) gives q t q t+1 (A) q t+1 q t : Here it is known that for A primitive lim t!1q t = lim t!1 q t = (A) and that the x(t), suitably normalized, converge to the (suitably normalized) eigenvector of A corresponding to (A).
In the max algebra case we have 
is an eigenvector of A. A p x(t) = x(t + p) = (A) p x(t) for all t t 0 and we see that (3.7) holds with s = (A) p . It is veri ed in a straight forward manner that z given by (3.9) satis es A z = (A)z.
Observe that p = 1 gives the case of convergence. So we have shown that the following algorithm will stop after nitely many steps, giving a vector z and number (A) satisfying A z = (A)z. by (4.4) and (4.2). So if the required limit exists, it must be at least (A). Assume for the other direction that (A) = 1, and A is scaled as in Theorem 2.2 so that a ij 1 for all i; j. Then A k ee T , so the maximum row sum norm of A k is at most n. Since the limit does not depend on the choice of norm, its value is at most 1 = (A). Hence the limit exists and has value (A). By Note that the 3 entries not involving hold for all A 2 M n .
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