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Abstract. In this article we develop an indirect approach for assessing
criteria signiﬁcance weights from the robustness of the signiﬁcance that
a decision maker acknowledges for his pairwise outranking statements in
a Multiple Criteria Decision Aiding process. The main result consists in
showing that with the help of a mixed integer linear programming model
this kind of a priori knowledge is suﬃcient for estimating adequate nu-
merical signiﬁcance weights.
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1 Introduction
We consider a decision situation in which a ﬁnite set of decision alternatives is
evaluated on a ﬁnite family of performance criteria. A decision maker is willing
to pairwisely compare these alternatives according to the outranking paradigm.
One considers indeed that an alternative a outranks an alternative b when a
significant majority of criteria validates the fact that a is performing at least as
good as b and there is no criterion where b seriously outperforms a [1]. To assess
when such a signiﬁcant majority of criteria validates an outranking situation
requires a more or less precise numerical knowledge of the signiﬁcance of each
criterion in the multiple criteria preference aggregation. Two diﬀerent approaches
exist to specify theses values:
– either via direct preference information, where the criteria signiﬁcance is ﬁrst
assessed and then the aggregated outranking situations are computed,
– or, via indirect preference information, where some a priori partial knowledge
of the resulting aggregated outranking is used in order to infer plausible
estimators of the criteria signiﬁcance.
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In this article we exclusively concentrate on the indirect preference information
approach. Similar approaches, mostly in the domain of Multiple Attribute Value
Theory, already appeared in the literature where they are generally called dis-
aggregation/aggregation or ordinal regression methods [2,3,4,5,6,7,8]. In analogy
with corresponding techniques in inferential statistics, we prefer to group all
indirect preference information modeling techniques under the generic term in-
verse Multiple Criteria Decision Analysis. The innovative a priori knowledge on
which we focus our inverse analysis here is the robustness of the signiﬁcant ma-
jorities that the decision maker acknowledges for his pairwise comparisons with
respect to all potential signiﬁcance weights, a fact we call the Condorcet ro-
bustness of the outranking situation in the sequel of this article. The main result
of our article is to show that this kind of a priori knowledge alone is suﬃcient
for estimating numerical signiﬁcance weights.
The article is organised as follows: in the next section, we deﬁne the
Condorcet robustness denotation of valued outranking relations and then, in
Section 3 we brieﬂy detail the way of computing it. Afterwards, in Section 4 we
present a mathematical model for estimating the signiﬁcance weights followed
by some brief remarks on practical application issues.
2 Defining the Condorcet Robustness Denotation of
Valued Outranking Relations
Let A = {x, y, z, . . .} be a ﬁnite set of n > 1 potential decision alternatives and
F = {g1, . . . , gm} a coherent ﬁnite family of m > 1 criteria.
The alternatives are evaluated on each criterion on real performance scales to
which an indiﬀerence qi and a preference pi discrimination threshold (for all gi in
F ) is associated [1]. The performance of alternative x on criterion gi is denoted xi.
In order to characterise a local at least as good as situation [9,10] between
any two alternatives x and y of A, with each criterion gi is associated a double
threshold order Si whose numerical representation is given by:
Si(x, y) =
⎧⎨⎩
1 if xi + qi  yi ,
0 if xi + pi  yi ,
0.5 otherwise.
Furthermore, we associate with each criterion gi ∈ F a rational significance
weight wi which represents the contribution of gi to the overall warrant or not
of the at least as good as preference situation between all pairs of alternatives.
Let W = {wi : gi ∈ F} be the set of relative signiﬁcance weights associated with
F such that 0 < wi < 1 (∀gi ∈ F ) and
∑
gi∈F
wi = 1 and let W be the set of such
signiﬁcance weights sets.
The overall valued outranking relation, denoted S˜W , aggregating the partial
at least as good as situations, is given by :
S˜W (x, y) =
∑
wi∈W
wi · Si(x, y), ∀(x, y) ∈ A×A.
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S˜W (x, y) is thus evaluated in the rational interval [0, 1] with the following se-
mantics [9]:
– S˜W (x, y) = 1 indicates that all criteria warrant unanimously the “at least as
good as” preference situation between x and y;
– S˜W (x, y) > 0.5 indicates that a majority of criteria warrant the “at least as
good as” preference situation between x and y;
– S˜W (x, y) = 0.5 indicates a balanced situation where the criteria warranting
the “at least as good as” preference situation between x and y are exactly
as signiﬁcant as those who do not warrant this situation;
– S˜W (x, y) < 0.5 indicates that a majority of criteria do not warrant the “at
least as good as” preference situation between x and y;
– S˜W (x, y) = 0 indicates that all criteria warrant unanimously the negation of
the “at least as good as” preference situation between x and y.
Let W be the preorder1 on F associated with the natural  relation on the
set of signiﬁcance weights W . ∼W induces r ordered equivalence classes ΠW1 W
. . . W ΠWr (1 ≤ r ≤ m). The criteria of an equivalence class have the same
signiﬁcance weight in W and for i < j, those of ΠWi have a higher signiﬁcance
weight than those of ΠWj . Let WW ⊂ W denote the set of all signiﬁcance
weights sets that are preorder-compatible with W .
Let W ∈ W . The Condorcet robustness denotation2 [12] of S˜W , denoted
S˜W , is deﬁned, for all (x, y) ∈ A×A, as follows:
S˜W (x, y) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
3 if S˜V (x, y) = 1 ∀V ∈ W ;
2 if
[
S˜V (x, y) > 0.5 ∀V ∈ WW
] ∧ [ ∃V ′ ∈ W : S˜V ′(x, y) < 1 ] ;
1 if
[
S˜W (x, y) > 0.5
] ∧ [ ∃V ′ ∈ WW : S˜V ′(x, y)  0.5 ] ;
0 if S˜W (x, y) = 0.5 ;
−1 if [S˜W (x, y) < 0.5] ∧ [ ∃V ′ ∈ WW : S˜V ′(x, y)  0.5 ] ;
−2 if [S˜V (x, y) < 0.5 ∀V ∈ WW ] ∧ [ ∃V ′ ∈ W : S˜V ′(x, y) > 0 ] ;
−3 if S˜V (x, y) = 0 ∀V ∈ W ;
with the following semantics:
– S˜W (x, y) = ±3 if all criteria unanimously warrant (resp. do not warrant)
the outranking situation between x and y;
– S˜W (x, y) = ±2 if a significant majority of criteria warrants (resp. does not
warrant) the outranking situation between x and y for all W -compatible
weights sets;
– S˜W (x, y) = ±1 if a signiﬁcant majority of criteria warrants (respectively
does not warrant) this outranking situation for W but not for all W -
compatible weights sets;
1 As classically done, W denotes the asymmetric part of W , whereas ∼ denotes its
symmetric part.
2 The simple majority validated outranking relation SW (x, y) such that S˜W (x, y) > 0.5
is generally called the Condorcet relation (see Barbut [11]), in honours of the
Marquis de Condorcet (1743–1794) who ﬁrst promoted social choice procedures
based on pairwise simple majority votings.
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– S˜W (x, y) = 0 if the total signiﬁcance of the warranting criteria is exactly
balanced by the total signiﬁcance of the not warranting criteria for W .
The careful reader may have noticed that, in the presence of veto thresholds
as deﬁned in [10], if a veto situation occurs in the comparison of a couple of
alternatives, the associated Condorcet robustness denotation is −3, as the
overall outranking relation S˜W equals 0, disregarding the criteria signiﬁcance
weights.
3 Computing the Condorcet Robustness Denotation
In this section, we brieﬂy explain how to obtain the Condorcet robustness
denotation. Further details can be found in [12].
Let us consider the following numerical example to illustrate our purpose
throughout this paper.
Example. Consider a set A = {a, b, c, d, e} of ﬁve decision alternatives and a
consistent family F of three cardinal criteria {g1, g2, g4}measuring performances
on rational scales from 0.0 to 100.0 and two ordinal criteria {g3, g5} measuring
performances on a discrete ordinal scale from 0 to 10. Criterion g2 is a cost–type
criterion on which performances have to be minimised, whereas the four other
are beneﬁt–type criteria, i.e. the higher the performance is the better a decision
alternative is considered.
Table 1 presents the randomly generated performances of the alternatives on
each criterion. Notice the signiﬁcance weights set W shown in the third column
which induces the signiﬁcance ordering {g1} W {g4} W {g3} W {g5} W
{g2}.
Let us start by presenting the notation which allows us to detail the con-
struction of the Condorcet robustness denotation associated with a valued
outranking relation S˜W and a signiﬁcance weights set W .
Let cWk (x, y) be the sum of “at least as good as” characteristics Si(x, y) for all
criteria gi ∈ ΠWk , and cWk (x, y) the sum of the negation (1.0− Si(x, y)) of these
characteristics. Furthermore, let CWk (x, y) =
∑k
i=1 c
W
i (x, y) be the cumulative
sum of “at least as good as” characteristics for all criteria having signiﬁcance at
Table 1. Performance table
crit.
(F )
pref.
dir.
weights
(W )
decision alternatives (A) thresholds
a b c d e indiﬀ. pref.
g1 max 5/15 70.9 61.8 90.2 31.2 33.1 5.0 8.0
g2 min 1/15 20.9 17.1 76.3 69.2 35.5 3.0 6.0
g3 max 3/15 1 4 6 8 6 0 1
g4 max 4/15 17.3 46.3 24.5 40.6 68.2 6.0 7.0
g5 max 2/15 2 1 8 2 6 0 1
184 R. Bisdorﬀ, P. Meyer, and T. Veneziano
least equal to the one associated to ΠWk , and let C
W
k (x, y) =
∑k
i=1 c
W
i (x, y) be
the cumulative sum of the negation of these characteristics, for all k in {1, . . . , r}.
In the absence of ±3 denotations, the following proposition gives us a test for
the presence of a ±2 denotation:
Proposition 1 (Bisdorﬀ [12])
S˜W (x, y) = 2 ⇐⇒
{
∀k ∈ 1, ..., r : CWk (x, y)  CWk (x, y) ;
∃k ∈ 1, ..., r : CWk (x, y) > CWk (x, y).
The negative −2 denotation corresponds to similar conditions with reversed
inequalities.
The ±2 denotation test of Proposition 1 corresponds in fact to the veriﬁcation
of stochastic dominance-like conditions (see [12]).
A ±1 Condorcet robustness denotation, corresponding to the observation
of a weighted majority (resp. minority) in the absence of the ±2 case, is simply
veriﬁed as follows:
S˜W (x, y) = ±1 ⇐⇒ ( (S˜W (x, y) ≷ 0.5) ∧ S˜W (x, y) = ±2 ).
Example. Back to the example, we can now compute the Condorcet robustness
denotation associated with the outranking relation. Let us detail these calcula-
tions for the following two couples, (b, c) and(a, d). Recall that the signiﬁcance or-
dering is given by a ﬁve-class preorder {g1} W {g4} W {g3} W {g5} W {g2}.
We can easily verify via Table 2 that S˜W (b, c) = −2. Besides we can see that
S˜W (a, d) = ±2. Since S˜W (a, d) = 0.53 > 0.5, we ﬁnally have S˜W (a, d) = 1.
Table 3 presents the outranking relation S˜W and its corresponding Condorcet
robustness denotation S˜W  for all pairs of alternatives of A×A.
The issue we address in this paper is now the following. Consider that we have
given a performance table as shown in Table 1, but without any explicit signiﬁ-
cance weights information, as well as a Condorcet robustness denotation S˜W 
similar to the one shown in the right part of Table 3, with W unknown. Is it pos-
sible to infer from these information alone the apparent significance weights of
the criteria? In other words, may we compute on the basis of the given informa-
tion a preorder  on the criteria and a numerical instance W ∗ of a -compatible
Table 2. Cumulative sums for couples (b, c) and (a, d)
cWi (b, c) c
W
i (b, c) C
W
i (b, c) C
W
i (b, c) c
W
i (a, d) c
W
i (a, d) C
W
i (a, d) C
W
i (a, d)
ΠW1 0 1 0 1 1 0 1 0
ΠW2 1 0 1 1 0 1 1 1
ΠW3 0 1 1 2 0 1 1 2
ΠW4 0 1 1 3 1 0 2 2
ΠW5 1 0 2 3 1 0 3 2
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Table 3. Global outranking with Condorcet robustness denotation
S˜W S˜W 
A a b c d e a b c d e
a - .50 .07 .53 .40 - 0 -2 1 -1
b .53 - .33 .67 .40 1 - -2 2 -1
c .93 .67 - .47 .67 2 2 - -1 2
d .60 .60 .53 - .53 1 1 1 - 1
e .60 .60 .53 .80 - 1 1 1 2 -
weights set which satisfies the given Condorcet robustness denotation S˜W ,
i.e. W ∗ and  are such that S˜W∗ = S˜W ?
4 Inferring the Criteria Significance Weights
To solve this estimation problem we are going to formulate a mixed integer linear
programming model.
We start with characterising a constraint model for every possible Con-
dorcet robustness denotation except the ±3 ones. Indeed, we may ignore unan-
imous positive and negative (±3) robustness denotations as they concern in fact
the trivial pairwise comparison of alternatives that are either Pareto dominat-
ing or Pareto dominated. Their aggregated outranking situation is thus always
unanimously warranted (resp. not warranted), independently of any particular
criteria signiﬁcance weights. These denotations therefore do not contain any
speciﬁc information for inferring the particular signiﬁcance of an individual cri-
terion.
We denote A2±2 (resp. A
2
±1 or A
2
0) the set of pairs (x, y) of alternatives such
that S˜W (x, y) = ±2 (resp. ±1 or 0).
As the criterion signiﬁcance weights are supposed to be rational, we may
without loss of generality restrict our estimation problem to integer weight sets.
Thus every criterion may get an integer signiﬁcance weight wi ∈ [1,M ], where M
denotes the maximal admissible value. Limiting our purpose to genuine decision
aid situations, we may choose this bound in practical applications to be equal
to the number m of criteria.
We denote Pm×M a Boolean (0, 1)-matrix, with general term [pi,u], that char-
acterises row-wise the number of weight units allocated to criterion gi. Formally,
the row i represents the decomposition of the weight associated to gi into M
bits in a unary base (little-endian) and thus
∑M
u=1 pi,u = wi.
The fact that every criterion gi of F must have a strictly positive signiﬁcance
may thus be expressed with the help of the following constraint:∑
gi∈F
pi,1 = m.
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At least one weight unit is allocated to every criterion, i.e. pi,1 = 1 for all gi ∈ F .
As an example, if gi has an integer weight of 3 and if we decide that M = 5,
then the ith row of Pm×5 is given by (1, 1, 1, 0, 0).
The required cumulative semantics of Pm×M is therefore achieved with the
following set of constraints:
pi,u  pi,u+1 (∀i = 1, ...,m, ∀u = 1, ...,M − 1).
4.1 Constraints for S˜W (x, y) = ±2 Conditions
Let us now translate Proposition 1 to a computable set of constraints.
Corollary 1
When considering integer weights, Proposition 1 may be reformulated as:
S˜W (x, y) = 2 ⇐⇒
{
∀u ∈ 1, ...,maxwi : C′Wu (x, y)  C′Wu (x, y) ;
∃u ∈ 1, ...,maxwi : C′Wu (x, y) > C′Wu (x, y) ;
where C′Wu (x, y) (resp. C′Wu (x, y)) is the sum of all Si(x, y) (resp. 1−Si(x, y)) such
that the significance weight wi ≤ u. The negative −2 denotation corresponds
again to similar conditions with reversed inequalities.
Proof. We easily verify that all constraints from Proposition 1 are present in the
corollary (for the set U = {u/∃wi ∈ W,wi = u} of indexes). For all other values
of u the constraints are redundant. 
This leads to the property that pi,u = 1 ⇐⇒ wi ≥ u and we directly obtain:
C′Wu (x, y) =
∑
gi∈F
(
pi,u · Si(x, y)
)
.
In order to model now the S˜W (x, y) = ±2 conditions, we introduce for all pairs
(x, y) ∈ A2+2 the following set of constraints:∑
gi∈F
(
pi,u ·
[
Si(x, y)− Si(x, y)
])
 bu(x, y) (∀u = 1, ...,M),
where Si is the negation (1− Si) of the criterion’s double threshold order char-
acteristic function, and where the bu(x, y) are Boolean (0, 1) variables for each
pair of alternatives and each equi-signiﬁcance level u in {1, . . . ,M}. Note that
the negative −2 denotation again corresponds to a similar inequation with a
reversed inequality and negative bu(x, y). These binary variables allow us to im-
pose at least one case of strict inequality for each (x, y) ∈ A2±2 as required in
Corollary 1 via the following constraints:
m∑
u=1
bu(x, y)  1,
( ∀(x, y) ∈ A2±2 ).
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4.2 Constraints for S˜W (x, y) = ±1 Conditions
In order to introduce the S˜W (x, y) = ±1 conditions, we may formulate for all
pairs (x, y) ∈ A2±1 the following set of constraints:
∑
gi∈F
( M∑
u=1
pi,u
) · ±(Si(x, y)− Si(x, y) )  1 ∀(x, y) ∈ A2±1, (1)
where the factor (
∑M
u=1 pi,u) represents the integer value of the estimated weight
wi of criterion gi.
Recall that a Condorcet robustness denotation of ±2 represents an out-
ranking situation which is validated (or non-validated) for all possible weights
sets compatible with the given signiﬁcance preorder. Such a situation therefore
represents a robust validation by the decision maker, and should as such be con-
sidered highly trustful. Consequently, if the decision maker imposes a ±1 or 0
Condorcet robustness, this can be considered as more anecdotical. In practical
situations, it might happen that the Condorcet robustness given by the deci-
sion maker might not be compatible with the underlying problem. To avoid not
ﬁnding any solution, we relax Constraints (1) by adding positive slack variables
which have to be minimised in order to satisfy best possibly the constraints:
∑
gi∈F
( M∑
u=1
pi,u
) · ±(Si(x, y)− Si(x, y) ) ± s±1(x, y)  1 ∀(x, y) ∈ A2±1.
4.3 Constraints for S˜W (x, y) = 0 Conditions
Similarly as in the previous section, for all pairs (x, y) ∈ A20, we formulate the
corresponding set of soft equality constraints:
∑
gi∈F
( M∑
u=1
pi,u
) · (Si(x, y)− Si(x, y) ) + s0+(x, y) − s0−(x, y) = 0.
4.4 Objective Function
Finally, our overall objective is to determine a signiﬁcance weights set W ∗ which:
– satisﬁes all the S˜W∗(x, y) = ±2 constraints,
– respects the S˜W∗(x, y) = ±1 and S˜W∗(x, y) = 0 constraints as well as
possible, and
– gives the smallest possible weights wi (gi ∈ F ) (which, in practice, tends to
use the least possible number of equi-signiﬁcance classes).
Therefore, we introduce the following objective function which is to be
minimised:
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K1
( ∑
gi∈F
M∑
u=1
pi,u
)
(2)
− K2
( M∑
u=1
( ∑
(x,y)∈A2±2
bu(x, y)
) )
(3)
+ K3
( ∑
(x,y)∈A2±1
s±1(x, y)
)
+ K4
( ∑
(x,y)∈A20
(s0+(x, y) + s
0
−(x, y))
)
(4)
where K1...K4 are parametric constants used for the correct hierarchical ordering
of the four sub-goals. Note that (3) is not necessary for solving our problem, but
it guarantees the strictest possible enforcing of the S˜W (x, y) = ±2 constraints
with strict inequalities.
In summary, we obtain the following linear mixed integer program which
covers all positive, negative and zero Condorcet robustness denotations:
MILP
Variables:
pi,u ∈ {0, 1} ∀gi ∈ F, ∀u = 1, ..,M
bu(x, y) ∈ {0, 1} ∀(x, y) ∈ A2±2,∀u = 1, ..,M
s±1(x, y)  0 ∀(x, y) ∈ A2±1
s0+(x, y)  0 , s0−(x, y)  0 ∀(x, y) ∈ A20
Parameters:
Ki > 0 ∀i = 1...4
Objective function:
min K1
( ∑
gi∈F
M∑
u=1
pi,j
)−K2( M∑
u=1
∑
(x,y)∈A2±2
bu(x, y)
)
+K3
(∑
(x,y)∈A2±1 s
±1(x, y)
)
+ K4
(∑
(x,y)∈A20(s
0
+(x, y) + s
0
−(x, y))
)
Constraints:
s.t.
∑
gi∈F
pi,1 = m
pi,u  pi,u+1 ∀gi ∈ F, ∀u = 1, ..,M − 1∑
gi∈F
(
pi,u ·
[
Si(x, y)− Si(x, y)
])
 bu(x, y) ∀(x, y) ∈ A2±2, ∀u = 1, ..,M
M∑
u=1
bu(x, y)  1 ∀(x, y) ∈ A2±2
∑
gi∈F
((∑M
u=1 pi,u
) · ± (Si(x, y)− Si(x, y)) ∀(x, y) ∈ A2±1, ∀u = 1, ..,M
± s1±(x, y)  1∑
gi∈F
( ∑M
u=1 pi,u
) · (Si(x, y)− Si(x, y) ) ∀(x, y) ∈ A20, ∀u = 1, ..,M
+ s0+(x, y) − s0−(x, y) = 0
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Table 5. Optimal MILP solution for our example with estimated signiﬁcance weights
F
p∗i,u W ∗ W
1 2 3 4 5
g1 1 1 1 1 1 5/13 5/15
g2 1 0 0 0 0 1/13 1/15
g3 1 1 1 0 0 3/13 3/15
g4 1 1 1 0 0 3/13 4/15
g5 1 0 0 0 0 1/13 2/15
LetP ∗ = [p∗i,u] be an optimal solution of theMILPmodel.Wemay calculate the
estimated signiﬁcance weights as the row sum of [p∗i,u], i.e. w
∗
i =
∑M
u=1 p
∗
i,u for all
criteria gi ∈ F and thus recover the corresponding signiﬁcance preorderW∗ .
Example. Let us reconsider our example. Solving MILP with Cplex 11.0 gives the
optimal P ∗ matrix shown in Table 53. The resulting estimated normalised weights
are: w∗1 = 0.385, w
∗
2 = 0.077, w
∗
3 = 0.231, w
∗
4 = 0.231 and w
∗
5 = 0.077, whereas the
real weights that we initially generated are : w1 = 0.333, w2 = 0.067, w3 = 0.200,
w4 = 0.267 and w5 = 0.133.
All constraints related to the 6 pairs (x, y) ∈ A2±2 are positively veriﬁed, as well
as those concerning the 13 pairs (x, y) ∈ A2±1 and the pair (a, b) ∈ A20. Therefore
we get with Ki = 1 ∀i = 1...4 the optimal value of -22 for the objective function
(13− 7 · 5 + 0 + 0).
The original linear signiﬁcance order: {g1} W {g4} W {g3} W {g5} W {g2} is
reconstructed as a three-level signiﬁcance preorder: {g1} W∗ {g3, g4} W∗ {g2, g5}.
Recomputing the corresponding overall outranking relation we obtain the estimated
S˜W
∗
relation (see Table 6), which admits an identical Condorcet robustness denota-
tion as the original S˜W relation.
The example that we detailed through this article illustrates the fact that the
reconstruction from the Condorcet robustness denotation alone of the signiﬁ-
cance weights set following the original valued outranking relation is in general
Table 6. Global outranking relation with inferred signiﬁcance weights
A
estimated S˜W
∗
original S˜W
x1 x2 x3 x4 x5 x1 x2 x3 x4 x5
x1 - .50 .08 .54 .46 - .50 .07 .53 .40
x2 .54 - .31 .69 .46 .53 - .33 .67 .40
x3 .92 .69 - .46 .69 .93 .67 - .40 .67
x4 .54 .54 .54 - .62 .53 .53 .53 - .53
x5 .54 .54 .54 .77 - .53 .53 .53 .80 -
3 Cplex 11.0 solves this tiny mixed integer linear program with 26 MIP simplex iter-
ations, 0 branch-and-bound nodes and 4 Gomory cuts.
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not unique and not completely faithful. Several admissible signiﬁcance preorders
and numerical weights sets might indeed support the same robustness denotation
and some tuning of the MILP objective function may be necessary depending
on the decision aid goal we intend to follow in order to get a useful result.
4.5 Practical Application Issues
If we apply the MILP model with Cplex 11.0, associated with an AMPL front end
modeler on more or less real-sized random multiple criteria decision problems
(20 alternatives evaluated on 13 criteria) we observe quite reasonable solving
times on an 6 threaded standard application server. Depending on the maximal
value M allowed for an individual criterion signiﬁcance weight we indeed obtain
average computation times of 2.5 seconds for M = 7 up to 2 minutes for M = 13.
As already mentioned, for a given value of M , the MILP might have some
non zero slacks. In such a case, as our purpose is here to ﬁnd a solution without
any slacks, we need to increase the value of M to reduce the slacks. In practice,
we simply reiterate the resolution, with M slightly incremented. Notice that 1
more unit for M produces m new binary variables (from p1,M+1 to pm,M+1),
increasing signiﬁcantly the computation time as we have noticed before.
Furthermore, a great number of problems may be solved using values M much
lower than the number of criteria such that the number of columns of matrix P is
generally overestimated. Consequently, to limit the expected computation time,
we recommend to set the initial maximal admissible value M to the requested
depth of the estimated signiﬁcance preorder and to increase it only if necessary.
5 Conclusion
In this paper we have presented an innovative method to determine signiﬁcance
weights of criteria in Multiple Criteria Decision Aid, while guaranteeing a high
degree of robustness and therefore a high reliability of the outranking relation.
In the future we plan to examine the questioning of a decision maker in order
to obtain valuable information for the determination of the signiﬁcance weights
from robustness aﬃrmations. This involves the analysis of the decision maker’s
responses as well as the study of the interactive use of the algorithm presented in
this paper. In particular we intend to restrict the decision maker’s intervention on
a few pairs of alternatives and infer the outranking relation for those remaining.
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