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Introduction
Let G be a connected reductive linear algebraic group defined and split over
Z, let T be a maximal torus, W the Weyl group, R the root system, R∨ the
set of coroots, R+ a set of positive roots, and ρ the half-sum of the elements
of R+. Let X = X(T ) be the character group of T and let X+ be the set of
those λ ∈ X such that 〈λ, α∨〉 ≥ 0 for all α ∈ R+.
For any λ ∈ X+, let VZ(λ) be the Weyl module for G over Z with highest
weight λ (see 1.3) and, for any commutative ring A, let VA(λ) = VZ(λ)⊗Z A.
Let p be a prime integer and let
Cp := {ν ∈ X | 0 ≤ 〈ν + ρ, β
∨〉 ≤ p, ∀β ∈ R+},
the closure of the fundamental p-alcove.
The aim of this paper is to prove that several results about VQ(λ), due
to Kostant [27], Bernstein-Gelfand-Gelfand [3], Lepowsky [30], Rocha [40],
and Pickel [37], hold true over Z(p) when λ ∈ X
+ ∩ Cp : this is the precise
meaning of the notion of p-smallness mentioned in the title.
In more details, let B be the Borel subgroup corresponding to R+, let P be
a standard parabolic subgroup containing B, let P− be the opposed parabolic
subgroup containing T , let U−P be its unipotent radical, and let L = P ∩P
−,
a Levi subgroup. Let RL the root system of L, let R
+
L = RL ∩R
+, and
X+L := {ξ ∈ X | 〈ξ, α〉 ≥ 0 ∀α ∈ R
+
L}.
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For any ξ ∈ X+L and any commutative ring A, let V
L
A (ξ) be the Weyl module
for L over A with highest weight ξ.
Let g, p, u−P be the Lie algebras over Z of G,P, U
−
P , respectively, and let
U(g) and U(p) be the enveloping algebras of g and p. For ξ ∈ X+L , consider
the generalized Verma module
MZ
p
(ξ) := U(g)⊗U(p) V
L
Z (ξ).
For any commutative ring A, let MA
p
(ξ) = MZ
p
(ξ)⊗Z A.
Let N = |R+| and, for i = 0, 1, . . . , N , let W (i) := {w ∈ W | ℓ(w) = i},
where ℓ denotes the length function on W relative to B. Further, let WL =
{w ∈ W | wX+ ⊆ X+L } and W
L(i) := WL ∩W (i).
After several recollections in Section 1, we prove in Section the following
Theorem (see 2.8).
Theorem A Let λ ∈ X+ ∩ Cp. There exists an exact sequence of U(g)-
modules,
0→ DN (λ)→ · · · → D0(λ)→ VZ(p)(λ)→ 0,
where each Di(λ) admits a finite filtration of U(g)-submodules with associated
graded
grDi(λ) ∼=
⊕
w∈WL(i)
M
Z(p)
p (w(λ+ ρ)− ρ).
That is, following the terminology introduced in [40], VZ(p)(λ) admits
a weak generalized Bernstein-Gelfand-Gelfand resolution. From this, one
obtains immediately the following (see 2.1 and 2.9).
Theorem B (Kostant’s theorem over Z(p)) Let λ ∈ X
+ ∩ Cp. Then, for
each i, there is an isomorphism of L-modules :
Hi(u
−
P , VZ(p)(λ))
∼=
⊕
w∈WL(i)
V LZ(p)(w(λ+ ρ)− ρ).
Let Γ := U−P (Z) be the group of Z-points of U
−
P , it is a finitely generated,
torsion free, nilpotent group. By a result of Pickel [37], there is a natural
isomorphism H∗(u
−
P , VQ(λ))
∼= H∗(Γ, VQ(λ)). In Section 3, we prove a slightly
weaker version of this result over Z(p) when λ is p-small (see 3.8).
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Theorem C Let λ ∈ X+ ∩ Cp. Then, for each n ≥ 0, Hn(U
−
P (Z), VZ(p)(λ))
has a natural L(Z)-module filtration such that
grHn(U
−
P (Z), VZ(p)(λ))
∼=
⊕
w∈WL(n)
V LZ(p)(w(λ+ ρ)− ρ).
The proof of this result has two parts. In the first, we develop certain
general results about finitely generated, torsion free, nilpotent group Γ. In
particular, using a beautiful theorem of Hartley [18], which perhaps did not
receive as much attention as it deserved, we obtain in an algebraic manner
a spectral sequence relating the homology of a certain graded, torsion-free,
Lie ring grisolΓ associated with Γ to the homology of Γ itself, the coefficients
being a Γ-module with a “nilpotent” filtration and its associated graded
(see Theorem 3.5). This gives a purely algebraic, homological version (with
coefficients) of a cohomological spectral sequence obtained, using methods of
algebraic topology, by Cenkl and Porter [8]. In fact, our methods also have
a cohomological counterpart. This will be developped in a subsequent paper
[38].
In the second part of the proof, we first show that in our case where
Γ = U−P (Z), one has grisolΓ
∼= u−P , and then deduce from the truth of Kostant’s
theorem over Z(p) that the spectral sequence mentioned above degenerates
at E1.
Next, in Section 4, we obtain a result a` la Bernstein-Gelfand-Gelfand
concerning now the distribution algebras Dist(G) and Dist(P ). Namely, there
exists a standard complex (not a resolution!)
S•(G,P, λ) = Dist(G)⊗Dist(P ) (Λ
•(g/p)⊗ VZ(λ)) .
For ξ ∈ X+L , consider the generalized Verma module (for Dist(G) and Dist(P ))
MZP (ξ) := Dist(G)⊗Dist(P ) V
L
Z (ξ),
and, for any commutative ring A, set MAP (ξ) =M
Z
P (ξ)⊗Z A.
Under the assumption that the unipotent radical of P is abelian, we
obtain, by using an idea borrowed from [13, §VI.5] plus arguments from
Section 2, the following result (see 4.2).
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Theorem D Suppose that u−P is abelian. Let λ ∈ X
+ ∩ Cp. Then the
standard complex S
Z(p)
• (G,P, λ) contains as a direct summand a subcomplex
C
Z(p)
• (G,P, λ) such that, for i ≥ 0,
C
Z(p)
i (G,P, λ)
∼=
⊕
w∈WL(i)
M
Z(p)
P (w · λ).
Presumably, the hypothesis that U−P be abelian can be removed, but the
proof would then require considerably more work. Since the abelian case is
sufficient for the applications in the companion paper by A. Mokrane and J.
Tilouine [33], we content ourselves with this result. We hope to come back
to the general case later.
To conclude this introduction, let us mention that the results of this text
are used in [33] in the case where G is the group of symplectic similitudes.
When P is the Siegel parabolic, Theorem D occurs in [33, § 5.4] as an impor-
tant step to establish a modulo p analogue of the Bernstein-Gelfand-Gelfand
complex of [13, Chap.VI, Th. 5.5], while Theorem C (in its cohomological
form) is used in [33, § 8.3] to study mod. p versions of Pink’s theorem on
higher direct images of automorphic bundles.
The notations of [33] follow those of [13] and are therefore different from
the ones used in the present paper, which are standard in the theory of
reductive groups. A dictionary is provided in the final section of this text.
1 Notation and preliminaries
1.1
Let G be a connected reductive linear algebraic group, defined and split over
Z. Let T be a maximal torus, W the Weyl group, R the root system and
R∨ the set of coroots. Fix a set ∆ of simple roots, let R+ and R− be the
corresponding sets of positive and negative roots, and let B, B− denote the
associated Borel subgroups and U , U− their unipotent radicals. (For all this,
see, for example, [9]).
Let X = X(T ) be the character group of T ; elements of X will be called
weights, in accordance with the terminology in Lie theory. Let ≤ denote the
partial order on X defined by the positive cone NR+, that is, µ ≤ λ if and
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only if λ − µ ∈ NR+. Let Q(R) ⊂ X be the root lattice and let ρ be the
half-sum of the positive roots; it belongs to X⊗Z[1/2]. Define, as usual, the
dot action of W on X by
w · λ = w(λ+ ρ)− ρ,
for λ ∈ X,w ∈ W . It is well-known and easy to see that wρ− ρ ∈ Q(R) for
all w ∈ W , and hence w · λ does indeed belong to X .
Let X+ be the set of dominant weights:
X+ := {λ ∈ X | ∀α ∈ R+, 〈λ, α∨〉 ≥ 0},
where α∨ denotes the coroot associated with α.
1.2 Enveloping and distribution algebras.
Let g = Lie(G) (resp. t = Lie(T )) be the Lie algebra of G (resp. T ); they are
finite free Z-modules. Let U(g) denote the enveloping algebra of g over Z,
and let Dist(G) denote the algebra of distributions of G (see [23, Chap. I.7]).
If G is semi-simple and simply-connected, Dist(G) coincides with the Kostant
Z-form of U(g) ([28]), see [23, § II.1.12] or [4, VIII, §§ 12.6–8]. We shall denote
it by UZ(g) or simply U(g); sometimes it will also be convenient to denote it
by UZ(G).
Similarly, if H is a closed subgroup of G defined over Z, we shall denote
Dist(H) also by UZ(H).
By an H-module we shall mean a rational H-module, that is, a Z[H ]-
comodule. More generally, for any commutative ring A, anHA-module means
an A-module with a structure of A[H ]-comodule. If V is an H-module, then,
as is well-known, V is also an UZ(H)-module and a fortiori an U(Lie(H))-
module.
If M is a T -module, it is the direct sum of its weight spaces Mλ, for
λ ∈ X , see, for example, [23, § I.2.11].
For future use, let us record here the following
Proposition. Let P be a standard parabolic subgroup of G, let V be a finite
dimensional PQ-module and let M be a Z-lattice in V . Then M is a P -
submodule if and only is it is an UZ(P )-submodule.
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Proof. Without loss of generality we may assume that P contains B. Let
P− be the opposed standard parabolic subgroup and let U−P be its unipotent
radical. By the Bruhat decomposition, the multiplication map induces an
isomorphism of U−P × B onto an open subset of P , see, for example, [23,
§ II.1.10]. This implies that the arguments in [23, II.8.1] are valid for P , and
the proposition then follows from [23, I.10.13].
1.3 Weyl modules.
For λ ∈ X+, let VQ(λ) denote the irreducible GQ-module with highest weight
λ, and let VZ(λ) be the corresponding Weyl module over Z; that is,
VZ(λ) := UZ(G)vλ
is the UZ(G)-submodule generated by a fixed vector vλ 6= 0 of weight λ. It is
a G-module by Proposition 1.2 above. Of course, up to isomorphism, VZ(λ)
does not depend on the choice of vλ. For future use, let us also record the
following (obvious) lemma.
Lemma. Let M be a Z-free G-module and v ∈ M an element fixed by U
and of weight λ. Then the submodule UZ(G)v is isomorphic to VZ(λ).
Proof. The UQ(G)-submodule of M ⊗ Q generated by v is isomorphic to
VQ(λ).
1.4 Contravariant duals.
Let us fix an anti-involution τ of G which is the identity on T and exchanges
B and B− (see [23, II.1.16]). Then τ induces anti-involutions on UZ(G), on
g and on UZ(g), which we denote by the same letter τ .
For any ring A and GA-module V , let us denote by V
τ the A-dual
HomA(V,A), regarded as a GA-module via τ . It may be called the “con-
travariant dual” of V , as for V = VZ(λ) this is closely related to the so-called
“contravariant form” on VZ(λ); see [23, II.8.17] and the discussion in the next
subsection 1.5.
Note that if V is a free A-module, the weights of T in V and V τ are
the same. In particular, the irreducible GQ-modules VQ(λ) and VQ(λ)
τ are
isomorphic.
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1.5 Admissible lattices.
For use in the companion article by Mokrane and Tilouine [33] and also in
the next subsection, let us discuss some properties of admissible lattices. Of
course, this is fairly well-known to representation theoretists, but we spell
out the details for the convenience of readers with a different background.
As noted above, we may identify VQ(λ) = VQ(λ)
τ . Under this identifi-
cation, VQ(λ) becomes equipped with a non-degenerate, G-invariant bilinear
form 〈 , 〉 such that
(∗) 〈gv, v′〉 = 〈v, τ(g)v′〉 and 〈Xv, v′〉 = 〈v, τ(X)v′〉,
for v, v′ ∈ VQ(λ), g ∈ G, X ∈ UZ(G). (This is the contravariant form
mentioned in the previous subsection).
Let us fix, once for all, a non-zero vector vλ ∈ VQ(λ)λ. The identification
VQ(λ) = VQ(λ)
τ may be chosen so that 〈vλ, vλ〉 = 1.
Recall that a Z-lattice L ⊂ VQ(λ) is called an admissible lattice if it is
stable under UZ(G). By Proposition 1.2, this implies that L is a G-module
and is therefore the direct sum of its T -weight spaces.
Let E(λ) denote the set of admissible lattices L ⊂ VQ(λ) such that L ∩
VQ(λ)λ = Zvλ. Clearly, VZ(λ) := UZ(G)vλ is the unique minimal element of
E(λ).
For any L ∈ E(λ), the dual G-module Lτ identifies with
{x ∈ VQ(λ) | 〈x,L〉 ⊆ Z}.
It follows from (∗) that Lτ is an admissible lattice, and since 〈vλ, vλ〉 = 1 it
belongs to E(λ). Therefore, Lτ ⊇ VZ(λ) and hence L ⊆ VZ(λ)
τ . Let us record
this as the next
Lemma. The set of admissible lattices L ⊂ VQ(λ) such that L ∩ VQ(λ)λ =
Zvλ contains a unique minimal element, VZ(λ), and a unique maximal ele-
ment, VZ(λ)
τ .
The above minimal and maximal lattices are denoted by V (λ)min and
V (λ)max in [33] and in Section 5 below.
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1.6 Weyl modules and induced modules.
Let us recall the definition of the induction functor IndGB− : {B
−-modules} →
{G-modules}. For any B−-module M ,
IndGB−(M) := (Z[G]⊗M)
B− ,
where Z[G] is regarded as a G × B−-module via ((g, b)φ) (g′) = φ(g−1g′b),
for g, g′ ∈ G, b ∈ B− and where the invariants are taken with respect to
the diagonal action of B−; it is a left exact functor, see [23, § I.3.3]. As
in [23, § II.2.1], we shall denote simply by H i( ) the right derived functors
Ri IndGB−( ).
Let λ ∈ X ; it may be regarded in a natural manner as a character of either
B− or B. Moreover, since τ is the identity on T , one has λ(τ(b)) = λ(b) for
any b ∈ B−.
For any ring A, let us denote by Aλ the free A-module of rank one on
which B− acts via the character λ. Then,
H0(Aλ) ∼= {φ ∈ A[G] | φ(gb) = λ(b
−1)φ(g), ∀ g ∈ G, b ∈ B−}.
Proposition. Let λ ∈ X+.
a) H0(Zλ) ∼= VZ(λ)
τ .
b) If k is a field, H0(kλ) ∼= H
0(Zλ) ⊗ k ∼= Vk(λ)
τ . Thus, in particular,
Vk(λ) is irreducible if and only if H
0(kλ) is so.
Proof. First, by flat base change ([23, I.3.5]), one has H0(Zλ) ⊗ Q ∼=
H0(Qλ). Moreover, H
0(Qλ) ∼= VQ(λ), by the theorem of Borel-Weil-Bott
(see, for example, [23, II.5.6]).
Further, since Z[G] is a free Z-module (being a subring of Z[U ]⊗Z[B−]),
so is H0(Zλ). Therefore, H
0(Zλ) may be identified with a G-submodule of
VQ(λ), and the identification may be chosen so that H
0(Zλ)∩ VQ(λ)λ = Zvλ,
i.e., so that H0(Zλ) belongs to E(λ).
Now, there is a natural G-module map φ : VZ(λ)
τ → H0(Zλ) defined by
x 7→
(
g 7→ 〈x, τ(g−1)vλ〉
)
.
Moreover, since VZ(λ) is generated by vλ as a G-module, φ is injective. Since
VZ(λ)
τ is the largest element of E(λ), this implies that φ induces an isomor-
phism VZ(λ)
τ ∼= H0(Zλ). This proves assertion a).
8
Let us prove assertion b). For each i ≥ 0 there is an exact sequence
0→ H i(Zλ)⊗ k → H
i(kλ)→ Tor
Z(H i+1(Zλ), k)→ 0,
see [23, I.4.18]. Next, by Kempf’s vanishing theorem ([23, II.4.6]), one has
H i(Zλ) = 0 for i ≥ 1. The first isomorphism of assertion b) follows. Finally,
the second is a consequence of assertion a) and the natural isomorphisms
HomZ(VZ(λ),Z)⊗ k ∼= HomZ(VZ(λ), k) ∼= Homk(Vk(λ), k).
This completes the proof of the proposition.
1.7 Parabolic subgroups and unipotent radicals.
Now, let P be a standard parabolic subgroup of G containing B, let L be the
Levi subgroup of P containing T , and let P− be the standard parabolic sub-
group opposed to P , that is, P− is the unique parabolic subgroup containing
B− such that P− ∩ P = L.
Let U−P (resp.UP ) denote the unipotent radical of P
− (resp.P ) and let
u−P = Lie(U
−
P ), uP = Lie(UP ) and p = Lie(P ). Then u
−
P , uP and p are free
Z-modules and g = p⊕ u−P . Thus, in particular, g/p is a free Z-module.
Further, if V is a P -module then, by standard arguments, the homology
groups
Hi(u
−
P , V ) := Tor
U(u−
P
)
i (Z, V )
carry a natural structure of L-modules. For example, they can be computed
as the homology of the standard Chevalley-Eilenberg complex Λ•(u−P ) ⊗ V ,
which carries a natural action of L.
For any commutative ring A, we set VA(λ) := VZ(λ)⊗A and gA := g⊗A.
The enveloping algebra of gA identifies with UZ(g) ⊗ A and is denoted by
UA(g). One defines similarly UA(u
−
P ) and UA(g), etc...
Since UZ(u
−
P ) is a free Z-module, one has, for every i ≥ 0,
Tor
UA(u
−
P
)
i (A, VA(λ))
∼= Tor
UZ(u
−
P
)
i (Z, VA(λ)).
We shall denote these groups simply by Hi(u
−
P , VA(λ)); as noted above they
are LA-modules.
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Our goal in Section 2 is to show that celebrated results of Kostant ([27,
Cor. 8.1]) and Bernstein-Gelfand-Gelfand ([3, Th. 9.9]), which describe re-
spectively, for any λ ∈ X+, the L-module structure of H•(u
−
P , VQ(λ)) and a
minimal UQ(u
−
P )-resolution of VQ(λ), hold true when Q is replaced by Z(p),
for any prime integer p such that
p ≥ 〈λ+ ρ, α∨〉, ∀α ∈ R+.
1.8 Weyl modules for a Levi subgroup.
We need to introduce more notation. Let WL and RL denote the Weyl group
and root system of L, and let R+L := RL ∩ R
+. Let X+L denote the set of
L-dominant weights
X+L := {λ ∈ X | ∀α ∈ R
+
L , 〈λ, α
∨〉 ≥ 0}.
Let WL := {w ∈ W | wX+ ⊆ X+L }. It is well-known, and easy to check,
that WL is also equal to {w ∈ W | w−1R+L ⊆ R
+}.
Let ℓ and ≤ denote the length function and Bruhat-Chevalley order on
W associated with the set ∆ of simple roots. Then, for i ≥ 0, set
W (i) := {w ∈ W | ℓ(w) = i} and WL(i) := WL ∩W (i).
For any ξ ∈ X+L , let V
L
Q (ξ) denote the irreducible LQ-module with highest
weight ξ and let V LZ (ξ) be the corresponding Weyl module for L. Observe
that V LQ (ξ) (and then V
L
Z (ξ)) identifies with the LQ-submodule of VQ(ξ) (resp.
L-submodule of VZ(ξ)) generated by vξ.
More generally, one has the following
Lemma. Let M be a P -module which is Z-free and let v ∈ M be a non-
zero element of weight ξ. Assume that v is U-invariant (this is the case, for
instance, if ξ is a maximal weight of M). Then the UZ(P )-submodule of M
generated by v is isomorphic to V LZ (ξ).
Proof. Recall that UZ(P ) ∼= UZ(L)⊗UZ(UP ) (see [23, § II.1.12]). Since v is
fixed by U , it is annihilated by the augmentation ideal of UZ(UP ). Therefore,
UZ(P )v = UZ(L)v and, since M is Z-free, the result follows from Lemma 1.3.
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1.9 The fundamental p-alcove.
In this subsection and the next one, let p be a prime integer. The notion
of p-smallness mentioned in the title of this article is defined as follows. We
shall say that λ ∈ X is p-small if it satisfies the condition:
(†) 〈λ+ ρ, α∨〉 ≤ p, ∀α ∈ R.
An equivalent definition of p-smallness is as follows. Let Wp denote the
affine Weyl group with respect to p. Recall that Wp is the subgroup of
automorphisms of X(T )⊗ R generated by the reflections sβ,np, for β ∈ R
+,
n ∈ Z, where, for λ ∈ X(T )⊗ R,
sβ,np(λ) = λ− (〈λ, β
∨〉 − n)β,
and that Wp is the semi-direct product of W and the group pQ(R) acting
by translations. We consider the dot action of Wp on X(T )⊗ R, defined by
w · λ = w(λ+ ρ)− ρ.
The fundamental p-alcove Cp is defined by
Cp := {λ ∈ X(T )⊗ R | 0 < 〈λ+ ρ, β
∨〉 < p, ∀ β ∈ R+}.
Its closure
Cp := {λ ∈ X(T )⊗ R | 0 ≤ 〈λ+ ρ, β
∨〉 ≤ p, ∀ β ∈ R+}
is a fundamental domain for the dot action of Wp on X(T )⊗R (for all this,
see for example [23, § II.6.1]).
Then, for λ ∈ X+, the condition of p-smallness is equivalent to the re-
quirement that λ belongs to Cp.
Let ρL be the half-sum of the elements of R
+
L . Note that 〈ρL, α
∨〉 = 1 for
any α ∈ ∆ ∩ RL and hence ρ − ρL vanishes on RL. Therefore, if a weight
ξ ∈ X+L is p-small, it is a fortiori p-small for L.
The fact that VFp(λ) is irreducible when λ is p-small is of course very
well-known to representation-theoretists; for the convenience of readers with
a different background, we record this here as the next
Lemma. Let λ ∈ X+ and ξ ∈ X+L . If λ (resp. ξ) is p-small, VFp(λ) (resp.
V LFp(ξ)
τ) is irreducible and self-dual for the contravariant duality.
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Proof. The first assertion is a consequence of [23, II.8.3], combined with
Proposition 1.6. Further, since irreducible GFp-modules are determined by
their highest weight, the second assertion follows from the first.
Corollary. If λ ∈ X+ ∩ Cp then, for any Λ ∈ E(λ), one has
VZ(p)(λ) = Λ⊗ Z(p) = VZ(p)(λ)
τ .
Proof. By the previous lemma, one has VFp(λ) = VFp(λ)
τ . The result then
follows by Nakayama’s lemma.
1.10 A vanishing result.
Let us record the following
Lemma. For all λ, µ ∈ X+, one has Ext1G(VFp(λ), VFp(µ)
τ ) = 0 and also
Ext1G(VZ(λ), VZ(µ)
τ ) = 0 = Ext1G(VZ(p)(λ), VZ(p)(µ)
τ ).
Proof. Since VFp(µ)
τ ∼= H0(µ), by Proposition 1.6, the assertion over Fp
is a consequence of [23, Prop. II.4.13]. The assertions over Z or Z(p) then
follow from a theorem of universal coefficients [23, Prop. I.4.18].
Corollary. Suppose that λ, µ ∈ X+ ∩ Cp. Then
Ext1G(VFp(λ), VFp(µ)) = 0 = Ext
1
G(VZ(p)(λ), VZ(p)(µ)).
Proof. By the results in 1.9, VFp(µ) and VZ(p)(µ) are self-dual. Thus, the
corollary follows from the previous lemma.
1.11
We shall need later the following
Lemma. Let M be a P -module, finite free over Z(p). Assume that each
weight ν of M satisfies 〈ν + ρ, α∨〉 ≤ p, for any α ∈ RL. Then there exists a
sequence of P -submodules 0 = M0 ⊂ · · · ⊂ Mr =M such that
Mi/Mi−1 ∼= V
L
Z(p)
(ξi), for some ξi ∈ X
+
L
and ξj ≤ ξi if j ≥ i. Further, the set {ξ1, . . . , ξr} is uniquely determined by
M ; in fact the V LQ (ξi) are the irreducible composition factors of the LQ-module
MQ.
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Proof. (following [12, Lemma 11.5.3]) We proceed by induction on d =
dimQMQ. There is nothing to prove if M = 0. If M 6= 0, let ξ1 be a maximal
weight of M , let v ∈M be a primitive element of weight ξ1 and denote by N
the UZ(p)(P )-submodule generated by v. Then N
∼= V LZ(p)(ξ1). By assumption,
ξ1 ∈ Cp and hence NFp := N ⊗ Fp is irreducible.
On the other hand, sinceM is free over Z(p), one obtains an exact sequence
of P -modules
0→ Tor
Z(p)
1 (M/N,Fp)→ NFp
φ
→MFp,
and φ(v) 6= 0, as v is a primitive element. Since NFp is irreducible, φ is injec-
tive. Thus, Tor
Z(p)
1 (M/N,Fp) = 0 and it follows that M/N is free over Z(p).
The first assertion of the lemma then follows by the induction hypothesis.
Finally, the second assertion is clear.
2 Kostant’s theorem over Z(p)
2.1
In this section, let us fix λ ∈ X+ and let p be a prime integer such that
(†) p ≥ 〈λ+ ρ, α∨〉, ∀α ∈ R+.
Remark. It is customary, in representation theory, to introduce the so-
called Coxeter number of G, defined by
h := 1 +Max{〈ρ, α∨〉, α ∈ R+}.
Therefore, since λ is dominant, our assumption (†) above implies that p ≥
h−1, and reduces to this inequality in the case where λ = 0. Thus, we allow
the cases where p equals h− 1 or h.
Our goal in this section is to prove the following
Theorem. Let λ ∈ X+ and p as above. Then, for each i, there is an
isomorphism of L-modules
Hi(u
−
P , VZ(p)(λ))
∼=
⊕
w∈WL(i)
V LZ(p)(w · λ).
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By standard arguments, it suffices to prove the theorem in the case where
G is semi-simple and simply-connected and the root system R is irreducible.
Similarly, the result for SLn is easily derived from the result for GLn (for
technical reasons, the latter is easier to handle, see below). Therefore, we
may (and shall) assume in the rest of this section that R is irreducible and
that G is either GLn or semi-simple and simply-connected of type 6= A.
2.2 Standard resolutions for U(g).
Recall first the standard Koszul resolution of the trivial module:
· · · → U(g)⊗ Λ2(g)
d2−→ U(g)⊗ g
d1−→ U(g)
ε
−→ Z→ 0,
where each differential dk is defined by the formula
dk(u⊗ x1 ∧ · · · ∧ xk) :=
k∑
i=1
(−1)i−1 uxi ⊗ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xk
+
∑
1≤i<j≤k
(−1)i+j u⊗ [xi, xj ] ∧ x1 ∧ · · · ∧ x̂i ∧ · · · x̂j ∧ · · · ∧ xk.
Let πp denote the natural projection Λ
•(g) → Λ•(g/p); it is a morphism of
P -modules. Then, there is a surjective morphism of U(g)-modules:
φp : U(g)⊗ Λ
•(g)→ U(g)⊗U(p) Λ
•(g/p)
u⊗ x 7→ u⊗U(p) πp(x).
It is well-known, and easy to check, that each dk induces a map d
p
k such that
φp ◦ dk = d
p
k ◦ φp. Thus, one obtains a complex of U(g)-modules
· · · → U(g)⊗U(p) Λ
2(g/p)
dp2→ U(g)⊗U(p) (g/p)
dp1→ U(g)⊗U(p) Z
ε
→ Z→ 0,
which is still exact, for it is easily seen that the proof of [3, Th.9.1] is valid
over Z. This complex is called the standard resolution of the trivial module
Z relative to U(g) and U(p). We shall denote it by S•(g, p,Z) or simply
S•(g, p).
Let V be a Z-free U(g)-module. Then S•(g, p) ⊗ V , with the diagonal
action of g, is an U(g)-resolution of V by modules which are free over U(u−P ).
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Further, recall the “tensor identity” [15, Prop. 1.7] : for any U(p)-module
E, there is a natural isomorphism of U(g)-modules
(U(g)⊗U(p) E)⊗ V ∼= U(g)⊗U(p) (E ⊗ V|p),
where V|p denotes V regarded as an U(p)-module. Applying these isomor-
phisms to the terms of the resolution S•(g, p) ⊗ V , one obtains an U(g)-
resolution
· · · → U(g)⊗U(p) (Λ
2(g/p)⊗ V |p)
d2→ U(g)⊗U(p) (g/p⊗ V |p)
d1→ U(g)⊗U(p) V |p
ε
→ V → 0,
where the differentials dk are now given by
dk(1⊗ x¯1 ∧ · · · ∧ x¯k ⊗ v) :=
k∑
i=1
(−1)i−1 xi ⊗ x¯1 ∧ · · · ∧ ̂¯xi ∧ · · · ∧ x¯k ⊗ v
+
∑
1≤i<j≤k
(−1)i+j 1⊗ πp([xi, xj]) ∧ x¯1 ∧ · · · ∧ ̂¯xi ∧ · · · ̂¯xj ∧ · · · ∧ x¯k ⊗ v
+
k∑
i=1
(−1)i 1⊗ x¯1 ∧ · · · ∧ ̂¯xi ∧ · · · ∧ x¯k ⊗ xiv,
for x1, . . . , xk ∈ g and v ∈ V (we have denoted πp(xi) by x¯i). We shall call it
the standard resolution of V relative to the pair (U(g), U(p)), and denote it
by S•(g, p, V ). When V = VZ(λ), we shall denote it by S•(g, p, λ).
2.3
Let p be a prime integer and recall the notation of 1.9.
Lemma. Let λ ∈ X+ ∩ Cp. Then all weights ν of VZ(λ) ⊗ Λ(g/p) satisfy
〈ν + ρ, α∨〉 ≤ p, for all α ∈ R.
Proof. As T -module, Λ(g/p) identifies with Λ(u−P ) and hence is a sub-
module of Λ(u−), where u− is the Lie algebra of U−.
By a result of Kostant ([27, Lemma 5.9]), there is a T -isomorphism
ρ⊗ Λ(u−) ∼= VZ(ρ).
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Therefore, if ν is a weight of VZ(λ) ⊗ Λ(g/p), then ν + ρ is a weight of
VZ(λ)⊗ VZ(ρ). This implies that 〈ν + ρ, α
∨〉 ≤ p, for all α ∈ R.
Indeed, let µ be the dominant W -conjugate of ν+ ρ, it is also a weight of
VZ(λ)⊗ VZ(ρ). Clearly, it suffices to prove that 〈µ, α
∨〉 ≤ p, for all α ∈ R+.
Further, since µ is dominant, it suffices to prove that 〈µ, γ∨〉 ≤ p when γ∨ is
a maximal coroot. But it is well-known that a maximal coroot is a dominant
coweight, i.e. satisfies 〈β, γ∨〉 ≥ 0 for all β ∈ R+, see e.g. [4, VI,§ 1, Prop.8].
Finally, since µ = λ+ ρ− θ with θ ∈ NR+, it follows that
〈µ, γ∨〉 ≤ 〈λ+ ρ, γ∨〉 ≤ p.
This proves the lemma.
2.4 Verma modules and filtrations.
For any ξ ∈ X+L , define the generalized Verma module (for U(g) and U(p))
Mp(ξ) := U(g)⊗U(p) V
L
Z (ξ).
For any commutative ring A, set MA
p
(ξ) := Mp(ξ) ⊗ A and observe that it
identifies with UA(g)⊗UA(p) V
L
A (ξ).
For λ ∈ X+, we set also
SA• (g, p, λ) := S•(g, p, λ)⊗A.
Let i ≥ 0. It follows from Lemmas 2.3 and 1.11 that there exists a
P -module filtration
0 = F0 ⊂ · · · ⊂ Fr = Λ
i(g/p)⊗ VZ(p)(λ)
such that each Fj/Fj−1 is isomorphic to V
L
Z(p)
(ξij), for some ξ
i
j ∈ X
+
L (not
necessarily distinct). Let us denote by Ωi
p
(λ) the multiset of those ξij (each
ξ ∈ X+L occuring as many times as V
L
Z(p)
(ξ) occurs in the filtration).
Moreover, as U(g) is free over U(p), the functor U(g) ⊗U(p) − is exact.
Therefore, one obtains the
Corollary. Let λ ∈ X+ ∩Cp. Then each S
Z(p)
i (g, p, λ) admits a finite filtra-
tion by UZ(p)(g)-modules such that the successive quotients are the M
Z(p)
p (ξ),
for ξ ∈ Ωi
p
(λ).
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2.5 The Carter-Lusztig algebra.
In this subsection, we assume that G = GLn. Let {Eij}
n
i,j=1 be the stan-
dard basis (over Z) of g = gln and let c denote the central element
∑
iEii.
Let U ′Z(gln) denote the subalgebra of UQ(gln) generated by gln and by the
elements (
c
r
)
:=
1
r!
r∏
i=1
(c− i+ 1),
for r ≥ 1. Clearly, these elements are invariant for the adjoint action of GLn.
We call U ′Z(gln) the Carter-Lusztig algebra (see [7]).
Recall that the dominant weights for GLn identify with sequences of in-
tegers λ1 ≥ · · · ≥ λn; the corresponding Weyl module VZ(λ) identifies with
the submodule generated by a highest weight vector in the tensor product
n−1⊗
i=1
(ΛiVZ)
⊗(λi−λi+1)
⊗
det ⊗λn ,
where VZ denotes the natural representation of GLn.
Set |λ| :=
∑n
i=1 λi. Then the center Z
∼= Gm of GLn acts on VZ(λ) with
the weight |λ| and hence each
(
c
r
)
acts on VZ(λ) by the integer
(
|λ|
r
)
(see
[7, 3.8, Remark 2]). More generally, as Z acts trivially on the P -module
Λ•(g/p), it also acts on Λ•(g/p)⊗ VZ(λ) by the weight |λ|.
Also, let U ′Z(p) (resp. U
′
Z(t)) be the subalgebra of UQ(g) generated by p
(resp. t) and the
(
c
r
)
, r ≥ 1. Then, one deduces from the PBW theorem
that
U ′Z(g)
∼= UZ(u
−
P )⊗ U
′
Z(p).
Let λ ∈ X+. Then Λ•(g/p) ⊗ VZ(λ) is an UZ(P )-module and hence an
U ′Z(p)-module. Clearly, there is an isomorphism of UZ(g)-modules
UZ(g)⊗UZ(p) (Λ
•(g/p)⊗ VZ(λ)) ∼= U
′
Z(g)⊗U ′Z(p) (Λ
•(g/p)⊗ VZ(λ)).
It follows that S•(gln, p, λ) carries a natural action of U
′
Z(gln), where each(
c
r
)
acts by the integer
(
|λ|
r
)
.
In the sequel, we shall have to work either with the algebra U ′Z(gln), when
G = GLn, or with the algebra UZ(g), when G is simply connected and not
of type A. In order to have uniform notation, we shall set in the latter case
U ′Z(g) = UZ(g) and U
′
Z(t) = UZ(t).
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2.6 Central characters.
Let A be a commutative ring. Denote by u− and u the Lie algebras of U−
and U , respectively. By the PBW theorem, one has
U ′A(g) = U
′
A(t)⊕
(
u−U ′A(g) + U
′
A(g)u
)
.
Let δA denote the A-linear projection from U
′
A(g) to U
′
A(t) defined by this
decomposition.
Let U ′A(g)
G ⊂ U ′A(g)
T be the subrings of G-invariant and T -invariant
elements for the adjoint action. Denote by θA the restriction of δA to U
′
A(g)
T .
Then θA is a ring homomorphism; indeed one sees easily that the arguments
in the proof of [10, Lemme 7.4.2] or [25, Lemma 5.1] carry over in our case.
For any µ ∈ X(T ), its differential dµ induces an A-linear map tA → A
and hence an A-algebra morphism UA(t)→ A, still denoted by dµ. Further,
in the case where G = GLn, one sees easily that dµ extends to an A-algebra
morphism U ′A(t)→ A : its value on an element
(
c
r
)
is the image in A of the
integer
(
|µ|
r
)
. Thus, µ gives rise to an A-algebra morphism χµ,A := dµ ◦ θA,
from U ′A(g)
G to A.
For any morphism of commutative rings f : A→ B, it is easily seen that
the following diagram is commutative:
UA(g)
G θA→ U ′A(t)
dµ
→ A
↓ f ↓ f ↓ f
UB(g)
G θB→ U ′B(t)
dµ
→ B.
Thus, one has χµ,B = f ◦ χµ,A.
Remark. The map U ′A(g)
G ⊗ B → U ′B(g)
G need not be surjective (for
example, when G = SLn, A = Z and B = Fp where p divides n).
Since elements of U ′A(g)
T have weight zero, one has
U ′A(g)
T ⊆ U ′A(t)⊕ u
−U ′A(g)u.
Therefore, if M is an U ′A(g)-module generated by an element v of weight
µ annihilated by u, then U ′A(g)
G acts on M by the character χµ,A (see [10,
Prop.7.4.4]).
Let π denote the morphism Z(p) → Fp and let χµ,p := χµ,Z(p) and χµ,p :=
π ◦ χµ,p = χµ,Fp. Set also Jµ,p := Kerχµ,p.
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2.7 Decomposition w.r.t. central characters mod. p.
Let λ ∈ X+ and let p be a prime integer such that λ ∈ Cp. Recall the
multisets Ωi
p
(λ) from 2.4 and let Ω•
p
(λ) denote their disjoint union.
By Corollary 2.4, each S
Z(p)
i (g, p, λ) admits a finite UZ(p)(g)-filtration,
whose quotients are the M
Z(p)
p (ξ), where ξ runs through Ωip(λ). It follows
that S
Z(p)
• (g, p, λ) is annihilated by the ideal
I :=
∏
ξ∈Ω•
p
(λ)
Jξ,p
(each ξ being counted with its multiplicity).
The following lemma is straightforward.
Lemma. Let A be a commutative ring and P1, . . . , Pr ideals of A such that
P1 · · ·Pr = 0 and Pi + Pj = A if j 6= i. Then, for any A-module M , one has
M =
r⊕
i=1
MPi , where MPi = {m ∈M | Pim = 0}.
Further, the assignment M 7→ MPi is an exact functor.
We shall apply the lemma to A := U ′Z(p)(g)
G/I. Note that A is a finite
Z(p)-module. Moreover, it is easily seen that the maximal ideals of A are the
pA+Jξ,p = Kerχξ,p. (By abuse of notation, we still denote by Jξ,p the image
of Jξ,p in A). Let χ1, . . . , χr be the distinct algebra homomorphisms A→ Fp,
with χ1 = χλ,p and, for i = 1, . . . , r, let
Pi :=
∏
ξ∈Ω•
p
(λ)
χξ,p=χi
Jξ,p.
Clearly, P1 · · ·Pr = 0 and pA + Pi + Pj = A if j 6= i. Since A is a finite
Z(p)-module, the latter implies, by Nakayama lemma, that Pi + Pj = A if
j 6= i.
Then, one deduces from the previous lemma that each S
Z(p)
i (g, p, λ) con-
tains as a direct summand the UZ(p)(g)-submodule
S
Z(p)
i (g, p, λ)χλ,p := S
Z(p)
i (g, p, λ)
P1.
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Moreover, since the differentials in the complex S
Z(p)
• (g, p, λ) are UZ(p)(g)-
equivariant, S
Z(p)
• (g, p, λ)χλ,p is a direct summand subcomplex.
Further, since M 7→ Mχλ,p is an exact functor and since
M
Z(p)
p (ξ)χλ,p =
{
M
Z(p)
p (ξ) if χξ,p = χλ,p ;
0 otherwise,
one obtains, as in [3, Lemma 9.7], the following
Corollary. S
Z(p)
• (g, p, λ) contains the subcomplex S
Z(p)
• (g, p, λ)χλ,p as a direct
summand. Moreover, for i ≥ 0 each S
Z(p)
i (g, p, λ)χλ,p has a filtration whose
quotients are the M
Z(p)
p (ξ), for those ξ ∈ Ωip(λ) (counted with multiplicities)
such that χξ,p = χλ,p.
2.8
The first step towards the description of S
Z(p)
• (g, p, λ)χλ,p is the following
proposition.
Proposition. Let ξ ∈ Ω•
p
(λ). Suppose that χξ,p = χλ,p. Then ξ = w · λ for
some w ∈ WL.
Proof. Let ξ be as in the proposition. Consider the following two cases.
1) If G = GLn, the fact that χξ,p = χλ,p implies that ξ ∈ Wp · λ, by the
proofs of Theorems 3.8 and 4.1 in [7].
2) If G is quasi-simple and simply-connected, χξ,p = χλ,p implies, by [25,
Th. 2], that there exist y ∈ W and ν ∈ X(T ) such that y · ξ = λ + pν.
Moreover, since y · ξ is a weight of Λ(g/p)⊗VZ(λ), then y · ξ−λ ∈ Q(R) and
hence pν ∈ Q(R) ∩ pX(T ). But, when R is irreducible and not of type A,
our assumption that
p ≥ 〈λ+ ρ, γ∨〉 ≥ 〈ρ, γ∨〉,
where γ∨ is the highest coroot, implies that p > |X(T )/Q(R)|. It follows
that ν ∈ Q(R) and hence ξ ∈ Wp · λ.
Thus, in both cases, we have obtained that ξ ∈ Wp · λ. Now, let w ∈ W
such that w−1(ξ + ρ) is dominant and let ξ+ := w−1 · ξ. Then, by Lemma
2.3, ξ+ ∈ Cp. But ξ
+ ∈ Wp · λ; since Cp is a fundamental domain for the dot
action of Wp, it follows that ξ
+ = λ, and hence ξ = w · λ.
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Further, since ξ ∈ Ω•
p
(λ) ⊆ X+L , for any α ∈ R
+
L one has 〈w · λ, α
∨〉 ≥ 0
and hence
〈λ+ ρ, w−1α∨〉 ≥ 〈ρ, α∨〉 > 0.
This implies that w ∈ WL. The proposition is proved.
We can now prove the following analogue of [3, Th. 9.9] and [30, Th. 3.10],
[40, Th. 7.11].
Theorem. Suppose that λ ∈ X+∩Cp. Then S
Z(p)
• (g, p, λ)χλ,p is an U
′
Z(p)
(g)-
resolution of VZ(p)(λ) and each S
Z(p)
i (g, p, λ)χλ,p with i ≥ 0 has a filtration
whose quotients are exactly the M
Z(p)
p (w · λ), for w ∈ WL(i), each occuring
once.
Proof. By Corollary 2.7, combined with the previous proposition, each
S
Z(p)
i (g, p, λ)χλ,p with i ≥ 0 has a filtration whose quotients are the M
Z(p)
p (ξ),
for those ξ ∈ Ωi
p
(λ) (counted with multiplicities) such that ξ = w ·λ for some
w ∈ WL.
Conversely, for w ∈ WL, Kostant has showed that V LQ (w · λ) occurs with
multiplicity one in Λ•(g/p)⊗VZ(λ), in degree equal to ℓ(w), see [Ko1], Lemma
5.12 and end of proof of Th. 5.14. This completes the proof of the theorem.
2.9 Proof of theorem 2.1.
As UZ(p)(u
−
P )-module, eachM
Z(p)
p (ξ) is isomorphic to UZ(p)(u
−
P )⊗V
L
Z(p)
(ξ), hence
free. Thus, by the previous theorem, S
Z(p)
i (g, p, λ)χλ,p is a free UZ(p)(u
−
P )-
module, for each i ≥ 0.
Therefore, H•(u
−
P , VZ(p)(λ)) is the homology of the complex
C• := Z(p) ⊗UZ(p)(u
−
P
) S
Z(p)
• (g, p, λ)χλ,p.
Further, by the previous theorem, again, for i ≥ 0 each Ci has an L-module
filtration whose successive quotients are the V LZ(p)(w · λ), for w ∈ W
L(i).
By Corollary 1.10, applied to L, one obtains that these filtrations split,
that is, for each i ≥ 0 one has isomorphisms of L-modules
Ci ∼= ⊕w∈WL(i)V
L
Z(p)
(w · λ).
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Further, we claim that the differentials di : Ci → Ci−1 are zero. Indeed,
one has Hi(C•)⊗Q ∼= Hi(u
−
P , VQ(λ)) and, by Kostant’s theorem ([27, Cor 8.1]
or [3], Cor. of Th. 9.9), the latter is isomorphic to Ci ⊗ Q. It follows, for a
reason of dimension, that di ⊗ 1 = 0. Since Ci−1 is torsion-free, this implies
that di = 0.
Thus, we have obtained, for each i ≥ 0, an isomorphism of L-modules
Hi(u
−
P , VZ(p)(λ))
∼=
⊕
w∈WL(i)
V LZ(p)(w · λ).
This completes the proof of Theorem 2.1.
2.10 Analogue in cohomology.
Recall the anti-involution τ from 1.4; it exchanges P− and P and stabilizes
L. Let λ ∈ X+ ∩ Cp. Since H•(u
−
P , V ) is a free Z(p)-module, one obtains, by
standard arguments, an isomorphism of L-modules
H•(u
−
P , VZ(p)(λ))
τ ∼= H•(uP , VZ(p)(λ)
τ ).
Further, since VZ(p)(λ) = VZ(p)(λ)
τ and V LZ(p)(w ·λ) = V
L
Z(p)
(w ·λ), for w ∈ WL,
by Corollary 1.9, applied to G and L, one obtains the
Corollary. Let λ ∈ X+ ∩ Cp. For each i ≥ 0, there is an isomorphism of
LZ(p)-modules
H i(uP , VZ(p)(λ))
∼=
⊕
w∈WL(i)
V LZ(p)(w · λ).
3 Cohomology of the groups U−P (Z)
3.1
Let Γ be a finitely generated, torsion free, nilpotent group. Let F be a de-
creasing sequence Γ = F 1Γ ⊇ F 2Γ ⊇ · · · of normal subgroups of Γ. Following
the terminology in Passman’s book [36, p.85], let us say that F is an N -series
if (F iΓ, F jΓ) ⊆ F i+jΓ for all i, j. Further, F is called an N0-series if it is an
N -series and each F iΓ/F i+1Γ is torsion-free.
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If F is an N -series, the associated graded abelian group
grF Γ :=
⊕
i≥1
F iΓ/F i+1Γ
has a natural structure of Lie algebra over Z (see, for example, [31, Chap. I,
Th. 2.1]). By [24, Th. 2.2], if F is an N0-series, grF Γ is a finite free Z-module;
its rank, r, is an invariant called the rank of Γ.
For i ≥ 1, let {C i(Γ)} denote the lower central series; as is well-known, it
is the fastest descending N -series. We shall denote the corresponding graded
Lie algebra simply by gr Γ. Further, set
C(i)(Γ) := {x ∈ Γ | xn ∈ C i(Γ) for some n > 0}.
By [36, Chap. 11, Lemma 1.8] (see also [17, § 4]), {C(i)(Γ)} is an N0-series.
It is clearly the fastest descending N0-series. Following [17, § 4], we will call
it the isolated lower central series. We will denote by grisolΓ the associated
Lie algebra over Z
grisolΓ :=
⊕
i≥1
C(i)(Γ)/C(i+1)(Γ),
which is also a free Z-module of rank r. Clearly, there is an isomorphism of
graded Lie algebras gr Γ⊗Q ∼= grisolΓ⊗Q.
Let I denote the augmentation ideal of the group ring ZΓ and, for n ≥ 0,
let I(n) denote the isolator of In, that is,
I(n) := {x ∈ ZΓ | mx ∈ In for some m > 0}.
Equivalently, if IQ denotes the augmentation ideal of QΓ, then I
(n) = ZΓ∩InQ .
Let us consider the graded rings
grisolZΓ :=
⊕
n≥0
I(n)/I(n+1) and grQΓ :=
⊕
n≥0
InQ/I
n+1
Q .
The former is a subring of the latter and, by a result of Quillen ([39]), there
is an isomorphism of graded Hopf algebras UQ(gr Γ ⊗ Q) ∼= grQΓ. Further,
one has the following more precise result of Hartley :
Theorem. ([19, Th. 2.3.3′]) There is an isomorphism of graded Hopf alge-
bras
UZ(grisolΓ)
∼= grisolZΓ.
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3.2
Let A be a finitely generated subring of Q (thus, A = Z[1/m] for some m
and A is a PID). Let u be a nilpotent Lie algebra over A, which is a finite
free A-module, say of rank r. Let uQ = u⊗A Q, then UQ(uQ) ∼= UA(u)⊗A Q;
we shall denote it by UQ(u). By the PBW theorem, UA(u) is a subalgebra of
UQ(u).
Let F be a decreasing sequence u = F 1u ⊇ F 2u ⊇ · · · of Lie ideals
of u. As in the previous paragraph, let us say that F is an N -series if
[F iu, F ju] ⊆ F i+ju, and is an N0-series if further each F
iu/F i+1u (which is
a finitely generated module over the PID A) is torsion free, and hence a free
A-module.
Let C i(u) denote the lower central series of u and define the isolated lower
central series {C(i)(u)} by
C(i)(u) := {x ∈ u | nx ∈ C i(u) for some n > 0}.
This is, clearly, the fastest descending N0-series of u. Consider the graded
Lie algebras
grisolu :=
⊕
i≥1
C(i)(u)/C(i+1)(u) and gr uQ :=
⊕
i≥1
C i(uQ)/C
i+1(uQ).
Then grisolu is a free A-module of rank r and there is an isomorphism of
graded Lie algebras (grisolu)⊗A Q
∼= gr uQ.
Let JQ denote the augmentation ideal of UQ(u). Then the graded algebra
grUQ(u) :=
⊕
n≥0
JnQ/J
n+1
Q
is a primitively generated, graded Hopf algebra; it is isomorphic to UQ(gr uQ),
by [26] or [43, Prop. 1]. In fact, as in the case of group rings, a little more is
true. For n ≥ 1, let J (n) = UA(u) ∩ J
n
Q . Then the graded ring
grisolUA(u) :=
⊕
n≥0
J (n)/J (n+1)
identifies with a subring of grUQ(u). Further, one deduces from the proof of
[43, Prop. 1] the following result. Let X1, . . . , Xr be an A-basis of u compat-
ible with the filtration {C(i)(u)}, i.e., such that for s = 1, . . . , c, the Xj with
j > r − dimCs(uQ) form an A-basis of C
(s)(u), and, for each i, let µ(i) be
the largest integer k such that Xi ∈ C
(k)(u).
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Proposition. a) For any n ≥ 0, the ordered monomials Xn11 · · ·X
nr
r with∑r
i=1 ni µ(i) ≥ n form an A-basis of J
(n).
b) There is an isomorphism of graded Hopf algebras UA(grisolu)
∼= grisolUA(u).
3.3
Let Γ = H1 ⊃ · · · ⊃ Hr+1 = {1} be a refinement of the isolated lower central
series such that each Hi/Hi+1 is an infinite cyclic group, generated by the
image of an element gi ofHi. Then, {g1, . . . , gr} is called a system of canonical
parameters (or canonical basis) of Γ; it induces a bijection Zr ∼= Γ, given by
(n1, . . . , nr) 7→ g
n1
1 · · · g
nr
r ; we will denote the R.H.S. simply by g(n1, . . . , nr).
Let {e1, . . . , er} be the standard basis of Z
r, then g(ei) = gi.
Let Pr,r denote the subring of the polynomial ring Q[ξ1, . . . , ξr, η1, . . . , ηr]
consisting of those polynomials which take integral values on Zr × Zr. By
a result of Ph. Hall [17, Th. 6.5], there exist polynomials P1, . . . , Pr ∈ Pr,r
such that
(⋆) g(x1, . . . , xr) g(y1, . . . , yr) = g(P1(x, y), . . . , Pr(x, y)),
for any x, y ∈ Zr.
Therefore, there exists an algebraic unipotent group scheme U , defined
over a finitely generated subring A of the rationals, and whose underlying
scheme is affine space ArA, such that Γ identifies with the subgroup Z
r of
U(A) = Ar.
Remark. If Γ is of class c, one may take A = Z[1/c!]; this can be deduced,
for example, from the Campbell-Hausdorff formula.
Let k ∈ {1, . . . , r}. Since Pk(x, 0) = xk and Pk(0, y) = yk for every
x, y ∈ Zr, the part of degree ≤ 1 of Pk is ξk+ ηk and its part of degree 2, call
it bk, is bilinear in the ξi and the ηj . Thus, one has
Pk(ξ, η) = ξk + ηk +
r∑
i,j=1
bk(ei, ej) ξiηj + terms of degree > 2.
Let m denote the ideal (ξ1, . . . , ξr) of A[U ] = A[ξ1, . . . , ξr], let
u := HomA(m/m
2, A)
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be the Lie algebra of U over A, and let {v1, . . . , vr} be the A-basis of u dual
to the basis {ξ¯1, . . . , ξ¯r}. Then, the Lie brackets are given by
(1) [vi, vj ] =
r∑
k=1
(bk(ei, ej)− bk(ej, ei)) vk,
see, for example, [29, § 1] or [8, § 1].
Proposition. There is an isomorphism of graded Lie algebras over A
grisolΓ⊗Z A
∼= grisolu,
under which each g¯i corresponds to v¯i.
Proof. First, for each i, let ν(i) denote the largest integer n such that
gi ∈ C
(n)(Γ). Denote by g¯i the image of gi in gr
ν(i)
isol Γ; then {g¯1, . . . , g¯r} is a
Z-basis of grisolΓ.
For k = 1, . . . , r, let Qk := Pk − ξk − ηk be the part of Pk of degree > 1.
Recall that, for x1, . . . , xr ∈ Z, g(
∑r
i=1 xi ei) denotes the element g
x1
1 · · · g
xr
r
of Γ.
Let i, j ∈ {1, . . . , r} be arbitrary with i < j. Then, for every x, y ∈ Zr,
one has g(xei)g(yej) = g(xei+yej) and hence Qk(xei, yej) = 0 = bk(xei, yej)
for any k. In particular, bk(ei, ej) = 0.
On the other hand, since gxj ∈ C
(ν(j))(Γ) and gyi ∈ C
(ν(i))(Γ) one has,
gxj g
y
i ≡ g
y
i g
x
j g
 ∑
k
ν(k)=ν(i)+ν(j)
Qk(x, y)ek
 mod. C(ν(i)+ν(j)+1)(Γ).
Further, since the commutator induces a bilinear map on grisolΓ, one has,
when ν(k) = ν(i) + ν(j),
Qk(xej , yei) = xyQk(ej , ei) = xybk(ej, ei).
Then, an easy computation shows that
gxi g
y
j g
−x
i g
−y
j ≡ g
 ∑
k
ν(k)=ν(i)+ν(j)
−xybk(ej , ei) ek
 mod. C(ν(i)+ν(j)+1)(Γ).
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Using the fact that bk(ei, ej) = 0, one deduces that the Lie bracket on grisolΓ
is given by
(2) [g¯i, g¯j] =
∑
k
ν(k)=ν(i)+ν(j)
(bk(ei, ej)− bk(ej , ei)) g¯k.
The proposition is then a consequence of the following claim.
Claim. For each ℓ, C(ℓ)(u) is the A-span of those vk such that ν(k) ≥ ℓ.
Indeed, using (1), the claim implies that grisolu is the Lie algebra having
an A-basis {v¯1, . . . , v¯r} and brackets given by
(3) [v¯i, v¯j] =
∑
k
ν(k)=ν(i)+ν(j)
(bk(ei, ej)− bk(ej , ei)) v¯k.
Comparing with (2), one obtains that grisolΓ⊗Z A
∼= grisolu.
Let us now prove the claim by induction on r + ℓ. Let c denote the class
of Γ. By induction, we may reduce to the case where C(c)(Γ) = Zgr.
Since grisolΓ⊗ZQ
∼= gr Γ⊗ZQ is generated in degree 1, there exist s < t < r
such that ν(t) = c− 1 and [g¯s, g¯t] = ng¯r, for some non-zero integer n. Then,
(gs, gt) = g
n
r and hence, by the previous calculations, one has br(et, es) = −n,
while br(es, et) = 0. Therefore, by (1), [vs, vt] = nvr.
For any k < r, the image of vk in u/Avr belongs to C
(ν(k))(u/Avr), by
induction hypothesis. Thus, there exist a positive integer mk and ak ∈ A
such that
(4) mkvk − akvr ∈ C
ν(k)(u).
Applying this to k = t and using the fact that vr is central, one obtains
that
mt n vr = [vs, mtvt − atvr]
belongs to Cc(u), and hence vr ∈ C
(c)(u). In turn, this implies, by (4), that
vk ∈ C
(ν(k))(u), for each k < r. This proves the claim and completes the
proof of the proposition.
3.4 Filtered Noetherian rings with the AR-property.
Let us recall several results about the homology of filtered Noetherian rings
with the Artin-Rees property. Some basic references for this material are
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[41], [5], [16]; see also [34, Chap. I] and [11, § 1]. (Note, however, that in [16]
the assertions in lines 8-12 of 2.8 and assertion (ii) of Theorem 3.3 are not
correct; it is not difficult to provide counter-examples).
Let S be a left Noetherian ring. A sequence I := {I1, I2, . . .} of two-sided
ideals is said to be admissible if I1 ⊇ I2 ⊇ · · · and IjIk ⊆ Ij+k for j, k ≥ 0
(where one sets I0 = S). Given such a sequence, let
grS :=
⊕
n≥0
In/In+1 and Ŝ := proj.lim.
n≥0
S/In
be the associated graded ring and completion, respectively.
Let S-filt denote the category of N-filtered left S-modules: objects are left
S-modulesM equipped with a decreasing filtrationM = F 0M ⊇ F 1M ⊇ · · ·
such that InF
kM ⊆ F n+kM , and a morphism f : M → N between two such
objects is an S-morphism which preserves the filtrations. Then f induces a
morphism of grS-modules gr f : grM → grN and this defines a functor gr
from S-filt to the category of N-graded grS-modules. Further, f is called
strict if one has f(M) ∩ F kN = f(F kM) for any k.
An objectM of S-filt is called separated if
⋂
n≥0 F
nM = {0}, and discrete
if F nM = {0} for some n ≥ 0.
The category S-filt is equipped with shift functors sn, for n ≥ 0, defined
as follows. IfM is an object of S-filt, snM = M as S-module but F p(snM) =
F p−nM for p ≥ 0, with the convention that F kM = M if k < 0. If M is
an N-graded S-module, the shifted module snM is defined in an analogous
manner.
An object L of S-filt is called filt-free if it a direct sum of shifted modules
sd(λ)S, for λ running in some index set Λ. Then, grL ∼=
⊕
λ∈Λ s
d(λ) grS.
Let M be an object of S-filt. Then a strict filt-free resolution is an S-
module resolution
(E) · · · −→ L1
f1
−→ L0
f0
−→M −→ 0
such that every Ln is filt-free and every fn is a strict morphism in S-filt. By
[41, Lemmas 1,2], the associated graded complex (gr E) is then a free grS-
resolution of grM and, conversely, if S is complete with respect to I, any
free grS-resolution of grM can be obtained in this manner.
Let us consider also the category filt-S of N-filtered right S-modules. All
notions introduced previously for S-filt have, of course, their right-handed
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analogues. Now, if N (resp. M) is an object of filt-S (resp. S-filt), the
abelian group N ⊗S M has a natural N-filtration, defined by
F n(N ⊗S M) := Im
(∑
p+q=n
F pN ⊗S F
qM → N ⊗S M
)
.
Moreover, it is easily seen that if either of N or M is a filt-free object, then
the natural map grN ⊗grS grM → gr(N ⊗S M) is an isomorphism.
Therefore, if one considers a strict filt-free resolution L• of, say, M , the
filtration on N ⊗S L• induces a natural spectral sequence with E1-term (in
cohomological notation)
Ep,−q1 = H
p−q(grN ⊗S grL•)p = Tor
grS
q−p(grN, grM)p.
Moreover, certain finiteness conditions ensure that this spectral sequence con-
verges finitely to TorS∗ (N,M). Firstly, by [41, Lemma 2.(g)] or [16, Th. 2.9],
one has the following
Proposition (C). Assume that S is complete with respect to the filtration
I and that grS is left Noetherian. Let M,N be objects of S-filt and filt-S,
respectively, such that M is separated and grM finitely generated over grS,
while N is discrete. Then the spectral sequence above converges finitely to
TorS∗ (N,M).
Proof. By the references cited above, any resolution of grM by free grS-
modules can be lifted to a strict filt-free resolution of M . Since grM finitely
generated over grS, which is left Noetherian, one deduces that M admits a
strict filt-free resolution L• →M → 0 such that each Ln is finitely generated.
As N is assumed to be discrete, the filtration on N ⊗S L• is then discrete
(and exhaustive) in each degree, and the proposition follows.
Secondly, the assumption that S be complete can be relaxed if one as-
sumes that the sequence I = {I = I1 ⊇ I2 ⊇ · · ·} has the left Artin-Rees
property, i.e., that I satisfies the following : for any finitely generated left
S-module M , any submodule N ⊆ M and any n ≥ 0, there exists n′ ≥ n0
such that N ∩ In′M ⊆ InN .
For any left S-moduleM , let us denote by M̂ its completion with respect
to the filtration {InM}; it is an Ŝ-module and there is a natural morphism
of Ŝ-modules τM : Ŝ ⊗S M → M̂ . As observed in [5, Prop. 3], one has the
following proposition, which is proved exactly as in the commutative I-adic
case (see [2, Chap. 10]).
29
Proposition (AR). Assume that S is left Noetherian and that I satisfies
the left AR-property. Then, τM is an isomorphism for any finitely generated
left S-module M and, therefore,
a) Ŝ is flat as right S-module,
b) for each n, ŜIn = Ker(Ŝ → S/In) is a two-sided ideal and hence {ŜIn} is
an admissible sequence in Ŝ,
c) the associated graded gr Ŝ is isomorphic to grS.
Thus, in particular, if P• → S/I → 0 is a resolution of S/I by free
S-modules, then Ŝ ⊗S P• is a free Ŝ-resolution of
Ŝ ⊗S (S/I) = Ŝ/I = S/I.
Thus, for any right Ŝ-module N , there is a natural isomorphism
TorŜ• (N, S/I)
∼= TorS• (N, S/I).
This is the case, in particular, if N is a right S-module with a discrete
filtration. Therefore, one obtains the following theorem, which is essentially
contained in [16, Th. 3.3′.(i)].
Theorem 3.4.1 Let S be a left Noetherian ring, I an admissible sequence
of ideals. Suppose that I satisfies the left AR property and that grS is left
Noetherian. Let N be a right S-module with a discrete filtration. Then there
is a finitely convergent spectral sequence
Ep,−q1 = Tor
grS
q−p(grN, S/I)p ⇒ Tor
Ŝ
q−p(N, S/I)
∼= TorSq−p(N, S/I).
For future use, let us derive the following equivariant version of the the-
orem. Let Λ be a group of automorphisms of S preserving the sequence
I. Let SΛ denote the smash product S#ZΛ, that is, SΛ = S ⊗Z ZΛ as
(S,ZΛ)-bimodule, the multiplication being defined by
(s⊗ λ)(s′ ⊗ λ′) = sλ(s′)⊗ λλ′.
Similarly, denote by ŜΛ the smash product Ŝ#ZΛ. Observe that an SΛ-
module is the same thing as an S-module M equipped with an action of Λ
such that λsm = λ(s)λm, for m ∈M , s ∈ S, λ ∈ Λ.
For every n ≥ 0, let I ′n (resp. Î
′
n) denote the left ideal of SΛ (resp. ŜΛ)
generated by In; they are two-sided ideals and form an admissible sequence
of SΛ (resp. ŜΛ). In both cases, the associated graded is isomorphic to
(grS)Λ := (grS)#Λ.
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Theorem 3.4.2 With notation as above, let N be a discrete object of SΛ-filt.
There is a finitely convergent spectral sequence of Λ-modules
Ep,−q1 = Tor
grS
q−p(grN, S/I)p ⇒ Tor
S
q−p(N, S/I).
Proof. First, I ′ := (SΛ)I is a two-sided ideal of SΛ, and SΛ⊗S (S/I) ∼=
SΛ/I ′. Then, by standard arguments, it suffices to prove that: i ) ŜΛ is flat
as right SΛ-module, and: ii ) ŜΛ⊗S (S/I) ∼= SΛ/I
′.
But ŜΛ is isomorphic to Ŝ ⊗S SΛ as (Ŝ, SΛ)-bimodule, and to SΛ⊗S Ŝ
as (SΛ, Ŝ)-bimodule. This implies i ) and ii ).
3.5
Let us return to the finitely generated, torsion free, nilpotent group Γ and the
associated unipotent algebraic group UA. Recall the notation of subsections
3.1–3.3.
It is known that ZΓ and UA(u) are left and right Noetherian and have
the left and right AR-property with respect to the filtration by the powers
of the augmentation ideal, see, for example, [36, Th. 2.7 & § 11.2], [35] and
[5, Th. 1].
Further, by [18, Cor. 3.5], one has I(cn) ⊆ In, where c is the class of Γ (and
also the class of u), and a similar argument, using Proposition 3.2.a) shows
that J (cn) ⊆ Jn. From this one deduces easily that the sequences {I(n)} and
{J (n)} also have the left and right AR-property. In the sequel, we equip ZΓ
and UA(u) with these sequences, which we call I and J respectively. By
Theorem 3.1 and Proposition 3.2, the associated graded rings are left and
right Noetherian.
Let V be an UA-module. Then V is in a natural manner a representation
of the Lie algebra u and of the abstract group Γ. Let F be a finite sequence
V = F 0V ⊃ · · · ⊃ F s+1V = {0} of UA-submodules. Let us say that F is an
admissible filtration of V if it is an I (resp. J ) filtration of V regarded as ZΓ
(resp. UA(u)) module, i.e., if for any i, n ≥ 0, both I
(n)(F iV ) and J (n)(F iV )
are contained in F i+nV .
Lemma. If V is an UA-module which is finite free over A, it admits an
admissible filtration.
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Proof. By the theorem of Lie-Kolchin applied to VQ, one obtains that V
U ,
the submodule of invariants, is non-zero. Since
V U = {x ∈ V | ∆V (x) = x⊗ ε},
where ∆V is the coaction defining the comodule structure and ε is the aug-
mentation of A[U ], and since V ⊗A A[U ] is a free A-module, one sees that
V/V U is torsion-free, hence a free A-module.
Therefore, if one sets F0V = 0 and defines inductively FkV as the inverse
image in V of the U -invariants in V/Fk−1V , the sequence {FkV } is increasing
strictly, as long as FkV 6= V , and each V/FkV , if non-zero, is a finite free A-
module. Since V is a Noetherian A-module, FNV = V for some N . Setting
F iV = FN−iV , it is easily seen that, for any i, n ≥ 0, both I
n(F iV ) and
Jn(F iV ) are contained in F i+nV . Further, since every F iV/F i+nV is torsion-
free, one obtains that {F iV } is an admissible filtration of V .
Then, one deduces from the results of 3.4 the following theorem. There
are, obviously, equivariant versions; we leave their formulation to the reader.
Theorem. Let V be an UA-module which is finite free over A and let F be
any admissible filtration on V . Then there are two finitely convergent spectral
sequences:
i ) Ep,−q1 = Hq−p(grisolΓ, grF V )p ⇒ Hq−p(Γ, V ),
ii ) Ep,−q1 = Hq−p(grisolu, grF V )p ⇒ Hq−p(u, V ).
3.6
Finally, let us return to the setting of Sections 1 and 2. The unipotent group
U−P is defined over Z. Let Γ := U
−
P (Z); it is, clearly, a torsion-free nilpotent
group.
Let {Hα}α∈∆ ∪ {Xβ}β∈R be a Chevalley basis of g. For each β ∈ R,
let Uβ be the corresponding root subgroup and let θβ be the isomorphism
Ga → Uβ such that dθβ(1) = Xβ. Set I := ∆ \ R
+
L and let fI : ZR → Z be
the additive function which coincides on the basis ∆ with the negative of the
characteristic function of I. That is,
fI(α) =
{
−1 if α ∈ I;
0 if α ∈ ∆ ∩R+L .
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Choose a numbering α1, . . . , αr of the elements of R
+\R+L such that fI(αi) ≤
fI(αj) if i ≤ j. The multiplication map induces an isomorphism of Z-schemes
Uα1 × · · · × Uαr
∼=→ U−P .
Moreover, it follows from the commutation formulas in [42, Lemma 15] or
[6, 3.2.3–3.2.5] that, for any s = 1, . . . , r, Uαs · · ·Uαr is a closed, normal
subgroup of U−P . One deduces that the gi := θαi(1) form a system of canonical
parameters of Γ, that U−P is the algebraic group associated in 3.3 to Γ, and
that the basis {v1, . . . , vr} of u
−
P identifies with {Xα1 , . . . , Xαr}.
Lemma. One has u−P
∼= grisolu
−
P .
Proof. Since T acts on u−P by Lie algebra automorphisms, u
−
P has a struc-
ture of graded Lie algebra given by the function fI . That is, if one sets, for
i ≥ 1,
u−P (i) :=
⊕
α∈R−
fI (α)=i
gα,
then
u−P =
⊕
i≥1
u−P (i) and [u
−
P (i), u
−
P (j)] ⊆ u
−
P (i+ j).
Therefore, the lemma will follow if we show that C(i)(u−P ) = u
−
P (≥ i), where
u−P (≥ i) is defined in the obvious manner. Clearly, C
i(u−P ) ⊆ u
−
P (≥ i) and,
since u−P/u
−
P (≥ i) is torsion-free, one obtains that C
(i)(u−P ) ⊆ u
−
P (≥ i).
In order to prove the converse inclusion, it suffices to prove that u−P,Q(i) ⊆
C i(u−P,Q), where u
−
P,Q = u
−
P ⊗Z Q. But this follows from Kostant’s theorem
about the homology of u−P,Q ([27, Cor. 8.1]). Indeed, u
−
P,Q is generated by any
subspace supplementary to [u−P,Q, u
−
P,Q]. But, by the cited result of Kostant,
one has
u−P,Q/[u
−
P,Q, u
−
P,Q] = H1(u
−
P,Q,Q)
∼=
⊕
α∈I
V LQ (−α),
and the R.H.S. identifies with u−P,Q(1). Therefore, u
−
P,Q is generated by u
−
P,Q(1).
Then, by induction on i, one obtains easily that u−P,Q(i) ⊆ C
i(u−P,Q) for any i.
The lemma is proved.
Recall the integers ν(i) introduced in the proof of Proposition 3.3. From
this proposition and the previous lemma (and their proofs), one deduces the
following
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Corollary. There is an isomorphism of graded Hopf algebras grisolZΓ
∼=
U(u−P ), under which each gi − 1 correponds to Xαi. Further, for i = 1, . . . , r,
one has ν(i) = fI(αi).
3.7
For any λ ∈ X+, set
VZ(λ)(i) :=
⊕
µ∈X
fI (µ−λ)=i
VZ(λ)µ,
where the subscript µ denotes the µ-weight space. Then, each VZ(λ)(i) is an
L-submodule and there is an isomorphism of L-modules
VZ(λ) ∼=
⊕
i≥0
VZ(λ)(i).
Set F kVZ(λ) :=
⊕
i≥k VZ(λ)(i); this defines a filtration F of VZ(λ) by P
−-
submodules, such that the associated graded is isomorphic to VZ(λ) as L-
module.
Proposition. One has I(n)F kVZ(λ) ⊆ F
n+kVZ(λ), and grF VZ(λ)
∼= VZ(λ)
as representations of grisolZΓ
∼= UZ(u
−
P ).
Proof. For i = 1, . . . , r and n ≥ 0, set
u
(n)
i := g
−[(n+1)/2]
i (gi − 1)
n,
where [x] denotes the greatest integer not greater than x, and observe that
u
(n)
i ≡ (gi − 1)
n modulo In. Further, for j ∈ Nr, set
u(j) := u
(j1)
1 · · ·u
(jr)
r and ν(j) =
∑
i
jiν(i).
Then, by [18], Theorem 3.2 (i) and Lemma 3.1, the elements u(j) satisfying
ν(j) ≥ n form a Z-basis of I(n), for every n ≥ 0.
From this one deduces that, in order to prove the proposition, it suffices
to prove that, for any v ∈ F kVZ(λ) and i = 1, . . . , r, one has
(∗) (gi − 1)v −Xαiv ∈ F
k+ν(i)+1VZ(λ).
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The distribution algebra Dist(U−P ) has a Z-basis formed by the ordered
products
X(m1)α1 · · ·X
(mr)
αr , for (m1, . . . , mr) ∈ N
r,
where the elements X
(m)
β satisfy X
m
β = m!X
(m)
β for every m ≥ 0. Further,
the structure of Z[G]-comodule on VZ(λ) is such that, for any ring Ω, any
t ∈ Ω and v ∈ VΩ(λ), and any root α, one has
θα(t)v =
∑
m≥0
tmX(m)α v,
where the R.H.S. is in fact a finite sum. Since gi = θαi(1) and since each
X(m)αi has weight mαi for the adjoint action of T , this immediately implies
formula (∗). The proposition is proved.
3.8
We can now prove Theorem C of the Introduction. The discrete group Λ =
L(Z) normalizes Γ = U−P and, hence, preserves the isolated powers of the
augmentation ideal of ZΓ. Therefore, by the equivariant version of Theorem
3.5 i ), combined with Proposition 3.7, there is a finitely convergent spectral
sequence of L(Z)-modules
(1) H∗(u
−
P , VZ(λ))
∼= H∗(grisolZΓ, VZ(λ))⇒ H∗(Γ, VZ(λ)).
It is, clearly, compatible with flat base change. Thus, for any prime integer
p, one has a finitely convergent spectral sequence
(2) H∗(u
−
P , VZ(p)(λ))
∼= H∗(grisolZΓ, VZ(p)(λ))⇒ H∗(Γ, VZ(p)(λ)).
Moreover, it is not difficult to check, by standard arguments, that the nat-
ural structure of L(Z)-module on H∗(grisolZΓ, VZ(p)(λ)) considered in Theo-
rem 3.4.2 is the restriction to L(Z) of the natural structure of L-module on
H∗(u
−
P , VZ(p)(λ)). Therefore, if λ is p-small then, by Theorem 2.1, one obtains
an isomorphism of L(Z)-modules
Hi(grisolZΓ, VZ(p)(λ))
∼= Hi(u
−
P , VZ(p)(λ))
∼=
⊕
w∈WL(i)
V LZ(p)(w · λ),
for every i ≥ 0. In particular, H∗(grisolZΓ, VZ(p)(λ)) is a free Z(p)-module.
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Finally, it is well-known that u−P⊗Q is isomorphic to the Malcev-Jennings
Lie algebra of Γ; this follows, for example, from the proof of [29, Lemma 1.9].
Therefore, by a result of Pickel [37, Th. 10], there is an isomorphism of graded
vector spaces
H•(u
−
P , VQ(λ))
∼= H•(Γ, VQ(λ)).
This implies that the abutment of the spectral sequence in (2) has the same
rank over Z(p) as the E1-term. Since the latter is a free Z(p)-module, one
deduces that the spectral sequence degenerates at E1. Therefore, we have
obtained the following
Theorem. Let λ ∈ X+ ∩ Cp. Then, for each n ≥ 0, Hn(U
−
P (Z), VZ(p)(λ))
has a finite, natural L(Z)-module filtration such that
grHn(U
−
P (Z), VZ(p)(λ))
∼=
⊕
w∈WL(n)
V LZ(p)(w · λ).
By the universal coefficient theorem, one then obtains a similar result
over Fp. Finally, by an argument similar to the one in 2.10, one obtains the
Corollary. Let λ ∈ X+ ∩ Cp. Then, for each n ≥ 0, H
n(UP (Z), VFp(λ))
has a finite, natural L(Z)-module filtration such that
grHn(UP (Z), VFp(λ))
∼=
⊕
w∈WL(n)
V LFp(w · λ).
3.9
Let us derive in this subsection a corollary about the p-Lie algebra associated
with the p-lower central series of Γ. (This result will not be used in the
sequel).
Let F be a decreasing sequence Γ = F 1Γ ⊇ F 2Γ ⊇ · · · of normal sub-
groups of Γ. It is called an Np-sequence if it is an N -sequence and x ∈ F
iΓ
implies that xp ∈ F piΓ. In this case, grF Γ is a graded p-Lie algebra, see [31,
Chap. I, Cor. 6.8] or [4, Chap. II, § 5, Ex. 10].
For our purposes, it is convenient to define the p-lower central series
{F np Γ}n≥1 as follows. Denoting by IFp the augmentation ideal of FpΓ, set
F np Γ := {x ∈ Γ | x− 1 ∈ I
n
Fp
}.
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This is an Np-sequence (see [36, Lemma 3.3.1]), and we denote the associated
graded p-Lie algebra by gr•p Γ.
The n-th term F np Γ of the p-lower central series is sometimes defined
as the subgroup of Γ generated by all elements xp
s
satisfying psω(x) ≥ n,
where ω(x) denotes the largest integer i such that x ∈ C i(Γ). That the two
definitions agree is due to Lazard [31, Chap. I, Th. 5.6 & 6.10] and Quillen
[39], see also [36, § 11.1].
Let us denote by LieFp the category of Lie algebras over Fp, by p-LieFp the
subcategory of p-Lie algebras, and by gr-LieFp and p-gr-LieFp, respectively,
the subcategories of graded and graded p-Lie algebras over Fp. The forgetful
functor p-LieFp → LieFp has a left adjoint, denoted by p-L; it takes gr-LieFp
to p-gr-LieFp.
Corollary. Let Γ be a finitely generated, torsion-free, nilpotent group, say
of class c. Suppose that ⊕ci=1C
(i)(Γ)/C i(Γ) has no p-torsion. Then, there is
an isomorphism of graded p-restricted Lie algebras
gr•p Γ
∼= p-L(gr Γ⊗ Fp).
Proof. The hypothesis implies easily that gr Γ ⊗ Fp ∼= grisolΓ ⊗ Fp.
Moreover, it follows from the proof of [18, Th. 3.2 (i)] that every I(n)/In
has no p-torsion. This implies that, inside FpΓ, one has the identifications
I(n) ⊗ Fp = I
n ⊗ Fp = I
n
Fp
. One deduces from this, coupled with Theorem
3.1, the isomorphisms
grFpΓ ∼= (grisolZΓ)⊗ Fp
∼= UZ(grisolΓ)⊗ Fp
∼= UFp(grisolΓ⊗ Fp)
∼= UFp(gr Γ⊗ Fp).
On the other hand, by Quillen [39], grFpΓ is isomorphic as graded Hopf
algebra to U resFp (gr
•
p Γ), the restricted enveloping algebra of the p-Lie algebra
gr•p Γ.
Recall that U resFp , the restricted enveloping algebra functor, is left adjoint
to the forgetful functor As Fp → p-LieFp, where As Fp denotes the category
of associative Fp-algebras (with unit), while the usual enveloping algebra
functor is left adjoint to the forgetful functor As Fp → LieFp. Thus, since the
adjoint of a composite is the composite of the adjoints, one has UFp(L)
∼=
U resFp (p-L(L)), for any Fp-Lie algebra L.
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Therefore, one obtains an isomorphism of graded Hopf algebras
U resFp (p-L(gr Γ⊗ Fp))
∼= U resFp (gr
•
p Γ).
Taking primitive elements, this gives, by the theorem of Milnor-Moore [32,
Th. 6.11], an isomorphism of graded p-Lie algebras p-L(gr Γ ⊗ Fp) ∼= gr
•
p Γ.
The corollary is proved.
Remark. It is easy to see that the torsion primes in ⊕ci=1C
(i)(Γ)/C i(Γ) and
in gr Γ are the same. Presumably, it should not be difficult to extract from
the proof of Proposition 3.3 that the torsion primes in gr u are also the same.
4 Standard and BGG complexes for distribu-
tion algebras
4.1
As in subsection 2.2, there is defined a complex
· · · → U(G)⊗U(P ) Λ
2(g/p)
dp2→ U(G)⊗U(P ) (g/p)
dp1→ U(G)⊗U(P ) Z
ε
→ Z→ 0,
the differentials being defined by the same formula as in 2.2. Note, however,
that this complex is not exact. We shall denote it by S•(G,P ).
More generally, let V be a G-module and let V|P denote V regarded as
an U(P )-module. Then one obtains, as in 2.2, a complex of U(G)-modules
· · · → U(G)⊗U(P ) (Λ
2(g/p)⊗ V |P )
d2→ U(G)⊗U(P ) (g/p⊗ V |P )
d1→ U(G)⊗U(P ) V |P
ε
→ V → 0.
We shall call it the standard complex of V relative to the pair (U(G),U(P ),
and denote it by S•(G,P, V ). When V = VZ(λ), we shall denote it simply by
S•(G,P, λ).
Further, as in 2.4, let us define, for any ξ ∈ X+L , the generalized Verma
module (for U(G) and U(P ))
MP (ξ) := U(G)⊗U(P ) V
L
Z (ξ).
Moreover, for any commutative ring A, set MAP (ξ) := MP (ξ) ⊗ A and, for
any λ ∈ X+, let
SA• (G,P, λ) := S•(G,P, λ)⊗ A.
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4.2
Our aim in this section is to prove the following theorem.
Theorem. Suppose that u−P is abelian. Let λ ∈ X
+ ∩ Cp. Then the
standard complex S
Z(p)
• (G,P, λ) contains as a direct summand a subcomplex
C
Z(p)
• (G,P, λ) such that, for i ≥ 0,
C
Z(p)
i (G,P, λ)
∼=
⊕
w∈WL(i)
M
Z(p)
P (w · λ).
4.3 The case λ = 0.
As observed by Faltings-Chai in [13, VI.5, p.230], if u−P is abelian then
H•(u
−
P )
∼= Λ•(u−P ) and hence, by a result of Kostant [27, § 8.2], the com-
position factors of Λi(g/p)Q are exactly the V
L
Q (w · 0), for w ∈ W
L(i), each
occuring with multiplicity one.
Thus, by Lemma 1.11 and Corollary 1.10, applied to L, each Λi(g/p)Z(p)
is the direct sum of the Weyl modules V LZ(p)(w · 0), for w ∈ W
L(i). It follows
that
(∗) S
Z(p)
i (G,P )
∼=
⊕
w∈WL(i)
M
Z(p)
P (w · 0).
This proves the sought-for result when λ = 0 and p ≥ h − 1 (h being the
Coxeter number, see 2.1).
4.4 The general case.
Now, let λ ∈ X+ ∩ Cp. First, since S
Z(p)
• (G,P, λ) = S
Z(p)
• (G,P ) ⊗ V (λ), it
follows from 4.3 (∗) and the tensor identity ([15, Prop. 1.7]) that, for i ≥ 0,
(1) S
Z(p)
i (G,P, λ)
∼=
⊕
w∈WL(i)
UZ(p)(G)⊗UZ(p)(P )
(
V LZ(p)(wρ− ρ)⊗ VZ(p)(λ)
)
.
Let S
Z(p)
w (G,P, λ) denote the summand corresponding to w in the R.H.S.
Then
(2) S
Z(p)
• (G,P, λ) =
⊕
w∈WL
S
Z(p)
w (G,P, λ),
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each S
Z(p)
w (G,P, λ) occuring in degree ℓ(w).
Recall the notation U ′A(g) from 2.5. Since U
′
Z(p)
(g) ⊂ UZ(p)(G) ⊂ UQ(g),
one deduces that U ′Z(p)(g)
G is contained in the center of UZ(p)(G). Therefore,
using exactly the same arguments as in 2.7 and 2.8, one obtains that: a)
S
Z(p)
• (G,P, λ) contains as a direct summand the subcomplex
(3) S
Z(p)
• (G,P, λ)χλ,p
∼=
⊕
w∈WL
S
Z(p)
w (G,P, λ)χλ,p,
b) the latter has a filtration with associated graded
(4) grS
Z(p)
• (G,P, λ)χλ,p
∼=
⊕
y∈WL
M
Z(p)
P (y · λ),
each M
Z(p)
P (y · λ) occuring in degree ℓ(y), and c) for each w ∈ W
L, the sub-
quotients occuring in the filtration of S
Z(p)
w (G,P, λ)χλ,p are those M
Z(p)
P (y · λ)
such that V LQ (y ·λ) is a composition factor of the LQ-module V
L
Q (w ·0)⊗VQ(λ).
But, it is well-known that, necessarily, y = w. This may be deduced,
for example, from [22, Satz 2.25]. For the convenience of the reader, let us
record a proof. First, it is well-known that any composition factor of the
LQ-module V
L
Q (w · 0)⊗ VQ(λ) has the form V
L
Q (w · 0 + ν), for some weight ν
of VQ(λ), see, for example, [20, § 24, Ex. 12] or, better, the proof of Cor. 4.7
in [1]. Secondly, for such a ν, suppose that w · 0+ ν = y ·λ, for some y ∈ W .
Then,
y−1wρ− ρ = λ− y−1ν.
Let θ denote this weight. Since y−1wρ (resp. y−1ν) is a weight of VQ(ρ) (resp.
VQ(λ)), one has θ ∈ −NR
+ (resp. θ ∈ NR+) and, therefore, θ = 0. Thus,
since the stabilizer of ρ in W is trivial, y = w.
Then, by comparing (3) and (4), one deduces that S
Z(p)
w (G,P, λ)χλ,p
∼=
M
Z(p)
P (w · λ), for every w ∈ W
L. This completes the proof of Theorem 4.2.
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5 Dictionary
Let G = GSp(2g)Z be the split reductive Chevalley group over Z defined by
tXJX = ν · J where J is given by g × g-blocks
J =

0g
. .
.
1
. .
.
−1
0g

Let B = TN , resp. Q = MU , be the Levi decomposition of the upper
triangular subgroup of G, resp. of the Siegel parabolic, i.e., the maximal
parabolic associated to α, the longest simple root for (G,B, T ), so M = LI
where I = ∆\{α}. Note that the unipotent radical of Q is abelian.
The group of characters X of T is identified to the sublattice
{(ag, · · · , a1; c) ∈ Z
g × Z | c ≡ ag + . . .+ a1 mod.2}
of Zg+1 in the following manner. The character (ag, · · · , a1; c) is defined by
diag(tg, . . . , t1, x · t
−1
1 , . . . , x · t
−1
g ) 7→ t
ag
g · . . . · t
a1
1 · x
(c−a1−...−ag)/2.
The half-sum ρ of the positive roots of G is then ρ = (g, . . . , 1; 0). If
(εg, . . . , ε1) is the canonical basis of Z
g, the highest coroot γ∨ of G is εg+εg−1.
The condition 〈λ+ ρ, γ∨〉 ≤ p, reads therefore:
ag + ag−1 + g + (g − 1) ≤ p
The lattice of weights P (R) coincides with X . The cone X+ ⊂ X of
dominant weights of G is then given by the conditions ag ≥ . . . a1 ≥ 0. For
a character φ = (ag, . . . , a1; c) we define its degree as |φ| =
∑g
i=1 ai; the dual
φˆ = (ag, . . . , a1;−c) of φ has same degree |φˆ| = |φ|. Note that |ρ| = g(g+1)/2.
So,
〈λ+ ρ, γ∨〉 ≤ |λ+ ρ|
with equality for g ≤ 2. Let V = 〈eg, . . . , e1, e
∗
1, . . . , e
∗
g〉 be the standard Z-
lattice on which G acts; given two vectors v, w ∈ V, we write< v,w >= tvJw
for their symplectic product. Q is the stabilizer of the standard lagrangian
lattice W = 〈eg, . . . , e1〉; we have V =W⊕W
∗; M = LI is the stabilizer of
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the decomposition (W,W∗); one has M ∼= GL(g)× Gm. Let BM = B ∩M
be the standard Borel of M .
Recall from 1.5 the definition of admissible lattices and, for λ ∈ X+, the
Z-lattices V (λ)min and V (λ)max.
Let λ ∈ X+ and n = |λ|; for any (i, j) with 1 ≤ i < j ≤ n, let φi,j :
V⊗n → V⊗(n−2) denote the contraction given by
v1 ⊗ . . .⊗ vn 7→ 〈vi, vj〉v1 ⊗ . . .⊗ vˆi ⊗ . . .⊗ vˆj ⊗ . . .⊗ vn,
and let V<n> be the submodule of V⊗n defined as intersection of the kernels
of the φi,j. By applying the Young symmetrizer cλ = aλ · bλ (see [14] 15.3
and 17.3) to V<n>, one obtains an admissible Z-lattice V (λ)Y oung in VQ(λ).
Then, by Corollary 1.9, one has the
Corollary. For any p-small weight λ ∈ X+, one has canonically
V (λ)min ⊗ Z(p) = V (λ)Y oung ⊗ Z(p) = V (λ)max ⊗ Z(p).
Moreover, a similar result holds for a weight µ ∈ X+M of M , provided it
is p-small for M .
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