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We prove here, among other results, that if R is a commutative noetherian ring 
and proJective R[xx, ,..., x,]-modules of rank < Krull dim R are extended, then 
finitely generated projective R[x, ,..., x,]-modules are extended. We also give 
an example of a nonfinitely generated projective module over an integral domain 
which contains no unimodular elements. 
All the rings in this paper are associative and commutative with unit and the 
algebras are associative with unit. 
We present first some variants of Quillen’s theorem [lo, Theorem 11. Our 
arguments in this part are based on a solution of Serre’s problem, communicated 
to the author by Professor L.N. Vasergtein (Moscow) and on the proof of 
[lo, Theorem 11. 
If S is a multiplicative set in a ring R, M and R-module and m EM, we 
denote by m, the image of m in M, under the canonical homomorphism M + 
MS . As usual if m is a maximal ideal of R we use the notation M,, , m, instead 
ofM,,m,, respectively for S = R - HZ. 
Two elements a, b in an algebra A are called equiwalent if there are invertible 
elementsp, q in A such that a = Pbq. 
PROPOSITION 1, Let A be an algebra over a ring R. Let f (x1 ,..., x,) E A[x, ,..., 
x,J. Assume that for any maximal ideal m of R fm is equivalent (conjugate) in 
A,[x, ,..-> xn] to an element of A. Then f (xl ,. .., x,) is equivalent (conjugate) in 
Ah ,..., x,] to f (O,..., 0). 
Proof. We shall give the proof for the case of conjugacy, the case of equival- 
ence being similar. 
First, if f(xl ,..., x,) is conjugate in A[x, ,..., x,] to an element of A then 
f (x1 9**., xJ is conjugate to f(O,..., 0); indeed there is an invertible element 
p(x, >*a., x,J in A[xl ,..., x,J such that 
P% >-**, x,)f (x1 ,.a., xn)p(xl ,..., x,) = a E A 
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and so $-‘(0 ,..., O)f(O ,..., O)p(O ,..., 0) = a, that is f(O ,..., 0) is conjugate to a 
which is conjugate to f(~r ,..., xJ. 
The proof of the proposition is by induction on n. Let n = 1, x, = X. Assume 
that for any maximal ideal MZ of Rf,J x is conjugate tof,(O). Let m be a maximal ) 
ideal of R. There is an invertible element p(x) in A,[x] such thatp-r(x)f,(x)p(x) = 
fX4. In A&, ~1 we have: P-Yx t r)f,& + y> P(X + Y) = L(O), 
P(X) F’(X + Y>fm(~ + Y) P(X + Y> P-w = P(4L(O) P-w = L&q. 
Let q(x, y) = p(x t y) p-‘(x) E A,[x, y]. We have q(x, 0) = q-r(x, 0) = 1. 
Therefore there is s E R - MZ such that q(x, sMy), q-l(x, s,y) are in the canonical 
image of A[x, y] in A,[%, y]. Let Y r , y2 be elements in A[x, y] such that P, = 
Qb LY), r2 = q-l(x, s,y), Y,(x, 0) = y2(x, 0) = 1. There is t E R - m &h 
that t(r,r, ” 1) = t(r,r, - 1) = t(r,(x, y)f(x + sy) yl(x, y) - f(x)) = 0. As 
yl(x, 0) = Y,(x, 0) = 1 we get: 
Yl(X, ty) y*(x, ty) - 1 = y2@, tr) Y,(X, fY) - 1 
= y&9 ty)f(x + sty) Ylh tr> -f(x) = 0. 
Let Y = st. We have: Y E R - m, Y~(x, ty) = Y;‘(x, ty), 
G’(% tr>.f(x + YY) Yl(X, tr> = .f(x). 
Let ‘2I = {Y E R: f(x + ry) is conjugate in A[x, y] tof(x)>. Cu is an ideal in R. 
Indeed 0 E a. Let a, , us be in K f(~ + (a, + as)y) = f((x + ury) + say) 
is conjugate in A[x, y] to f(x + u,y) since us E %, and f(x + ury) is conjugate 
to f(x) since a, E 2l. Therefore a, + ua E CLI. If a E 91, Y E R, then f(x + ray) 
is conjugate tof(x) and so YU E 2l. 
We have shown that ‘3 is not contained in any maximal ideal of R, therefore 
% = R, f(x + y) is conjugate to f(x). By substituting x -+ -y we get: f(0) is 
conjugate to f(x). 
Let R > 1. Let k’ be a maximal ideal in R[x, , . . . , x,-r]. Let CHZ be a maximal 
ideal in R which contains .M n R. We have R\m 2 R[x, ,..., x,-,1 - 4 and 
so there is a canonical homomorphism A,[x, ,..., x,J -+ A[x, ,..., x,,]~[x,J. 
By assumption f,Jxr ,..., x%) is conjugate to f,JO ,,.., 0) in A,[x, ,..., x,J. Using 
the canonical homomorphism above, we see that f&(x1 ,..., x,) is conjugate to 
f&(0 ,..., 0) in A[x, ,..., x,&[x,]. By the case n = 1 we conclude thatf(xr ,..., x,) 
is conjugate to f(0 ,..., 0) in A[Xr ,..., x,]. 1 
The same method of proof shows, for example, that for an R-algebra A an 
element f(x, ,..., x,) E A[x, ,..., x,] is of the form f(xI ,..., x,J = 9(x, ,..., x,) a 
with p(x, ,..., x,) invertible and a E A if this is true for any localization at a 
maximal ideal of R. 
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Proposition 1 can be applied to square matrices. The part concerning equival- 
lence is true also for rectangular matrices and can be proved in the same way. 
Using Proposition 1 for idempotent matrices, we conclude that finitely generated 
projective R[x, ,..., x&modules are extended if, for any maximal ideal m of R, 
finitely generated projective R,[x, ,..., x&modules are extended. For this 
application we have of course the more comprehensive Quillen’s theorem [lo, 
Theorem l] which we shall prove now by the same method. We recall that an 
RF, ,‘.., x&module M is called extended if there is a (necessarily unique up to 
R-isomorphism) R-module N such that iVZ g N @s R[x, ,..., x,]. 
First we introduce some notation. If v: A -+ B is a homomorphism of rings 
and M an A-module, we define the B-module M, = M @A B, where B is made 
a left A module via pullback along 9. If 4: B -+ C is another homomorphism 
we identify M,., = (M,), . 
We will be interested in the situation where A = R[x, ,..., xn] and p: A + B 
is an R-algebra homomorphism. Here 93 is determined by an n-tuple (b, ,..., bP1) E
Bn, and MQ will usually be denoted Mt,l,+..,,n) , where the context should imply 
what B is. An A-module M is extended if and only if 
M = W' @R[q,....x,l RPx, ,..-Y %k I...> %z)) @R RF, ,.-., %I 
which in our notation can be expressed as Mtzl ,..., zB) g MC,, ,..., O) , where we 
have taken B to equal A. 
THEOREM (Quillen, [ 10, Theorem I]). Let M be a JiniteZy presented R[x, ,..., 
x&nodule. Assume: M,,, is extended from R,,, for every maximal ideal m of R. 
Then M is extended. 
Proof. For 71 = 1, x = xi . Let MZ be a maximal ideal of R. Taking A = 
R,Jx] there is an isomorphism Ma($) z M,to) . Taking now B = R,[y, z] 
there is induced for every Y E Ii, an isomorphism of R,Jy, a] modules: 
M Ad (l/+rz) 2% M m(o) b+m) 
or equivalently dv+,.*: M(Y+rz) % M,(,) . Let 
Since P)(~,~) = I and M is finitely presented, it can be shown that there is 
Y E R - m such that ~)(~,r~~) is induced by an R[y, a] isomorphism Mfy+rz) s 
Mm - 
Let 2l = (Y E R: M(ar+,.z) E Mty) as R[y, z] modules}. 5!I is an ideal in R. 
We have proved that ‘3 is contained in no maximal ideal of R. Therefore % = R, 
MG+A z WY) ad so Mc~+~)(~.-~) s Mc~)(~,-~) , Wo) = MM that is, M is 
extended. 1 
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As we have seen, Quillen’s theorem states in particular that the condition: 
“finitely presented R,[x]-modules are extended for each maximal ideal &’ is 
sufficient for the property: “finitely presented R[x]-modules are extended.” 
For projective modules, the condition is also necessary. More precisely, we have 
PROPOSITION 2. Let S be a multiplicative set in a ring R. Assume: fkitely 
generated projective R[x, ,..., x,]-modules are extended. Then finitely generated 
projective R,[x, ,..., x J-modules are extended from R, . 
Proof. By induction on n. Clearly it is enough to consider the case n = 1, 
xi = x. If m is a maximal ideal in R, , then there is a prime ideal p in R such 
that (R,), s R, . Therefore we can assume by Quillen’s theorem that R, 
is local. We have to show that for any k any idempotent e(x) in MrJR,[x]) is 
conjugate to a standard idempotent, that is an idempotent of the form 
0 
0 
0 
C 
As R, is local, e(0) is conjugate in M,(R,) to a standard idempotent. We can 
assume that e(0) itself is a standard idempotent. In this case there is t E S such 
that e(tsx) belongs to the canonical image of M,(R[x]) in M,(R,[x]). There is 
e, E MrJR[x]) such that (eJs = e(tSx) and e,,(O) is a standard idempotent. There 
is u E: S such that u(eo2 - eo) = 0. As (e,,(O))2 = e,(O) we get: e,,“(ux) = e,(ux). 
By assumption there is p(x) E GL,(R[x]) such that p-‘(x) e,,(ux)p(x) = e,-,(O). 
We have in M,(R,[x]): p;‘(x)e(tguSx)p,(x) = e(0) and so p;l(x/t,u,) x 
44Ps(x/%) = 40). I 
We recall that if P is a finitely generated projective module over a ring R and 
p is a prime ideal in R, then rank, P is defined as the rank of the free R,- 
module Pp . Rank P is a locally constant function rank P: Spec R -+ N, where 
Spec R is the prime spectrum of R topologized by Zariski topology. The set of 
functions Spec R -+ N is partially ordered: f < g if f (p) <g(p) for any pi Spec R. 
In particular, if we denote by r the constant function Spec R -+ N, we mean by 
“rank P < r” the property: rankp P < r for any p E Spec R. As rank P is 
locally constant, P is of constant rank if and only if rank P is constant on the set 
of minimal prime ideals in R. All finitely generated projective R-modules are of 
constant rank if and only if R contains no nontrivial idempotents. 
The following lemma will be needed later. 
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LEMMA 3.’ Let S be a multiplicative set in a ring R. Assume: jinitely generated 
projective R[x, ,..., x,,]-modules of rank <r are extended. Then projective R,[x, , . . . , 
x,]-modules of rank <r are extended. 
Proof. As in the proof of Proposition 2, we can assume R, to be local, n = 1, 
x = xl . Let P be a projective R,[x]-module of rank <cr. From the proof of 
Proposition 2 or directly we see that there are t E S and a projective R[x]-module 
Q such that Ptt,z) g Qs, rank Q = rank P < 7. Therefore Pt,u g PC,,) , 
Pb) E PC,,) , P is extended. 
From the proof of Proposition 2 we obtain 
PROPOSITION 4. For any ring R the following conditions are equivalent: 
(a) Finitely generated projective R[x, ,..., x,]-modules are extended. 
(b) Fnitely generated projective R[x, ,..., x,]-modules of constant rank are 
extended. 
(c) Any $nitely generated projective R[x, ,..., x,,]-module P such that 
P/(x1 >*.., x,)P is R-free, is free. 
Proof. (a) implies (b) is obvious. (b) implies (c) since the minimal primes of 
Rx, ,..., xn] come from minimal primes of R and so a projective module P as 
in (c) is of constant rank. Finally (c) implies (b) by Quillen’s theorem and the 
proof of Proposition 2. 1 
Let R be a noetherian ring of finite Krull dimension d. Then by Serre’s 
theorem [12, 4 Theorem l] any finitely generated projective R[x, ,..., xJ- 
module of constant rank is of the form P @F where rank P < d + n and F 
is free. Therefore, finitely generated projective R[xl ,..., x,]-modules are extended 
provided R[x, ,..., x,]-modules of rank <d + n are extended. Theorem 11 
lowers this bound on the rank to d. In particular, this bound does not depend on n. 
Let P be a module over a ring R, p E P. We denote by o(p) the set {v(p): 
p7 c P*} where P* = Hom,(P, R). o(p) is an ideal in R. If P is a direct summand 
of a free R-module F with basis (/,},Cl and p = C rJi , r; E R, then o(p) is the 
ideal in R generated by {Y~}~~[. p is u&modular (that is, the homomorphism 
R ---f P, r ++ rp is a splitting monomorphism) if and only if o(p) = R. 
PROPOSITION 5. Let A be a noetherian ring, P a Jinitely generated projective 
A-module, rank P > r. Then P contains an element p such that height o(p) > r. 
To prove Proposition 5 we shall simply repeat the proof of [12, Theorem l] 
with suitable modifications. As in [ 121 we derive Proposition 5 from the stronger 
Lemma 8 which will be proved by induction. 
From now on to the end of the proof of Proposition 5 we fix the following data 
and notation: A is a ring, X = Spec A is the prime spectrum of A topologized 
by Zariski topology. We assume X is a decomposition space, that is, every closed 
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set in X is a finite union of irreducible closed sets (see [5, Section 31). For 
example, if A is a noetherian ring, X is a decomposition space. We assume given 
a finitely generated projective A-module P. For x E X, P(x) is the module P/xP 
over the integral domain A(x) = A/x. If s E P we denote by s(x) the canonical 
image of s in P(x). The elements sr ,..., sh of P will be called linearly dependent 
at x E X if s,(x),..., So are linearly dependent in P(x) over A(x), that is, there 
are hi E A(x) (1 < i < h) such that Q,(x) + ... + &s(x) = 0 and not all Ai 
are zero. The set of points x E X at which sr ,..., sh are linearly dependent is 
called the singular set of sr ,..., sh . It is a closed set (see [12, Lemma 31). 
As we shall see, for the validity of Proposition 5, it is enough to assume X is 
a decomposition space instead of the assumption that A is a noetherian ring. 
LEMMA 6. Let y1 ,..., yn , x1 ,..., z, in X. Assume: yi g zi (1 < i < n, 
I < j < m), xj g zk for j # k. Let /tj E A(z,), 1 < j < m. There exists f E A 
such thatf(yJ = 0 (1 < i <n) andf(zj) # Xj (1 <j < m). 
Proof. There exist elementsg, in A: gj E ny=, yi n nkzj zk - zj (1 < j < m). 
Let fj = gj if gj(zj) # hj and fj = 0 otherwise (1 < j < m). Let f = Cj”=r fj . 
Clearly f satisfies our requirements. a 
LEMMA 7. Let x, ,..., x, , y1 ,..., ym in X. Assume: Xi $ yj for any i, j, yf # yj 
for 1 < i < j < m. Letpzj , 1 < I < ri be elements of P(y,) where rj < rank,*tp) ,
1 < j < m. Then there exists an element s of P such that s(x~) = 0 (1 < i 6 n) 
and s( yj) is independent on the plj (1 < I < rj) for any 1 ,< j < m. (That is there 
are no X, h, in A( yi) such that X # 0 and hs( yj) + CiLl h,plj = 0). 
Proof. We proceed by induction on m. For m = 1 take t E P such that t(yl) 
is independent on the p,, (1 < I < rl) and h E flF=, xi - yr . Set s = At. 
For m > 1, without loss of generality, assume ym to be minimal among the yi . 
By the inductive assumption there is t E P such that t(xi) = 0 (1 < i < n) and 
t(yj) is independent on the p,, (1 < I < ri) for 1 < j < m - 1. If t(y,) is 
independent on the prM (1 < 1 ,< r,) set s = t. If t( y,J is dependent on the 
P rm , take u E P such that u( ym) is independent on the pzm (1 < 1 < Y,) and 
X E nTcl Xi n nyCll yj - Ym . Clearly s = t + XU fuffils our requirements. fl 
LEMMA 8. (The formulation of this lemma and its proof are reproduced with 
suitable modifications from [5, 4 Theorem 41. See [12, Theorem 21). 
We are given the following data: 
(i) F a closed set in X. 
(ii) x, ,..., x, elements of F. 
(iii) y,,...,y,inFsu~hthatx~gy~for 1 <ien, 1 <j<m,yi-#yi 
for1 <i<j<m. 
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(iv) PZj , 1 G l < ri, 1 e ements in P( yj) with rj < rank,,(P) (1 ,< j < m). 
69 s1 ,..., s, E P which are linearly independent at each x # F. 
(vi) An integer k 2 0 such that h + k < rank P. 
Then there exist s E P andF’ a closed set in X such that 
(a) s(xJ = Ofor 1 < i < n. 
(b) sirs) dp d t zsineenen onthep,,(l<l~rj),l~j<m. 
(4 s1 ,..., s, , s are linearly independent at each point x $ F LJ F’. 
(d) codimP’ > k. 
Proof. By induction on k. 
k = 0. Take F’ = X and apply Lemma 7. 
k 2 1. By induction there exist u E P, G closed in X such that 
(a’) ZI(X~) = 0, i = I,..., n. 
(b’) U( yj) is independent on the prj (1 ,< 1 < rj), 1 <j < m. 
(4 sr ,..., sh , u are linearly independent at each x $F u G. 
(d’) codimG= k- 1. 
Without loss of generality assume G = Gr u ... U G, where the G, are the 
irreducible components of the singular set of sr ,..., sh , u which are not 
contained in F. (Note: if G = 0, v = 0). Choose yi E G, - (F U (Jo+ GB), 
ci = 1, 2,..., V. We have rank,; P > h + k > h and so we can apply induction 
again, this time to 
(i’) FUG, 
(ii’) x1 ,..., x, , 
(iii’) y1 ,.-, ym , yI ,..., y: (we have, e.g., xi $ yl because xi E F, y: 6 F and F 
is closed in X). 
(iv’) pzj , 1 < I< rj, 1 <i < m, sJrA>, 1 d p <h, 1 d a ,< v, 
@‘) s1 ,.*., sh , u which are linearly independent outside F u G, 
(vi’) k - 1 (we have (h + 1) + (k - 1) = h + k < rank P). 
We obtain t E P and H closed in X such that 
(a#) t(xi) = 0, i = l,..., n, 
(b”) t(yj) is linearly independent on thep,) (1 < 2 < ri) for 1 < j < m, 
t(yJ is linearly independent on sl( yi),..., sh( y:) for 1 < 01 < V. 
Cc”> sl ,***, sh > II, t are linearly independent outside F u G u H. 
(d”) codim H > k - I. 
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As before we may assume H = HI u ... u Hd with the H, the components 
of the singular set of S, ,..., sh , u, t not contained in F U G. (Again if H = O, 
d = 0). We choose z, E H, - (Fu G u uz+s H,), /I = l,..., d, whereupon 
(*) si(z,J,..., sh(zs), ~(2~) are linearly independent in P(+), /3 = l,..., d. 
By Lemma 6 we choosef e R such that: 
(1) f(Yj) = 0, i = l,..., m, 
(2) f(ya) = 0, 01 = l,..., y, 
(3) if there exists h, E A(z;) such that for suitable p # 0, pi ,..., ph in 
44 we have p&4 + ... + w&4 + p(t + &U(G)) = 0 then f(4 f ho , 
p = I,..., d. (Note that X, , if it exists, is necessarily unique by (*)). 
Finally we set s = t + fu and take for F’ the union of the components of the 
singular set of si , . . . , s,, , s not contained in F. 
(a) Follows from (a’), (a”). 
(b) Follows from (b”) and (1). 
(c) Immediate from the definition of F’. 
To establish (d) we first note the obvious fact that if s, ,..., sh , s = t +fu are 
linearly dependent at x E X, then si ,..., sh , t u are also linearly dependent at X. , 
Hence the singular set of si ,..., s,, , s is contained in that of si ,..., sh , t, u, the 
latter being contained inF u G u H by (c”). Therefore F’ 6 F u G u Hand from 
this it follows that codim F’ > k - 1. If F’ = @ we are done (recall codim ,@ = 
co), so we assume F’ # o and we must show codimF’ > K - 1. If codimF’ = 
k - 1 let K be a component of F’ of codimension k - 1. Then clearly K must 
be a component of either G or H, that is K = some G, or some H, . Therefore 
some y: E K or some a, E K. But the singular set of si ,..., s,, , s cannot contain y: 
by (b”) and (2) and cannot contain za by (3) and (*), so we have a contradiction. 1 
Proof of Proposition 5. Take in Lemma 8: F = a, n = m = h = 0, k = Y, 
and notice that the singular set for p E P is the set of x -3_ o( p). 
LEMMA 9. Let R _C R’ be rings, let a E R’ such that R’ = R[a], j an element of 
the Jacobson radical of R, f ( ) x a manic polynomial in R[x]. Then for any b in R’, 
1 + jb andf(a) generate the ideal (1) of R’. 
Proof. Assume that there is a maximal ideal & in R’ = R[a] which contains 
1 + jb and f(u). Asf( x is manic R[a]/A is an integral extension of R/A’ n A ) 
and so J? n R is a maximal ideal in R. Therefore j E JZ n R and &S! = (1). 
Contradiction. 1 
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LEMMA 10. Let R be a local ring and P a jiniteb generated projectizre R[x]- 
module, Assume: there exuts p E P such that o(p) contains a manic polynomial. 
Then P contains a unimodular element. 
Proof. If rank P = 1, then P is free by our assumption and [lo, Theorem 31. 
Assume rank P > 1. Let & be the maximal ideal of R and I) -- R[x]/JHR[x] 2 
R,M[x]. D is a principal ideal domain and so R =: P/M P is free over I). 
Choose a basis of P over D. As rank P Jr> 2 there is an elcmcnt q of the chosen 
basis (Q E P) such that p and q arc linearly indcpendcnt in P over 1). The coor- 
dinates of d and q with respect to the chosen basis (after a suitable reordering 
and multiplication by a unit) appear as follows: 
P* (01, BY.), 
qtt (0, 1, 0 )... ), 
with OL manic in D. Letf(x) be a manic polynomial in R[x] (of degree >O) such 
that f = 01. 
We claim that there is a finitely generated free R[x]-module F which contains 
P as a direct summand and has a basis relative to which one of the coordinates of 
p is a manic polynomial. Indeed for S = R[x], o(p) equals the set ,Y’r: {s E S: 
there is a finitely generated free S-module F which contains P as a direct sum- 
mand and has a basis relative to which s is one of the coordinates of pj. (‘1’0 
prove the last assertion take a free finitely generated S-module F, which contains 
P as a direct summand and choose a basis for F. . The ideal generated by the 
coordinates of p with respect to this basis is o(p) and so, for given s E o(p) we 
can choose a basis for F = F,, @ S relative to which one of the coordinates of p 
is s. Therefore o(p) C z%? Ob viously .Y’ C o(p) and so ,Y L o(p).) 
From the existence of the fret R[x]-module F as above we conclude that for a 
sufficiently big K, if I -; q -;- xhjp, then O(Y) contains a manic polynomial. 
Clearly f is unimodular in P and so r is unimodular in P by Lemma 9. 1 
Remark. Lemma 10 holds under the more general assumptions that R is 
semilocal and rank P is constant or: R is semilocal and rank P > 2. Indeed, in 
the latter case let Ai (1 Y: i < n) be all the maximal ideals of R. By the proof 
of Lemma 10, for each i there exists qi in Y and a manic polynomialfi(x) in R[x] 
such that qi 7 xkjiP is unimodular mod JY~R[x] for ang k. We may assume that 
fi are of the same degree (we can multiplyf, by x 6a for suitable ki). Then there 
is a manic polynomial f(.x) E R[ x such that f ] fi mod .KjR[x] (i =: I ,..., n) 
Let q E P such that q qi mod .MiP, i :- I,..., n. Then for sufficiently big k 
o(q 1- x”fp) contains a manic polynomial and then q k xhjp is unimodular 
because it is unimodular mod .AliR[x] for any i. 
It is interesting to know if Lemma 10 holds for any ring R (cf. [lo, Theorem 31). 
Jt would be so provided the following assertion were true: let P be a finitely 
generated projective R[x]-module. Assume: P,,, contains a unimodular clement 
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for each maximal ideal YZ of R. Then P contains a unimodular element (cf. 
Quillen’s theorem above). 
THEOREM 11. Let R be a noetherian ring. The following properties are equiza- 
lent: 
(a) Finitely generated projectizle R[x, ,..,, x,]-modules are extended. 
(b) Finitely generated projective R,,,[x, ,..., x&nodules of rank < Krull 
dim R, are free for each maximal ideal +A of R. 
(c) Finitely generated projectizle R[x, ,..., x&nodules of rank < Krull 
dim R are extended. 
Remark. Condition (c) can be further restricted to projective R[x, ,..., x,]- 
modules of constant rank or even to projective R[x, ,..., x,]-modules P such that 
P/(x, ,...) x,)P is a free R-module (see Proposition 4 above). 
Proof. Clearly (a) :> (c). By L cmma (3) (c) > (b). We have to prove 
(b) 3 (a). By Quillen’s theorem we can assume R is local. Let d = Krull dim R. 
We proceed by induction on n starting with n = 0. Let n > 1. Let P be a 
finitely generated projective R[x, ,..., x,]-module. R[x, ,..., x,J has no nontrivial 
idempotents and so rank P is constant. We use induction on rank P. If rank 
P < d then P is free by assumption. Assume rank P > d. Then by Proposition 5 
there is p E P such that height o(p) > d. By [4, Section 4, Lemma 31 we can 
assume that o(p) contains a manic polynomial in x,~ . Let wz be a maximal ideal in 
Rx 1 ,..., x, ,I. By Lemma 10 P,, contains a unimoduiar element, so P,,, s 
Q 0 S where S = R[x, ,..., x ,,-, ],[x,J and Q is a projective S-module. 
rank Q = rank P -- 1 and so by the inductive assumption on the rank and by 
Lemma 3 Q is extended from R[x, ,..., xn..JW . Therefore P,” is a free S-module. 
By Quillen’s theorem P is extended from R[x, ,..., x,-,-J and by the inductive 
assumption on n - 1 P is extended from R. 1 
If R is a noetherian ring of Krull dimenson 0, then finitely generated projective 
Rb 1 >..., x&modules are extended. This follows from Theorem 11, but it is 
also a direct consequence of [ 10, Theorem 41: indeed by [l, Proposition 2.121 
WC can assume that R is reduced and then R,,, is a field for any maximal ideal m. 
Assume now that R is a noetherian ring of Krull dimension 1. In this case by 
Theorem 11 finitely generated projective R[x, ,..., x,]-modules are extended 
if and only if projective R[x, ,..., x&modules of rank 1 are extended. If R is an 
integral domain this extension property (for any n) is equivalent to each of the 
following properties by [7, Corollary 4.41: 
(a) R is seminormal (weakly normal in [7]). 
(b) Projective R[x]-modules of rank 1 are extended. 
(c) There arc positive integers Y and n such that projective R[x, ,..., x,J- 
modules of rank I are extended. 
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The equivalence of (c) to the other properties follows from Quillen’s theorem 
and the fact that projective modules of rank 1 which are stably free are free (see, 
e.g., [4, Section 23. 
For the case that R is not an integral domain see [13]. Theorem 11 supports the 
conjecture that for a noetherian ring R Serre dim R[x, ,..., XJ < Krull dim R 
(see [6, Section 91). This conjecture is true for R noetherian semilocal and n = 1 
(see the remark after Lemma 10 and the proof of Theorem 11 above). 
PROPOSITION 12. Let R be a noetherian ring of finite Krull dimension d. Let P 
be a projective R[x, ,..., x,,]-module of rank > d for which there exists an extended 
finitely generated projective R[x, ,..., x,]-module E such that P @ E is extended. 
Then P is extended. In particular Jinitely generated projective R[xl ,.,., x,]- 
modules of rank > d are extended provided R is a regular ring. 
Proof. Let S = R[x, ,..., xJ. By Quillen’s theorem we may assume R is 
local, E is S-free, E = Sk. Using induction on k we may assume k = 1. As is 
well known the property “P @ S is free =z- P is free for any finitely generated 
projective S-module P of rank > d” is equivalent to the property “any uni- 
modular row over S of length > d + 2 is completable to an invertible matrix 
over S.” Given a unimodular row of length 3 d + 2 over S, we may assume by 
[4, Section 4, Lemma 41 that this row contains a manic polynomial in x, . In 
this case the row is completable to an invertible matrix over S (see [l 11). 
In case R is regular, for any finitely generated projedtive R[xl ,..., x,]- 
module P there exists an extended finitely generated R[x, ,..., x,]-module E 
such that P @ E is extended. Therefore the last part of the proposition follows 
from the first. 1 
As we have seen above and as it is well known, under certain assumptions, 
a finitely generated projective module of sufficiently big rank contains a uni- 
modular element. We shall present now an example of a nonfinitely generated 
projective module over an integral domain which contains no unimodular 
elements. Nonfinitely generated projective modules over an integral domain are 
uniformly big [2, Section 41 and so we conclude that uniformly big projective 
modules are not necessarily free (see [9, V. Rem (3)]). Our example is in fact 
an iteration of Kaplansky’s example (see, e.g., [3, Section 2 p. 71). 
EXAMPLE. Let R = [W[X, , xa ,... ]/a where R[xl , xa ,... ] is a polynomial 
ring in an infinite numner of indeterminates over the real field [w and ‘5& is the 
ideal in R generated by xn2 + xi,, + x”,+~ - 1 for n = 3k + 1 (k = 0, I,...). 
R is an integral domain. R is the ring of all polynomial real functions on the 
differentiable manifold S = lim ind(S2)“((S2)” = {S2 x ... x Ss]/n times). Let 
RN be the infinite direct sum R @ R @ . . . . For n = 1, 2,... let P, = {a = 
(a, , a2 . ..) E RN: a3n-2X3n-2 + a3n--1xS3n--l + a3,$& = 0 and a, = 0 for i -f 
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3n - 2, 3n - 1, 3n). P, is a finitely generated projective R-module because the 
ideal (5&-s , %?a’3n&.3n) = R. 
Let M = Cc=, P, . The sum C P, is direct, P is a nonfinitely generated 
projective R-module. We claim that P contains no unimodular elements. Indeed 
assumef = fi + ... + f, E P, fi E Pi and all the coordinates off in RN belong 
to R[q ,..., %J C R. Without loss of generality s = 3m (we can add fi = 0 or 
%k at will). In this case f defines a continuous vector field tangent to (S2)m, 
f : ( S2)m+ (R3);“(x, ,..., xQrn) -+ ( fi(xl ,..., Xa,,J ,..., fm(xl ,..., x3,,J). But such a vector 
field has a zero on (Sa)m (See [S, Chapter 17, Corollary 7.31) and so iff = (a, ,..., 
u~,,~ , O,...), ai have a common zero and therefore the element f of P is not uni- 
modular. 
Remarks. In the example above P is a nonfree nonfinitely generated projec- 
tive module, but P @ P is free because P, @ P, is free for any n. This answers 
in the negative a question posed by Professor Istvan Beck. 
CLAIM. The free R-module F = RN contains an infinite sequence of 
elements g, , g, ..* such that for any n {g, ,... , gn} is completable to a basis of F, 
but the sequence {g, , g, ,...} is not completable to a basis of F, furthermore the 
R-submodule of F generated by {g, , g, ,...} is not a direct summand ofF. 
Proof. For any n let h, E F such that P, @ Rh, = Re,,-, + Re,,-, + Re3, , 
{e,} being the standard basis of F. Let g, = e, , g, = e2 , gi = e3 . Let g, , g, , g; 
be a basis of the free R-module P, + Rg; = P2 @ Rg; . Let g,, g,, g; be 
a basis of P3 @ Rgi and so on. In this way we obtain an infinite sequence of 
elements in F: g, , g, ,... . 
For any n k, ,...,g,J is completable to a basis of F: indeed by suitably en- 
larging n we can assume that gi,, is defined and then there is k such that 
Rg, 4 ... t Rgn + Rg:,, =P~O...OP,ORh,.Q!=C,~,+,PifC~zRhi 
is a direct complement of Rg, + ... + Rgn + Rgk,, in F. Q is free by Eilenberg’s 
lemma [2]. 
The submodule of F generated by g, , g, ,... is not a direct summand of F, 
otherwise it would be a direct summand of P @ Rh, and so P @ Rh, would be 
free by Eilenberg’s lemma, which is not the case. (It is easy to prove using 
Eilenberg’s lemma that for any ring R, not necessarily commutative, the following 
assertion holds: if P and Q are R-modules, P is nonfinitely generated, P @ Q 
is free, and type P > type Q, then P is free. The type of a module is the minimal 
cardinality of a set of generators). 1 
By the proof above the module L = P @ R is a nonfinitely generated projec- 
tive R-module which contains for any n a direct summand with a basis of n 
elements, but does not contain a nonfinitely generated free direct summand 
(otherwise L would be free by Eilenberg’s lemma). 
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