In the insect olfactory system, oscillatory synchronization is functionally relevant and reflects the coherent activation of dynamic neural assemblies. We examined the role of such oscillatory synchronization in information transfer between networks in this system. The antennal lobe is the obligatory relay for olfactory afferent signals and generates oscillatory output. The mushroom body is responsible for formation and retrieval of olfactory and other memories. The format of odor representations differs significantly across these structures. Whereas representations are dense, dynamic, and seemingly redundant in the antennal lobe, they are sparse and carried by more selective neurons in the mushroom body. This transformation relies on a combination of oscillatory dynamics and intrinsic and circuit properties that act together to selectively filter and synthesize the output from the antennal lobe. These results provide direct support for the functional relevance of correlation codes and shed some light on the role of oscillatory synchronization in sensory networks.
In the insect olfactory system, oscillatory synchronization is functionally relevant and reflects the coherent activation of dynamic neural assemblies. We examined the role of such oscillatory synchronization in information transfer between networks in this system. The antennal lobe is the obligatory relay for olfactory afferent signals and generates oscillatory output. The mushroom body is responsible for formation and retrieval of olfactory and other memories. The format of odor representations differs significantly across these structures. Whereas representations are dense, dynamic, and seemingly redundant in the antennal lobe, they are sparse and carried by more selective neurons in the mushroom body. This transformation relies on a combination of oscillatory dynamics and intrinsic and circuit properties that act together to selectively filter and synthesize the output from the antennal lobe. These results provide direct support for the functional relevance of correlation codes and shed some light on the role of oscillatory synchronization in sensory networks.
Electroencephalogram and local field potential (LFP) oscillations generally indicate periodic coherent synchronization of neuronal assemblies (1) (2) (3) (4) (5) (6) . Although the occurrence of macroscopic oscillations has now been correlated with various sensory, behavioral, or cognitive states in mammals (7) (8) (9) (10) (11) (12) , the functional significance of such observations is debated (13, 14) . Many hypotheses based on temporal correlations have been proposed (14) (15) (16) (17) ; among others, one proposes that cortical neurons might act as coincidence detectors instead of integrators and thus select for correlated input (18, 19) . Most hypotheses, however, remain tentative for lack of a direct experimental test. The olfactory nervous system, in which molecular design (20) (21) (22) (23) , circuit architecture (23) , and oscillatory dynamics (1, 2, 24, 25) appear common across phyla, offers a rare opportunity to study some of these coding issues.
Olfactory Circuits
The insect antennal lobe (AL) is the analog of the vertebrate olfactory bulb. In locusts, each AL receives input from about 90,000 olfactory receptor neurons and contains about 1130 densely interconnected neurons [300 local inhibitory neurons and 830 excitatory, multiglomerular projection neurons (PNs)] (24, (26) (27) (28) (29) . Each AL sends distributed projections to the ipsilateral mushroom body (MB), a memory area (30) (31) (32) (33) (fig. S1 ). PNs are the only channel for olfactory input to the MB. Conversely, there is no evidence for feedback from the MB to the AL. Each locust MB contains about 50,000 small neurons [Kenyon cells (KCs) ] (24, 34) , whose spiny dendrites receive direct input from PNs (24) . In locusts, each PN contacts about 600 KCs (about 30 synaptic varicosities per PN axon times about 20 distinct synaptic contacts with different KC profiles per varicosity) (35) . Each KC receives contacts from many PNs, as indicated by incremental electrical stimulation of PNs. The total number of outputs made by all PNs onto KCs must equal the total number of PN inputs received by all KCs; hence, if 830 PNs project to 50,000 KCs with 1: 600 divergence, the average PNto-KC convergence is on the order of 10. Although it remains unknown, these ratios probably vary little more than a few fold across the PN/KC populations. The dendritic tree of a typical KC contains 100 to 200 spines (24) . Many of these inputs must thus originate outside the AL.
Odor-evoked PN responses exhibit globally coherent 20-to 30-Hz oscillations and stimulusand PN-specific slow modulation of firing rate, both shaped in great part by local neuronmediated inhibition (26) (27) (28) (29) 36) . Hence, during a stimulus, the AL output consists of barrages of spikes from an evolving PN assembly. Although individual PN spike timing during one oscillation cycle can be phase-locked, this locking does not occur for all PNs active during that cycle. At what time(s) a PN locks to others depends on both the odor and the PN. To understand the decoding of PN output by KCs, we examine the firing behavior of both populations at rest and in response to odors.
Resting Activity
We measured baseline activity profiles of PNs and KCs over stretches of uninterrupted recording several minutes long in naïve animals, with multiple tetrode recordings (37) ( fig. S2 ). At rest, the PN population fired at a mean rate of 3.87 Ϯ 2.23 spikes per s per PN (range, 0.49 to 10.4; n ϭ 35 PNs). Baseline firing was Ͼ100 times lower in KCs (median, 0.025 spike per s; interquartile range, 0.088 spike per s; n ϭ 23 KCs) ( fig. S3) . Hence, despite a constant excitatory drive from PNs, KCs at rest remained remarkably inactive.
Response Selectivity
We challenged PNs and KCs in awake animals with a panel of odors (typically 17; range, 5 to 24; 5 to 25 trials per odor; 1-s pulses; 20 to 30 s between trials) (37) . Experimental conditions were identical for PN and KC recordings.
Spiking response probability. The probability of observing a stimulus-evoked change in firing behavior was different across the two populations ( Fig. 1) . Most PNs exhibited a reliable change in firing behavior within the first few seconds after stimulus onset. They showed complex temporal patterning (with increases and decreases in instantaneous firing rate) that often greatly outlasted the stimulus itself (Fig.  1A) . Many of these responses were inhibitory, and many of these inhibitory periods were followed by a period of increased firing, up to 5 s after stimulus offset. We analyzed excitatory response probabilities across PNs (and KCs) quantitatively by a variety of methods and analysis windows. We show here the results obtained with method A (37) . Results obtained with the other methods are nearly identical (figs. S4 and S5). The distribution of response probabilities for PNs was broad ( Fig. 2A) , with a mean over all cells of 0.64 (median, 0.74; interquartile range, 0.57; n ϭ 58 PNs, 1140 PN-odor pairs). KC responses to these same odors were extremely rare: over all KCs (n ϭ 74 KCs, 1101 KC-odor pairs), 58% failed to show any detectable response to any of the odors presented ( Fig.  2A) . The distribution of response probabilities was heavily skewed toward low values ( Fig.  2A) , even when only those KCs that produced at least one response were considered. The mean response probability, after averaging all the individual response probabilities of the KCs was 0.11 ( Fig. 2A) (median, 0.00; interquartile range, 0.12). Figure 1B shows three typical responsive KCs. Among all recorded KCs, only two responded to all odors presented (8 and 10 odors, respectively). To avoid possible sampling bias, we made recordings from all regions and depths of the KC soma layers. We found responsive and unresponsive KCs everywhere, which is consistent with the anatomy of PN axonal projections in the MB (24) . Similarly, no selection bias toward strong responses existed, for the great majority of them were extremely brief and were rarely detected during the recording. Selective and promiscuous KCs could occur simultaneously on the same tetrode, which indicates that differences in tuning width were not caused by global modulation of excitability over time.
Response intensity. Response patterns and intensities differed in PNs and KCs. Whereas PN responses often lasted several seconds (Fig.  1A) , KC responses were brief and lacked the slow temporal patterning typical of PNs (Fig.  1B) . Using responsive cell-odor pairs, we counted action potentials produced by PNs and KCs over the 3-s window after stimulus onset.
The distribution of PN spike counts over that period was broad, with a mean of 19.53 Ϯ 10.67 spikes. KCs responded with 2.32 Ϯ 2.68 spikes ( Fig. 2A) (38) . We found a negative correlation between KC spike count and response selectivity (Spearman-ranked correlation coefficient, Ϫ0.567, P Ͻ 0.05).
Temporal precision. PN spike probability and precision is PN, odor, and time specific (26) (27) (28) (29) 36) . Time-locked PN spikes were easily detected when they occurred in isolation (for example, Fig. 1C ), but they were also found within sustained responses, which is consistent with previous intracellular results. In KCs, individual responses typically contained about two spikes ( Fig. 2A) , at least one of which could be precisely locked to stimulus onset with a fixed delay. Stimulus-locked spikes were often the first ones in the response of the KCs but could occur at any cycle. The first spike in the response of KC4 (Fig. 1D ), for example, had a jitter of only Ϯ4 ms relative to stimulus onset. Stimulus-locked spikes with such small jitter, however, were not commonly observed. Another measure of precision more relevant to this system is the timing of each action potential relative to its LFP oscillation cycle ( phase) (Fig.  1E ). The mean phase of KC spikes was 83°Ϯ 77°(n ϭ 18 KCs; 0°is oscillation peak). Mean spike phase was the same in the most-and in the least-specific KCs (90°Ϯ 67°versus 86°Ϯ 81°; n ϭ 5 cells each). The spikes within a doublet (or triplet) were typically separated by one to a few oscillation cycles (Fig. 1E ). This indicates that appropriate PN drive to individual KCs lasted several oscillation cycles and that, when a KC spike was fired, it occurred preferentially at the same phase of its oscillation cycle. Figure 2B compresses the responses of 58 PNs and 74 KCs to the same 17 odors and illustrates the contrast between the two population representations (39) . A simple estimate of population sparseness (S P ) is the proportion of cells unresponsive to each stimulus averaged over all stimuli. It thus represents the sparseness of the representation of each odor across the population, averaged over all odors, but ignores the strength of each response. S P was 0.90 in KCs and 0.33 in PNs. S P can also be calculated without relying on how a response is defined by using firing rate distributions for each tested stimulus, whether we detected a response or not (37, 40) . Applied to PNs and KCs, this measure of S P was always greater in KCs (Fig. 2C) . Lastly, sparseness can be calculated for each cell across all the stimuli it has experienced. This measure, called lifetime sparseness, S L , approximates the mean tuning width of each neuron averaged over all neurons. Again, S L was significantly higher in KCs than in PNs (P Ͻ 0.001, t test) (Fig. 2C ). S L and S P were also calculated by using the other response analysis windows or by using only the odor-responsive cells. By all measures, odor representations were always significantly sparser across KCs than across PNs (figs. S4 and S5).
Sparseness of Odor Representations Across PNs and KCs

Mechanisms Underlying Sparsening
Subthreshold KC activity during odor stimulation. Sharp electrode recordings (37) from KCs (n ϭ 29) revealed odor-evoked, subthreshold activity made up of periodic synaptic potentials (Fig. 3A) . These were locked to the LFP (Fig. 3B ) and superimposed on a noisy and irregular synaptic background away from the firing threshold. Appropriate odor-KC combinations revealed reliable and time-specific excitatory postsynaptic potentials (EPSPs) and/or action potentials. The response of the KC in Fig. 3C , for example, contained a train of prominent EPSPs late within the stimulus. One of these EPSPs led to an action potential in half of all trials with that odor. A different KC responded to the same odor with at least two reliable action potentials, at cycles 1 and 3 of the response, whether the neuron was at rest (Fig. 3D) or was held depolarized by current injection. In all tested KCs, the existence, timing, and reliability of these firing events were odor specific. We noted that a large component of the odor-evoked activity in KCs was inhibitory: If the KC was held depolarized by current injection, periodic hyperpolarizing potentials could be seen during a response; if the KC was held above firing threshold, odorevoked inhibition interrupted this tonic firing (Fig. 3, A and C) . Thus, odor stimulation also causes synaptic inhibition of KCs. Finally, the amplitude of odor-evoked EPSPs paradoxically increased when the KC was held depolarized (Fig. 3A) , which suggests active membrane properties. We examined the possibility that synaptic inhibition and KC active conductances work together to make KCs coincidence detectors of PN input.
Source of masked odor-evoked inhibition. Because direct effects of PNs are excitatory and because locust PNs do not contain ␥-aminobutyric acid (GABA) (35) , the source of odorevoked KC inhibition should be downstream of PNs. In addition to sending collaterals into the MB, PN axons terminate in the lateral horn (41) . We identified among their targets there a cluster of about 60 GABA-immunoreactive neurons [lateral horn interneurons (LHIs)], with direct axonal projections to the MB (37) (Fig. 4A ; Movie S1). Intracellular staining of individual LHIs showed profuse axonal collaterals, overlapping with KC dendrites (Fig. 4B) . KC dendrites receive GABAergic input (35) . LHIs thus are well suited to be a source of the odor-evoked inhibitory inputs.
LHI responses to odors. LHIs responded vigorously and reliably to odors (Fig. 4, C and  D) . LHI membrane potential oscillated in phase with the LFP (Fig. 4E) , and, when sufficiently excited, LHIs fired one or a short burst of action potentials at each oscillation cycle (Fig. 4C) . In each cycle, LHI mean firing time lagged 173°b ehind that of PNs (Fig. 4F) . LHI firing phase was independent of odor identity. Synaptic drive to KCs thus likely consists of EPSPs from PNs alternating with inhibitory postsynaptic potentials (IPSPs) from LHIs, occurring preferentially in opposite halves of each oscillation cycle (Fig.  4 , F and G). PN and LHI inputs to KCs differ in one important respect: Because each KC on average receives inputs from a very small fraction of the PNs and because the firing probability and phase-locking of each PN typically evolves during a response, the probability that many of the PNs presynaptic to a given KC fire together within the same half of one oscillation cycle is low. By contrast, individual LHIs showed sustained responses to all odors presented (Fig. 4D) , consistent with the fact that 830 PNs converge onto only about 60 LHIs. Because LHI axons diverge profusely in the MB (Fig. 4B) , individual KCs should receive periodic input composed of consistent IPSPs, alternating with EPSPs whose total strength strongly depends on the stimulus. Sharpening of KC responses to direct PN stimulation. We next tested more directly whether both synaptic inhibition and intrinsic active conductances assist coincidence detection in KCs. To study single EPSP-IPSP cycles in isolation, we used direct electrical stimulation of PNs instead of odors. Evoked postsynaptic potentials in KCs dramatically changed shape and duration when we varied stimulus strength (Fig.  5A) . At high stimulus intensities, a sharp "spikelet" rode atop the depolarizing potential, which suggests active conductances (Fig. 5A , top trace). This spikelet was not an artifact of unusually strong stimuli: When we used a weak stimulus to elicit a smaller EPSP and adjusted holding current so that the KC was near firing threshold, spikelets could also be observed (Fig.  5B) (37, 42, 43 ). Next, we tested the idea that GABAergic feed-forward inhibition also shapes PN-evoked PSPs. At voltages below spikelet threshold, EPSP shape remained strongly voltage dependent (Fig. 5C ). Local injection of picrotoxin (PCT), a GABA A -like chloride channel blocker, into the MB calyx (37) broadened the EPSP and decreased the voltage dependence of EPSP shape (Fig. 5C ). This indicates that the LHI-mediated IPSP normally contributes to the shape and duration of PN-evoked EPSPs. Blocking inhibition in the calyx increased the scatter of KC spike times after PN stimulation (Fig. 5D) . LHI-mediated IPSPs thus contribute to shortening the epoch during which a KC remains depolarized after each volley of PN excitation; it could also explain why KC action potentials are so precisely phase-locked during responses to odors (Fig. 4F) . Hence, the tendency of each KC to convert its excitatory input from PNs into an action potential can be facilitated in the early phase of the compound EPSP by voltage-dependent depolarizing nonlinearities, and it can be antagonized shortly thereafter by feed-forward inhibition. The remaining voltage dependence of the EPSP after PCT injection (Fig. 5C) suggests the existence of an active repolarizing conductance. Thus, both active and synaptic properties probably contribute to making KCs prefer coincident input on a cycle-bycycle basis.
Influence of Feed-Forward Inhibition on KC Responses to Odors
If feed-forward inhibition competes with and resets the periodic excitation of KCs by PNs, antagonizing LHI-mediated inhibition should decrease KC specificity to odors. We tested KCs recorded in vivo with tetrodes with up to 17 odors (10 trials per odor) and retested them immediately after PCT injection into the MB (Fig. 6) . PCT caused no significant change in the KC baseline-firing rate (median, 0.018 spike per s after PCT versus 0.005 before; n ϭ 12 KCs, P ϭ 0.19, nonparametric sign test). PCT caused a broadening of KC tuning, characterized by greatly reduced odor selectivity (Fig. 6 , A to C). Even in KCs that responded to none of the odors presented in controls, responses to these same odors appeared after PCT (Fig. 6 , A to C). Individual KCs did not become responsive to all odors but rather to a larger subset of all tested odors. The mean population and lifetime sparseness calculated over this KC subset was significantly decreased after PCT (S P ϭ 0.70 to 0.41, n ϭ 11 odors, P Ͻ 0.001, paired t test; S L ϭ 0.47 to 0.30, n ϭ 12 KCs, P Ͻ 0.05, nonparametric Wilcoxon signed-rank test). Individual KC response intensity after PCT treatment was not significantly different from control (control, 1.96 Ϯ 0.81 spikes; PCT treatment, 1.82 Ϯ 0.47 spikes), but KC action potentials after PCT lost their locking to the LFP (44) (Fig.  6D; controls, Fig. 4F ). This confirms earlier experiments (Fig. 5, C and D) , which suggest that LHI-mediated IPSPs normally constrain KC integration and spike timing.
Discussion
In the AL, individual odors are represented by a large fraction of the 830 PNs: Baseline activity is high, sparseness is low, and individual PN responses are sustained. In the MB, the same odors activate a small proportion of neurons in a larger population (50,000 KCs): baseline activity is close to 0, sparseness is high, and individual KC responses are rare and typically contain only two action potentials. KC action potentials thus each carry much more information than those of PNs.
How does sparsening arise? We propose that KCs act as selective coincidence detectors on periodic PN input. Because individual KCs receive inputs from only a small fraction of PNs, because the patterned responses of individual PNs are staggered in time, and because EPSP summation by KCs occurs best within a fraction of each oscillation cycle, the conditions appropriate for bringing a KC to threshold are rarely met. During odor stimulation, each oscillation cycle contains both locked and unlocked PN spikes (36) . Periodic IPSPs, caused in KCs by LHIs whose mean firing is in antiphase with the discharge of the synchronized PNs, antagonize the action of inappropriately timed PN action potentials. When LHI-mediated inhibition is blocked, this normally antagonized excitatory Bar graph compares EPSP half-width at the maximum stimulus intensity that was still below action potential threshold versus halfwidth at 70% (Ϯ5%) of this maximum intensity. EPSP halfwidth was significantly different at these two stimulus intensities (P Ͻ 0.001, paired t test, n ϭ 11 KCs). (B) Intrinsic active conductance amplifies and sharpens EPSPs near threshold. KC was held near threshold with a constant holding current; PN stimulus amplitude was constant. Successive trials elicited fullblown sodium spikes (light gray), subthreshold EPSPs (black), or intermediate spikelets. Sample traces were collected in PCT; similar spikelets were observed in control conditions (A). (C) Synaptic inhibition shortens KC EPSP. At progressively depolarized holding potentials, EPSP half-width significantly decreased (half-width at Ϫ40 mV was significantly smaller than half-width at Ϫ60 mV; P Ͻ 0.0005, paired t test, n ϭ 10 KCs); all analyzed data were below threshold for spikelet activation. After PCT injection in MB, EPSPs became broader (Ϫ60 mV half-width significantly increased in PCT; P Ͻ 0.05, t test, n ϭ 9). EPSP shape was less dependent on postsynaptic voltage (-40 mV half-width as percent of -60 mV half-width significantly increased in PCT; P Ͻ 0.05, t test, n ϭ 9) but was still voltage dependent (P Ͻ 0.05, t test, n ϭ 9). Sample traces are shown from two KCs in the same brain. (D) Synaptic inhibition narrows the window in which KCs can fire after PN stimulation. Stimulus intensity was adjusted to elicit an EPSP of 5 to 10 mV (when KC is held at Ϫ60 mV ), and then holding current was adjusted so that this EPSP elicited a spike on 30% to 60% of trials. Representative traces (left) show those sweeps where spikes were elicited (arrows mark stimulus, bars mark interquartile range of spike times encompassing the difference between the 25th and the 75th percentile). Sample traces are shown from two KCs in the same brain. Group data (right) show the interquartile range for each cell. PCT significantly increased the magnitude of the interquartile ranges (P Ͻ 0.05, t test, n ϭ 6 control KCs, 6 KCs in PCT ). (B to D) Whole-cell recordings (37) .
drive to KCs can now summate over a longer time window: KCs lose much of their specificity. Time-locked feed-forward inhibition thus helps define very short but renewed (once per oscillation cycle) integration windows for each KC, akin to a periodic reset, with critical consequences for KC specificity.
None of the features uncovered so far (oscillatory patterning, feed-forward inhibition, fan-in and fan-out, active properties) are unusual ones (45) (46) (47) (48) (49) . In particular, distributed and partly overlapping projection patterns of mitral cells have been seen in rodent prepiriform cortex (50) and local feed-forward inhibitory circuits are common (45, (47) (48) (49) . Nonlinear intrinsic properties have been seen in some cortical and hippocampal cells among others and hypothesized to underlie coincidence detection (45, 46) . We show here that all these properties exist together in the same circuit and that their concerted use in the context of oscillatory activity results in a major transformation of sensory codes.
How (52) (53) (54) .
Significance for neural coding. Our results have implications for understanding neural codes. First, single-neuron responses can be exquisitely specific, extremely short (one or two spikes only), and temporally precise (both within and across oscillation cycles). Studies of frontal, motor, and olfactory cortices show rare and very brief firing events, consistent with some of our results (55) (56) (57) (58) (59) . Second, subtle yet highly relevant activity patterns may go undetected with many large-scale brain-activity monitoring techniques: sparse and brief activity is unlikely to be reflected in most macroscopic signals. Yet, as we show here, this may sometimes be all there is. Lastly, to measure the relevant information content of an action potential, one must know how downstream targets interpret it. For example, we showed previously that PN action potentials typically phase-lock to the LFP only during certain (stimulus and PN specific) epochs of a response (36) . Our results indicate that KCs are more sensitive to phase-locked PN action potentials than to those that occur closer to each LHI-mediated IPSP, whose timing is itself determined by the locked PN population. PN spikes, therefore, are not all equally meaningful to a KC. Even in cases in which firing rates are high, many spikes may be of minimal significance to a target, because they are improperly timed. Here, relevance is determined by interneuronal correlation. Hence, deciphering brain codes requires evaluating these correlations and their consequences on the channeling of information. Conversely, macroscopic oscillations may indicate the existence of neural filters, whose properties will determine the interpretation one should make of a spike train. Fig. 4F, control) . Gridlines are in intervals of 0.05 ( probability per bin). A massive increase in the size of the cerebral cortex is thought to underlie the growth of intellectual capacity during mammalian evolution. The increased size of larger brains results primarily from a disproportionate expansion of the surface area of the layered sheet of neurons comprising the cerebral cortex (1-7), with the appearance of convolutions of the cortical surface (with crests known as gyri and intervening grooves called sulci) providing a means of increasing the total cortical area in a given skull volume. This horizontal expansion of the cerebral cortex is not accompanied by a comparable increase in cortical thickness; in fact, the 1000-fold increase in cortical surface area between human and mouse is only accompanied by an ϳtwofold increase in cortical thickness (8) .
The cerebral cortex is organized into columnar functional units (9) , and the expansion of the cerebral cortex appears to result from increases in the number of radial columns rather than from increases in individual column size (5, 10) . These observations have led to the proposal that increases in the number of columns result from a corresponding increased number of progenitor cells (5) . It has been suggested that minor changes in the relative production of progenitors and neurons could produce dramatic increases in cortical surface area (5, 11) .
One protein that might regulate the production of neural precursors is ␤-catenin, an integral component of adherens junctions (12) that interacts with proteins of the T cell factor/lymphoid enhancer binding factor (TCF/LEF) family to transduce Wnt signals (13) . Wnts (a family of secreted signaling molecules that regulate cell growth and cell fate) (14) and TCF/LEF family members (15, 16) are expressed in overlapping patterns in the developing mammalian brain, and numerous studies support the role of Wnt signaling in cell fate regulation during development (17) . Inactivation of specific Wnts (18, 19) , TCF/LEF members (20) , or ␤-catenin (21) results in specific developmental brain defects, and persistent activation of ␤-catenin has been implicated in a variety of human cancers (13) , including some resembling neural precursors such as medulloblastoma (22) . These findings raise the possibility that ␤-catenin influences cell number or cell fate decisions in the developing nervous system. ␤-catenin is widely expressed in many tissues (23) . To examine more closely the expression patterns of ␤-catenin during mammalian
