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1 Introduction
In this paper, we develop basic part of differential calculus within some weak subsystems
of second order arithm etic. Our work is motivated by the program of Reverse Mathemat-
ics, whose ultimate goal is to determine which set existence axioms are needed to prove
ordinary mathematical theorems.
The Reverse Mathematics program was initiated by Friedman and carried forward by
Friedman, Simpson, Tanaka, and others. They proved that many of theorems of analysis,
algebra and other branches of mathem atics are either proved in RCAo or equivalent over
RCAo to particular set existence axioms such as VVKLo, ACAo, e.g., $[6, 7]$ . Here, RCAo,
WKLo and ACAo are relatively weak, important subsystems of second order arithmetic.
For differential calculus in the second order arithmetic, Hardin and Velleman [5] showed
that the mean value theorem is provable in RCAo- Though various fields of mathematics
have been developed in subsystems of second order arithmetic, differential calculus has not
been studied very much in the program of Reverse Mathematics. In this paper, we carry
out basic differential calculus and prove basic theorems such as the termwise differentiation
theorem and the inverse function theorem in these systems in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ .
To develop differential calculus, we define $\mathrm{C}^{1}$ -functions. Here, we consider the following
two versions of $\mathrm{C}^{1}$ function in RCAo. By a weak $\mathrm{C}^{1}$ function, we mean a continuous
function which is continuously differentiable, and by a strong $\mathrm{C}^{1}$ -function, a pair of a
continuous function and its continuous derivative. There is a serious difference between
them in RCAo, since we may not construct the derivative of a weak $\mathrm{C}^{1}$ function in RCAo.
In fact, most of simple properties of weak $\mathrm{C}^{1}$ -functions require ACAo, in other words, RCAo
is too weak to deal with weak $\mathrm{C}^{1}$ -functions. To avoid this difficulty, we adopt the notion of
strong $\mathrm{C}^{1}$ -functions. Fortunately, usual $\mathrm{C}^{1}$ -functions constructed in terms of polynomials,
power series and other concrete manners can be shown to be strong $\mathrm{C}^{1}$ function in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ .
From now on, we use the word $‘ \mathrm{C}^{1}$ -functions’ for strong $\mathrm{C}^{1}$ -functions.
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Using the strong version of $\mathrm{C}^{1}$-functions, we can construct a very useful function to
develop differential calculus (Theorem 3.11). It expresses the continuous differentiability
at each point of a $\mathrm{C}^{1}$ -function, and so we call it a differentiate condition function for a $\mathrm{C}^{1}-$
function.’ By this function, we can check differentiabilities of uncountably many points at
once, which allows us to imitate or modify some usual methods of basic differential calculus
in RCAq. For example, the term wise differentiation and integration theorems (Theorems
3.17 and 3.21) can be proved in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ . We can also prove the inverse function theorem in
$\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ . We remark that if we simply imitate the usual proofs, we need $\mathrm{W}\mathrm{K}\mathrm{L}_{0}$ or $\mathrm{A}\mathrm{C}\mathrm{A}_{0}$ to
construct the inverse continuous function.
Based on the above, we can develop complex analysis in secon $\mathrm{d}$ order arithmetic [10].
2 Preliminaries
2.1 Subsystems of second-order arithmetic
The language $\mathcal{L}_{2}$ of second-order arithmetic is a two-sorted language with number variables
$x$ , $y$ , $z$ , $\ldots$ and set variables $X$, $Y$, $Z$ , – Numerical terms are built up from numerical
variables and constant symbols 01 by means of binary operations $+$ and .. Atomic
formulas are $s=t$ , $s<t$ and $s\in X$ , where $s$ and $t$ are numerical terms. Bounded $(\Sigma_{0}^{0}$
or $\Pi_{0}^{0}$ ) formulas are constructed from atomic formulas by prepositional connectives and
bounded numerical quantifiers $(\forall x<t)$ and $(\exists x<t)$ , where $t$ does not contain $x$ . A $\Sigma_{n}^{0}$
form ula is of the form $\exists x_{1}\forall x_{2}$ . .. $x_{n}\theta$ with 0 bounded, and a $\mathrm{I}\mathrm{I}_{n}^{0}$ formula is of the form
$\forall x_{1}\exists x_{2}\ldots$ $x_{n}\theta$ with $\theta$ bounded. All the $\Sigma_{n}^{0}$ and $\Pi_{n}^{0}$ form ulas are the arithmetical ( $\Sigma_{0}^{1}$ or
$\Pi_{0}^{1})$ form ulas. A $\Sigma_{n}^{1}$ formula is of the form $\exists X_{1}\forall X_{2}$ . . . $X_{n}\varphi$ with $\varphi$ arithmetical, and a
$\Pi_{n}^{1}$ formula is of the form $\forall X_{1}\exists X_{2}$ . . . $X_{n}\varphi$ with $\varphi$ arithmetical.
Definition 2.1. The system of $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ consists of
(1) the ordered semiring axioms for $(\omega, +, \cdot, 0, 1, <)$ ,
(2) $\Delta_{1}^{0}- \mathrm{C}\mathrm{A}$ :
$\forall x(\varphi(x)\Leftrightarrow\psi(x))arrow\exists X\forall x(x\in X\Leftrightarrow\varphi(x))$ ,
where $\varphi(x)$ is $\Sigma_{1}^{0}$ , $\psi(x)$ is $\Pi_{1}^{0}$ , and $X$ does not occur freely in $\varphi(x)$ ,
(3) $\Sigma_{1}^{0}$ induction scheme:
$\varphi(0)$ A $\forall x(\varphi(x)arrow\varphi(x+1))arrow\forall x\varphi(x)$ ,
where $\varphi(x)$ is a $\Sigma_{1}^{0}$ formula.
The acronym RCA stands for recursive comprehension axiom. Roughly speaking, the
set existence axiom $\mathrm{s}$ of RCAo are strong enough to prove the existence of recursive sets
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Definition 2.2. ACAq is the system which consists of RCAo plus ACA (arithmetical com-
prehension axioms) :
EXYn $(n\in X\Leftrightarrow\varphi(n))$ ,
where $\varphi(x)$ is arithmetical and $X$ does not occur freely in $\varphi(x)$ .
if $X$ and $Y$ are set variables, we use $X\subseteq Y$ and $X=Y$ as abbreviations for the
formulas $\forall n(n\in Xarrow n\in Y)$ and $Vn(n\in X\Leftrightarrow n\in Y)$ . We define $\mathrm{N}$ to be the unique set
$X$ such that $\forall n(n\in X)$ .
Within RCAo, we define a pairing map $(m, n)=(m+n)^{2}+m$ . We can prove within
RCAq that for all $m$ , $n$ , $i$ , $j$ in $\mathrm{N}$ , $(m, n)=(\mathrm{i}, j)$ if and only if $m=i$ and $n=j$ . Moreover,
using $\Delta_{1}^{0}- \mathrm{C}\mathrm{A}$ , we can prove that for any $X$ and $Y$ , there exists a set $X\mathrm{x}$ $Y\subseteq \mathrm{N}$ such that
$\forall n$ ($n\in X\mathrm{x}$ $Y\mapsto\exists x\leq n\exists y\leq n$ ($x\in X$ A $y\in Y$ A ($x$ , $y)=n$)).
For $X$ and $Y$ , a function $f$ : $Xarrow Y$ is defined to be a set $F\subseteq X\mathrm{x}$ $Y$ such that
$\forall x\forall y0\forall y_{1}((x, y\mathrm{o})\in F\Lambda(x, y_{1})\in Farrow y_{0}=y_{1})$ and $\forall x\in X\exists y\in Y(x, y)\in F$ . We write
$\mathrm{f}(\mathrm{n})=y$ for $(x, y)\in F$ .
Within RCAo, the universe of functions is closed under composition, primitive recurs ion
(i.e., given $f$ : $Xarrow Y$ and 9: $\mathrm{N}\mathrm{x}$ $X\mathrm{x}$ $Yarrow Y$ , there exists a unique $\mathrm{h}$ : $\mathrm{N}\mathrm{x}$ $Xarrow Y$ defined
by $h(0, m)=\mathrm{f}(\mathrm{n})$ , $h(n+1, m)$ $=g(n, m, h(n, m))$ and the least number operator (i.e.,
given $f$ : $\mathrm{N}\mathrm{x}$ $Xarrow \mathrm{N}$ such that for all $m\in X$ there exists $n\in \mathrm{N}$ such that $f(n, m)$ $=1$ ,
there exists a unique $g$ : $Xarrow \mathrm{N}$ defined by $g(m)=\mathrm{t}\mathrm{h}\mathrm{e}$ least $n$ such that $f(n, m)=1)$ .
Especially, if $(M, S)$ is an $\omega$-model of RCAo, then $(M, S)$ contains all recursive functions
on $\omega_{-}$
Theorem 2.1. T&e following is provable in RCAo- If $\varphi(x,$y) is $\Sigma_{1}^{0}$ and $\forall n\exists m\varphi(n,$m)
holds, then there exists a function from N to N such that $\forall n\varphi(n, f(n))$ holds.
Proof. We reason within RCAo. Write
$\varphi(x, y)\equiv\exists z\theta(x, y, z)$
where 0 is $\Sigma_{0}^{0}$ . By $\Delta_{1}^{0}$ comprehension, we define projection functions $p_{1}$ and $p2$ as follows:
$p_{i}((n_{1}, n_{2}))=n_{\dot{\mathrm{t}}}$ for a1J $n_{1}$ , $n_{2}\in$ N. Again using $\Delta_{1}^{0}$ comprehension, there exists a function
$g$ from $\mathrm{N}^{2}$ t $\mathrm{o}$ $\mathrm{N}$ such that
$\theta(n,p1(m),p2(m))$ $\Leftrightarrow g(n, m)$ $=1$ .
Then $\forall n\exists mg(n, m)=1$ , hence by the least num ber operator there exists a function $h$
from $\mathrm{N}$ to $\mathrm{N}$ such that $g(n, \mathrm{f}(\mathrm{n}))=1$ . Define a function $f$ as $f(n)=$ Pi $\mathrm{g}(\mathrm{m})$ , then
$\forall n\varphi(n, f(n))$ holds. This completes the proof. $\square$
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The following theorem will be useful in showing that ACA is needed in order to prove
various theorems of ordinary mathem atics.
Theorem 2.2 ([8] Theorem III.1.3). The following assertions are pai rwise equivalent
over RCAo.
1. For all one-to-one function $f$ from $\mathrm{N}$ to $\mathrm{N}$ , there exists a set $X\subseteq \mathrm{N}$ such that $X$ is
the range of $\mathrm{f}$ .
2. $\mathrm{A}\mathrm{C}\mathrm{A}_{0}$ .
For details of the definitions of these three subsystems, see [8] I.
2.2 Real number system and Euclidian space
Next, we construct the real number system. We first define $\mathbb{Z}$ and Q. Define an equivalence
relation $=\mathrm{z}$ on $\mathrm{N}^{2}$ as $(m, n)=\mathrm{z}(p, q)\Leftrightarrow m+q=n+p$ , and by $\Delta_{1}^{0}$ comprehension, define
$\mathbb{Z}$ , a set of integers, as $(m, n)$ $\in \mathbb{Z}\Leftrightarrow\forall k<(m,n)(p_{1}(k),p_{2}(k))\neq \mathrm{z}(m, n)$ , $\mathrm{i}.e.$ , $\mathbb{Z}$ is a set of
least number elements of equivalence classes of $=\mathrm{z}$ . We define $+\mathrm{z}$ as $(l_{1}, l_{2})+\mathrm{z}(m_{1}, m_{2}):=$
$(n_{1}, n_{2})\Leftrightarrow(l_{1}, l_{2})$ , $(m_{1},m_{2})$ , $(n_{1}, n_{2})\in \mathbb{Z}\wedge(l_{1}+m_{1}l_{2}\{+m_{2})=\mathrm{z}(n_{1}, n_{2})$ , and define $.\mathrm{Z}$
similarly. We can also define $|$ . $|\mathrm{z}$ and $\leq \mathrm{z}$ naturally. Similarly, we can define $\mathbb{Q},$ $+\mathbb{Q}$ , $\cdot \mathbb{Q}$ ,
etc.
Definition 2.3 (Real number system). The following definitions are made in RCAo.
A real number is an infinite sequence of rational numbers $\alpha=\{q_{n}\}_{n\in \mathrm{N}}(\mathrm{i}.e.$ a function
from $\mathrm{N}$ to $\mathbb{Q}$) which satisfies $|qk$ $-q\iota$ $|\mathbb{Q}\leq \mathbb{Q}‘ 2^{-k}$ for all $l\geq k$ . Here, each $q_{n}$ is said to be
n-ih approximation of $\alpha$ . Define $\{p_{n}\}_{n\in \mathrm{N}}=_{\mathrm{R}}\{q_{n}\}_{n\in \mathrm{N}}$ as Vk $|p_{k}-q_{k}|\mathbb{Q}\leq \mathbb{Q}2^{-k+1}$ . We can
also define $+\mathrm{l}\mathrm{R}$ , $\cdot \mathrm{R}$ , $|\cdot$ $|_{\mathrm{R}}$ $and\leq_{\mathrm{R}}$ nattumlly. We usually write $\alpha\in \mathrm{R}$ if cz is a real number.
For details of the definition of the real number system, see $f\mathit{8}/$ $II$ or [9].
Imitating the definition of $\mathrm{R}$ , we define Euclidean space $\mathrm{R}^{n}$ . We define $\mathbb{Q}^{n}$ as a set of
rational numbers of length $n$ , $\mathrm{i}.e$ . $\mathrm{q}\in \mathbb{Q}^{n}$ if and only if $\mathrm{q}=$ $(q_{1}, \ldots, q_{n})$ and each $q_{i}$ is a
rational number. We define addition and scalar multiplication naturally, and see $\mathbb{Q}^{n}$ as a
(countable) vector space. We also define $||\cdot$ $||\mathbb{Q}^{n}$ as
$||\mathrm{q}||_{\mathbb{Q}^{n}}=\sqrt{q_{1^{2}}+\cdots+q_{n^{2}}}$.
Definition 2,4 (Euclidian space). The following definitions are made in RCAo. An
element of ]$\mathrm{R}^{n}$ is an infinite sequence of elements of $\mathbb{Q}^{m}$ a $=\{\mathrm{q}_{k}\}_{k\in \mathrm{N}}$ which satisfies
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$||\mathrm{q}_{k}-\mathrm{q}_{l}||\leq_{\mathbb{Q}^{n}}‘ 2^{-k}$ for all $l\geq k$ . Then, each $a_{i}=\{q_{ki}\}_{k\in \mathrm{N}}$ is a real number. (Here,
$\mathrm{q}_{k}=$
$(q_{k1}, \ldots, q_{kn}).)$ We define $||\cdot||_{\mathrm{R}^{n}}$ , the norm of $\mathrm{R}^{n}$ as the following:
$||\mathrm{a}||_{\mathrm{R}^{n}}=\sqrt{a_{1^{2}}+\cdots+a_{n^{2}}}$.
Here, of course the real number field $\mathrm{R}$ is the 1-dimensional Euclidean space
$\mathrm{R}^{1}$ .
Remark 2.3. In this paper, to avoid too many subscript, we use the intuitive expression
such as $\mathrm{q}=$ $(q_{1}, \ldots, q_{n})$ even if the dimension of Euclidean space $n$ may be nonstandard.
A sequence of sets of natural numbers is defined to be a set $X\subseteq \mathrm{N}\mathrm{x}$ N. By $\Delta_{1}^{0}$
comprehension, we define $X_{k}$ as $m\in X_{k}\Leftrightarrow(k, m)\in X$ and write $X=\{X_{k}\}_{k\in \mathrm{N}}$ . If
$X_{k}=\mathrm{a}_{k}\in \mathrm{R}^{n}$ , $i.e.$ , each $X_{k}$ is formed an element of $\mathrm{R}^{n}$ , then $X=\{\mathrm{a}_{k}\}_{k\in \mathrm{N}}$ is said to
be a sequence of points of $\mathrm{R}^{n}$ . We say that a sequence $\{\mathrm{a}_{k}\}_{k\in \mathrm{N}}$ converges to $\mathrm{b}$ , written
$\mathrm{b}=\lim_{karrow\infty}\mathrm{a}_{k}$ , if
ds $>0\exists k\forall i||\mathrm{b}-\mathrm{a}_{k+:}||<\epsilon$ .
The next theorem show that $\mathrm{R}^{n}$ is ‘weakly’ com plete.
Theorem 2.4. The following is provable in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ . Let $\{\mathrm{a}_{k}\}_{k\in \mathrm{N}}$ be a sequence of points
of $\mathrm{R}^{n}$ . If there exists a sequence of real mrrnbers $\{r_{k}\}_{k\in \mathrm{N}}$ such that $\lim_{karrow\infty}r_{k}=0$ and
$\forall k\forall i||\mathrm{a}_{k}-\mathrm{a}_{k+?}||<r_{k;}$ then $\{\mathrm{a}_{k}\}_{k\in \mathrm{N}}$ is convergent, $\mathrm{i}.e.$ , there exists $\mathrm{b}$ such that $\mathrm{b}=$
$\lim_{karrow\infty}\mathrm{a}_{h}$ .
Proof This theorem is a generalization of nested interval completeness [8, Theorem II.4.8],
and modifying its proof, we can easily prove this theorem. $\square$
Next, we define an open or closed set. It is coded by the countable open basis of $\mathrm{R}^{n}$ .
Definition 2.5 (open and closed sets). The following definitions are made in RCAo.
1. $A$ (code for an) open set $U$ in $\mathrm{R}^{n}$ is a set $U\subseteq \mathrm{N}\mathrm{x}$ $\mathbb{Q}^{n}\mathrm{x}$ Q. A point $\mathrm{x}\in \mathrm{R}^{n}$ is said
to belong to $U$ (abbreviated $\mathrm{x}\in U$) if
$\exists n$ Ba Er ( $||\mathrm{x}-\mathrm{a}||<r$ A ($n$ , $\mathrm{a}$ , $r)\in U$).
2. $A$ (code for $a$) closed set $C$ in $\mathrm{R}^{n}$ is a set $C\subseteq \mathrm{N}\mathrm{x}\mathbb{Q}^{n}\mathrm{x}$ Q. A point $\mathrm{x}\in \mathrm{R}^{n}$ is said
to belong to $C$ (abbreviated $\mathrm{x}\in C$) if
$\forall n$ Va $\forall r((n, \mathrm{a}, r)\in Carrow||\mathrm{x}-\mathrm{a}||<r)$.
The following lemma is very useful to construct open or closed sets.
Lemma 2.5 ([8] Lemma II.5.7). For any $\Sigma_{1}^{0}$ (or $\Pi_{1}^{0}$) fomula $\varphi(X)$ , the following is
provable in RCAq. Assume that for all $\mathrm{x}$ , $\mathrm{y}\in \mathrm{R}^{n}$ , $\mathrm{x}=\mathrm{y}$ and $\varphi(\mathrm{x})$ imply $\varphi(\mathrm{y})$ . Then there




In this section, we define continuous functions and show some basic results for continuous
functions. We first define continuous functions as a certain code given by the countable
open basis of $\mathrm{R}^{n}$ .
Definition 3.1 (continuous functions). The following definition is made in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ . $A$
(code for $a$) continuous partial function $f$ from $\mathrm{R}^{n}$ to $\mathrm{R}$ is a set of quintuples $F\subseteq \mathrm{N}\mathrm{x}$
$\mathbb{Q}^{n}\mathrm{x}$ $\mathbb{Q}^{+}\mathrm{x}$ $\mathbb{Q}\mathrm{x}$ $\mathbb{Q}^{+}$ which is required to have certain properties. We unite $(\mathrm{a}, r)F(b, s)$ as
an abbreviation for Elm((m, $\mathrm{a}$ , $r$ , $b$ , $s\}\in F$). The property which we require are:
1. if $(\mathrm{a}, r)F(b, s)$ and $(\mathrm{a},r\cdot)F(b’, s’)$ , then $|b-b’|\leq s+s’$ ;
2. if $(\mathrm{a}, r)F(b, s)$ and $||\mathrm{a}’-\mathrm{a}||+r’<r$, then $(\mathrm{a}’, r’)F(b, s)$ ;
3. if $(\mathrm{a}, r)F(b, s)$ arul $|b-b’|+s<s’$ , then $(\mathrm{a}, r)F(b’, s’)$ ,
A point $\mathrm{x}$ $\in \mathrm{R}^{n}$ is said to belong to the domain of $f$ , abbreviated $\mathrm{x}\in \mathrm{d}\mathrm{o}\mathrm{m}(/)$, if
and only if for $all\in$ $>0$ there exists $(\mathrm{a}, r)F(b, s)$ such that $||\mathrm{x}-\mathrm{a}||<r$ and $s<\epsilon$ . if
$\mathrm{x}\in$ dom(f), we define the value $f(\mathrm{x})$ to be the unique $y\in \mathrm{R}$ such that $|y-b|<s$ for all
$(\mathrm{a},r)F(b, s)$ with $||\mathrm{x}-\mathrm{a}||<r$ . The existence of $f(\mathrm{x})$ is provable in RCAo.
Let $U$ be an open or closed subset of $\mathrm{R}^{n}$ , and $V$ be an open or closed subset ofR. Then
$f$ is said to be a continuous function from $U$ to $V$ if and only if for all $\mathrm{x}\in U$ , $\mathrm{x}\in$ dom(f)
and $f(\mathrm{x})\in V$ .
Definition 3.2. The following definition is made in RCAq. A continuous partial func-
tion from $\mathrm{R}^{n}$ to $\mathrm{R}^{m}$ is $a$ (code for $a$) finite sequence of continuous partial functions
$\mathrm{f}=$ $(f_{1},$ . . . , $f_{m})$ such that $f_{1)}.$ . . , $f_{m}$ are continuous partid functions from $\mathrm{R}^{n}$ to R.
Let $U$ be an open or closed subset of $\mathrm{R}^{n}$ , and $V$ be an open or closed subset of $\mathrm{R}^{m}$ .
Then $\mathrm{f}$ is said to be a continuous function from $U$ to $V$ if and only if for all $\mathrm{x}\in U$ and
for all $1\leq \mathrm{i}\leq n$, $\mathrm{x}\in \mathrm{d}\mathrm{o}\mathrm{m}(/\mathrm{i})$ and $\mathrm{y}=(f1(\mathrm{x})\ldots f_{rn}(\mathrm{x}))\in V$ .
Remark 3.1. Imitating definition 3.1, we can define another code for a continuous partial
function from $\mathrm{R}^{n}$ to $\mathrm{R}^{m}$ . $A$ (code for $a$) continuous partial function $\mathrm{f}$ from $\mathrm{R}^{n}$ to $\mathrm{R}^{m}$ is
a set of quintuples $\mathrm{F}\subseteq \mathrm{N}\mathrm{x}$ $\mathbb{Q}^{n}\mathrm{x}$ $\mathbb{Q}^{+}\mathrm{x}$ $\mathbb{Q}\mathrm{x}$ $\mathbb{Q}^{+}$ which is $re$quired :
1. if $(\mathrm{a},r\cdot)\mathrm{F}(\mathrm{b}, s)$ and $(\mathrm{a},r)\mathrm{F}(\mathrm{b}’, s’)$ , then $||\mathrm{b}-\mathrm{b}’||\leq s+S’j$
2. if $(\mathrm{a},r)\mathrm{F}(\mathrm{b}, s)$ and $||\mathrm{a}’$ – $\mathrm{a}||+r’<r$ , then $(\mathrm{a}’, r’)\mathrm{F}(\mathrm{b}, s)\mathrm{i}$
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3. if $(\mathrm{a}, r)\mathrm{F}(\mathrm{b}, s)$ and $||\mathrm{b}-\mathrm{b}’||+s<s’$ , then $(\mathrm{a},r)\mathrm{F}(\mathrm{b}’, s’)$ .
We can easily and effectively construct a code for $\mathrm{f}$ from codes for $f_{1}$ , $\ldots$ , $f_{m}$ . Conversely
we can easily and effectively construct codes for $f_{1}$ , $\ldots$ , $f_{m}$ from a code for $\mathrm{f}$ .
First, there exist a code for an identity function, a constant function, a norm function,
and so on. We can construct other elementary continuous functions by next theorem.
Theorem 3.2 ([8] II.6.3 and II.6.4.). The following is provable in RCAq. There exists
$a$ (code for $a$) contin uous function of sum, product and quotient of two $\mathrm{R}$-valuel continuous
functions. Also there exists $a$ (code for $a$) continuous function of a composition of two
continuous functions.
The next two theorems show the basic properties of continuous functions.
Theorem 3.3. The following assertions are provable in RCAo-
1. Let $U$ be an open subset of $\mathrm{R}^{n},$ $V$ be an open subset of $\mathrm{R}^{m}$ and $f$ be a continuous
function frorn $U$ to $\mathrm{R}^{m}$ . Then we can effectively construct an open set $W=f^{-1}(V)\cap$
& the inverse image of $V$ .
2. Let $C$ be a closed subset of $\mathrm{R}^{n}$ , $V$ be an open subset of $\mathrm{R}^{m}$ and $f$ be a continuous
function from $C$ to $\mathrm{R}^{m}$ . Then we can effectively construct an open set $W\subseteq \mathrm{R}^{n}$ such
that $W\cap C=f^{-1}.(V)\cap C$ .
We write such $W$ as $W=\tilde{f}^{-1}(V)$ .
Proof Immediate from Lemma 2.5, $\square$
The next theorem is very useful to show that constructing some continuous functions
requires ACAo.
Theorem 3.4. The following assertions are pairwise equivalent over $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ .
1. $\mathrm{A}\mathrm{C}\mathrm{A}_{0}$ .
2. If $f$ is a continuous function from $(0, 1)$ to $\mathrm{R}$ such that $\lim_{xarrow+0}f(x)=0$ , then there
exists $a$ (code for $a$) continuous function $\overline{f}$ frorn [0\dagger 1) to $\mathrm{R}$ such that
$\overline{f}(x)=\{$
$f(x)$ if $x\in(0, 1)$ ,
0if $x=0$ .
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Proof. We reason within $\mathrm{R}\mathrm{C}\mathrm{A}_{0}.1arrow 2$ is obvious. We show $2arrow 1$ . By Theorem 2.2, we
show that for all one-to-one function $h$ from $\mathrm{N}$ to $\mathrm{N}_{r}$ there exists a set $X$ such that $X$ is
the range of $h$ . Let $h$ be a one-to-one function from $\mathrm{N}$ to N. Then $\lim_{narrow\infty}h(n)=\infty$ .
Define $\{a_{n}\}_{n\in \mathrm{N}}$ as
$a_{n}$ $:=$ $\frac{\frac{1}{h[n\}+1}-\frac{1}{h\{n+1)+1}}{\frac{1}{n+1}-\frac{1}{n+2}}$ .
Then we define a continuous function $f$ from $(0, 1)$ to $\mathrm{R}$ such that
$f(x)=a_{n}(x+ \frac{1}{n+1})+\frac{1}{(h(n)+1)}$
for each $n$ and $x \in[\frac{1}{n+2},$ $\frac{1}{n+1}]$ . Then, $f($ 1/($n$ ” 1)$)=1/(h(n)+1)$ for all $n\in \mathrm{N}$ , and
$\lim_{xarrow 0}f(x)=0$ . Hence by 2, we can expand $f$ into $\overline{f}$ such that
$\overline{f}(x)=\{$
$f(x)$ if $x\in(0,1)$ ,
0if $x=0$ .
Now we construct the range of $h$ . Let $\overline{F}$ be a code for $\overline{f}$, and let $\varphi(k, l)$ be a $\Sigma_{1}^{0}$ form ula
which expresses that there exist $(a, r, b, s)$ such that $(a, r)\overline{F}(b, s)$ , $|a|+1/(l[perp] 1)<r$ and
$|b|+s<1/(k+1)$ . Then by conditions of a code for a continuous function, $\forall k\exists l\varphi(k, l)$
holds. Hence, there exists a function $h_{0}$ from $\mathrm{N}$ to $\mathrm{N}$ such that &k (k, $h_{0}(k)$ ) holds. This
implies
$\forall m\in \mathrm{N}m\geq \mathrm{h}(\mathrm{n})arrow n<h(m)$ .
By $\Delta_{1}^{0}$ comprehension, define a set $X\subseteq \mathrm{N}$ as $n\in X\Leftrightarrow$ Ern $<\mathrm{h}(\mathrm{n})n=\mathrm{h}(\mathrm{n})$ . Then
clearly, $X$ is the range of $h$ . This completes the proof of $2arrow 1$ . $\square$
3.2 $\mathrm{C}^{1}$-functions
We first define a weak $\mathrm{C}^{1}$ -functions as a continuously differentiable continuous function.
Definition 3.3 (weak $\mathrm{C}^{1}rightarrow \mathrm{f}\mathrm{u}\mathrm{n}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{s}$ ). The following definition is made in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ . Let $U$
be an open subset of $\mathrm{R}$, and let $f$ be a continuous functions from $U$ to R. Then $f$ is said
to be weak $\mathrm{C}^{1}$ if and only if
$\forall x\in U$ Bo $\in \mathrm{R}\alpha$ $=, \lim_{xarrow x}\frac{f(x^{\mathit{1}})-f(x)}{x-x}.’$
.
and
$\forall x\in U\forall\in>0\exists\delta>0\forall y\in U|x-y|<\deltaarrow|\alpha_{x}-\alpha_{y}|<\epsilon$
holds. Hence, $\alpha_{x}=\lim_{x’arrow x}\frac{f(x’)-f\langle x)}{x-x}$ .
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Theorem 3.5. The following assertions are pairwise equivalent over RCAo-
1. $\mathrm{A}\mathrm{C}\mathrm{A}_{0}$ .
2. if $f$ is a weak $\mathrm{C}^{1}$ -function from (– 1, 1) to $\mathrm{R}$, then there exists $a$ (code for $a$) contin-
uous function $f’$ which is the derivative of $f$ .
Proof. We reason within RCAo. We can easily prove $1arrow 2$ by arithmetical comprehension.
For the converse, we assume 2. By Theorem 2.2, vve show that for all one-to-one function
$h$ from $\mathrm{N}$ to $\mathrm{N}$ , there exists a set $X$ such that $X$ is the range of $h$ . Let $h$ be a one-to-one
function from $\mathrm{N}$ to N. Then $\lim_{narrow\infty}\mathrm{h}(\mathrm{n})=\infty$. Define $\{a_{n}\}_{n\in \mathrm{N}}$ and $\{b_{n}\}_{n\in \mathrm{N}}$ such that
$a_{n}$ $:=$ $\frac{1}{h(n)\frac{+11}{n+1}}-\frac{1}{h[1\}+1,\frac{n_{1}+}{n+2}}-$
, ;
$b_{n}$ $:=$ $\frac{1}{1\mathit{2}}(\frac{1}{h(n)+1}+\frac{1}{h(n+1)+1})(\frac{1}{n+1}-\frac{1}{n+2}‘)$ .
Then $b_{n}\leq 1/(n+1)-$ $1/(n+2)$ , hence by Theorem 3.16.1, $\sum_{k=n}^{\infty}b_{k}$ is convergent for all
$n\in$ N. Using these, we define a continuously differentiate function from (-1, 1) to R.
Define a continuous function $f_{0}$ from $($-1, $0)\cup\langle 0,1$ ) such that
$f_{\theta}(x)=\{$
if $x \in[\frac{-1}{n+1},$ $\frac{-1}{n+2}]$ ,
if $x \in[\frac{1}{n+2},$ $\frac{1}{n+1}]$
for each $n$ . Here, if $|x|<1/(n+1)$ , then $|f_{0}(x)|<1/(n+1)$ . Hence, we can extend $fo$
into $f$ from (-1, 1) to $\mathrm{R}$ such that
$f(x)=\{$
$f_{0}(x)$ if $x\neq 0$ ,
0if $x=0$ .
To extend $f\mathrm{o}$ into $f$ , we need to construct a code for $f$ . Let $F_{0}$ be a code for $f_{0}$ and let
$\varphi(a,r, b, s)$ be a $\Sigma_{1}^{0}$ formula which expresses $(a, r)Fo(b, s)\vee\exists m\in \mathrm{N}|a|+r<1/(m+1)<$
$|b|-s$ . Write
$\varphi(a, r, b, s)\equiv\exists m\theta(m, a, r, b, s)$
where 0 is $\Sigma_{0}^{0}$ . By $\Delta_{1}^{0}$ comprehension, define $F$ as $(m, a, r, b, s)\in F\Leftrightarrow\theta(m, a, r, b, s)$.
Then clearly $f$ is coded by $F$ .
Next, we show that $f$ is weak $\mathrm{C}^{1}$ . Define $\alpha_{x}$ as above, then
$\alpha_{x}=\{$
$-a_{n}(x+ \frac{1}{n+1})+\frac{1}{[h[n\}+1)}$ if $x \in[\frac{-1}{n+1},$ $\frac{-1}{n+2}]$ ,
0if$x=0$ ,
$a_{n}(x+ \frac{1}{n+1})+\frac{1}{\{h\{n]+1\}}$ if $x \in[\frac{1}{n+2},$ $\frac{1}{n+1}]$ .
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We can easily check the condition of continuously differentiability, hence $f$ is weak $\mathrm{C}^{1}$ .
By 2, there exists a continuous function $g$ from (-1, 1) to $\mathrm{R}$ such that $g(x)=\alpha_{x}$ . Note
that this continuous function $g$ is similar to the continuous function we constructed in the
proof of Theorem 3.4. Hence, we can construct the range of $h$ as in the proof of Theorem
3.4. This completes the proof of $2arrow 1$ . $\square$
Theorem 3.5 pointed out the difficulty of constructing the derivative of a weak $\mathrm{C}^{1_{-}}$
function. To avoid this difficulty, we mainly consider the following (strong) $\mathrm{C}^{1}$ functions
to develop differential calculus. We first define $\mathrm{C}^{1}$ -function in $\mathrm{R}$ , and similarly we define
$\mathrm{C}^{r}$ and $\mathrm{C}^{\infty}$ function in R.
Definition 3.4 ( $\mathrm{C}^{1},\mathrm{C}^{r},\mathrm{C}^{\infty}$-functions), The following definitions are made in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ .
1. Let $U$ be an open subset of $\mathrm{R}$ , and let $f$ , $f’$ be continuous functions from $U$ to R.
Then a pair $($/, $f’)$ is said to be $\mathrm{C}^{1}$ if and only if
$\forall x\in U\lim\underline{f(x’)},$$-f(x)=f’(x)$ .
$x’arrow x$ $x-x$
2. Let $U$ be an open subset of $\mathrm{R}$ , and let $\{f^{(n)}.\}_{n\leq r}$ be $a$ fifinite sequence of continuous
functions from $U$ to R. Then $\{f^{(n)}\}_{n\leq r}$ is said to be $\mathrm{C}^{r}$ if and only if for all $n$ less
that $r$ , $(f^{(n)}, f^{(n\dashv 1)}-)$ is $\mathrm{C}^{1}$ .
3. Let $U$ be an open subset of $\mathrm{R}$, and let $\{f^{(n)}\}_{n\in \mathrm{N}}$ be an infinite sequence of continuous
functions from $U$ to R. Then $\{f^{(n)}\}_{n\in \mathrm{N}}$ is said to be $\mathrm{C}^{\infty}$ if and only iffor all $r\in \mathrm{N}$ ,
$\{f^{(n)}\}_{n\leq r}$ is $\mathbb{C}^{r}$ .
We usually write $fo$ as $f$
. when $\{f^{(n)}\}_{n\leq r}$ is $\mathrm{C}^{r}$ or $\{f^{(n)}\}_{n\in \mathrm{N}}$ is $\mathrm{C}^{\infty}$ , and if $(f, f’)$ is $\mathrm{C}_{J}^{1}$
$\{f^{(n)}\}_{n\leq r}$ is $\mathrm{C}^{r}$ or $\{f^{(n)}\}_{n\in \mathrm{N}}$ is $\mathrm{C}^{\infty}$ , $f$ is said to be $\mathrm{C}^{1}$ , $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ .
The next lem ma shows that the uniqueness of the derivative is provable in RCAo-
Lemma 3.6, The following is provable in RCAo- Let $U$ be an open subset of $\mathrm{R}$ , and let
$f.$ , $g$ be $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ functions from $U$ to R. If $\forall x\in U\mathrm{f}\{\mathrm{x}$ ) $=\mathrm{g}(\mathrm{x})$ , then for all $k\leq r$ or
$k\in \mathrm{N}\forall x\in Uf^{\langle k)}(x)=g^{(k)}(x)$ .
Proof. Immediate from $\mathrm{I}\mathrm{I}_{1}^{0_{-}}\mathrm{i}\mathrm{n}\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$.
$\square$
To develop differential calculus, we have to begin with the mean value theorem. For-
tunately, the mean value theorem for $\mathrm{C}^{1}$-functions is easily provable in RCAo using the
intermediate value theorem([8] Theorem II.6.6)
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Lemma 3.7. The following is provable in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ . Let $U$ be an open subset of $\mathrm{R}$, and let $f$
be a $\mathrm{C}^{1}$ -function from $U$ to R. Let $K$ be a positive real number. if $[a, b]\subseteq U$ and for all
$x\in[a, b]|f’.(x)|\leq K$, then
$| \frac{f(b)-f(a)}{b-a}|\leq K$ .
Theorem 3.8 (mean value theorem). The following is provable in RCAo. Let $[a, b]$ be
an interval of $\mathrm{R}$ and let $f$ be a continuous function from $[\mathrm{a}, b]$ to R. if $f$ is $\mathrm{C}^{1}$ on $(a, b)_{J}$
$\mathrm{i}.e$ . there exists a continuous function from $(a, b)$ to $\mathrm{R}$ such that $(f, f’)$ is $\mathrm{c}^{1}$ , then there
exists $c\in(a, b)$ such that
$. \frac{f(b)-f(a)}{b-a}=f^{/}(c)$ .
Proof. The proof is an easy direction from Lem ma 3.7 and the intermediate value theorem.
$\square$
Remark 3.9. We can prove stronger version of Theorem 3. 8. In fact, mean value theorem
for a differentiable function (a continuous function which is differentiable at each point)
can be proved in RCAo See Hardin and Vellerncvn [5].
Next, we define C’ and $\mathrm{C}^{\infty}$-function in $\mathrm{R}^{n}$ .
Definition 3.5 ( $\mathrm{C}^{r}$ and $\mathrm{C}^{\infty}$-function from $U\subseteq \mathrm{R}^{\tau\iota}$ to $\mathrm{R}^{m}$). The following definitions
cvre made in RCAo. Let $U$ be an open subset of $\mathrm{R}^{n}$ . The notation $\alpha$ $=$ $(a_{1}, \ldots, a_{n})\in \mathrm{N}^{n}$
is a multi- index and $|\alpha|=a_{1}+\cdots+a_{n}$ .
1. A $\mathrm{C}^{r}$ -function from $U$ to $\mathrm{R}$ is a finite sequence of continuous functions $\{f_{\alpha}\}|\alpha|\leq\Gamma$ from
$U$ to $\mathrm{R}$ which satisfies the following: for all $\alpha=$ $(a_{1}$ , . . . ’ $a_{n})$ such that $|\alpha|\leq r-$ $1$ ,
$(f_{(a_{1},..,a_{i},..,a_{n})}, f\langle a_{1},\ldots,a_{i}+1,\ldots,a_{n}))$ is $\mathrm{C}^{1}$ as a func tion of $x_{i}$ , $i.e.$ ,
$\forall \mathrm{x}\in Uf_{(a_{1},\ldots,a+1,..a_{n}\}}‘-\}(\mathrm{x})=\lim_{tarrow 0}\frac{f_{(a_{1},\ldots,a_{l},\ldots.a_{n})}(\mathrm{x}+t\mathrm{e}_{i})-f_{(a_{1},..,a_{\mathrm{i}},\ldots,a_{n}\rangle}(\mathrm{x})}{t}$
where $\mathrm{e}i$ is the unit vector along $x_{i}$ .
2. A $\mathrm{C}^{\infty}$ -function from $U$ to $\mathrm{R}$ is an infinite sequence of continuous functions $\{f_{\alpha}\}_{\alpha\in \mathrm{N}^{n}}$
from $U$ to $\mathrm{R}$ such that for all $r\in \mathrm{N}$, $\{f_{\alpha}\}_{|\alpha|\leq r}$ is a $\mathrm{C}^{\Gamma}$ -function
8. A $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ -function from $U$ to $\mathrm{R}^{m}$ is a finite sequence of $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ function
$\mathrm{f}=$ $(f_{1}, \ldots, f_{m})$ from $U$ to R.
If $\{f_{\alpha}\}|\alpha|\leq T$ is C’ or $\{f_{\alpha}\}|\alpha|\in \mathrm{N}^{n}$ is $\mathrm{C}^{\infty}$ , then $f$ is said to be $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ . As iwuai, we writ $e$
$f_{(a_{1}},..,a_{n})= \frac{\partial^{a_{1}+.\cdot+a_{n}}f}{\partial^{a_{1}}x_{1}..\partial^{a_{n}}x_{n}}.$.
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Theorem 3.10. The following is provable in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ . Let $U$ be an open subset of $\mathrm{R}^{n}$ , and
let $f$ be a $\mathrm{C}^{1}$ function from $U$ to R. if its derivatives $f_{x_{i}}$ and $f_{x_{j}}$
. are also $\mathrm{C}^{1}$ , $i.e.$ , there
exist fifinite sequences $\{(f_{x_{0}})_{\alpha}\}|\alpha|\leq 1$ and $\{(f_{x_{j}})_{\alpha}\}|\alpha|\leq 1$ which satisfy the condition for $\mathrm{C}^{1}$ ,
then
$\frac{\partial f_{x_{\mathrm{i}}}}{\partial x_{j}}=\frac{\partial f_{x_{j}}}{\partial x_{\dot{\mathrm{t}}}}$.
Proof. Straightforward imitation of the usual proof. $\square$
To prove basic properties of $\mathrm{C}^{1}$ -functions in RCAo, we construct following differentiable
condition functions. A differentiable condition function for a $\mathrm{C}^{1}$ function $f$ expresses the
condition of differentiability at each point of dom(f). It also expresses the continuity of
the derivative $f’$ . Hence using a differentiable condition function, we can easily prove basic
properties of $\mathrm{C}^{1}$-functions in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ .
Theorem 3.11. The following is provable in RCAo. Let $U$ be an open subset of $\mathrm{R}^{n}$ , and
let $f$ be a $\mathrm{C}^{1}$ function from $U$ to R. Then there exists a continuous function $ef$ from $U\mathrm{x}U$
to $\mathrm{R}$ such that
(1) Vx $\in Ue_{f}(\mathrm{x},\mathrm{x})=0$ ;
(2) $\forall \mathrm{x},\mathrm{y}\in Uf(\mathrm{y})-f(\mathrm{x})=\sum_{i=1}^{n}f_{x_{l}}(\mathrm{x})(y_{i}-x_{i})+e_{f}(\mathrm{x}, \mathrm{y})||\mathrm{y}-\mathrm{x}||$.
(Here, $f_{x_{i}}= \frac{\partial f}{\partial x_{\mathrm{t}}}.$ ) Moreover, we can find a code for $ef$ effectively. We call this $ef$
differentiable condition function for $f$ .
Remark 3.12. Theorem 3.11 is not trivial. Actually, for 3.11.??, we want to define $ef$
as
(3) $e_{f}(x, y)=\{$
$\frac{f(v1-f(x)}{y-x}-f’(x)$ if $x\neq y$ ,
0 if $x=y$ ,
and of course this $e_{f}$ is a continuous function in the usual sense. However, Theorem 3.4
points out that RCAo cannot guarantee the existence of a code for a continuous function
which is defined like as above, hence it is not easy to construct (a code for) $ef$ .
Proof of Theorem 3.11. We reason within RCAo. Define a (code for a) closed set A
$\subseteq \mathrm{R}^{2n}$
as $\Delta=\{(\mathrm{x},\mathrm{x})|\mathrm{x}\in U\}$ . By Theorem 3.2, we can construct a continuous function $g$ from




$e_{f}^{0}(\mathrm{x}, \mathrm{y})$ $=$ $\frac{f(\mathrm{y})-f(\mathrm{x})-\sum_{i=1}^{n}f_{x_{i}}(\mathrm{x})(y_{i}-x_{i})}{||\mathrm{y}-\mathrm{x}||}$.
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Let $E_{f}^{0}$ be a code for $e_{f}^{0}$ , and let $G$ be a code for $g$ . Let $\varphi(\mathrm{a}, r, b, s)$ be a $\Sigma_{1}^{0}$ formula which
expresses the following (i) or (ii) holds:
(i) $(\mathrm{a}, r)E_{f}^{0}(b, s)$ ;
(ii) $b=0$ and there exists ($m\mathit{0}$ , $\mathrm{a}0,r\mathit{0}$ , $b_{\mathrm{f}\mathrm{J}}$ , so) $\in G$ such that $||\mathrm{a}-(\mathrm{a}0, \mathrm{a}\mathrm{o})||+r<r0$ and
$s>2ns0$ .
Write
$\varphi(\mathrm{a}, r, b, s)\equiv 3\mathrm{m}\#(\mathrm{m}, \mathrm{a}, r, b, s)$
where $\theta$ is $\Sigma_{0}^{0}$ . By $\Delta_{1}^{0}$ comprehension, define $E_{f}$ as $(m, \mathrm{a}, r, b, s)\in E_{f}rightarrow\theta(m, \mathrm{a}, r, b, s)$ ,
$i.e.$ , $(\mathrm{a}, r)E_{f}(b, s)$ holds if and only if (i) or (ii) holds. Then $E_{f}$ is a code for a continuous
(partial) function. To show this, we have to check the conditions of a code for a continuous
function. It is clear that $Ef$ satisfies conditions 2 and 3 of definition 3.1. We must check
condition 1. Assume $(\mathrm{a},r)E_{f}(b, s)$ and $(\mathrm{a}, r)E_{f}(b_{:}’s’)$ . If $(\mathrm{a}, r, b, s)$ and $(\mathrm{a}, r, b’, s’)$ satisfy
(i), then clearly condition 1 holds. If $(\mathrm{a}, r, b, s)$ and (a , $b^{J},$ $s’$ ) satisfy (ii), then we can
show condition 1 holds easily by $G$ holding condition 1. Now we consider the case $\backslash /_{\mathrm{a},r_{2}b,s)}$
satisfies (i) and $(\mathrm{a}, r, b’, s’)$ satisfies (ii). By condition 2, it is sufficient that we only check
the case $\{(\mathrm{x}’, \mathrm{y}^{/})|||(\mathrm{x}’, \mathrm{y}’)-\mathrm{a}||<r\}\subseteq U\mathrm{x}$ $U\backslash$ A holds. Let ( $m_{0}$ , $\mathrm{a}0$ , $r_{0}$ , $b_{0}$ , so) be an
element of $G$ such that $||\mathrm{a}-(\mathrm{a}_{0}, \mathrm{a}\mathrm{o})||+r<r0$ and $s’>2\mathrm{u}\mathrm{s}\mathrm{q}$ . Here, $(m0, \mathrm{a}0, r\mathrm{r})$ , $b_{0}$ , $s\mathfrak{u})$ $\in G$
im plies
(4) $\forall \mathrm{z}\in U||\mathrm{z}-\mathrm{a}0||<r0$ $arrow|\sum_{i=1}^{n}|f_{x_{i}}(\mathrm{x})|-b_{0}|\leq s0$ .
Write
a $=$ $(\mathrm{a}^{x}, \mathrm{a}^{y})(\in \mathrm{R}^{n}\mathrm{x} \mathrm{R}^{n})$ ;
$\mathrm{a}^{x}$ $=$ $(a_{1}^{x}$ , ... ’ $a_{n}^{x})$ ;
$\mathrm{a}^{y}$
$=$ $(a_{1}^{y}, \ldots, a_{n}^{y})$ ;
$\mathrm{z}_{i}$ $=$ $(a_{1}^{y}$ , . . . ’ $a_{i}^{y}$ , $a_{l+1}^{x}$ , . . . , $a_{n}^{x})$ .
Here $\mathrm{a}^{x}\neq \mathrm{a}^{y}$ , $\mathrm{z}0$ $=\mathrm{a}^{x}$ , $\mathrm{z}_{n}=\mathrm{a}^{y}$ and each $\mathrm{z}_{i}$ satisfies $||\mathrm{z}_{\mathrm{i}}-\mathrm{a}0||<r_{0}$ . Then,
(5) $|e_{f}^{0}(\mathrm{a})-b|$ $\leq$ $s$ ;
(6) $|e_{f}^{0}(\mathrm{a})-b’|$ $=$ $|e_{f}^{0}((\mathrm{a}^{x}, \mathrm{a}^{y}))|$
$\leq$ $\sum_{i=1}^{n}\frac{|f(\mathrm{z}_{i})-f(\mathrm{z}_{i-1})-f_{x_{l}}(\mathrm{a}^{x})(a_{i}^{y}-a_{i}^{x})|}{||\mathrm{a}^{y}-\mathrm{a}^{x}||}$ .
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$\leq$ $|f_{x_{i}}(\mathrm{z}_{i-1}+\theta(\mathrm{z}_{i}-\mathrm{z}_{i-1}))-\mathrm{h}|$ $+|f_{x_{j}}(\mathrm{a}^{x})-b_{0}|$ .
Hence by (4) and (7), for all $1\leq \mathrm{i}\leq n$,
(8) $\frac{|f(\mathrm{z}_{i})-f(\mathrm{z}_{i-1})-f_{x_{i}}(\mathrm{a}^{x})(a_{i}^{y}-a_{i}^{x})|}{||\mathrm{a}^{y}-\mathrm{a}^{x}||}\leq 2s_{0}$ .
(If $a_{i}^{x}=a_{i}^{y}$ , then clearly (8) holds.) Prom (6) and (8),





By (5) and (9), $|b-b^{/}|\leq s+s’$ holds. This means $E_{f}$ satisfies condition 1.
Let $e_{f}$ be a continuous function which is coded by $Ef$ . Then, (i) provides $U\mathrm{x}U\backslash \Delta\subseteq$
dom $(e_{f})$ and (ii) provides $\Delta\underline{\subseteq}\mathrm{d}\mathrm{o}\mathrm{m}(\mathrm{e}/)$ , hence $U\mathrm{x}$ $U\underline{\subseteq}\mathrm{d}\mathrm{o}\mathrm{m}(\mathrm{e}/)$ . CJearly $ef$ holds (1)
and (2), and this completes the proof. $\square$
Remark 3.13. If $U$ is an open subset of $\mathrm{R}^{n}$ and $\mathrm{f}=$ $(f1, \ldots , f_{m})$ is a $\mathrm{C}^{1}$ -function from
$U$ to $\mathrm{R}^{m}$ , then we define the differentiable condition function for $f$ as ef $=$ $(ef_{1}’\cdots, ef_{m})$ .
Then
Vx $\in U\mathrm{e}\epsilon(\mathrm{x},\mathrm{x})=0$ ;
Vx, $\mathrm{y}\in U\mathrm{f}(\mathrm{y})-\mathrm{f}(\mathrm{x})=\sum \mathrm{f}_{xt}(\mathrm{x})(y_{i}-x_{i})+\mathrm{e}_{\mathrm{f}}(\mathrm{x}, \mathrm{y})||\mathrm{y}-\mathrm{x}||n$.
$i=1$
(Here, $\mathrm{f}_{x_{i}}=(f_{1x_{i}}$ , . . . $f_{mx_{i}}).$)
Remark 3.14. Conversely, let $U$ be an open subset of $\mathrm{R}^{n}$ , $f$, $f’$ be contirvuorw function
from $U$ to $\mathrm{R}$ and $ef$ be a continuous function frorn $U\mathrm{x}$ $U$ to R. If $f$ , $f’$ , $ef$ satisfy (1) and
(2), then clearly $(f, f’)$ is $\mathrm{C}^{1}$ .
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Corollary 3.15. The following assertions are provable in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ .
1. Let $U$ be an open subset of $\mathrm{R}$ and let $k$ be a real number. If $f$ and $g$ are $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$
functions from $U$ to $\mathrm{R}$ , then $kf$, $f+g$, $fg$ , $1/f$ are all $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ functions from $U$ to
R. Moreover, $(kf)’=kf’$ , $(f+g)’=f’+g’$ , $(fg)’=f’g+fg’$ and $(1/f)’=-f’/(f^{2})$
hold.
2. (chain rule) Let $U$ be an open subset of $\mathrm{R}^{n}$ and let $V$ be an open subset of $\mathrm{R}^{m}$ . if
$\mathrm{f}=\langle f_{1}$ , $\ldots$ , $f_{m}$ ) is a continuous function from $U$ to $V$ , $g$ is a continuous function
from $V$ to $\mathrm{R}$ and both $f$ and $g$ are $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ , then $g\mathrm{o}f$ is a $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ function
from $U$ to $\mathrm{R}$ and satisfies
$\frac{\partial(g\circ \mathrm{f})}{\partial x_{i}}(\mathrm{x})=\sum_{j=1}^{m}\frac{\partial g}{\partial y_{j}}(\mathrm{f}(\mathrm{x}))\frac{\partial f_{j}}{\partial x_{i}}(\mathrm{x})$.
(Here $\frac{\partial g}{\partial y_{\mathit{1}}}=g(\delta_{1j)}.,\delta_{mj})$ .)
Proof. We reason within $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ . We only prove 2. (We can prove 1 easily.) For all $\mathrm{x}\in U$ ,
$1\leq i\leq n$ and Ax $\in \mathrm{R}\backslash \{0\}$ , define Ayj $(1 \leq j\leq m)$ as
$\Delta y_{j}$ $:=$ $f_{\mathrm{j}}(\mathrm{x}+\Delta x\mathrm{e}_{\mathrm{i}})-f_{j}(\mathrm{x})$
$=$ $\Delta x\frac{\partial f_{j}}{\partial x_{i}}(\mathrm{x})+|\Delta x|e_{f_{j}}(\mathrm{x}, \mathrm{x}+\Delta x\mathrm{e}i)$ .
where $\mathrm{e}$: is the unit vector along $x_{i}$ and each $e_{f_{f}}$ is the differentiabie condition function
for $f’\mathrm{i}$ . Then
$||\Delta \mathrm{y}||$ $:=$
Define $e_{g\circ \mathrm{f}}^{i}$ as
$e_{g\mathrm{o}\mathrm{f}}^{i}$(x) $:=$ $\sum_{j=1}^{m}\frac{\partial g}{\partial y_{j}}(\mathrm{f}(\mathrm{x}))ef_{j}(\mathrm{x}, \mathrm{x}+\Delta x\mathrm{e}_{\mathrm{i}})$
where $e_{g}$ is the differentiabie condition function for $g$ . Then
(10) $\lim_{\mathrm{A}xarrow 0}e_{g\circ \mathrm{f}}^{i}(\Delta x)=0$ ,
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(11) $g \mathrm{o}\mathrm{f}(\mathrm{x}+\Delta x\mathrm{e}_{\mathrm{i}})-g\mathrm{o}\mathrm{f}(\mathrm{x})=\sum_{J^{=1}}^{m}\Delta y_{j}\frac{\partial g}{\partial y_{\mathrm{j}}}(\mathrm{f}(\mathrm{x}))+||\Delta \mathrm{y}||e_{g}(\mathrm{f}(\mathrm{x}),\mathrm{f}(\mathrm{x}+\Delta x\mathrm{e}_{\mathrm{i}}))$
$= \Delta x\sum_{\mathrm{i}=1}^{m}\frac{\partial g}{\partial y_{j}}(\mathrm{f}(\mathrm{x}))\frac{\partial f_{j}}{\partial x_{i}}(\mathrm{x})+|\Delta x|e_{g\mathrm{o}\mathrm{f}}^{i}(\Delta x)$.
(10) and (11) show that $\sum_{j=1}^{m}\frac{\partial g}{\partial y_{j}}\frac{\partial f_{j}}{\partial x_{i}}$ is the first derivative of $g\mathrm{o}\mathrm{f}$ along $x_{i}$ , and this
completes the proof. $\square$
3.3 Series
In this section, we prove the termwise differentiation and integration theorems. We also
construct some $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$-functions by series in RCAo. Especially, we construct power
series, which are elementary examples of analytic functions. The next theorem is the core
of this section.
Theorem 3.16 ([8] Theorem II.6.5). Let $\{\alpha_{n}\}_{n\in \mathrm{N}}$ be $a$ (code for $a$) sequence of non-
negatvve real nttsnbers whose series $\sum_{n=0}^{\infty}\alpha_{n}$ is convergent Then the following is provable
in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ . Let $U$ be an open subset of $\mathrm{R}^{l}$ , and let $\{f_{n}\}_{n\in \mathrm{N}}$ be $a$ (code for $a$) sequence of
continuous functions from $U$ to $\mathrm{R}$ which satisfies the following:
$\forall \mathrm{x}\in U\forall n\in \mathrm{N}|f_{n}(\mathrm{x})|\leq\alpha_{n}$ .
Then there exits $a$ (code for $a$) continuous function $f$ frorn $U$ to $\mathrm{R}$ such that
Vx $\in Uf(\mathrm{x})=\sum_{n=0}^{\infty}f_{n}(\mathrm{x})$ .
We prove the termw ise differentiation theorem, and construct a power series, an ele
mentary example of analytic functions.
Theorem 3.17 (termwise differentiation). The following is provable in RCAo. Let $U$
be an open interval $of\mathrm{R}_{f}$ and let $\sum_{n=0}^{\infty}a_{n}$ and $\sum_{n=0}^{\infty}b_{n}$ be nonnegative convergent series,
Let $\{(f_{n)}f_{n}’)\}_{n\in \mathrm{N}}$ be a sequence of $\mathrm{C}^{1}$ -functions from $U$ to $\mathrm{R}$ which satisfies the folloeving
conditions:
$\forall x\in U\forall n\in \mathrm{N}|f_{n}(x)|\leq a_{n}$ ,
$\forall x\in U\forall n\in \mathrm{N}$ $|f_{n}’.(x)|\leq b_{n}$ .
Then there exists a $\mathrm{C}^{1}$ function $(f, f^{/})$ from $U$ to $\mathrm{R}$ such that
$f= \sum_{n=0}^{\infty}f_{n}$ , $f^{J}= \sum_{n=0}^{\infty}f_{n}’$ .
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Proof. We reason within RCAq. By Theorem 3.16.??, there exist continuous functions $f$
and $f^{/}$ from $U$ to $\mathrm{R}$ which satisfy the following condition:
$f= \sum_{n=0}^{\infty}f_{n}$ , $f^{/}= \sum_{n=0}^{\infty}f_{n}’$ .
Let $e_{f_{n}}$ be a differentiate condition function for $(f_{n}, f_{n}^{\mathit{1}})$ . By Theorem 3.8, for all $n$ and
for all $x\neq y$ in $U$ , there exists $z\in U$ such that
$\frac{f_{n}(y)-f_{n}(x)}{y-x}=f_{n}’(z)$ .
Hence, for all $n\in \mathrm{N}$ , if $x\neq y$ , then there exists $z$ and
$|e_{f\eta}(x, y)|$ $=$ $| \frac{f_{n}(y)-f_{n}(x)}{y-x}-f_{n}’(x)|$
$=$ $|f_{n}’(z)-f_{n}’(x)|$ .
Then for all $n\in \mathrm{N}$ ,
{12) $|e_{f_{n}}(x, y)|\leq 2b_{n}$ .
(Clearly, (12) holds if $x=y.$) Then by Theorem 3.16.??, $e_{f}= \sum_{n=}^{\infty}\mathrm{o}efn$ exists and $ef$
holds
$\forall x\in Ue_{f}(x, x)=0$ ;
Vr, $y\in Uf(y)-f(x)=(y-x)f’(x)+|y-x)f\{x)y)$ .
This means $(f, f’)$ is $\mathrm{C}^{1}$ and this completes the proof. $\square$
Let $\{a_{7b}\}_{n\in \mathrm{N}}$ be a sequence of real numbers, and let $r$ be a positive real number. If the
series $\sum_{n=0}^{\infty}|a_{n}|r^{n}$ is convergent, then for all $a\in \mathrm{R}$ and for all $x$ such that $|x-a|<r$ ,
$\sum_{n=0}^{\infty}$ an $(x- a)^{n}$ is absolutely convergent and $|a_{n}(x-a)^{n}|<|a_{n}|r^{n}$ . Define an open set
$U$ and a sequence of continuous functions $\{f_{n}\}_{n\in \mathrm{N}}$ from $U$ to $\mathrm{R}$ as $U=\{x||x-a|<r\}$
and $f(x)=an(x-\mathrm{a})\mathrm{n}$ . Then by Theorem 3.16.?? there exists a continuous function $f$








Definition 3.6 (analytic functions). The following definition is made in RCAq. Let $U$
be an open subset of $\mathrm{R}$, and let $\{f^{\langle n)}\}_{n\in \mathrm{N}}$ be a $\mathrm{C}^{\infty}$ -function, from $U$ to R. Then $\{f^{(n\rangle}.\}_{n\in \mathrm{N}}$
is said to be analytic if and only if $\{f^{(n)}\}_{n\in \mathrm{N}}$ satisfifies the following condition:
$\forall x\in U\exists\delta>0\forall y\in U|x-y|<\deltaarrow f(y)=\sum.\frac{f^{(n)}(x)}{n!}(y-x)^{n}\infty$.
$n=0$
If $\{f^{\{n)}\}_{n\in \mathrm{N}}$ is analytic, then $f$ is said to be analytic.
Theorem 3.18. The following is provable in RCAO. Let $\{a_{n}\}_{n\in \mathrm{N}}$ be a sequence of real
numbers, and let $r$ be a positive real number such that $\sum_{n=0}^{\infty}|a_{n}|r^{n}$ is convergent Define
an open set $U$ as $U=\{x||x-a|<r\}$ and defifine a continuous function $f$ from $U$ to $\mathrm{R}$
as $\mathrm{f}(\mathrm{y})=\sum_{n=0}^{\infty}a_{n}(x-a)^{n}$ . Then we can construct a sequence of continuous functions
$\{f^{(n)}\}_{n\in \mathrm{N}}$ to expand $f$ into an analytic function $\{f^{(n)}\}_{n\in \mathrm{N}}$ .
Proof. $\mathrm{O}$bvious. $\square$
The next lem ma is very useful to construct continuous, $\mathrm{C}^{r}$ , $\mathrm{C}^{\infty}$ or analytic functions.
Lemma 3.19. The following is provable in RCAo . Let $\{U_{n}\}_{n\in \mathrm{N}}$ be $a$ (code for $a$) sequence
of open subsets of $\mathrm{R}_{f}^{l}$ and let $\{f_{n}\}_{n\in \mathrm{N}}$ be $a$ (code for $a$) sequence of contirvuous, $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}arrow$
functions. Here, each $f_{n}$ is from $U_{n}$ to R. if $\{f_{n}\}_{n\in \mathrm{N}}$ satisfies
$\forall \mathrm{x}\in \mathrm{R}^{l}\forall \mathrm{i},j\in \mathrm{N}$ ($\mathrm{x}\in U_{\dot{\mathrm{t}}}\cap$ Uj $arrow f_{i}(\mathrm{x})=fj$ $(\mathrm{x})$ ),
then there exists a contin uous, $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ function $f$ from $U= \bigcup_{n=0}^{\infty}U_{n}$ to $\mathrm{R}$ such that
$\forall \mathrm{x}\in U\forall n\in \mathrm{N}(\mathrm{x}\in U_{n}arrow f_{n}.(\mathrm{x})=f.(\mathrm{x}))$ .
(We usually write $f= \bigcup_{n-0}^{\infty}-f_{n}.$) Moreover, if $l=1$ and each $f_{n}$ is analytic, then $f$ is
analytic.
Proof. We reason within $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ . We first prove the continuous case. Let $F_{n}$ be a code for
$f_{n}$ . Let $\varphi(\mathrm{a}, r, b, s)$ be a $\Sigma_{1}^{\mathrm{D}}$ formula which express there exists $n$ such that $\exists(m’, \mathrm{a}’, r’)\in$
$U_{n}||\mathrm{a}-\mathrm{a}’||+r<r’$ and $(\mathrm{a}, r)Fn\{b,$ $s$) holds. Write
$\varphi(\mathrm{a}, r, b, s)\equiv\exists m\theta(m, \mathrm{a}, r, b, s)$
where 0 is $\Sigma_{0}^{0}$ . By $\Delta_{1}^{0}$ comprehension, define $F$ as $(m, \mathrm{a}, r, b, s)\in F\Leftrightarrow\theta(m, \mathrm{a}, r, b, s)$ .
Then clearly $F$ is a code for a continuous (partial) function and $f$ is from $U$ to $\mathrm{R}$ which
satisfies
Vx $\in U$ Vn $\in \mathrm{N}(\mathrm{x}\in U_{n}arrow f_{n}(\mathrm{x})=f(\mathrm{x}))$ .
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This completes the proof of the continuous case.
To prove the $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ case, by Lemma 3.6, for all $\alpha=$ $(a_{1}, \ldots, a_{n})$ ,
Vx $\in \mathrm{R}^{l}\forall i,j\in \mathrm{N}$ $( \mathrm{x}\in U_{i}\cap U_{j}arrow\frac{\partial^{a_{1}+.\cdot.\cdot+a_{n}}f_{i}}{\partial^{a1}x_{1}.\partial^{u}x_{n}}(\mathrm{x})=\frac{\partial^{a_{1}+.\cdot+a_{n}}f_{\mathrm{i}}}{\partial^{a_{1}}x_{1}..\partial^{a_{n}}x_{n}}(\mathrm{x}))$ .
Then we can use the continuous case to construct
$\frac{\partial^{a_{1}+\cdot.+a_{\mathrm{n}}}f}{\partial^{a1}x_{1}..\partial^{a_{\eta}}x_{n}}=\cup\frac{\partial^{a_{1}+.\cdot.+a_{n}}f_{n}}{\partial^{a_{1}}x_{1}.\partial^{a_{n}}x_{n}}n=0\infty..$ .
We can easily check the condition for $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ .
For the analytic case, we can also check the condition for analytic easily, and this
completes the proof. $\square$
Example 3.7. The folloing analytic functions can be constructed in RCAo.
1. Define $s(n)$ as
$s(n)=\{$
$($-1$)^{\frac{n}{\underline{\eta}}}$ if $n$ as even,
0if$n$ is odd
and define $\{a_{n}\}_{n\in \mathrm{N}}$ , $\{b_{n}\}_{n\in \mathrm{N}}$ and $\{c_{n}\}_{n\in \mathrm{N}}$ as
$a_{n}= \frac{1}{n!}$ , $b_{n}= \frac{s(n+3)}{n!}$ , $c_{n}= \frac{s(n)}{n!}$ .
Then for all $m\in \mathrm{N}$ , $\sum_{n=0}^{\infty}|a_{n}|m^{n}$ , $\sum_{n=0}^{\infty}|b_{n}|m^{n}$ and $\sum_{n=0}^{\infty}|c_{n}|m^{n}$ are convergent.
Define $U_{m}=\{x||x|<m\}$ . On $U_{m}$ , define $\exp_{m}(x)=\sum_{n=0}^{\infty}a_{n}x^{n}$ , $\sin_{m}(x)=$
$\sum_{n=0}^{\infty}b_{n}x^{n}$ and $\cos_{m}(x)=\sum_{n=0}^{\infty}c_{n}x^{n}$ . Then by Corollary 3.18, $\exp_{m}(x)$ , $\sin_{m}(x)$
and $\cos_{m}(x)$ are analytic functions from $U_{m}$ to R. Hence by Lemma 3. i9 analytic
functions $\exp=\bigcup_{m\in \mathrm{N}}\exp_{m}$, $\sin=\bigcup_{m\in \mathrm{N}}\sin_{m}$ and $\cos=\bigcup_{m\in \mathrm{N}}\cos_{m}$ from 1R to $\mathrm{R}$
can be constructed.
2. Define $\{d_{n}\}_{n\in \mathrm{N}}$ as $d_{n}=n\cdot$ $(-1)^{n+1}$ and $de/ine$ $t(m)$ as $t(m)=1-1/m$. Then
for all $m\in \mathrm{N}$ , $\sum_{n=0}^{\infty}|d_{n}|t(m)^{n}$ is convergent. Define $U_{m}=\{x||x-1|<t(m)\}$ .
On $U_{m}$ , define $\log_{m}(x)=\sum_{n=0}^{\infty}a_{n}(x-1)\mathrm{n}$ . Then by Corollary 3. 18, $\log_{m}(x)$ is
an analytic function from $U_{m}$ to R. Hence by Lemma 3.1 $g$, an analytic function
$\log=\bigcup_{m\in \mathrm{N}}\log_{m}$ frorn $(0, 2)$ to $\mathrm{R}$ can be constructed.
Next, we define Riemann integral and prove the termwise integration theorem. A
modulus of uniform continuity plays a key role to integrate a continuous function
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Definition 3.8 (modulus of uniform continuity). The following definition is made
in $\mathrm{R}\mathrm{C}\mathrm{A}_{0}$ . Let $U$ be an open or closed subset of $\mathrm{R}^{n}$ , and let $\mathrm{f}$ be a continuous function from
$U$ to $\mathrm{R}^{m}$ . A modulus of unifo$rm$ continuity on $U$ for $\mathrm{f}$ is a function $h$ from $\mathrm{N}$ to $\mathrm{N}$ such
that for all $n\in \mathrm{N}$ and for all $\mathrm{x}$ , $\mathrm{y}\in U$, if $||\mathrm{x}-\mathrm{y}||<2^{-h(n)}$ , then $||\mathrm{f}(\mathrm{x})-\mathrm{f}(\mathrm{y})||<2^{-n}$ .
A modulus of uniform continuity for $f$ guarantees rather strong uniform continuity of
$f$ than usual sense.
Definition 3.9 (Riemann integral: [8] Lemma IV.2.6). The following definition is
made in RCAq. Let $f$ be a continuous function from $[a, b]$ to R. Then, define the Riemann
integral $\int_{a}^{b}f(x)dx$ as
$\int_{a}^{b}f(x)$ (&= $\lim_{\Delta||arrow 0}\sum_{k=1}^{n}f(\xi_{k\grave{)}}(x_{k}-x_{k-1})$
if this limit exists. Here, $\Delta$ is a partition of $[a, b]$ , $i.e$ . $\Delta=\{a=x_{0}<x_{1}<\cdots<x_{n}=b\}$ ,
$x_{k-1}\leq\xi_{k}\leq x_{k}$ and $| \Delta|=\max\{x_{k}-\mathrm{x}\mathrm{k}-\mathrm{i}|1\leq k\leq n\}$ .
Lemma 3.20. The following is provable in RCAq-. Let f be a continuous function from
$[a, b]$ to $\mathrm{R}$ which has a modulus of uniform continuity. Then $\int_{a}^{b}f(x)dx$ exists.
Proof. $\mathrm{O}$bvious.
$\square$
Theorem 3.21 (termwise integration). The following is provable in RCAq. Let $\sum_{n=0}^{\infty}\alpha_{n}$
be nonnegative convergent series, and let $\{f_{n}\}_{n\in \mathrm{N}}$ be a sequence of continuous functions
from $[a, b]$ to $\mathrm{R}$ which satisfies the following:
Vx $\in[a, b]\forall n\in \mathrm{N}|f_{n}(x)|\leq\alpha_{n}$ .
Then by Theorem 3.16.11, there exists a continuous function $f= \sum_{n=0}^{\infty}f_{n}$ from $[a, b]$ to
R.
If each $f_{n}$ has a modulus of uniform continuity, then $f= \sum_{n=0}^{\infty}f_{n}$ has a modulus of
uniform continuity and $\{f_{n}\}_{n\in \mathrm{N}}$ and $f$ satisfy the following:
(13) $\int_{a}^{b}f(x)dx=\sum_{n=0}^{\infty}\int_{a}^{b}f_{n}(x)dx$ .
(By Lemma 3.20, $\int_{a}^{b}f(x)dx$ and $\int_{a}^{b}f_{n}(x)dx$ exist)
Proof. We reason within RCAq. Let $h_{n}$ be a modulus of uniform continuity for
$f_{n}$ . Let
$\sum_{n=0}^{\infty}\alpha_{n}=\alpha$. define $k(n)$ as the following:
$k(n)= \min\{k|(\alpha-\sum_{i=0}^{k}\alpha_{\mathrm{i}})_{k}<2^{-n-2}-2^{-- k+1}\}$ .
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(Here, $(\alpha)_{k}$ is the &-th approximation of $\alpha.$) Then
(14) $\sum_{i=k(n)+1}^{\infty}\alpha_{i}<2^{-n-2}$ .
Now define h as
$h(n)= \max\{h_{i}(n+2+\mathrm{i})|i\leq k(n)\}$ .
Then for all $x$ , $y\in[a, b]$ , $|x-y|<2^{-h(n)}$ implies
(15) $\forall \mathrm{i}\leq k(n)|f(x)-f(y)|<2^{-n-2-i}$.








This means $h$ is a modulus of uniform continuity for $f$ .







This implies (13), and this completes the proof $\square$
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3.4 Inverse function theorem and implicit function theorem
In this section, we prove the inverse function theorem and the implicit function theorem
in RCAo. Differentiable condition functions again play a key role.
Theorem 3.22 (inverse function theorem and implicit function theorem). The fol-
lowing assertions are provable in RCAq.
1. Let $U$ be an open subset of $\mathrm{R}^{n}$ , and let $\mathrm{f}$ be a $\mathrm{C}^{r}(r\geq 1)$ or $\mathrm{C}^{\infty}$ -hnction from $U$ to
$\mathrm{R}^{n}$ . Let a be a point of $U$ such that $|\mathrm{f}’(\mathrm{a})|\neq 0$ . Then, there exist open subsets of
$\mathrm{R}^{n}V$ , $W$ and a $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ -function $\mathrm{g}$ from $W$ to $V$ such that a $\in V$ , $\mathrm{f}(\mathrm{a})\in W$ and
Vx $\in V$ $\mathrm{g}(\mathrm{f}(\mathrm{x}))=\mathrm{x}$ ,
$\forall \mathrm{y}\in W$ $\mathrm{f}(\mathrm{g}(\mathrm{y}))=\mathrm{y}$ .
2. Let $U$ be an open subset of $\mathrm{R}^{n}\mathrm{x}\mathrm{R}^{m}$ , and let $\mathrm{F}$ be a $\mathrm{C}^{r}(r\geq 1)$ or $\mathrm{C}^{\infty}$ -function from $U$
to $\mathrm{R}^{m}$ . Let a $=$ ( $\mathrm{a}_{1}$ , a2) be a point of $U$ such that $\mathrm{F}(\mathrm{a})=0$ ant $|\mathrm{F}_{x_{n+1}\ldots x_{n+m}}(\mathrm{a})|\neq 0$ .
Then there exist open subsets $V\subseteq \mathrm{R}^{n_{J}}W\underline{\subseteq}\mathrm{R}^{m}$ and a $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$ -function $\mathrm{f}$ from
$W$ to $V$ such that $\mathrm{a}_{1}\in V$ , $\mathrm{a}_{2}\in W$ and
$\mathrm{f}(\mathrm{a}_{1})=\mathrm{a}_{2}$ ,
$\forall \mathrm{v}\in V\mathrm{F}(\mathrm{v}, \mathrm{f}(\mathrm{v}))=0$ .
Here, $|\mathrm{f}’(\mathrm{a})|$ and $|\mathrm{F}_{x_{n+}1}x_{n+m}(\mathrm{a})|$ are th $e$ Jaco bians, $i.e.$ ,
$|\mathrm{f}’(\mathrm{a})|$ $=$ $\det(\frac{\partial f_{i}}{\partial x_{j}})_{1\leq i,j\leq n}$
$|\mathrm{F}_{x_{n+1}.\vee\cdot x_{n+m}}(\mathrm{a})|$ $=$ $\det(\frac{\partial F_{i}}{\partial x_{n+j}})_{1\leq?,j\leq m}$
Proof. We reason within RCAo. We first prove 1. By Theorem 3,3 and Corollary 3.15, we
may assume the following cond ition:
$\mathrm{a}=\mathrm{f}(\mathrm{a})=0$ ;
$\forall \mathrm{x}\in U|\mathrm{f}’(\mathrm{x})|>0$ ;
$\frac{\partial f_{i}}{\partial x_{j}}=\{$
1if $i=j$ ,
0 if $i\neq i$ .
Define $\mathrm{u}$ from $U$ to $\mathrm{R}^{n}$ as $\mathrm{u}(\mathrm{x})=\mathrm{x}-\mathrm{f}(\mathrm{x})$ . Then $\mathrm{u}$ is $\mathrm{C}^{1}$ , hence we can construct the





$|| \mathrm{u}(\mathrm{y})-\mathrm{u}(\mathrm{x})||\leq(\sum_{i=1}^{n}||\mathrm{u}_{x_{i}}(\mathrm{x})||+||\mathrm{e}_{\mathrm{u}}(\mathrm{x}, \mathrm{y})||)||\mathrm{y}-\mathrm{x}||$ .
Here, $\sum_{i=1}^{n}||\mathrm{u}_{x_{i}}(0)||=0$ and $||\mathrm{e}_{\mathrm{u}}(0,0)||=0$ . Hence by continuity of $\sum_{i=1}^{n}||\mathrm{u}_{x_{i}}||$ and
$||\mathrm{e}_{\mathrm{u}}||$ , we can get $\epsilon$ $>0$ such that
$W_{0}:=\{\mathrm{x}\in \mathrm{R}^{n}|||\mathrm{x}-0||<\in\}\subseteq U$,
$\forall \mathrm{x}\in W_{0}\sum_{i=1}^{n}||\mathrm{u}_{x_{i}}(\mathrm{x})||<\frac{1}{4}$ ,
$\forall \mathrm{x}$ , $\mathrm{y}\in W_{0}||\mathrm{e}_{\mathrm{u}x_{i}}(\mathrm{x}, \mathrm{y})||<\frac{1}{4}$.
Then for all $\mathrm{x},\mathrm{x}\in W\mathit{0}$ ,
(16) $||\mathrm{u}(\mathrm{y})-\mathrm{u}(\mathrm{x})||$ $\leq$ $‘ \frac{1}{A}||\mathrm{y}-\mathrm{x}||$ ;
(17) $||\mathrm{y}-\mathrm{x}||$ $=$ $||\mathrm{u}(\mathrm{y})+\mathrm{f}(\mathrm{y})-\mathrm{u}(\mathrm{x})-\mathrm{f}(\mathrm{x})||$
$\leq$ $||\mathrm{f}(\mathrm{y})-\mathrm{f}(\mathrm{x})||+||\mathrm{u}(\mathrm{y})-\mathrm{u}(\mathrm{x})||$
$\leq$ $|| \mathrm{f}(\mathrm{y})-\mathrm{f}(\mathrm{x})||+\frac{1}{2}||\mathrm{y}-\mathrm{x}||$ .
Hence
(18) $||\mathrm{y}-\mathrm{x}||\leq|\Delta||\mathrm{f}(\mathrm{y})-\mathrm{f}(\mathrm{x})||$ .
Define open sets $V$ and $W$ as
$W$ $:=$ $\{\mathrm{x}\in \mathrm{R}^{n}|||\mathrm{x}-0||<\frac{\Xi}{2}\}\}$
$V$ $:=$ $\mathrm{f}^{-1}(W)\cap W_{0}$ .
Claim 3.22.1. For all y $\in W$ , there eists a unique x $\in V$ such that $\mathrm{f}(\mathrm{x})=\mathrm{y}$ .
To prove this claim, let $\mathrm{y}$ be a point of $W$ . Define $\mathrm{v}_{\mathrm{y}}$ from $W\mathit{0}$ to $\mathrm{R}^{n}$ as $\mathrm{v}\mathrm{y}(\mathrm{x})$ $=$
$\mathrm{y}+\mathrm{f}(\mathrm{x})$ . Then by (16), for all $\mathrm{x}’$ , $\mathrm{x}^{\prime/}\in W0$ ,
(19) $|| \mathrm{v}_{\mathrm{y}}(\mathrm{x}^{\prime/})-\mathrm{v}_{\mathrm{y}}(\mathrm{x}’)||\leq‘\frac{1}{2}||\mathrm{x}’-\mathrm{x}’||$.
Especially,
(20) $|| \mathrm{v}_{\mathrm{y}}(\mathrm{x}’)-\mathrm{y}||=||\mathrm{v}_{\mathrm{y}}(\mathrm{x}’)-\mathrm{v}_{\mathrm{y}}(0)||\leq\frac{1}{2}||\mathrm{x}’||<\frac{\epsilon}{2}$ .
On the other hand, $\mathrm{y}\in W$ implies $||\mathrm{y}||<\epsilon/2$ . Hence by (20),
(21) Vx’ $\in W_{0}||\mathrm{v}_{\mathrm{y}}(\mathrm{x}^{/})||<\epsilon$ .
145
(19) and (21) mean that $\mathrm{h}_{\mathrm{y}}$ is a contraction map from $W_{0}$ to $W_{0}$ . Hence by contraction
mapping theorem (particular version of [8] Theorem IV.8.3), there exists a unique $\mathrm{x}\in W_{0}$
such that $\mathrm{h}_{\mathrm{y}}(\mathrm{x})=\mathrm{x}$ . This implies $\mathrm{f}(\mathrm{x})=\mathrm{y}$ and then $\mathrm{x}\in V$ . This completes the proof of
the claim.
Next, we construct a code for the local inverse function. Let $\mathrm{F}$ be a code for $\mathrm{f}$ .
Let $\varphi(\mathrm{b}, s, \mathrm{a},r)$ be a $\Sigma_{1}^{0}$ formula which expresses that $||\mathrm{b}||+s<\epsilon/2$ and there exists
$(m’, \mathrm{a}’, r’, \mathrm{b}’, s’)\in \mathrm{F}$ such that $||\mathrm{b}-\mathrm{b}’||+s<s’$ and $||\mathrm{a}-\mathrm{a}’||\neq 4s’<r$ . Write
$\mathrm{y}(\mathrm{b}, s, \mathrm{a}, r)\equiv\exists mfl(m, \mathrm{b}, s, \mathrm{a}, r)$
where $\theta$ is $\Sigma_{\mathrm{f}l}^{0}$ . By $\Delta_{1}^{0}$ comprehension, define $\mathrm{G}$ as $(m, \mathrm{b}, s, \mathrm{a},r)\in \mathrm{G}\Leftrightarrow\theta(m, \mathrm{b}, s, \mathrm{a}, r)$ .
Claim 3,22.2. $\mathrm{G}$ is a code for a continuous (partial) function (in the sense of remark
3.1).
We can easily check that the condition 2 and 3 holds. We must check the condition 1.
Assum $\mathrm{e}(\mathrm{b}, s)\mathrm{G}(\mathrm{a}_{1}, r_{1})$ and $(\mathrm{b}, s)\mathrm{G}(\mathrm{a}_{2}, r_{2})$ . By the previous claim, we can take a unique
a 6 $V$ such that $\mathrm{f}(\mathrm{a}_{0})=\mathrm{b}$ . By the definition of $\mathrm{G}$ , there exist $(\mathrm{a}_{i}’,r_{i}’’, \mathrm{b}_{\mathrm{z}}’, s_{i}’)(i=1,2)$




This implies $||\mathrm{a}0-\mathrm{a}:||<r_{i}(i=1,2)$ and then $||\mathrm{a}_{1}-$ a2 $||<r1+r_{2}$ . This completes the
proof of the claim.
Claim 3.22.3. Let $\mathrm{g}$ be the continuous function coded by G. Then for all $\mathrm{y}\in W$ , $\mathrm{y}\in$
$\mathrm{d}\mathrm{o}\mathrm{m}(\mathrm{g})$ .
For all $\mathrm{y}\in W$ and for all $\delta>0$ , we need to show that there exists $(\mathrm{b}, s, \mathrm{a},r)$ such that
$(\mathrm{b}, s)\mathrm{G}(\mathrm{a}, r)_{1}||\mathrm{b}-\mathrm{y}||<s$ and $r<\delta$ . Take $\mathrm{x}\in V$ such that $\mathrm{f}(\mathrm{x})=\mathrm{y}$ . Then there exists
$(\mathrm{a}’,r’, \mathrm{b}^{J}, s’)$ such that $(\mathrm{a}^{/},r’)\mathrm{F}(\mathrm{b}^{J}, s’)$ , $||\mathrm{a}’-\mathrm{x}||<r’$ and $||\mathrm{b}’-\mathrm{y}||<s’<\delta/8$ . Then, there
exists $n$ such that the following conditions holds
$||\mathrm{y}_{n}-\mathrm{b}’||+2^{-n+1}$ $<$ $s’$ ;
$||\mathrm{y}_{n}||+2^{-n+1}$ $<$ $\frac{\epsilon}{2}$ .
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Here, $\mathrm{y}_{n}$ is a n-th approximation of $\mathrm{y}$ . These conditions can be expressed by $\Sigma_{1}^{0}$ form $\mathrm{u}\mathrm{l}\mathrm{a}$ ,
hence we can take $n=n_{0}$ which satisfies them. Define $(\mathrm{b}, s, \mathrm{a}, r)$ as
$\mathrm{b}$ $:=$ $\mathrm{y}_{n_{0}}$ ;
$s$ $:=$
$2^{-n\mathrm{o}+1}$ ;
a $:=$ a :
$r$ $:=$ $5s’$ .
Then $||\mathrm{a}-\mathrm{a}’||+4s’<r$ , hence $(\mathrm{b}, s)\mathrm{G}(\mathrm{a}, r)$ . Also $||\mathrm{b}-\mathrm{y}||<s$ and $r<\delta$ hold. This
completes the proof of the claim.
Claim 3.22.4. g is the local inverse of f, i.e.,
(22) $\forall \mathrm{x}\in V$ $\mathrm{g}(\mathrm{f}(\mathrm{x}))=\mathrm{x}$ ,
(23) $\forall \mathrm{y}\in W$ $\mathrm{f}(\mathrm{g}(\mathrm{y}))=\mathrm{y}$ .
We first show (22). Let $\mathrm{x}\in V$ and $\mathrm{y}=\mathrm{f}(\mathrm{x})$ . To prove $\mathrm{x}=\mathrm{g}(\mathrm{y})$ , we need to
show $\mathrm{t}$hat $(\mathrm{b}, s)\mathrm{G}(\mathrm{a}, r)$ and $||\mathrm{y}$ - $\mathrm{b}||<s$ imply $||\mathrm{x}-\mathrm{a}||<r$ . Assume $(\mathrm{b}, s)\mathrm{G}(\mathrm{a}, r)$ and
$||\mathrm{y}-\mathrm{b}||<s$ . Then by the definition of $\mathrm{G}$ , there exist $(\mathrm{a}’, r’, \mathrm{b}’, s’)$ such that $(\mathrm{a}’, r’)\mathrm{F}(\mathrm{b}’, s’)$ ,








(23) is immediate from (22) since $\mathrm{f}$ is bijective on $V$ . This completes the proof of the
claim.
Now we expand $\mathrm{g}$ into a $\mathrm{C}^{r}$ or $\mathrm{C}^{\infty}$-function. We can easily define the derivatives of $\mathrm{g}$ .
For example, define the first derivatives as
$( \frac{\partial g_{i}}{\partial x_{j}})_{1\leq i\mathrm{j}\leq n}=((\frac{\partial f_{i}}{\partial x_{j}})_{1\leq i,j\leq n})-1$
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It remains to prove that $\mathrm{g}$ and their derivatives surely satisfy the conditions for $\mathrm{C}^{r}$ or
$\mathrm{C}^{\infty}$ . Using the differentiate condition function for $\mathrm{f}$ , this can be achieved as usual This
completes the proof of 1.
We can imitate the usual proof to show the im plication $1arrow 2$ . $\square$
Mathematics in RCAq is concerned with constructive mathematics. The constructive
proof of implicit function theorem is in Bridges, Calude, Pavlov and \S tefanescu [4]. For
details of constructive mathematics, see Bishop and Bridges [1].
The inverse function theorem for Banach spaces is provable in $\mathrm{W}\mathrm{K}\mathrm{L}_{0}$ plus a certain
version of Baire category theorem [2]. See also [3].
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