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Abstract
In this paper, we investigate new L∞(L2) and L2(L2)-posteriori error estimates of mixed
ﬁnite element solutions for quadratic optimal control problems governed by
semilinear parabolic equations. The state and the co-state are discretized by the order
one Raviart-Thomas mixed ﬁnite element spaces and the control is approximated by
piecewise constant functions. We derive a posteriori error estimates in
L∞(J; L2())-norm and L2(J; L2())-norm for both the state and the control
approximation. Such estimates, which are apparently not available in the literature,
are an important step towards developing reliable adaptive mixed ﬁnite element
approximation schemes for the optimal control problem.
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1 Introduction








(‖p – pd‖ + ‖y – yd‖ + ‖u‖)dt}, (.)




= f (x, t) + u(x, t), x ∈, t ∈ J , (.)
p(x, t) = –A(x)∇y(x, t), x ∈, t ∈ J , (.)
y(x, t) = , x ∈ ∂, t ∈ J , y(x, ) = y(x), x ∈, (.)
where the bounded open set⊂ R is a convex polygon with the boundary ∂. J = [,T].
Let K be a closed convex set in the control space U = L(J ;L()), p,pd ∈ (L(J ;H())),
y, yd ∈ L(J ;H()), f ,u ∈ L(J ;L()), y(x) ∈ H(). For any R > , the function φ(·) ∈
W ,∞(–R,R), φ′(y) ∈ L() for any y ∈ H(), and φ′(y) ≥ . Assume that the coeﬃcient
matrix A(x) = (aij(x))× ∈ C∞(¯;R×) is a symmetric  × -matrix and there are con-
stants c, c >  satisfying for any vector X ∈ R, c‖X‖R ≤ XtAX ≤ c‖X‖R . We assume
©2013 Lu et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly cited.
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that the constraint on the control is an obstacle such that
K =
{
u ∈ L(J ;L()) : ∫

u(x, t)dx≥ , a.e. in × J
}
.
Optimal control problems have been successfully utilized in scientiﬁc and engineering
numerical simulation. Thus they must be solved by using some eﬃcient numerical meth-
ods. Among these numerical methods, the ﬁnite element method was a good choice for
solving partial diﬀerential equations. There have been extensive studies in convergence
for ﬁnite element approximation of optimal control problems. A systematic introduction
of the ﬁnite element method for optimal control problems can be found in [–].
Recently, an adaptive ﬁnite element method has been investigated extensively. It has
become one of the most popular methods in the scientiﬁc computation and numerical
modeling. Adaptive ﬁnite element approximation ensures a higher density of nodes in a
certain area of the given domain, where the solution is more diﬃcult to approximate, in-
dicated by a posteriori error estimators. Hence it is an important approach to boost the
accuracy and eﬃciency of ﬁnite element discretizations. There are lots of works concen-
trating on the adaptivity of many optimal control problems, for example, [–]. Note that
all the above works aimed at the standard ﬁnite element method.
In many control problems, the objective functional contains the gradient of state vari-
ables. Thus, the accuracy of the gradient is important in numerical discretization of the
coupled state equations. Mixed ﬁnite element methods are appropriate for the state equa-
tions in such cases since both the scalar variable and its ﬂux variable can be approximated
to the same accuracy by using such methods. When the objective functional contains the
gradient of the state variable, mixed ﬁnite element methods should be used for discretiza-
tion of the state equation with which both the scalar variable and its ﬂux variable can be
approximated in the same accuracy.
Recently, in [, ] we did some primary work on a priori error estimates for nonlinear
parabolic optimal control problems by mixed ﬁnite element methods. In [], we consid-
ered a posteriori error estimates of triangular mixed ﬁnite element methods for semilin-
ear elliptic optimal control problems. The state and the co-state were discretized by the
Raviart-Thomas mixed ﬁnite element spaces and the control was approximated by piece-
wise constant functions. In [], we derived a posteriori error estimates for linear parabolic
optimal control problems by the lowest order Raviart-Thomasmixed ﬁnite elementmeth-
ods.
This paper is motivated by the idea of the article [].We shall use the order one Raviart-
Thomas mixed ﬁnite element to discretize the state and the co-state. Due to the limited
regularity of the optimal control u in general, we therefore only consider a piecewise con-
stant space. Then we derive a posteriori error estimates for the mixed ﬁnite element ap-
proximation of the optimal control problem. The estimators for the control, the state and
the co-state variables are derived in the sense of L∞(J ;L())-norm or L(J ;L())-norm,
which are diﬀerent from the ones in [].
In this paper, we adopt the standard notation Wm,p() for Sobolev spaces on  with a
norm ‖ · ‖m,p given by ‖v‖pm,p =∑|α|≤m ‖Dαv‖pLp(), a semi-norm | · |m,p given by |v|pm,p =∑
|α|=m ‖Dαv‖pLp(). We set Wm,p () = {v ∈ Wm,p() : v|∂ = }. For p = , we deﬁne
Hm() =Wm,(), Hm () =Wm, (), and ‖ · ‖m = ‖ · ‖m,, ‖ · ‖ = ‖ · ‖,. We denote by
Ls(,T ;Wm,p()) the Banach space of all Ls integrable functions from J intoWm,p() with
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s for s ∈ [,∞), and the standardmodiﬁcation
for s =∞. Similarly, one can deﬁne the spacesH(J ;Wm,p()) and Ck(J ;Wm,p()). The de-
tails can be found in [].
The plan of this paper is as follows. In the next section, we shall construct the mixed
ﬁnite element approximation and the backward Euler discretization for quadratic optimal
control problems governed by semilinear parabolic equations (.)-(.). Then, we derive
a posteriori error estimates for both the state and the control approximation in Section .
Finally, we give a conclusion and some future work.
2 Mixedmethods of optimal control problems
In this section we shall now discuss the mixed ﬁnite element approximation and the back-
ward Euler discretization of quadratic semilinear parabolic optimal control problems (.)-
(.). To ﬁx the idea, we shall take the state spaces L(V) = L(J ;V) andH(W ) =H(J ;W ),
where V andW are deﬁned as follows:
V =H(div;) = {v ∈ (L()),divv ∈ L()}, W = L().
The Hilbert space V is equipped with the following norm:
‖v‖H(div;) =
(‖v‖, + ‖divv‖,)/.
Let α = A–, we recast (.)-(.) as the following weak form: ﬁnd (p, y,u) ∈ L(V) ×







(‖p – pd‖ + ‖y – yd‖ + ‖u‖)dt}, (.)
(αp,v) – (y,divv) = , ∀v ∈V, (.)




= (f + u,w), ∀w ∈W , (.)
y(x, ) = y(x), ∀x ∈. (.)
It follows from [] that optimal control problem (.)-(.) has a solution (p, y,u), and
that if a triplet (p, y,u) is the solution of (.)-(.), then there is a co-state (q, z) ∈ L(V)×
H(W ) such that (p, y,q, z,u) satisﬁes the following optimality conditions:
(αp,v) – (y,divv) = , ∀v ∈V, (.)




= (f + u,w), ∀w ∈W , (.)
y(x, ) = y(x), ∀x ∈, (.)
(αq,v) – (z,divv) = –(p – pd,v), ∀v ∈V, (.)




= (y – yd,w), ∀w ∈W , (.)
z(x,T) = , ∀x ∈, (.)∫ T

(u + z, u˜ – u)dt ≥ , ∀u˜ ∈ K , (.)
where (·, ·) is the inner product of L().
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In [], the expression of the control variablewas given. Here, we adopt the samemethod
to derive the following operator:







dx denotes the integral average on  of the function z.
Let Th be regular triangulations of . hτ is the diameter of τ and h = maxhτ . Let
Vh × Wh ⊂ V × W denote the order one Raviart-Thomas space associated with the tri-
angulations Th of . Pk denotes the space of polynomials of total degree at most k. Let
V(τ ) = {v ∈ P (τ ) + x · P(τ )},W (τ ) = P(τ ). We deﬁne
Vh :=
{vh ∈V : ∀τ ∈ Th,vh|τ ∈V(τ )},
Wh :=
{





u˜h ∈ K : ∀τ ∈ Th, u˜h|τ ∈ P(τ )
}
.
Let L(Vh) = L(J ;Vh) and H(Wh) =H(J ;Wh). The mixed ﬁnite element discretization







(‖ph – pd‖ + ‖yh – yd‖ + ‖uh‖)dt}, (.)
(αph,vh) – (yh,divvh) = , ∀vh ∈Vh, (.)




= (f + uh,wh), ∀wh ∈Wh, (.)
yh(x, ) = yh(x), ∀x ∈, (.)
where yh(x) ∈ Wh is an approximation of y. Optimal control problem (.)-(.) again
has a solution (ph, yh,uh), and that if a triplet (ph, yh,uh) is the solution of (.)-(.),
then there is a co-state (qh, zh) ∈ L(Vh)×H(Wh) such that (ph, yh,qh, zh,uh) satisﬁes the
following optimality conditions:
(αph,vh) – (yh,divvh) = , ∀vh ∈Vh, (.)




= (f + uh,wh), ∀wh ∈Wh, (.)
yh(x, ) = yh(x), ∀x ∈, (.)
(αqh,vh) – (zh,divvh) = –(ph – pd,vh), ∀vh ∈Vh, (.)




= (yh – yd,wh), ∀wh ∈Wh, (.)
zh(x,T) = , ∀x ∈, (.)∫ T

(uh + zh, u˜h – uh)dt ≥ , ∀u˜h ∈ Kh. (.)
Next, we deﬁne the standard L()-orthogonal projectionQh : K → Kh, which satisﬁes:
for any u˜ ∈ K ,
(u˜ –Qhu˜, u˜h) = , ∀u˜h ∈ Kh, (.)
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‖u˜ –Qhu˜‖–s,r ≤ C|u˜|,rh+s, s = ,  for u˜ ∈W ,s(). (.)
Similar to (.), for variational inequality (.), we have the following conclusion [].












Now we consider the fully discrete approximation for the above semidiscrete problem.
Let t > , N = T
t ∈ Z, and ti = it, i ∈ Z. Also, let
ψ i =ψ i(x) =ψ(x, ti), dtψ i =
ψ i –ψ i–
t .
The following fully discrete approximation scheme is to ﬁnd (pih, yih,uih) ∈Vh ×Wh ×Kh,




































f i + uih,wh
)
, ∀wh ∈Wh, (.)
yh(x) = yh(x), ∀x ∈. (.)
It follows that optimal control problem (.)-(.) has a solution (pih, yih,uih), i =
, , . . . ,N , and that if a triplet (pih, yih,uih) ∈ Vh ×Wh ×Kh, i = , , . . . ,N , is the solution of
(.)-(.), then there is a co-state (qi–h , zi–h ) ∈Vh ×Wh such that (pih, yih,qi–h , zi–h ,uih) ∈

























f i + uih,wh
)
, ∀wh ∈Wh, (.)



























yi–h – yi–d ,wh
)
, ∀wh ∈Wh, (.)
zNh (x) = , ∀x ∈, (.)(
uih + zi–h , u˜h – uih
)≥ , ∀u˜h ∈ Kh. (.)
For i = , , . . . ,N , let
Yh|(ti–,ti] =
(










(ti – t)pi–h + (t – ti–)pih
)
/t,








For any function w ∈ C(J ;L()), let
wˆ(x, t)|t∈(ti–,ti] = w(x, ti), w˜(x, t)|t∈(ti–,ti] = w(x, ti–).
Then optimality conditions (.)-(.) satisfy
(αPˆh,vh) – (Yˆh,divvh) = , ∀vh ∈Vh, (.)




= (fˆ +Uh,wh), ∀wh ∈Wh, (.)
Yh(x, ) = yh(x), ∀x ∈, (.)
(αQ˜h,vh) – (Z˜h,divvh) = –(˜Ph – p˜d,vh), ∀vh ∈Vh, (.)




= (Y˜h – y˜d,wh), ∀wh ∈Wh, (.)
Zh(x,T) = , ∀x ∈, (.)
(Uh + Z˜h, u˜h –Uh)≥ , ∀u˜h ∈ Kh. (.)
Similar to (.), the solution of variational inequality (.) is
Uh =Qh
(








In the rest of the paper, we shall use some intermediate variables. For any control func-






















= (f +Uh,w), ∀w ∈W , (.)





























, ∀w ∈W , (.)
z(Uh)(x,T) = , ∀x ∈. (.)
For ϕ ∈Wh, we shall write














ρ + s(ϕ – ρ)
)
ds
are bounded functions in ¯.
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Let Rh :W →Wh be the orthogonal L()-projection intoWh [] which satisﬁes:
(Rhw –w,χ ) = , w ∈W ,χ ∈Wh, (.)
‖Rhw –w‖,q ≤ C‖w‖t,qht , ≤ t ≤ k + , if w ∈W ∩Wt,q(), (.)
‖Rhw –w‖–r ≤ C‖w‖thr+t , ≤ r, t ≤ k + , if w ∈Ht(). (.)
Leth :V→Vh be the Raviart-Thomas projection operator [] which satisﬁes: for any
v ∈V,∫
E
wh(v –hv) · νE ds = , wh ∈Wh,E ∈ Eh, (.)∫
T
(v –hv) · vh dxdy = , vh ∈Vh,T ∈ Th, (.)
where Eh denote the set of element sides in Th. We have the commuting diagram property
div◦h = Rh ◦ div :V→Wh and div(I –h)V⊥Wh, (.)
where and after, I denotes an identity matrix.
Further, the interpolation operatorh satisﬁes a local error estimate
‖v –hv‖, ≤ Ch|v|,Th , v ∈V∩H(Th). (.)
The following lemmas are important in deriving a posteriori error estimates of residual
type.
Lemma . Let πˆh be the average interpolation operator deﬁned in []. For m =  or ,
≤ q≤ ∞ and ∀v ∈W ,q(h),
|v – πˆhv|Wm,q(τ ) ≤
∑
τ¯ ′∩τ¯ =∅
Ch–mτ |v|W ,q(τ ′). (.)
Lemma . Let πh be the standard Lagrange interpolation operator []. Then, for m = 
or ,  < q≤ ∞ and ∀v ∈W ,q(h),
|v – πhv|Wm,q(τ ) ≤ Ch–mτ |v|W,q(τ ). (.)
3 A posteriori error estimates
In this section we study new L∞(L) and L(L)-posteriori error estimates for the mixed
ﬁnite element approximation to the semilinear parabolic optimal control problems. Let
S(u) = 




(‖Ph – pd‖ + ‖Yh – yd‖ + ‖Uh‖). (.)




= (u + z, v), (.)












= (Uh + Z˜h, v). (.)
It is clear that S and Sh are well deﬁned and continuous onK andKh. Also, the functional
















In many applications, S(·) is uniform convex near the solution u. The convexity of S(·) is
closely related to the second-order suﬃcient conditions of the optimal control problems,
which are assumed in many studies on numerical methods of the problem. For instance,




S′(u) – S′(Uh),u –Uh
)
U ≥ c‖u –Uh‖L(J ;L()). (.)
Firstly, let us derive a posteriori error estimates for the control u.
Theorem . Let u and Uh be the solutions of (.) and (.), respectively. Assume that
(S′h(Uh))|τ ∈Hs(τ ), ∀τ ∈ Th (s = , ), and there is vh ∈ Kh such that
∣∣(S′h(Uh), vh – u)∣∣≤ C ∑
τ∈Th
hτ
∥∥S′h(Uh)∥∥Hs(τ )‖u –Uh‖sL(τ ). (.)
Then we have
‖u –Uh‖L(J ;L()) ≤ Cη +C







h+sτ ‖Uh + Z˜h‖+sH(τ ) dt.









)≤ , ∀vh ∈ Kh ⊂ K . (.)
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∥∥S′h(Uh) – S′(Uh)∥∥L()} + c‖u –Uh‖L(J ;L()). (.)
It is not diﬃcult to show
S′h(Uh) =Uh + Z˜h, S′(Uh) =Uh + z(Uh), (.)
where z(Uh) is deﬁned in (.)-(.). Thanks to (.), it is easy to derive
∥∥S′h(Uh) – S′(Uh)∥∥L() = ∥∥Z˜h – z(Uh)∥∥L(). (.)
Then, by estimates (.) and (.), we can prove the requested result (.). 
To estimate the error ‖Z˜h – z(Uh)‖L(J ;L()), we need the following well-known stability
results for the following dual equations:
⎧⎪⎪⎨⎪⎪⎩
–κt – div(A∇κ) + λκ = , x ∈, t ∈ [, t∗],
κ|∂ = , t ∈ [, t∗],




t – div(A∗∇ ) + φ′(y(Uh)) = , x ∈, t ∈ [t∗,T],
 |∂ = , t ∈ [t∗,T],






y(Uh)–Yh , y(Uh) = Yh, (.)
φ′(Yh), y(Uh) = Yh. (.′)
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Lemma . Let κ and  be the solutions of (.) and (.), respectively [, ]. Let 
be a convex domain. Then∫













∣∣t – t∗∣∣|κt| dxdt ≤ C‖κ‖L(),
and ∫













∣∣t – t∗∣∣|t| dxdt ≤ C‖‖L(),
where |Dv| =max{|∂v/∂xi∂xj|, ≤ i, j≤ }.
Next, we estimate the errors Yh – y(Uh) and Ph – p(Uh).
Theorem . Let (Ph,Yh,Qh,Zh,Uh) and (p(Uh), y(Uh),q(Uh), z(Uh),Uh) be the solutions
of (.)-(.) and (.)-(.), respectively. Then we have


































Yht + div Pˆh + φ(Yˆh) – fˆ –Uh
) dx};









η = ‖fˆ – f ‖L(,t∗ ;L()) +
∥∥yh(x) – y(x)∥∥L();
η = ‖Pˆh – Ph‖L(,t∗ ;L()) + ‖Yˆh – Yh‖L(,t∗ ;L()).
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= , ∀vh ∈Vh. (.)








= , ∀vh ∈Vh. (.)
Combining (.)-(.) and the deﬁnitions of Yh and Ph, we can get the following equal-
ity:
(αPh,vh) – (Yh,divvh) = , ∀vh ∈Vh. (.)


























































































































































(fˆ – f ,κ) + (Pˆh – Ph,∇κ)
)
dt



















When t∗ ∈ (ti–, ti], i≤ ,




















+C‖fˆ – f ‖L(,t∗ ;L()) +C‖Pˆh – Ph‖L(,t∗ ;L())
+C‖Yˆh – Yh‖L(,t∗ ;L()) +C
∥∥yh(x) – y(x)∥∥L(). (.)
When i > ,














































∥∥yh(x) – y(x)∥∥L(). (.)
Hence
∥∥Yh – y(Uh)∥∥L∞(J ;L()) ≤ C ∑
i=
ηi . (.)
Similar to Theorem . of reference [], we have derived the following estimate:
∥∥Ph – p(Uh)∥∥L(J ;L())
≤ C(‖fˆ – f ‖L(J ;L()) + ∥∥(Yˆh – Yh)t∥∥L(J ;L())
+ ‖Pˆh – Ph‖L(J ;L()) +
∥∥yh(x) – y(x)∥∥L()). (.)
This proves (.). 
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Now, we are in a position to estimate the errors Zh – z(Uh) and Qh – q(Uh).
Theorem . Let (Ph,Yh,Qh,Zh,Uh) and (p(Uh), y(Uh),q(Uh), z(Uh),Uh) be the solutions
of (.)-(.) and (.)-(.), respectively. Then we have the following error estimate:
∥∥Zh – z(Uh)∥∥L∞(J ;L()) + ∥∥Qh – q(Uh)∥∥L(J ;L()) ≤ C ∑
i=
ηi , (.)





















(αQh + Ph – p¯d –∇wh) dxdt
}
;







–Zht + div Q˜h + φ′(Yˆh)Z˜h – Y˜h + y˜d
) dx};






(αQh + Ph – p¯d –∇wh) dx
}
;
η = ‖Q˜h –Qh‖L(J ;L()) + ‖˜Ph – Ph‖L(J ;L());
η = ‖pd – p˜d‖L(J ;L()) + ‖p¯d – pd‖L(J ;L());
η = ‖Y˜h – Yh‖L(J ;L()) + ‖y˜d – yd‖L(J ;L());
η = ‖Z˜h – Zh‖L(J ;L()) +
∥∥(Z˜h – Zh)t∥∥L(J ;L()).









(pNh – pNd ,vh), ∀vh ∈Vh. (.)
Then from (.) and (.) we deduce that




(ti – t)pi–d + (t – ti–)pid
)
/t.
Combining (.), (.) and the deﬁnitions of Zh, Qh, Ph and p¯d , we get
(αQh,vh) – (Zh,divvh) = –(Ph – p¯d,vh), ∀vh ∈Vh. (.)
Let  be the solution of (.) with (x) = (Zh – z(Uh))(x, t∗). Then it follows from
(.)-(.), (.)-(.) and (.)-(.) that
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≡ E + E + E + E + E + E. (.)
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To prove (.), the ﬁrst step is to estimate E. Let t∗ ∈ (ti–, ti], when i ≥ N – , by Lem-








































–Zht + div Q˜h + φ′(Yˆh)Z˜h – Y˜h + y˜d
) dxdt
+Cδ
∥∥(Zh – z(Uh))(x, t∗)∥∥L(). (.)






















































|∇ | dxdt +Cδ
∫ T
ti+












–Zht + div Q˜h + φ′(Yˆh)Z˜h – Y˜h + y˜d
) dxdt
+C(δ)










–Zht + div Q˜h + φ′(Yˆh)Z˜h – Y˜h + y˜d
) dx}
+Cδ
∥∥(Zh – z(Uh))(x, t∗)∥∥L(). (.)
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(αQh + Ph – p¯d –∇wh) dxdt
+Cδ
∥∥(Zh – z(Uh))(x, t∗)∥∥L(). (.)










(αQh + Ph – p¯d –∇wh) dxdt
+C(δ)







(αQh + Ph – p¯d –∇wh) dx
}
+Cδ
∥∥(Zh – z(Uh))(x, t∗)∥∥L(). (.)




(p(Uh) – Ph + p¯d – pd + Q˜h –Qh,∇ )dt
≤ C(δ)∥∥Ph – p(Uh)∥∥L(t∗ ,T ;L()) +C(δ)‖p¯d – pd‖L(t∗ ,T ;L())






≤ C(δ)∥∥Ph – p(Uh)∥∥L(t∗ ,T ;L()) +C(δ)‖p¯d – pd‖L(t∗ ,T ;L())
+C(δ)‖Q˜h –Qh‖L(t∗ ,T ;L()) +Cδ






y˜d – yd + Y˜h – y(Uh),
)
dt
≤ C(δ)‖y˜d – yd‖L(t∗ ,T ;L()) +C(δ)




≤ C(δ)‖y˜d – yd‖L(t∗ ,T ;L()) +C(δ)‖Y˜h – Yh‖L(t∗ ,T ;L())
+C(δ)
∥∥Yh – y(Uh)∥∥L(t∗ ,T ;L()) +Cδ∥∥(Zh – z(Uh))(x, t∗)∥∥L(). (.)












≤ C(δ)‖Z˜h – Zh‖L(t∗ ,T ;L()) +Cδ maxt∈[t∗ ,T]
{∥∥ (x, t)∥∥L()}
≤ C(δ)‖Z˜h – Zh‖L(t∗ ,T ;L()) +Cδ
∥∥(Zh – z(Uh))(x, t∗)∥∥L(), (.)
















≤ C(δ)∥∥Yˆh – y(Uh)∥∥L(t∗ ,T ;L()) +Cδ maxt∈[t∗ ,T]{∥∥ (x, t)∥∥L()}
≤ C(δ)∥∥Yh – y(Uh)∥∥L(t∗ ,T ;L()) +C(δ)‖Y˜h – Yh‖L(t∗ ,T ;L())
+Cδ
∥∥(Zh – z(Uh))(x, t∗)∥∥L(). (.)
Hence, from (.)-(.) we have that when t∗ ∈ (ti–, ti], i≥N – ,





















(αQh + Ph – p¯d –∇wh) dxdt
+C
∥∥Yh – y(Uh)∥∥L(t∗ ,T ;L()) +C∥∥Ph – p(Uh)∥∥L(t∗ ,T ;L())
+C‖Q˜h –Qh‖L(t∗ ,T ;L()) +C‖Y˜h – Yh‖L(t∗ ,T ;L())
+C‖Z˜h – Zh‖L(t∗ ,T ;L()) +C‖y˜d – yd‖L(t∗ ,T ;L())
+C‖p¯d – pd‖L(t∗ ,T ;L()). (.)
When i <N – ,









(–Zht + div Q˜h – Y˜h + y˜d) dxdt
+C



















(αQh + Ph – p¯d –∇wh) dxdt
+C







(αQh + Ph – p¯d –∇wh) dx
}
+C
∥∥Yh – y(Uh)∥∥L(t∗ ,T ;L()) +C∥∥Ph – p(Uh)∥∥L(t∗ ,T ;L())
+C‖Q˜h –Qh‖L(t∗ ,T ;L()) +C‖Y˜h – Yh‖L(t∗ ,T ;L())
+C‖Z˜h – Zh‖L(t∗ ,T ;L()) +C‖y˜d – yd‖L(t∗ ,T ;L())
+C‖p¯d – pd‖L(t∗ ,T ;L()). (.)
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Then it follows from (.)-(.) that
∥∥Zh – z(Uh)∥∥L∞(J ;L()) ≤ C ∑
i=
ηi +C
∥∥Ph – p(Uh)∥∥L(J ;L())
+C
∥∥Yh – y(Uh)∥∥L(J ;L()). (.)
Similar to (.), we can prove that
∥∥Qh – q(Uh)∥∥L(J ;L())
≤ C(∥∥Yh – y(Uh)∥∥L(J ;L()) + ∥∥Ph – p(Uh)∥∥L(J ;L()) + ‖p˜d – pd‖L(J ;L())
+ ‖Q˜h –Qh‖L(J ;L()) + ‖y˜d – yd‖L(J ;L())
+ ‖Y˜h – Yh‖L(J ;L()) + ‖Z˜h – Zh‖L(J ;L())
+
∥∥(Z˜h – Zh)t∥∥L(J ;L()) + ‖˜Ph – Ph‖L(J ;L())). (.)
The triangle inequality and (.) yield (.). 
Let (p, y,q, z,u) and (Ph,Yh,Qh,Zh,Uh) be the solutions of (.)-(.) and (.)-(.),
respectively. We decompose the errors as follows:
p – Ph = p – p(Uh) + p(Uh) – Ph :=  + ε,
y – Yh = y – y(Uh) + y(Uh) – Yh := r + e,
q –Qh = q – q(Uh) + q(Uh) –Qh :=  + ε,
z – Zh = z – z(Uh) + z(Uh) – Zh := r + e.
From (.)-(.) and (.)-(.), we derive the error equations:
(α,v) – (r,divv) = , (.)








= (u –Uh,w), (.)
(α,v) – (r,divv) = –(,v), (.)









for any v ∈V, w ∈W .
Theorem . Let (p, y,q, z,u) and (p(Uh), y(Uh),q(Uh), z(Uh),Uh) be the solutions of (.)-
(.) and (.)-(.), respectively. There is a constant C > , independent of h, such that
‖‖L(J ;L()) + ‖r‖L∞(J ;L()) ≤ C‖u –Uh‖L(J ;L()), (.)
‖‖L(J ;L()) + ‖r‖L∞(J ;L()) ≤ C‖u –Uh‖L(J ;L()). (.)
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Proof Part I. Choosing v =  and w = r as the test functions and adding the two relations
of (.)-(.), we have

















Then, using the -Cauchy inequality, we ﬁnd an estimate as follows:
(α, ) + (rt , r)≤ C
(‖r‖L() + ‖u –Uh‖L()). (.)
Note that















(‖r‖L() + ‖u –Uh‖L()). (.)
Integrating (.) in time and since r() = , applying Gronwall’s lemma, we easily obtain
the following error estimate:
‖‖L(J ;L()) + ‖r‖L∞(J ;L()) ≤ C‖u –Uh‖L(J ;L()). (.)
This implies (.).
Part II. Similarly, choosing v =  and w = r as the test functions and adding the two
relations of (.)-(.), we obtain that
(α, ) – (rt , r) =
(



















Then, using the -Cauchy inequality, we ﬁnd an estimate as follows:
(α, ) + (rt , r)≤ C
(‖r‖L() + ‖r‖L() + ‖‖L()) + c‖‖L(). (.)
Note that















(‖r‖L() + ‖r‖L() + ‖‖L()). (.)
Integrating (.) in time and since r(T) = , applying Gronwall’s lemma, we easily obtain
the following error estimate:
‖‖L(J ;L()) + ‖r‖L∞(J ;L()) ≤ C‖u –Uh‖L(J ;L()). (.)
Then (.) follows from (.) and the previous statements immediately. 
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Collecting Theorems .-., we can derive the following result.
Theorem . Let (p, y,q, z,u) and (Ph,Yh,Qh,Zh,Uh) be the solutions of (.)-(.) and
(.)-(.), respectively. Assume that (Uh + Z˜h)|τ ∈ Hs(τ ), ∀τ ∈ Th (s = , ), and that
there is vh ∈ Kh such that
∣∣(Uh + Z˜h, vh – u)∣∣≤ C ∑
τ∈Th
hτ‖Uh + Z˜h‖Hs(τ )‖u –Uh‖sL(τ ). (.)
Then we have that
‖u –Uh‖L(J ;L()) + ‖y – Yh‖L∞(J ;L()) + ‖p – Ph‖L(J ;L())




where η is deﬁned in Theorem ., η, . . . ,η are deﬁned in Theorem ., and η, . . . ,η are
deﬁned in Theorem ..
4 Conclusion and future work
In this paper, we derive new L∞(L) and L(L)-posteriori error estimates of the mixed
ﬁnite element solutions for quadratic optimal control problems governed by semilinear
parabolic equations. The a posteriori error estimates for the semilinear parabolic optimal
control problems by mixed ﬁnite element methods seem to be new.
In our future work, we shall use the mixed ﬁnite element method to deal with nonlinear
parabolic integro-diﬀerential optimal control problems. Furthermore, we shall consider
a posteriori error estimates and superconvergence of a mixed ﬁnite element solution for
nonlinear parabolic integro-diﬀerential optimal control problems.
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