ABSTRACT. Zeros of the following system of polynomials are considered:
paper is, first, to extend the properties of zeros of the system of polynomials to a case where the coefficients An are not necessarily positive and, second, to apply the extension to finding distributions of sojourn times with weight not necessarily positive.
In §2 we will formulate our main results. Some classes generated by exponential distributions are introduced in §3 and our results on distributions of sojourn times for birth-and-death processes are given in §4. Proof of the theorems in §2 is given in §5 and, finally, the results in §4 are established in §6.
Main results.
Consider the system of polynomials defined by (1.1). Assume the following:
(A.l) Cn > 0 torn > 1, (A. 2) P"(0) > 0 for n > 1.
Note that these assumptions imply Bn > 0 for n > 0. No condition is imposed on the constants An. They can be arbitrary real numbers. Denote by N+(n) [resp.
N~(n)] the number of fc's such that 0 < k < n -1 and Ak > 0 [resp. Ak < 0].
Let N(n) = N+(n) + N~(n). An open interval with endpoints a, b is denoted by (a, b). We mean by the highest coefficient of Pn(x) the coefficient of the term with the highest power in Pn{x).
THEOREM 2.1. (i) The degree of Pn(x) is N(n). The sign of the highest coefficient ofPn(x) is (-l)w+(").
(ii) The zeros of Pn(x) are simple and real. The number of the positive zeros of Pn(x) is N+(n) and that of the negative zeros of Pn(x) is N~(n). THEOREM 2.2. (i) Designate the N(n) + 1 points consisting of the zeros of Pn(x) and the point 0 as a" < a2 < ■■■ < a^(n)+1-Let 0 < m < n. Then, for each j (1 < j < N(m)), the interval (arp,a,jl+y) contains at least one zero of Pn(x) .
Moreover, the interval (a™(m)+i, +oo) contains at least one zero of Pn (x) if Am > 0; the interval (-00,0™) contains at least one zero of Pn(x) if Am < 0.
(ii) Let 0 < m < n. The number of common positive [resp. negative] zeros of Pm(z) and Pn(x) is at most min{iV+(m), N+(n) -N+(m + l)} [resp. m'm{N~(m),
N-(n)-N~(m+l)}}
Using the notation in Theorem 2.2(i), we get the following theorem as a special case n = m + 1. 3. Classes generated by exponential distributions. Let us introduce some classes of distributions generated by exponential distributions on R+ = [0, +oo) and R_ = (-00,0). For a > 0 [resp. a < 0], let pa denote the exponential distribution on R+ [resp. R_] with mean 1/a, that is, pa is supported on R+ [resp. R_] and Pa(dx) = \a\e~axdx on R+ [resp. R_]. Define, for any positive integer k, classes denote by A^ * A^ the class of p such that p = p^ * p^, p^ E A^\ and (2) g A^; we call p'1) * p^ an expression of p in A^ * A^2\ We define E(k, I, r, s) = MEk+ * CEl+ * MEr_ * CES_ for nonnegative integers fc, /, r, s. Notice that infinite divisibility and unimodality are known for distributions of the above classes. It is well known that exponential distributions on R+ and R_ are infinitely divisible and that the class of infinitely divisible distributions is closed under convolution. C. Goldie [1] proves that mixtures of exponential distributions on R+ are infinitely divisible (see also F. Steutel [13] ). Thus all distributions in E(k,l,r,s) are infinitely divisible. Distributions in ME\ or MEl_ are obviously unimodal with mode 0. Hence distributions in ME\ * MEl_ are unimodal with mode 0 (see Lemma 6.1 of Sato-Yamazato [12] or Lemma 3 of Sato [11] ). Exponential distributions are strongly unimodal; namely, for any unimodal distribution v, the convolution v * pa is unimodal (see Ibragimov [2] ). It follows that all distributions in E(k,l,r,s) are unimodal. A distribution p is called strictly unimodal if there is a point o (called the mode of p) such that p has density on (-oo, a) and (a, +oo) and the density is increasing on (b, a) and decreasing on (a,c), where b and c are the left and right extremities, respectively, of the support of p. (We use in this paper the words "increase" and "decrease" in the strict sense.) Sato [11] shows that any distribution in E(k,l,r,s) is strictly unimodal and has real-analytic densities on (-oo,0) and (0, +oo), and gives explicit bounds for its mode. Other bounds for modes are given in Sato [10] for general unimodal distributions in terms of absolute moments or central absolute moments.
Let p be a distribution on R. Define p(x) by (3.3) p(x) = j e*y p(dy)
for real x such that the right-hand side is finite. If it is finite for x on an interval (ci,C2), then the same integral extends p(x) to a function analytic on the strip {x: Rex € (ci,C2)} in the complex plane. If for some by,..., bk-y satisfying (3.8) 0 < ay < by < a2 < b2 < ■ ■ ■ < ak-y < bk-i < ak.
Conversely, any rational function of the form of the right-hand side of (3. 
for some by,..., bk such that (3.10) 0 < ay < by < a2 < b2 < ■ ■ ■ < ak < bk.
Any rational function of the form of the right-hand side of (3.9) satisfying (3.10) is the moment generating function of some p E ME+0 satisfying (3.2) for some Po,---,PkSimilar assertions hold for MEk_ and MEt0. The distribution (3.1) with the condition (3.11) ay < ■■■ < ak < 0
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use corresponds to the moment generating function (3.7) combined with the condition (3.12) ay < by < a2 < b2 < ■ ■ ■ < ak-y < bk-y <ak <0.
The distribution (3.2) together with the condition (3.11) corresponds to the moment generating function (3.9) satisfying (3.13) by < ay < b2 < a2 < ■ ■ ■ < bk < ak < 0.
Proofs of Lemmas 3.1 and 3.2 are given in Steutel [14] . These lemmas show that the classes M£*+ (fc = 1,2,...) are disjoint, and so are the classes MB+0 (& = 0,1,...).
Moreover, if p E ME\+ [resp. MBfc__], then the numbers ay,by,a2,..., bk-y, ak satisfying (3.8) [resp. (3.12)] are uniquely determined in expressing the moment generating function of p. We call these numbers the parameters of p.
Similarly, if p E ME\Q [resp. ME^q], then the numbers ay,by,...,ak,bk satisfying (3.10) [resp. (3.13)] are uniquely determined, which we call the parameters of p. If p E CE\, then (3.14) p
for ay,..., ak satisfying 4. Distributions of sojourn times for birth-and-death processes. Let X(t) be a birth-and-death process with birth rate a» and death rate /3,. That is, X(t) is a time homogeneous Markov process on the set of nonnegative integers with Q-matrix {qij} such that
We assume that a, > 0 for i > 0 and fa > 0 for i > 1. The sample path of X(t) is a right-continuous step function with jumps of size +1 or -1. Let amn be the first time at which X(t) = n, given that X(0) = m. That is, amn is the first passage time to n from m. Given a real-valued function f(i) on the set of nonnegative integers, consider a random variable T defined by
Jo Denote by r™" the amount of time spent at the state i up to the first passage time crmn. This quantity is called the sojourn time at i up to a"1™. From now on, we assume that m < n. The quantity T is written as
We call T the sojourn time up to amn with weight function f(i). We will determine the distribution p of T. Let N+(n) [resp. N~(n)] be the number of i such that 0 < i < n -1 and Then the distribution p ofT belongs to the class E(k,l,r,s). More precisely,
Combining Theorem 4.1 with the results stated in §3 and using Lemma 6.1 of [12] or Lemma 3 of [11] , we obtain the following results. We note that infinite divisibility of p is already proved by Kent [6] . In fact he proves that the joint distribution of (ro"™, rf",... , r^J is infinitely divisible. If / is a constant function 1, then T = amn. Unimodality of first passage times is proved by Rosier [8] and Keilson [5] . If / is positive, then T can be considered via time change as a first passage time of another birth-and-death process. The exact class of first passage time distributions for birth-and-death processes is determined by Yamazato [16] . Our method of proof of Theorem 4.1, as well as Theorem 4.2 below, is a generalization of Yamazato's in [16] .
In some cases it is possible to reduce the numbers fc, r of the class E(k, I, r, s) to which p belongs. There exist nonnegative integers k and r that have the following properties (i)-(iv). The pair fc, r that satisfies (i) and (ii) is unique; the pair that satisfies (i) and (iii) ta unique.
(i) (4.3)-(4.5) hold.
(ii) If k' + V < k + I or r' + s' < r + s, then p does not belong to E(k',l',r',s').
(iii) If p^ *p'2' * p'3) *p(4' is an expression of p in the class described in (4.3)-(4.5), then the set of all parameters of p^l\ p'2', p'3', and p^ has no overlapping.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Notice that a distribution in E(k, I, r, s) does not necessarily have a unique expression. Thus the identity p^ * p'2) = i/1) * */(2) with p^, v^ E MEk+ and Aj(2)) "(2) g CEl+ does nQt imply ^(1) _ v(l) and ^(2) _ v (2) 5. Proofs of Theorems 2.1-2.3. For n > 0 and 0 < fc < n, define D% as follows:
(D% = 1, B" = B"_i,
'
I B" = Bn_kDl_y -Gn_fe+iB^_2 for 2 < fc < n.
LEMMA 5.1. The Dk /lave the properties below. (ii) Given n>2, suppose that An-y = An-2 = • • • = ^4n_fc = 0 and An-k-y ^ 0 for some 1 < fc < n -1. Let 7 be the highest coefficient of Pn-k(x).
Then Pn (x) has BJ?7 as its highest coefficient. After proving Theorem 2.1(i), we will show Theorems 2.1(h) and 2.3 similtaneously, and then, using these theorems, prove Theorem 2.2. Proof of Theorem 2.1(h) and Theorem 2.3. We do induction on n.
PROOF OF THEOREM 2.1(i)
We will repeatedly use (1.1), (A.l), and (A.2). In particular, the following fact is essential. Here we are using the signum function sgn x defined by sgn x = -1,0, +1 according to whether x is negative, zero, or positive. Also we will use the following consequences of Theorem 2.1(i).
(5.6) sgnP"(-oo) = (-1)^"), sgnPn(+oo) = (-1)N+^.
Let a and ft be defined by sgnP"(-oo) = asgnPn_i(-oo) and sgnPn(+oo) = /?sgnPn_i(+oo). Then, {An-y > 0 implies a = +1, /? = -1, An-y<0 implies a = -1, /? = +1, An-y = 0 implies a = +1, ft = +1.
If it is known that Pn(x) has N(n) simple real zeros, then the zeros are denoted by Oy < 02 < < °N{n)-Let us consider Py(x) and P2(x) in three cases.
(i) Case A0 > 0. We have deg Pi = 1 and 0 = a\ < a\. Note that P2(0) > 0 and P2(a\) < 0. If Ay > 0, then deg P2 = 2, P2(+oo) > 0, and thus 0 = a\ < b\ < a\ < b\. If Ay < 0, then degP2 = 2, P2(-oo) < 0, and hence b\ < 0 = a\ < b\ < a\. If Ay = 0, then degP2 = 1 and 0 = a\ < b\ < a2.
(ii) Case A0 < 0. We have degPx = 1, a\ < a\ = 0, P2(a\) < 0, and P2(0) > 0. If Ay > 0, then degP2 = 2, P2(+oo) < 0, and a\ < b\ < a\ = 0 < b\. If .4.1 < 0, then degP2 = 2, P2(-oo) > 0, and b\ < a\ < b\ < a\ = 0. If Ay = 0, then degP2 = 1 and a\ < b\ < a\ = 0.
(iii) Case A0 = 0. We have Py(x) = B0 > 0 and P2(0) > 0. If Ay > 0, then degP2 = 1 and b\ > 0. If Ay < 0, then degP2 = 1 and b\ < 0. If yli = 0, then degP2 = 0.
The above discussion shows that Theorem 2.1(h) holds for n = 1,2 and Theorem 2.3 holds for m = 1. Given fc > 2, suppose that Theorems 2.1(h) and 2.3 are true for n < fc and m = fc-1, respectively. We will prove them forn = fc + 1 and m = fc.
Let t'o be the number such that ako =0. 1° Let i < t'o -2 or i > io + 1. Then Pfc-i has exactly one zero between aland ak+1, and thus sgnPfc-^af) = -sgnPfc-^a^j) ^ 0. Hence sgnPfc+i(a£) = -sgnPfc+i(afc+1) ^ 0 by (5.5). Therefore Pfc+i has a zero between ak and ak+v 2° Suppose that 2 < i0 < N(k). If Ak-y > 0, then we have ak~_}x < ako_y < aio-1 = akQ = 0 < ako+1 (and further ako+1 < ak~+y except the case where t'o = N(k) and Ak-y > 0), and hence Pfc_i is positive at o* j, ako, and ako+1, implying
by (5.5) and (A.2). If Ak-y < 0, then o* _, < ak;_\ = ako = 0 < ako+1 < o^1 (and ak~J2 < akQ_y except the case i0 = 2), and (5.8) holds by the same reason. Thus Pfc+i has zeros in (ako_y,akQ) and in (ak0,ako+1).
3° Suppose that t0 = 1. Then Ak-y > 0 and a*-1 = a\ = 0 < a% < o2_1 < a § < a*-1. Thus Pfc_i is positive at aj and a2. Hence Pfc+i(ai) > 0 and Pfc+i(a2) < 0. Thus Pfc+i has a zero between ak and ak ,,.
4° Suppose that t'o = A^(fc) + 1. Then, similarly, Pfc+i has a zero between ak 1 and ak .
The above argument shows that the points ak, a2,..., a^^^.y are separated by N(k) zeros of Pfc+i. If Ak = 0, then A^(fc + 1) = N(k) and Pfc+i has no other zero.
Let us consider the case Ak > 0. We will prove that Pfc+i has a zero in the interval (a5v(fc)+i>+0°)' by showing (5.9) sgnPfc+i(a^(fc)+1) = -sgnPfc+1(+oo).
Denote, for a while, an = sgnPn(+oo). We have to consider four cases. In conclusion, (5.9) is shown in all cases. It is proved similarly that, if Ak < 0, then Pfc+i has a zero in (-oo, ak). Thus we have seen that Pfc+i has N(k + 1) real zeros and Theorem 2.3 is true for n = fc. Therefore, if Ak > 0, then the number of positive zeros of Pfc+i is larger than that of Pfc by one and the number of negative zeros of Pfc+i is the same as that of Pfc. If Ak < 0, then the number of negative zeros increases by one. If Ak = 0, the number of positive zeros and that of negative zeros do not change. Namely, Theorem 2.1(h) is true for n = k + 1. The proof of Theorem 2.1(h) and Theorem 2.3 is complete.
To proceed to the proof of Theorem 2.2, we introduce a new system of polynomials Qq,. .. ,<2™, following Yamazato. This is in a sense adjoint to the system P0,.. .,Pn-Define (5.12) (Q^(x) = 1 for n > 0, <2"(x) = B"_i -An-yx for n > 1, Qi+i(x) = (B"_fe_i -An_k-ix)Q^(x) -Cn-kQnk_y(x) for 1 < fc < n -1.
LEMMA 5.4. For n > 2 and 1 < k < n-1,
PROOF. Let us show (5.13) by induction. It is true for fc = 1 by (1.1). Suppose that n > 3 and that (5.13) holds for some fc < n -2. Then,
which is (5.13) with fc replaced by fc + 1. Hence (5.13) is true for all fc < n -1. We obtain (5.14) by LEMMA 5.5. Ql(0) >0for0<k<n.
PROOF. The assertion is evident for n = 0,1. Let n > 2. We have Qq(0) = 1 > 0. Noting (5.13), (A.l), and (A.2), we see that Q£_i(0) > 0 implies Q£(0) > 0.
Rewriting (5.13) we get (5.15) Pn(x) = Qnn_m_y(x)Pm+y(x) -Cm+yQnn_m_2(x)Pm(x) for 0 < m < n -2.
Hence we obtain the following.
LEMMA 5.6. For 0 < m < n -2, In order to seek zeros of the right-hand side of (5.16), we investigate the graphs of f(x) and g(x) in detail by using Theorems 2.1 and 2.3. We study first the graph of f(x). On an interval with endpoints being consecutive zeros of Pm or +oo or -oo, the behavior of f(x) has eight possibilities: 6. Proofs of Theorems 4.1-4.2. We use the following two lemmas due to Kent [6] . A vector x = (xo,xy,...)
with infinitely many components is used, although each function of x introduced below depends only on a finite number of components. For x with Xi < 0 for all t, we define n-l (6.1) <£mn(x) = £exp£ <""**, i=0 where r™" is the sojourn time at t up to amn and E denotes the expectation.
LEMMA 6.1. For x = (x0,xy,...) with Xi < 0 for all i, qo0i"(x) = (a0 -x0)<t>on(x.), (6. 3) ai<pi+y,n(x) = (ai +fa-Xi)<pin(-x)-fa(pi-y,n(-K) forl<i<n-l, 0nn(x) = 1.
Proof is obtained from the strong Markov property of the process.
The following system of polynomials with many variables is introduced by Kent. This is a generalization of polynomials of Ledermann-Reuter [7] and Karlin- McGregor [3] . Define PROOF. Comparing (6.5) with (6.2) and (6.3) we get <pmn(xf) = Pm(x)0on(x).
Since 0m"(x) is positive, so is Pm(x) for all x with Xi < 0. It follows from (6.4) that <p0n(x) = 1/P"(x).
LEMMA 6.3. Given 0 < m < n, we can find c > 0 such that, if Xq + x2-\-h x2_i < c2, then n-l (6.7) Bexp^Tr™":^ < oo.
i=0
PROOF. It is enough to show that Bexp(ccm") < oo for some c > 0. Since the process has the strong Markov property and since jumps are of size +1 or -1, we have, for any c > 0, (6.8) Bexp(c6T0n) > £exp(camn), including the case of infinity. By Keilson's result [4] , the distribution of rr0™ belongs to GB". Hence the left-hand side of (6.8) is finite for a small c > 0. We remark that the proof of the result of Keilson [4] is essentially as follows. By virtue of Lemma 6.3, we can define 0mn(x) by (6.1) for x such that Xq + ■ ■ ■ + x2_i < c2. Lemmas 6.1 and 6.2 are valid also for this x. To see this, repeat the same proof as before.
It would be worth noting that the system (5.12) of polynomials Qk(x) is also generalized to the case of many variables. Namely, define Qo(x) = l forn>0, Qi(x) = 1 + /?"_i/a"-i -x"_i/an_i for n > 1,
-(/3"-t/an-k)Qk-i(x) for 1 < fc < n -1.
Then the analogues of (5.13) and (5.14) of Lemma 5.4 hold for this case of many variables. PROOF OF THEOREM 4.1. We write f(i) = /, and f = (/o./i»---)-Define <Pmn(x) and Pn(x) by 4>mn(xf) and Pn(xf), respectively. Lemma 6.3 shows that the distribution p of T has a moment generating function defined in a neighborhood of the origin, which is (pmn(x) by (4.2). Lemma 6.2 tells that (6.10) <pmn(x) = Pm(x)/Pn(x).
In this way the moment generating function of p is defined as a rational function on the whole complex plane. The polynomials P"(x), n = 0,1,..., satisfy (1.1) with the constants being An -fn/an for n > 0, B0 = 1, Bn = 1 + fax/an, Cn = fax/an for n > 1.
They satisfy (A.l) and (A.2). In fact, we have P"(0) = 1 for n > 0. The quantities N+(n), N~(n), and N(n) defined in §2 coincide with those defined in §4 for f. Given 0 < m < n, define fc, l,r, s as stated in Theorem 4.1. Suppose that fm > 0 and denote the zeros of Pm(x) by bf (1 < t < N(m) = fc + r -1) in increasing order. Then we have bf<--<bf<0<bf+y<--<bf+r_y by Theorem 2.1. Theorem 2.2 says that we can find zeros Cj (1 < i < k + r) of P"(x) such that bf <cy<bf <■■■ < cr_i < bf < cr < 0 < cr+i < bf+1 < cr+2 <■■■< Cfc+r_i < 6fc"+r_1 < Cfc+r.
The number of the remaining positive [resp. negative] zeros of Pn(x) is / [resp. a] by Theorem 2.1. Using Lemmas 3.1 and 3.2, we see that (4.3) holds in the form of moment generating functions. The case fm < 0 is treated similarly. Next consider the case fm = 0. In this case the zeros of Pm(x) are bf (1 < t < N(m) = k + r) and we have bf < ■ ■ ■ <bf <0 <bf+y < ■ ■ ■ <bf+r.
By Theorem 2.2 there exist zeros c, (1 < t < fc + r) of P"(x) such that bf < Cy < bf < ■ ■ ■ < bf < Cr < 0 < Cr+y <bf+1<---< Cfc+r < bf+r.
There remain / positive zeros and a negative zeros of Pn(x). Hence we get (4.5). The proof of Theorem 4.1 is complete. We remark that, in case N~(n) = 0, the relation (6.10) is obtained by Wang [15] .
PROOF OF THEOREM 4.2. Suppose that the number of common positive [resp. negative] zeros of Pm(x) and Pn(x) is p [resp. q]. In the expression (6.10) of <t>mn(x), cancel all factors common in the numerator and the denominator. Letting bf (1 < i < N(m) -p -q) denote, in increasing order, the zeros of Pm(x) that are not canceled away, we can make the same argument as in the proof of ACKNOWLEDGMENT. The author thanks the referee for suggesting improvement of the Introduction and pointing out an error in the proof of Theorem 2.2 in the manuscript. department of mathematics, college of general education, nagoya University, Nagoya, Japan
