We examine the problem of allocating a resource repeatedly over time amongst a set of agents. The utility that each agent derives from consumption of the resource is private information to that agent, and prior to consumption, may be unknown to that agent. We describe a mechanism based on a sampling-based learning algorithm that under suitable assumptions is asymptotically individually rational, asymptotically Bayesian incentive compatible and asymptotically ex-ante efficient.
Introduction
We study the following problem: there are a number of self-interested agents competing for identical items sold repeatedly at times t = 1, 2, · · · . At each time t, a mechanism allocates the item to one of the agents. Agents discover their utility for the good only if it is allocated to them. If agent i receives the good at time t, she realizes utility u it (denominated in money) for it and reports (not necessarily truthfully) the realized utility to the mechanism. Then, the mechanism determines how much the agent has to pay for receiving the item. We allow the utility of an agent to change over time. For this environment, we are interested in auction mechanisms which have the following four properties.
1. The mechanism is individually rational in each period.
2. Agents have an incentive to truthfully report their realized utilities.
3. The efficiency (and revenue) is, in an appropriate sense, not too small compared to a second price auction.
4. The correctness of the mechanism does not depend on an a-priori knowledge of the distribution of u it 's. This feature is motivated by the Wilson doctrine [27] . 1 We propose simple mechanisms that under minimal assumptions satisfy all the properties above. The precise manner in which these properties are formalized is described in section 2.
We will build our mechanisms on a sampling-based learning algorithm. The learning algorithm is used to estimate the expected utility of the agents. The mechanism takes two randomly alternating actions: exploration and exploitation. During exploration, the item is allocated for free to a randomly chosen agent. During exploitation, the mechanism allocates the item to the agent with the highest estimated expected utility. After each allocation, the agent who has received the item reports its realized utility. Subsequently, the mechanism updates the estimate of utilities and determines the payment.
We characterize a class of learning algorithms that ensure that the corresponding mechanism has the four desired properties. The main difficulty in obtaining this result is the following: since there is uncertainty about the utilities, it is possible that in some periods the item is allocated to an agent who does not have the highest utility in that period. Hence, the natural second-highest price payment rule would violate individual rationality. On the other hand, if the mechanism does not charge an agent because her reported utility after the allocation is low, it gives her an incentive to shade her reported utility down. Our mechanism solves these problems by using an adaptive second-pricing scheme.
We illustrate our results by identifying simple mechanisms that have the desired properties. We demonstrate these mechanisms for the case in which the u it 's are independent and identicallydistributed random variables as well as the case where their expected values evolve like independent reflected Brownian motions. In these cases the mechanism is actually ex-post individually rational.
In our proposed mechanism, the agents do not have to bid for the items. This is advantageous when the bidders themselves are unaware of their utility values. However, in some cases, an agent might have a better estimate of her utility for the item than our mechanism. For this reason, we describe how we can slightly modify our mechanism to allow those agents to bid directly.
In our setting, the item being allocated is a search query for a keyword. An advertiser obtains a payoff when the user clicks on her advertisement and takes a specific action. Since the payoff is uncertain, she cannot know what it will be unless her ad is displayed. For simplicity of exposition only, we assume one keyword and one advertisement slot. In Section 6 we outline how to extend our results to the case where more than one advertisement can be displayed for each query.
Related Work
There are a number of interesting results on using machine learning techniques in mechanism design. We only briefly survey the main techniques and ideas and compare them with the approach of this paper.
Most of these works, like [7, 10, 19] , consider one-shot games or repeated auctions in which the agents leave the environment after receiving an item. In our setting we may allocate the items to an agent several times and hence, we need to consider the strategic behavior of the agents over time. There is also a big literature on regret minimization or expert algorithms. In our context, these algorithms are applicable even if the utilities of the agents are changing arbitrarily. However, the efficiency (and therefore the revenue) of these algorithms is comparable to the mechanisms that allocate the item to the single best agent (expert) (e.g. see [18] ). Our goal is more ambitious: our efficiency is close the most efficient allocation that may allocate the item to different agents at different times. On the other hand, we focus on utility values that change smoothly (e.g. like a Brownian motion).
In a finitely repeated version of the environment considered here, Athey and Segal [3] construct an efficient, budget balanced, mechanism where truthful revelation in each period is Bayesian incentive compatible. Similar results are obtained, by Bergemann and Välimäki [8] , Cavallo et al. [11] , and Bapna and Weber [6] , for classes of incentive compatible multiarmed bandit mechanisms (see [14] ). All these mechanisms need the exact solution of the underlying optimization problems, and therefore require complete information about the prior of the utilities of the agents. This violates the last of our desiderata. For a survey in dynamic mechanism design literature see [24] .
In the context of sponsored search, attention has focused on ways of estimating click through rates. Different (approximate) truthful mechanisms have been proposed for learning the clickthrough rates [15, 28] . From a different direction, Immorlica et al. [17] , examine the vulnerability of various procedures for estimating click through, and identify a class of click through learning algorithms in which fraudulent clicks cannot increase the expected payment per impression by more than a factor of o(1). These works commonly assume that utilities are remain constant overtime. In contrast, we study conditions which guarantee incentive compatibility and efficiency, while the utility of (all) agents may evolve over time.
Recently, Babaioff et al. [5] , and Devanur and Kakade [13] give a characterization of incentive compatible multi-armed bandit mechanisms. They show that if one requires truthfulness as a weakly dominant strategy then the the exploration and exploitation phases should be completely separated.
Definitions and Notation
Suppose n agents competing in each period for a single item. The item is sold repeatedly at times t = 1, 2, · · · . Denote by u it the nonnegative utility of agent i for the item at time t. Utilities are denominated in a common monetary scale.
The utilities of agents may evolve over time according to a stochastic process. We assume that for i = j, the evolution of u it and u jt are independent stochastic processes. We also define µ it = E[u it |u i1 , · · · , u i,t−1 ]. Throughout this paper, expectations are taken conditioned on the complete history. For simplicity of notation, we now omit those terms that denote such a conditioning.
Let M be a mechanism. At each time, M allocates the item to one of the agents. Define x it to be the variable indicating the allocation of the item to i at time t. If the item is allocated to agent i, she can observe u it , her utility for the item. Then she reports r it as her utility to the mechanism. The mechanism then determines the payment, denoted by p it . Note that we do not require an agent to know her utility for the item before acquiring it. She may also misreport her utility to the mechanism after the allocation.
Definition 1 An agent i is truthful if r it = u it , for all time x it = 1, t > 0.
Our goal is to design a mechanism which has the following properties. We assume n, the number of agents, is constant.
Individual Rationality: A mechanism is ex-post individually rational if for any time T > 0 and any agent 1 ≤ i ≤ n, the total payment of agent i does not exceed the sum of her reports:
M is asymptotically ex-ante individually rational if:
Incentive Compatibility: This property implies that truthfulness defines an asymptotic Bayesian Nash equilibrium. Consider agent i and suppose all agents except i are truthful. Let U i (T ) be the expected total profit of agent i, if agent i is truthful between time 1 and T . Also, let U i (T ) be the maximum of expected profit of agent i under any other strategy. Asymptotic incentive compatibility requires that
Efficiency and Revenue: Call a mechanism ex-ante efficient if at each time t it allocates the item to an agent in argmax i {µ it } . The total social welfare obtained by an ex-ante efficient mechanism up to time T is E[
. Let γ t be the second highest µ it at time t > 0. Then, the expected revenue of a second price mechanism up to time T is equal to E[
We will measure the efficiency and the revenue of M by comparing it to the second price mechanism that allocates the item to an agent in argmax i {µ it } and charges her the second highest µ it . Let W (T ) and R(T ) be the expected welfare and the expected revenue of mechanism M between time 1 and T , when all agents are truthful, i.e.
Then, M is asymptotically ex-ante efficient if:
Also, the revenue of M is asymptotically equivalent to the revenue of the second price auction if:
Proposed Mechanism
We build our mechanism on top of a learning algorithm that estimates the expected utility of the agents. We refrain from an explicit description of the learning algorithm. Rather, we describe sufficient conditions for a learning algorithm that can be extended to a mechanism with all the properties we seek (see section 4.1). In section 5.1 and 5.2 we give two examples of environments where learning algorithms satisfying these sufficient conditions exist.
The mechanism randomly alternates between two actions: exploration and exploitation. At time t, with probability η(t), η : N → [0, 1], the mechanism explores i.e. it allocates the item for free to an agent chosen uniformly at random. With the remaining probability, the mechanism exploits. During exploitation, the item is allocated to the agent with the highest estimated expected utility. Then, the agent reports her utility to the mechanism and the mechanism determines the payment. We first formalize our assumptions about the learning algorithm and then we discuss the payment scheme. The mechanism is given in Figure 1 .
The learning algorithm uses the history of the reports of agent i to give an estimate of µ it . Let µ it (T ) be the estimate of the learning algorithm for µ it conditional on the history of the reports up to but not including time T . Note that T can be bigger than t. In other words, we allow the learning algorithm to refine its earlier estimates using more recent history.
We now describe the payment scheme. Let γ t (T ) = max j =i { µ jt (T )}, where i is the agent who receives the item at time t. We define y it to be the indicator variable of the allocation of the item to agent i during exploitation. The payment of agent i at time t, denoted p it , is equal to:
Therefore, we have:
With probability η(t), explore:
Uniformly at random, allocate the item to an agent i, 1 ≤ i ≤ n.
With probability 1 − η(t), exploit:
Randomly allocate the item to an agent i ∈ argmax i { µ it (t)}. In this payment scheme, an agent only pays for the items that are allocated to her during exploitation, up to but not including time t. The payments emulate the second pricing scheme with the difference that the second highest utility γ t is replaced with its estimation. The minimum is taken to ensure individual rationality, see Theorem 1.
Another important feature of our payment mechanism is that it is adaptive and cumulative. We allow the mechanism to correct the payments of the agents if the items allocated to them were overpriced or underpriced earlier.
Analysis
We start this section by defining ∆ t . Assume all agents are truthful up to time t. Let ∆ t be the maximum over all agents i, the difference between µ it and its estimation using only reports taken during exploration. We assume the accuracy of the learning algorithm is monotone. I.e. at time T ≥ t we have:
In the inequality above, and in the rest of the paper, the expectations of µ it are taken over the evolution of u it 's and the random choices of the mechanism. For simplicity of notation, we omit those terms that denote such a conditioning.
In this section, we will relate the performance of the mechanism to the estimation error of the learning algorithm. We start with the individual rationality aspects of the mechanism. Then we show that if ∆ t is small, then agents cannot gain much by deviating from the truthful strategy. We also bound the efficiency loss in terms of ∆ t .
Theorem 1 For a truthful agent i up to time T , the expected amount that i may be overcharged for the items she receives is bounded by the total estimation error of the algorithm, i.e.,
Proof : We prove a stronger result by showing:
where (z) + = max{0, z}. If y it = 0 then p it = 0. Also, recall that the expectations are taken conditioned on the previous history. Therefore, for every time t, E[u it ] = E[µ it ]. By the payment rule we have:
y it indicates whether the mechanism allocated the item to agent i at time t. Therefore, y it = 1 implies γ t (t) ≤ µ it (t). Plugging that into the above inequality, we get:
The last inequality follows from equation (1).
Now we study the incentive compatibility aspects of the mechanism.
Theorem 2 If all other agents are truthful, agent i cannot increase her expected utility up to time T by the quantity below if she deviates from the truthful strategy:
Proof : Let us bound the expected profit of i for deviating from the truthful strategy. The term E[max 1≤t≤T {µ it }] in the expression above bounds the outstanding payment of agent i up to time T . Recall that agents do not pay for the last item they receive during exploitation.
Let S be the strategy that i deviates to. Fixing the evolution of all u jt 's, 1 ≤ j ≤ n, and all random choices of the mechanism. Let D T be the set of times that i receives the item under strategy S during exploitation and before time T . Formally, D T = {t < T |y it = 1, if the strategy of i is S}. Similarly, let C T = {t < T |y it = 1, if i is truthful}. Also, let µ it and γ t correspond to the estimates of the mechanism when the strategy of i is S. The expected profit i could obtain under strategy S from the items she received during exploitation, up to time T − 1, is equal to:
For times t ≥ 1, we examine two cases:
1. The first case is when t ∈ D T ∩ C T . We will show that in those cases the "current price" given to agent i under the two scenarios are close. To this aim, we first observe:
Let j = i be the agent with the highest µ jt (t), i.e., µ jt (t) = argmax j =i { µ jt (t)} = γ t (t). Because i is the winner both in D T and C T , by definition of γ t we have µ jt (t) ≤ γ t (t) and µ jt (T ) ≤ γ t (T ). Plugging into the above inequality we get:
By taking expectation from both sides we have:
Because agent j is truthful, by (1), we get:
2. The second case is when t ∈ D T \ C T . We show in those cases agent i cannot increase her "profit" by much.
Let j be the agent who would receive the item at time t when agent i is truthful. Therefore
We sum up the inequality above over all t ∈ D T \ C T . Because all agents are truthful, taking expectation from both sides, , by (1), we get:
Substituting inequalities (5) and (6) into (4):
. Therefore:
which completes the proof.
We now compare the welfare of our mechanism to the efficient mechanism that allocates the item to the agent with the highest expected utility every time. The expected loss of efficiency during exploration is equal to E[
In the next theorem, we show that in the equilibrium, the efficiency loss during exploitation is bounded by a factor of the total estimation error of the learning algorithm.
Theorem 3 Let W (T ) denote the expected welfare of mechanism M between time 1 and T . If all the agents are truthful, we have:
Our mechanism can lose efficiency in two ways. First, we can lose efficiency during exploration when we allocate the item to one of the agents chosen uniformly at random. The expected loss in this case is at most E[
The mechanism can also make a mistake during exploitation: the error in the estimations may lead to allocating the item to an agent who does not value the item the most. Suppose at time t, during exploitation, the mechanism allocated the item to agent j instead of i, i.e., µ it > µ jt . By the rule of the mechanism we have µ it (t) ≤ µ jt (t). By subtracting this inequality from µ jt − µ it we get:
We sum up this inequality over all such time t, and by inequality (1), the expected efficiency loss during exploration is bounded by 2E[
Therefore, for the expected welfare of M between time 1 and T we have:
Sufficient Conditions for the Learning Algorithm
In this section, we give sufficient conditions on the learning algorithm which guarantee asymptotic ex-ante individual rationality, incentive compatibility and efficiency of our mechanism.
Theorem 4
If for the learning algorithm, for all 1 ≤ i ≤ n, and T > 0:
then mechanism M is asymptotically ex-ante individually rational and asymptotically incentive compatible. Also, if in addition to (C1), the following condition holds
then, M is asymptotically ex-ante efficient.
Before stating the proof, note that the above theorem suggests a trade-off between exploitation and exploration rates in our context: higher exploration rates lead to more accurate estimates of the utilities of the agents but they decrease the efficiency. So it is natural that condition (C1) gives a lower bound on the exploration rate and condition (C2) gives an upper bound. In the following sections, we will show with two examples how conditions (C1) and (C2) can be used to adjust the exploration rate of a learning algorithm in order to obtain asymptotic efficiency and incentive compatibility.
Proof : The expected utility of a truthful agent i up to time T is equal to:
p it ] from both sides, by Theorem 1 we get:
Plugging condition (C1) into the equation above yields:
Therefore, the mechanism is asymptotically ex-ante individually rational. Moreover, inequality (7) implies that the utility of the agent i is Ω(E[ T t=1 η(t)µ it ]). Thus, by Theorem 2, if (C1) holds, then the mechanism is asymptotically incentive compatible.
To prove the claim about the efficiency of the mechanism, we invoke Theorem 3. By this theorem and condition (C1) we have:
Plugging condition (C2) into the equation above we get:
which implies asymptotic ex-ante efficiency.
The above theorem shows that under some assumptions, the welfare obtained by the mechanism is asymptotically equivalent to efficient mechanism that every time allocates the item to the agent with the highest expected utility. We give similar conditions on the revenue guarantee of the mechanism.
Theorem 5 If in addition to (C1), the following condition holds
then the revenue of the mechanism is asymptotically equivalent to the revenue of the efficient mechanism that at every time allocates the item to the agent with the highest expected utility and charges the winning agent the second highest expected utility.
Proof : Using a similar argument as before, our mechanism can lose revenue in three ways. The first one is the loss during the exploration which is at most E[
There is also an estimation error of γ t . Let i be the agent who has received the item at time t. We consider two cases:
1. If i is the agent with the second highest expected utility, then let j be the agent with the highest expected utility. The estimation error of γ t is equal to γ t − min{ γ t (t), γ t (T )}.
Therefore in this case, by inequality (1), the expected estimation error of γ t is bounded by 2∆ t .
2. Otherwise, let j be the agent with the second highest expected utility.
Similar to the previous case, we have:
which bounds the expected estimation error of γ t by 2∆ t .
There third factor contributing to loss of revenue is the outstanding payment of the agents. Agents do not pay for the last item they have received during exploitation. These outstanding payments attribute to a loss that is bounded by n · E[max 1≤t≤T γ t ].
For the expected revenue of the mechanism we have:
Plugging condition (C1) we get:
Therefore, by condition (C3)
Allowing the Agents to Bid
In mechanism M no agent explicitly bids for an item. Whether an agent receives an item or not depends on the history of their reported utilities and the estimates that the learning algorithm computes from them. This may be advantageous when the bidders themselves are unaware of their expected utilities. However, sometimes the agents have a better estimate of their utilities than the mechanism. For this reason we describe how to modify M so as to allow the agents to bid for the items. Suppose M is doing exploitation at time t and let B t be the set of agents who are bidding at this time. The mechanism bids on the behalf of all agent i / ∈ B t . Denote by b it the bid of agent i ∈ B t for the item at time t. The modification of M sets b it = µ it (t), for i / ∈ B. Then, the item is allocated at random to one of the agents in argmax i b it .
Let i be the agent who received the item at time t. Also, let γ t (T ) to be equal to max j =i {b jk }. The payment of agent i will be
We also call agent i truthful if:
1. r it = u it , for all time x it = 1, t ≥ 1.
If i bids at time
Note that the second condition does not require that agents bid their actual utility, only that their bids are closer to their actual utilities than our estimates. With these modifications, the theorems in the previous section continue to hold.
Examples
In this section, we study two models for the utilities of the agents. In the first model, the utilities of the agents are independent and identically-distributed. In the second, the utility of each agent evolves independently like a reflected Browning motion. In both of these examples, we give simple sampling-based algorithms for learning the utilities of the agents. We show how we can use Theorems 4 and 5 to adjust the exploration rate of a simple learning algorithm to satisfy the conditions of our theorem. We also show that these mechanisms satisfy a stronger notion of individual rationality i.e. ex-post individual rationality. A mechanism is ex-post individually rational if for any agent i and for all T ≥ 1:
Independent and Identically-Distributed Utilities
Assume that for each i, u it 's are independent and identically distributed random variables. For simplicity, we define µ i = E[u it ], t > 0. Without loss of generality, assume 0 < µ i ≤ 1.
In this environment, the learning algorithm we use is an ε-greedy algorithm for the multi-armed bandit problem 3 . For ∈ (0, 1), we define:
Call the mechanism based on this learning algorithm M (iid).
Lemma 6
If all agents are truthful, then, under M (iid)
The proof of this lemma is given in appendix A.1.
is asymptotically incentive compatible, ex-ante efficient, and has a revenue asymptotically equivalent to the revenue of the efficient second price auction.
Proof :
We first prove ex-post individual rationality. It is sufficient to prove it only for the periods that agent i has received the item during exploitation. For T , such that y iT = 1, we have
Because y iT = 1 we have γ t (T ) ≤ µ it (T ). Plugging into the inequality above we get
Therefore the mechanism is ex-post individually rational. We complete the proof by showing that conditions (C1), (C2), and (C3) hold. Note that µ i ≤ 1. By Lemma 6, for ≤ 1 3 , we have
Therefore, (C1) holds. The welfare and revenue of the mechanism between time 1 and T of is θ(T ). For any > 0,
which satisfies (C2) and (C3).
Brownian Motion
In this section, we assume for each i, 1 ≤ i ≤ n, the evolution of µ it is a reflected Brownian motion with mean zero and variance σ 2 i . The reflection barrier is 0. In addition, we assume µ i0 = 0, and σ 2 i ≤ σ 2 , for some constant σ. In this environment our learning algorithm estimates the reflected Brownian motion using a mean zero martingale. We define l it as the last time up to time t that the item is allocated to agent i. This includes both exploration and exploitation actions. If i has not been allocated any item yet, l it is zero.
. It is not difficult to verify that the results in this section hold as long as the expected value of the error of these estimates at time t is o(t 1 6 ). However, for simplicity of exposition, we assume that the advertiser reports the exact value of µ it .
We begin analyzing the mechanism by stating some of the well-known properties of reflected Brownian motions (see [9] ). Proposition 8 Let [W t , t ≥ 0] be a reflected Brownian motion with mean zero and variance σ 2 ; the reflection barrier is 0. Assume the value of W t at time t is equal to y:
For T > 0, let z = W t+T . For the probability density function of z − y we have:
Corollary 9 The expected value of the maximum of
Note that in the corollary above n and σ are constant. Now, similar to Lemma 6, we bound E[∆ T ]. The proof is given in appendix A.2. 
Proof :
We first prove ex-post individual rationality. Note that the agents only pay for the items they receive during exploitation. Assume agent i is the person who has received the item at time T and it was during exploitation. i.e., y iT = 1. By the payment rule of the mechanism we have:
Because y iT = 1 we have γ it (t) ≤ µ it (t). Therefore we get:
We complete the proof by showing that conditions (C1), (C2), and (C3) hold. By (8) , the expected utility of each agent at time t from random exploration is
Therefore, the expected utility up to time T from exploration is θ(T
2
− ln 1+ T ). Also, by Lemma 10 and Corollary 9:
For ≤ (12) and (13), for ≤ 1 3 , condition (C1) is met.
By Corollary 9, the expected value of max i {µ iT } and γ T are of θ( √ T ). Therefore up to time T , both the expected welfare and the expected revenue of the efficient second price mechanism are of θ(T 3 2 ). For any 0 < < 1, we have:
Therefore, conditions (C2) and (C3) are satisfied, and M (B) is asymptotically ex-ante efficient and it has a revenue asymptotically equivalent to the efficient second price auction.
Discussion and Open Problems
In this section we discuss a few extensions of our mechanism.
Multiple Slots: We can modify mechanism M when there are multiple slots for showing an ad, under the common assumption of separability of the click-through rates. Namely, we assume that there exists a set of conditional distributions which determine the probability that the ad in slot j 1 is clicked on conditioned on the event that there was a click on the ad in slot j 2 . During exploitation, M allocates the slots to the advertisers with the highest expected utility, and the prices are determined according to Holmstrom's lemma ( [21] , see also [2] ). The estimates of the utilities are updated based on the reports, using the conditional distribution.
Creating Multiple Identities: During exploration, our mechanism gives the item for free to one of the agents chosen uniformly at random. Therefore, it is easy to see that an agent can benefit from participating in the mechanism with multiple identities. This may not be cheap or easy for all advertisers. After all, the traffic should be eventually routed to a legitimate business. Still, a possible solution is increasing the cost of creating new identities by charging advertisers a fixed premium for entering the system, or for the initial impressions. A similar problem emerge even if an advertiser is allowed to define multiple actions. Agarwal et al. [1] showed that multiple actions provide incentive for the advertiser to skew the bidding. Finding a more natural solution for these problems remains as a challenging open problem.
Characterizing Dynamic Mechanisms: In this paper, we presented a simple dynamic mechanism that satisfy desirable economic properties under a limited set of assumptions. An interesting line of research that is gaining a lot of attention is to characterize such mechanisms. Pavan et al. [25] study incentive compatible mechanisms in a Bayesian setting. On the flip side, Babaioff et al. [5] , and Devanur and Kakade [13] study the problem in a prior-free setting, but for a rather strong notion of incentive compatibility. Characterizing incentive compatible dynamic mechanisms in prior-free setting remains as an interesting open problem.
