Abstract. Business process modeling is an important corporate activity, but the understanding of what constitutes good process models is rather limited. In this paper, we turn to the cognitive dimensions framework and identify the understanding of the structural relationship between any pair of model elements as a hard mental operation. Based on the weakest-link metaphor, we introduce the cross-connectivity metric that measures the strength of the links between process model elements. The definition of this new metric builds on the hypothesis that process models are easier understood and contain less errors if they have a high cross-connectivity. We undertake a thorough empirical evaluation to test this hypothesis and present our findings. The good performance of this novel metric underlines the importance of cognitive research for advancing the field of process model measurement.
Introduction
Business process models are widely used for a variety of purposes, such as system development, training, process enactment, costing and budgeting. In many business applications their primary purpose is to act as a means of communication such that a process model facilitates the understanding of complex business processes among various stakeholders [16, 19, 26] . A process model may be used towards this end much as an architect will use a model to ascertain the views of users, to communicate new ideas, and to develop a shared understanding amongst participants. Beyond that, process models are also used as a formal specification for the development of information systems. Altogether, it is highly desirable that process models do not contain execution errors such as deadlocks and that they are easy to understand for the involved stakeholders.
Even though theoretical quality frameworks [18] and practical modeling guidelines [2] are available for quite some time, it is only a very recent development that empirical insights emerge into the factors that influence the quality of process models. For instance, recent studies suggest that larger, real-world process models tend to contain more formal flaws (such as e.g. deadlocks) than smaller models [22, 24] . The other study worth mentioning supports the notion that when model size is kept constant (i) a higher density of arcs between the nodes in a model and (ii) a larger number of paths through a model's logical connectors negatively affect its understandability [23] .
These results are important stepping stones to what we think is a highly desirable asset for process modelers: Concrete guidelines on how to create process models in such a way that they are easy to understand for people while reducing the risk on errors. It is important to realize that a reengineering project within a multinational company may already involve the creation of thousands of process models [30] . This implies that effective modeling guidelines may lead to substantial economic benefits. This is of particular importance since most modelers are non-experts and hardly familiar with sophisticated design issues [29] . It is a considerable problem for these application areas of process modeling in practice that the current situation in understanding measurable factors of process model quality is still immature. While the mentioned experiments have progressed process model measurement, existing metrics tend to explain not more than half of the variability in a subject's understanding of process models [23] . Clearly, there is a need for a more theoretical stance to advance the design of process model metrics. In this paper, we build on insights from cognitive research into visual programming languages for the development of a new metric, the Cross-Connectivity (CC) metric, that aims to capture the cognitive effort to understand the relationship between any pair of process model elements.
The structure of the paper is as follows. In the next section, we will provide the motivation for the CC metric and its formalization. In Section 3 we will describe the empirical evaluation of this metric. Then, we will give an overview of related work, before giving reflections and conclusions in the final section.
The Cross-Connectivity Metric
Up to now, little work exists on measuring business process models that considers the cognitive effort of a model user for understanding it. One of the few examples is the research on the Control Flow Complexity (CFC) metric. In its motivation Cardoso refers to the mental states that may be generated by a process model and the different types of routing elements [7] . Beyond that, a recent survey into complexity metrics identifies the cognitive motivation as a potential backbone [9] . Most other existing model metrics, however, are adaptations of software artifact quality metrics that do not dig too deep into cognitive foundations. In such cases, the theoretical basis for their application on process models is indirect at best.
To break away from this tendency, we draw inspiration from the Cognitive Dimensions Framework, as first introduced in [11] . The motivation behind this framework is to use research findings from applied psychology for assisting designers of notational systems. Designers can use the framework to evaluate their designs with respect to the impact that they will have on the users of these designs. Since its introduction, it has gained widespread adoption in the evaluation and design of information artifacts; for an overview of results, see [4] .
For the purpose of this paper, the most important dimension of this framework consists of the hard mental operations that may be incurred through a particular notation, i.e. the high demand on a user's cognitive resources. Reading a process model implies some hard mental operations in this regard that behavioral relationships between model elements have to be constructed in the mind of the reader. In particular, it is quite difficult -even for experts -to understand whether pairs of activities in a model with lots of parallelism and choices are exclusive or not. Furthermore, even if activities are on a directed path, it is not directly clear on which other elements they depend if there are lots of routing elements in between them. The Cross-Connectivity (CC) metric that we define below aims to quantify the ease of understanding this interplay of any pair of model elements. It builds on the weakest-link metaphor assuming that the understanding of a relationship between an element pair can only be as easy, in the best case, as the most difficult part. Therefore, we identify suitable weights for nodes and arcs along a path between two model elements. Our assertion then is that a lower (higher) CC value is assigned to those models that are more (less) likely to include errors, because they are more (less) difficult to understand for both stakeholders and model designers.
Below a set of definitions is given, which together form the basis of the Cross-Connectivity metric. The term 'Cross-Connectivity' is chosen because the strength of the connections between nodes is considered across all nodes in the model. To appreciate the formalization below, it is important to note firstly that the CC metric expresses the sum of the connectivity between all pairs of nodes in a process model, relative to the theoretical maximum number of paths between all nodes (see Definition 5) . Secondly, we assume that the path with the highest connectivity between two nodes determines the strength of the overall connectivity between those nodes (see Definition 4) . Thirdly, the tightness of a path (i.e., degree of connectivity) is determined by the product of the valuations of the links connecting the nodes on the path (see Definition 3). So, a single weak link has its effect on the entire connection. Finally, differences in the types of nodes that a path consists of determine the tightness of the arcs connecting nodes (see Definitions 1 and 2). For example, an AND connector on a path gives a stronger relation than an XOR connector. At the end of the formalization, illustratives example are given of the application of the CC metric for small process models, showing how the metric can be used to select from alternatives. 
The weight of a node n, w(n), is defined as follows:
with d the degree of the node (i.e. the total number of ingoing and outgoing arcs of the node).
There are three remarks we would like to make. In the first place, note that the definition above assumes that the process model consists of tasks and connectors. Tasks have at most one input and output arc while connectors can have multiple input and output arcs. A connector of type AND with multiple input arcs is a so-called AND-join, i.e., it synchronizes the various flows leading to the join. The OR-split connector has a behavior in-between an XOR-split (one output arc is selected) and AND-split (all output arcs are chosen). A connector can be both a join and a split (i.e. having multiple input and multiple output arcs), provided that both are of the same type. Secondly, note that we treat all model nodes as unique elements, even though their (business) semantics may be the same. In this way, for example, we support the inclusion of duplicate tasks. Finally, Definition 1 does not correspond to a concrete process modeling language with well-defined semantics. It captures those routing elements that can be expressed with standard process modeling languages such as EPCs, UML Activity Diagrams, Petri nets, BPMN, or YAWL [1] .
Most of values for w(n) in Definition 1 are straightforward given the intent of this metric, e.g., arcs connected to an AND connector will have a higher weight than arcs connected to an XOR connector because the latter involves considering optionality. The only value that requires some explanation is the value for the OR connector. For the OR connector it is not clear upfront how many of the arcs will be traversed during an execution of the process, e.g., in case of an OR split with two outgoing arcs either one of the arcs can be traversed, or both of the arcs might be used. This behavior is reflected in the definition of the weight for an OR connector. The number of all possible combinations of d arcs is: 2 d − 1. Only one of those combinations (i.e. 1 out of 2 d − 1) is similar to the situation in which the node would have been an AND, namely the situation in which all arcs are traversed. This particular combination gets a weight of 1 (since that is the weight for an AND connector from Definition 1). Therefore, the first part of the formula for the OR connector is:
. All other combinations of arcs can be seen as separate XOR nodes with weight The following definition shows that the weight of an arc is based on the weight of the corresponding nodes.
Definition 2 (Weight of an Arc). Let a process model be given by a set of nodes (N ) and a set of directed arcs (A). Each directed arc (a) has a source node (denoted by src(a)) and a destination node (denoted by dest(a)).
The weight of arc a, W (a), is defined as follows:
Definition 3 (Value of a Path). Let a process model be given by a set of nodes (N ) and a set of directed arcs (A).
A path p from node n 1 to node n 2 is given by the sequence of directed arcs that should be followed from n 1 to n 2 : p =< a 1 , a 2 , ..., a x >. The value for a path p, v(p), is the product of the weights of all arcs in the path:
Definition 4 (Value of a Connection). Let a process model be given by a set of nodes (N ) and a set of directed arcs (A)
and let P n 1 ,n 2 be the set of paths from node n 1 to n 2 . The value of the connection from n 1 to n 2 , V (n 1 , n 2 ), is the maximum value of all paths connecting n 1 and n 2 :
If no path exists between node n 1 and n 2 , then V (n 1 , n 2 ) = 0. Also note that loops in a path should not be considered more than once, since the value of the connection will not be higher if the loop is followed more than once in the particular path.
Based on the above valuation of connectivity (i.e., tightness of the connection between two nodes), we define the Cross-Connectivity metric.
Definition 5 (Cross-Connectivity (CC)). Let a process model be given by a set of nodes (N ) and a set of directed arcs (A). The Cross-Connectivity metric is then defined as follows:
To illustrate the use of the CC metric an example is elaborated. To calculate the value for Cross-Connectivity the weight for each node is calculated first (see Table 1 ). Table 1 . The degrees and weights for the nodes in the process model of Figure 1 Node (n) Degree (m) Weight (w(n)
Then, the weight for each arc is calculated: = {a 1 , a 2 , a 3 , a 4 , a 5 , a 6 , a 7 }.
The paths between each pair of nodes are determined and the value for the connection between the pair of nodes is computed. For example node A and node D are connected through the path < a 1 , a 3 , a 5 , a 6 >. In this case, this is the only path from A to D. Thus, the value of this path is the maximum value over all paths from A to D:
Similarly, the value for the connection from the XOR-node to the OR-node is computed:
For all values, see Table 2 . Table 2 . Table showing Now the mechanics behind the CC metric have been dealt with, it is worthwhile to explore how it can help to distinguish models that are preferable. This will clarify that our interest at this point is rather with a model's CC value relative to that of another model. Consider the two models that are shown in Figure 2 . Both models express the same business logic as the initial model in Figure 1 , but their CC values are different. The model at the left-hand side in Figure 2 is block-structured, i.e., it differs from the initial model in the sense that the AND-join and XOR-join at the top of the model are matched by corresponding splits. Intuitively, one may expect that a block-structure will positively affect model comprehension. Indeed, as the links between the various nodes become tighter, this is expressed by a higher CC value of 0.12486 versus a value of 0.09131 of the initial model. The model at the right-hand side in Figure 2 is different from the initial model of Figure 1 in the sense that it reorders the top connectors: It expresses (C ∧A) xor (C ∧B) instead of C xor (A∧B), the former being the more elaborate expression with a duplicate for task C.
4 So, the model at the right-hand side can be expected to be slightly more difficult to understand than the initial model, which is supported by a lower CC value of 0.08503 versus the initial model's CC value of 0.09131.
Evaluation
In this section, we report on how the CC metric has been subjected to a thorough empirical evaluation. First, we will describe the evaluation with respect to the metric's capability to predict error probabilities in process models. Next, we will present on its suitability to explain which process models are easier to understand than others.
Validation for Error Prediction
An indication for a metric's predictive power is that it can accurately distinguish between models with errors and without errors. Because this evaluation uses a large set of Event-driven Process Chains (EPCs), we use the EPC soundness criterion as defined in [21] for determining whether an involved model has errors or not and assume that a decrease in CC is likely to result in more errors. Therefore, our hypothesis is:
H1: A decrease in CC implies an increase in error probability.
To evaluate this hypothesis, the EPCs of the SAP Reference Model are used. The development of the SAP reference model started in 1992 and first models were presented at CEBIT'93 [17, p.VII]. Since then, it was developed further until version 4.6 of SAP R/3, which was released in 2000. The SAP reference model includes 604 non-trivial EPCs. The advantage of considering this set of models is that there is extensive literature available that explains its creation, e.g., [17] . Furthermore, it is frequently referenced in research papers as a typical reference model and used in previous quantitative analyses, as e.g. reported in [20, 22, 24] . This way, our results can be compared to these related works.
As a first step, we use correlation analysis. In particular, we investigated to what extent the CC metric is capable to rank non-error and error models. This capability can be estimated using the rank correlation coefficient by Spearman. For CC it is -0.434. For this metric there is a strong and 99% significant correlation, which matches the expectation of the hypothesis, i.e. H1 holds.
In a second step, we use multivariate logistic regression. This approach estimates the coefficients B of a linear combination of input parameters for predicting event versus non-event based on a logistic function. In our case, we predict error versus non-error for the EPCs in the SAP reference model based on the CC metric and a constant. The accuracy of the estimated model is assessed based on the significance level of the estimated coefficients, the percentage of cases that are classified correctly, and the share of the variation that is explained by the regression. This share is typically measured using the Nagelkerke R 2 ranging from 0 to 1 (1 being the best possible value). The estimated coefficient should have a Wald statistic that is below 5% signalling that it is significantly different from zero. For technical details of logistic regression we refer to [13] . For applications in predicting errors in process models see [20, 22, 24] .
We calculated a univariate logistic regression for CC first. Table 3 shows that CC alone already yields a high Nagelkerke R 2 of 0.586. The negative coefficient matches the expectation of hypothesis H1. Furthermore, we stepwise introduced other metrics to the model. We used those metrics that were found in [22] as the best combination to predict errors in EPCs. In this context, it is interesting to note that adding these metrics yields quite similar coefficients for them as in the predicting function of [22] . This suggests that the CC metric indeed measures a process model aspect that is orthogonal to metrics that have been defined before. 
Validation for Understandability
To evaluate the capability of the CC metric to explain which process models are easier to understand than others, we used the empirical data described in [23] . This data was obtained in a project that aims at the analysis of the impact of both model and personal characteristics on the understandability of process models. In particular, a set of 20 model characteristics were investigated, which have been proposed and formally defined in [20] . In total, 73 students filled out a questionnaire in the fall of 2006. A set of 12 process models from practice, each having the same number of tasks (25) , formed the basis of the questionnaire. As part of the models' evaluation, students were asked to answer questions like "If task K is executed for a case, can task L be executed for the same case?" The evaluation of the 12 models by the 73 students led to a total of 847 complete model evaluations. On this basis, a score variable could be calculated per model as the mean sum of correct answers it received. This score variable served as a way to make understandability operational.
From the earlier analysis of these results [23] , the following main conclusions were drawn with respect to model characteristics:
1. From the 20 factors considered, five model factors exhibited the hypothesized relation with score, i.e. (1) #or-joins, (2) density, (3) average connector degree, (4) mismatch, and (5) connector heterogeneity.
From these five model characteristics, only the correlations between density
(the ratio between the actual number of arcs and the theoretical maximal number of arcs) and score (-0.618) and between average connector degree (the average number of input and output arcs of the routing elements in a model) and score (-0.674) correlated significantly, with respective Pvalues of 0.032 and 0.016. 3. From all linear regression models on the basis of a combination of these five model factors, the regression model that only used average connector degree displayed the best explanatory power for the variability in score, with an adjusted R 2 =45% (Nagelkerke's coefficient of determination).
To evaluate the CC metric, it was incorporated in the above analysis. We arrive at the following conclusions:
-Just like the five model factors that emerged from the original analysis, the CC metric displays the expected relation with score. -Unlike the density and average connector degree factors, the correlation between score and the CC metric (0.549) is not significant at a 95% confidence interval as the P-value of 0.065 slightly exceeds the 0.05 confidence interval. -A regression model with a much better explanatory power for the variation in score could be developed by including the CC metric: the adjusted R 2 from the original model increased from 45% to 76% in the new regression model. In particular, by combining the #or-joins, density, average connector degree, mismatch factors and the CC metric this result could be achieved. A visualization of this regression model can be seen in Figure 3 . What this analysis suggests is that CC on its own is slightly less powerful as an indicator for process model understandability than the two best candidate metrics available, but that it can deliver a superior explanation of the variation in understandability across models when combined with existing metrics.
Related work
This section briefly describes the related work for business process metrics. In essence, related work can be organized in two categories: process model metrics inspired by software measurement and experimental work on process model metrics. In this section, we focus in particular on metrics that consider overall structural aspects of the process model beyond simple count metrics. For an overview of process model metrics in general refer to [9, 12, 20, 33] .
The early development of process model metrics is greatly inspired by and based on software quality metrics. These metrics aim at obtaining program designs that are less error-prone, easier to comprehend and easier to maintain. A survey of existing software metrics can be found in e.g. [14, 35] . A number of studies demonstrate the significant correlation of software quality metrics with errors in the software design (e.g. [3, 5, 15, 31, 32] ). In the tradition of this work, there are some works in the 1990s that are mainly rooted in software quality measurement. Daneva et al. [10] introduce a set of complexity indicators for EPCs based on the visual attributes of the model: function cohesion, event cohesion and cohesion of a logical connector. From their validation with 11 EPCs they conclude that their metrics help to identify error-prone model fragments. Morasca proposes a set of simple metrics for software specifications designed with Petri-nets [25] . He identifies size, length, structural complexity, and coupling as interesting attributes of a design without striving for an empirical validation. The works by Reijers and Vanderfeesten extend this research stream by introducing a coupling-cohesion metric for guiding the design of a workflow process [27, 28] . This approach is based on the data flow in a business process and uses the network structure of the product as a starting point rather than the process model. In [34] , Vanderfeesten, Cardoso, and Reijers propose a weighted coupling metric, which puts a weight to the different types of connections between two activities in the process model. While this metric lacks a thorough cognitive motivation, it was used as a blueprint for the CC metric. Cardoso has developed a Control Flow Complexity (CFC) metric [7] which was validated against Weyuker's complexity axioms [6] and tested with respect to their correlation with perceived complexity [8] . In contrast to the CC metric, it does not consider the connections between different model elements, but focuses on routing elements in isolation.
Mendling et al. take an experimental approach towards process model metrics that is driven by the explanatory power of a metric in an empirical setting. In [20, 22] Mendling et al. have tested 28 business process metrics (including size, density, structuredness, coefficient of connectivity, average connector degree, control flow complexity, and others) as error predictors on a set of over 2000 process models from different samples. All metrics, except for density and the maximum degree of a connector, are confirmed to be correlated to errorproneness as expected. Another result of this study is a logistic regression model is able to classify 90% of the process models correctly. Finally, a survey on understandability of process models is reported by Mendling, Reijers and Cardoso in relation to the set of metrics mentioned in the previous study [23] . The main results of this survey are already described in Section 3.2.
While the metrics used in these experiments are motivated theoretically, most of them are not explicitly rooted in cognitive research. The CC metric considers hard mental operations as defined in the cognitive dimensions framework [11] as the main factor that drives understanding a process model.
Conclusion
In this paper, we motivated, formalized, and validated the Cross-Connectivity metric for process models. The metric expresses how tightly the nodes in a process model are connected building on a weakest-link metaphor. The definition of the metric builds on the assumption that a higher value is associated with an easier understanding of the model, which implies as a consequence a lower errorprobability. As follows from our evaluation of this metric for both these aspects, it performs similarly well as the best available alternative model metrics. On top of that, our results suggest that the CC metric adds a new cognitive perspective on process model quality, which helps to deliver a better explanatory power when it is combined with the existing ones.
In reflecting on the development of business process model metrics, it is fair to say that it is a research area in development. Initially, proposals for process model metrics were highly conceptual, on the basis of the perhaps tempting idea that if metrics are useful to analyze software programs it should be equally applicable for process models. By now, we have progressed to the stage where model metrics are put to the test for determining their effectiveness in reality. The good performance of the CC metric clearly shows that a more cognitive theoretical stance is needed to advance the field of process model measurement.
Overall, feedback from empirical validations has improved the quality of process model metrics: The metrics proposed in recent works, e.g. [20, 22] and this paper, perform much better in explaining the variation of understanding and occurrence of errors in process models. In our future work, we will continue towards further improvements. In particular, we aim at evaluating model quality metrics on a wider scale, by considering larger sets of real-world models. In order to achieve that, we are collaborating with consultancy companies that practice process modeling on a day-to-day basis for their clients. Since most empirical research has been done with EPC models, we are very much interested in BPMN and Petri-net process models. Furthermore, we are investigating additional factors that contribute to a comprehensive understanding of process model quality as, for example, the visual layout a process model graph and the importance of preliminary knowledge about the domain that is captured in the model. As the ultimate goal of our research, we envision the development of a set of concrete guidelines for process modelers, substantiated by solid theoretical foundations and empirical evidence, which will help to create better process models in practice.
