A variable step size variable order coupled block method for the numerical solution of delay differential equation is described. The approximation of the delay term is calculated using divided difference interpolation. The numerical results are presented and it shows that the proposed code is suitable for solving delay differential equations.
Introduction
A delay differential equation is an equation where the evolution of the system at a certain time, depends on the state of the system at an earlier time. This is different from ordinary differential equations (ODEs) where the derivatives depend only on the current value of the independent variable.
Delay differential equations (DDEs) have numerous applications in science and engineering, for example, in population dynamics and bioscience problems, in control problems and electrical networks containing lossless transmission line.
In this paper, we considered the development of the codes for solving single-delay scalar DDEs of the form ( ) ( ) ( ), Numerical methods for solving DDEs using variable step size variable order algorithm have been proposed by several researchers such as in [2] , [3] , [5] and [8] . In [2] , the algorithm for solving DDEs is based on the variable step formulation of the Adams method in divided difference form and the order k is restricted in the range 12 1 ≤ ≤ k as the integration progressed. In [4] and [6] , the authors approximated the delay argument using Hermite interpolation whereas in [1] and [2] divided difference interpolation method has been used to estimate the delay argument.
The objective of this paper is to implement a coupled block method presented as in the simple form of the Adams Moulton type for solving (1) using variable step size and order. The coupled block method is adapted from the code developed in [7] for solving first order ordinary differential equations. The developed code is expected to be suitable for solving DDEs.
Numerical Treatment of DDEs
The coupled block method proposed in [7] is used to solve (1). The proposed coupled block method consists of two point two step block method (2P2S) of order five and three point two step block method (3P2S) of order six. The derivation of those methods can be referred in [7] . The corrector formula of 2P2S and 3P2S in terms of r is as follows:
Two point two step block method: The 1 st point
The 2 nd point .
Three point two step block method: 
The 3 rd point .
During the implementation of the method, the choices for the next step size will be restricted to half, double or the same as the current step size. In case of successful step size, the ratio r for the next constant step size is 1. Whenever the step size is double, the ratio r is 0.5. In case of step size failure, r is 2. The corrector formula in (2), (3), (4), (5) and (6) will be simplified by substituting the value of r.
Generally, the 2P2S and 3P2S can be implemented to solve (1) as follows:
Two point two step block method:
where m=1,2 and .
Three point two step block method:
where m=1,2,3 and . Now, we described how the calculation of ( ) α y where
is being carried out. The location of α is sought because the calculation of the delay term depends on this location. We should use the interpolation method which has either the same or higher order than the integration method in order to preserve the desired order of accuracy. Here the delay term is approximated using six points divided difference interpolation, so that the interpolation is one order higher than the 2P2S itself and same order as the 3P2S itself. In divided difference form, the interpolating polynomial can be written as where
Implementation
Firstly, the code will start with two point two step block method of order five. It is implemented in PE(CE) s mode where P and C denote the application of predictor and corrector respectively while E denote the evaluation of function f for the first two blocks. The s indicates the number of iteration that is needed for the two point two step block method corrector formula to be converges using the convergence test:
The local error can be estimated as E k-1 = y n+2 (k ) -y n+2 (k-1) where y n+2 (k) is the corrector formula of order k and y n+2 (k-1) is a similar corrector formula of order k-1. This local error estimated error in y n+2 (k-1) at x n+2 . After the successful convergence test, local error will be calculated to control the integration step. If the local error test E k-1 ≤ TOL is accepted in the first block, the next order is remain unchanged and the next step size is vary only by constant or doubling.
Suppose that the local error test E k-1 ≤ TOL is accepted in the second and the next integration steps. Therefore, the next order and step size have to be determined. We choose the order for which the estimates step size on the next block is the maximum. Therefore, one of the methods of orders k and k+1 can be used as the next order. Having available E k-1 = y n+2 (k) -y n+2 (k-1) and E k = y n+3 (k+1) -y n+3 (k ), the maximum step size are as follows: ,
where h old is the step size from the previous block and let h max be the maximum step size in (7). The order which give the h max will be the order on the next block. Therefore, the approximation of values y can be simultaneously computed using two point or three point block methods on the next block. In our code, the h max in (7) is not the final new step size for next block. The final step size after a successful step is given by if then else (8) where C=0.5 is a safety factor. The purpose of having the safety factor is to give a more conservative estimate of the new step size. The algorithm when the step failure occurs is .
The test in (8) and (9) will allow the new step size to vary only by constant, doubling or halving.
Results and Discussions
We test the efficiency of the developed codes using the following problems: where P is the number of point, N is the number of equations in the system and SSTEP is the number of successful steps. The performance of the codes written and executed in C language. The following tables showed the numerical results for the tested problems. The numerical results in Table 1 -2 clearly showed that the total number of steps taken by CB(5,6) is less than the total number of steps taken by ISHAK at all tolerance. It is obvious that CB(5,6) shows greater reduction in the total number of steps at smaller tolerance. The number of failure steps in CB(5,6) is less compared to ISHAK in all tested problems.
Based on the numerical results, it can be observed that generally the maximum and average errors of CB(5,6) are better than ISHAK for solving the given problems.
Conclusion
In this paper, we have presented a variable step size variable order code for the numerical solution of DDEs using coupled block method. The proposed coupled block method produces two or three new values simultaneously within a block, thus reduces the cost of 
