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1.1   Dispersion forces 
Although the macroscopic world is ruled mainly by gravity, when the objects 
are scaled down to micro or nano sizes then surface forces become important 
[1-22]. These forces are known by several different names, depending on the 
regime in which they operate. Therefore distinction between surface forces is 
in many cases rather artificial, because several of them are electromagnetic in 
nature, and dividing them only makes sense because of the many different ways 
in which electromagnetic force is manifested [1]. Dispersion forces, which are 
in nature and are known as van der Waals (vdW) or Casimir forces (the different 
names are only due to historical reasons), and originate from quantum and ther-
mal fluctuations of electric currents inside the interacting media and in the gap 
separating them [2]. They become dominant when the bodies are separated by 
the distances smaller typically than 100 nm [2, 6-22]. They play an important 
role in nanotechnology including micro/nanoelectromechanical systems 
(MEMS/NEMS) [6-22]. This happens when two mechanical elements come in 
close proximity or into contact, and the surface to volume ratio increases with 
decreasing system size [5, 6]. In any case, dispersion forces are always present 
even when neutral, unpolarised and unmagnetised bodies interact in the absence 
of any applied electromagnetic fields [1-22]. 
This thesis is focused on the influence of the Casimir force and torque on 
the dynamical behavior of microdevices. It deals mostly with these two factors 





to acquire knowledge about the kind of material optical properties and surface 
roughness that can have an effect on Casimir forces and torques, and conse-
quently in the dynamical behavior of MEMS in order to enhance device perfor-
mance. Therefore we present a basic overview of the Casimir effect, its physical 
origin, and finally its practical use in microdevices, followed by a thesis outline.  
 
1.2 van der Waals (vdW) forces 
In 1873 J. D. van der Waals empirically introduced a weak attractive force be-
tween molecules in a gas to explain an observed deviation from the ideal gas 
law [10]. At the time the presence of such an attractive force could be under-
stood in the case of polar molecules (molecules with a permanent dipole mo-
ment such as hydrogen or water vapor). After all, an opposite orientation of the 
dipole moment would be statistically favorable, so that an electrostatic attrac-
tion could occur. However, gases of nonpolar molecules were observed to ex-
hibit a similar deviation from the ideal gas law, which could not be explained 
in this way and the nature of this force remained unclear [10]. This problem 
was resolved in 1930 by F. London [11, 12]. He showed that the quantum me-
chanical uncertainty of the position and the momentum of electrons in the gas 
give rise to a temporary dipole moment (see Fig. 1.1) in each molecule which 
consequently exerts an attractive electrostatic force on the other molecules. He 
demonstrated that the force between molecules possessing electric dipole mo-
ments fall off with distance 𝑅 between the molecules as 𝑅−6.  
 
 
Figure 1.1: Relation between vdW and Casimir forces. A fluctuating dipole 𝑝1 
induces a fluctuating electromagnetic dipole field that induces a fluctuating di-






In 1947 Casimir and Polder [13] generalized the London result about 
the vdW potential to arbitrary interatomic separations. They showed that the 
dependency 𝑅−6 is a good approximation in the non-retarded limit for distances 
that are much smaller than the wave length of the atomic absorption spectra 
(typically < 10 𝑛𝑚). In the opposite regime, the retarded limit, for separations 
much larger than the atomic wave length, the vdW potential is still attractive 
but it falls off more strongly with increasing distance due to the influence of 
retardation (the finite velocity of light is taken into account). Under this condi-
tion the interaction between the molecules behaves like 𝑅−7 [13]. 
 
Nowadays fluctuation induced electromagnetic forces between bodies 
at submicrometer proximity are becoming increasingly important for applica-
tions [5, 6, 18, 21, 22]. These forces are known by several names, depending 
on the regime they operate, including vdW, Casimir–Polder and, more gener-
ally, Casimir forces (see Fig 1.1) [6]. They are closely related to each other 
since they originate from the zero point and thermal fluctuation of the electro-
magnetic field whose spectrum is altered by the presence of boundaries. To 
elaborate the connection between these forces, it is helpful to discuss their phys-
ical origin in more detail. 
1.3 Connection between van der Waals and Casimir force 
Let us consider two small particles such as atoms or molecules which possess 
equal amounts of positive and negative electric charges. In classical physics it 
is imagined a static arrangement such that positive and negative charge form 
pairs sitting exactly next to each other. Thus each pair will be electrically neu-
tral, and it will not give rise to electric fields. However, the outcome is different 
in quantum physics. Due to the Heisenberg uncertainty principle [10-12,14], 
the motion of charges inside the particles cannot be controlled with absolute 
precision, and there is random motion. At any moment, positive and negative 
charges will be separate. This rearrangement leads to an imbalance of attractive 
and repulsive force such that two particles attract each other. The resulting force 
between two natural particles is known as the vdW force [10, 11]. 
Furthermore, according to classical physics, the vacuum is completely 
empty and it contains nothing in its purest form. However, quantum physics tell 
us that it is far from empty. In this view, vacuum is governed by fluctuation of 
electromagnetic waves which are called virtual photons [15-20]. When incident 
on to a perfectly conducting mirror, they must form a node on the mirror sur-
face. So, if we place two mirrors in to quantum vacuum, then this requirement 





certain discrete wavelengths can exist. On the contrary, the virtual photons out-
side the mirrors can have any arbitrary wavelength. Eventually the imbalance 
of virtual photons hitting the mirrors from the outside leads to the attractive 
Casimir force between two mirrors (Fig 1.2). 
 
 
Figure 1.2: Casimir force as a consequence of vacuum fluctuations of electro-
magnetic field. Outside of the mirrors there is a sea of fluctuation fields but 
inside only certain modes of these fields can exist due to the imposed boundary. 
This imbalance generates the attractive Casimir force. 
 
Thus it appears that the Casimir force is due to virtual photons, and vdW force 
results from the attraction between mobile charges. The two effects are similar 
because the mirrors impose the boundary condition for the electromagnetic 
field via charges. Charges inside the mirrors adapt to the fluctuating fields to 
vanish the field on the surface. Thus the Casimir force is not only due to field 
fluctuations but also due to fluctuating charges. Also, the charges inside the two 
particles attract and repel each other by means of the electromagnetic field. 
There is strong connection between fluctuating charges inside two particles as 
fluctuating charges inside one particle lead to fields acting on the other particle. 
Hence, the vdW force is also due to charge and field fluctuations. 
The Casimir force was proposed by Hendrik B. G. Casimir in 1948 [2] 
as the attractive force between two perfectly conducting neutral parallel plates. 












where 𝐴 is the plate area, and ћ and 𝑐 are Planck constant and speed of light 
respectively. Equation 1.1 is valid for perfectly conducting plates. Realistic cal-
culation between real dielectric bodies were presented in 1952 by E. Lifshitz 
[14]. In terms of this theory the vdW and Casimir forces are the short and long 
range limits respectively of the same force. 
 
1.4   Casimir forces in devices and practical motivation 
Microelectromechanical systems (MEMS), and their extension to submicron 
dimensions the so-called Nanoelectromechanical systems (NEMS), are a gen-
eral term used in to describe micro/nanofabricated devices. They find applica-
tions in optical communications, accelarometers, and a variety of sensor tech-
nologies. MEMS (for example see Fig. 1.3) are electrostatically actuated with 
the Casimir forces being omnipresent [21-25].  
 
 
Figure 1.3: Schematic of an micromechanical (MEMS) torsional oscillator. 
This device measures the Casimir force between a gold-coated sphere and a 
nanostructured grating. The sphere is attached to the torsional plate of a micro-
mechanical oscillator, and the nanostructured grating is fixed to a single-mode 
optical fibre. (Fig.1 in [26]). 
 
Indeed, since the larger actuating force and torque is demanded with the appli-
cation of smaller voltages, the separation between moving components are 
shrinking from micrometers to nanometers [27] implying that the role of Casi-
mir force becomes significantly stronger for an effective treatment of device 
actuation properties. Nanometer separations are the right size for the Casimir 





small enough for the force to draw components together and lock them perma-
nently together. This phenomenon is usually referred as stiction and leads to 
loss of device functionality [28].  
Moreover, by decreasing the size of MEMS, it becomes clear that sur-
face roughness of moving components cannot be ignored since it can affect 
Casimir forces, and consequently the actuation dynamics of devices [29]. An-
other factor which has strong effect on the Casimir effect are the optical prop-
erties of materials from which devices are made. Tailoring the optical properties 
has become strongly relevant in developing devices for many purposes accord-
ing to huge demands to involve different material [30]. It is evident that metallic 
bodies have significant advantages in construction of MEMS because of their 
valuable chemical and physical properties. On the other hand, the most im-
portant materials in nanotechnology are semiconductors, for instance silicon 
(Si), which is the dominant semiconductor in IC technology. They possess con-
ductivity properties ranging from metallic to dielectric.  
 
 
Figure 1.4: An SEM image of a SiC double-folded comb-drive Resonator 
(Fig.1 in [31]). 
 
The reflectivity of semiconductors surfaces can be changed over a wide fre-
quency range by changing the carrier density through variation of the tempera-
ture or using different kinds of doping. For example one kind of complex ma-
terial, which has been under investigation in this thesis, is highly doped silicon 
carbide (SiC). It possesses outstanding mechanical and chemical properties. It 
is well integrated with Si-based MEMS technologies. Moreover due to its large 
electronic bandgap and high breakdown field strength, SiC is well suited for 
high frequency and high power solid-state devices [30,32,34].  In this thesis 




properties, where both electrostatic and Casimir torques give contribution to 
describe under what conditions there is stable motion of instability due to stic-
tion under vacuum (Figure 1.5). Operation in ambient conditions would require 
more surface interactions to be taken into account, as for example, capillary and 
hydrodynamic drag forces [35].  
 
 
Figure 1.5: Permanent stiction in MEMS devices [68]. The arrows show ad-
hered elements. (a) Stiction of soft microcantilevers to the substrate. (b) Micro-
structured elements in a micromachined accelerometer after impact load-
ing.beam (Fig.1 in [36]). 
  
1.5   Surface roughness: brief description of self-affine 
model roughness 
There are three effects that must be accounted for when calculating the Casimir 
force between real interacting surfaces: the influence of the optical properties 
of the materials, the surfaces roughness, and the temperature. Temperature has 
been shown to have a significant effect only for separation larger than 1μm. 
This is because at shorter separation thermal modes do not fit between the sur-
faces at room temperature (thermal wavelength ~7 m). However, at separation 
less than 1μm, the influence of optical properties and surfaces roughness should 
be carefully taken into consideration [29,37]. 
Advances made in the measurement and theoretical understanding of 
Casimir forces the last 10 years allow a more detailed study of MEMS made 
from real materials. It is obvious that the surface of real bodies is not charac-
terized by a perfect geometrical shape [29, 38-42]. Even if special efforts are 





surface is invariably covered with geometrical disorder the so-called roughness. 
This roughness can have profound changes in the Casimir force and the result-
ing operation of MEMS. It is worth mentioning that although the electrostatic 
force can be switched off if no potential is applied, Casimir forces will always 
be present (omnipresent) and will influence the actuation dynamics. This is be-
cause they originate from the quantum mechanical uncertainty, a fundamental 
property of nature which cannot be shut down. Roughness effects maybe on a 
relatively large or small scale depending on the separation distance between 
two bodies. In some cases roughness can be described mathematically by a reg-
ular function, but in other case the roughness can be considered as stochastic.  
A wide variety of surface and interfaces occurring in nature are repre-
sented by a kind of roughness associated with self-affine fractal scaling defined 
by Mandelbort in terms of Brownian motion [38]. In realistic situation, evapo-
rated metallic films can be described by the self-affine model. The importance 
of self-affine scaling and the relation to the Casimir force was first stressed in 
[39]. Isotropic rough surfaces obeying self-affine scaling are fully characterized 
by three parameters: root-mean-square (rms) roughness amplitude (σ), correla-
tion length (𝜉) and roughness exponent (𝐻). The root-mean-square (rms) rough-
ness demonstrates the deviation of the surface from flatness in the out-off plane 
direction. The rms roughness is defined as σ = 〈[z(x, y)]2〉1/2  with z(x, y) =
h(x, y) − 〈h(x, y)〉. Here h(x, y) is the height function, and 〈… 〉 is an ensemble 
average over multiple surface scans. The average over a large surface area (with 
dimensions >>ξ) is zero so that 〈h(x, y)〉 = 0. Because there are many ways to 
distribute atoms on a random rough surface, which will result in the same rms 
amplitude, a complete description of surface roughness requires also 
knowledge of the lateral roughness. In this respect an important characteristic 
parameter is the lateral correlation length ξ, which is the average distance be-
tween adjacent peaks and valleys (an upper horizontal cut-off for the self-affine 
scaling). The third parameter, which is called roughness exponent (H), de-
scribes the surface irregularity at short length scales (<<ξ) and has value be-
tween 0 and 1 [40]. Values of H~0 correspond to jagged surfaces, while values 
H~1 correspond to a smoother hill-valley morphology (Fig. 1.6). 
For self-affine roughness the height difference correlation function 
g(𝑅𝑋,𝑌)= 〈[z(𝑥
′, 𝑦′) − z(x, y)]2〉 with 𝑅𝑋,𝑌 = √𝑋2 + 𝑌2, where (X, Y) = (x
′ −




2H      for  𝑅𝑋,𝑌 ≪ ξ
22   for  𝑅𝑋,𝑌 ≫ ξ





A simple form that satisfies the self-affine scaling of Eq. 1.2 is g(𝑅𝑋,𝑌) =
2𝜎2[1 − 𝑒−((𝑅𝑋,𝑌)/𝜉)
2𝐻
], which has been used widely in several roughness stud-
ies [40, 41]. 
 
 
Figure 1.6: The roughness exponent describes the irregularity of surfaces at 
short lateral length scales (<<ξ) [40-42]. 
 
The influence of the rms roughness amplitude  on the Casimir force is shown 
in Fig.1.7. Experiments have been performed between sphere (its radius is 100 
μm) and a plate to measure the Casimir force [37] .The sphere was covered with 
100 nm Au using an electron-beam evaporator. Silicon wafers were coated in 
the same way by Au to different thicknesses between 100 and 1600 nm. All of 
these films have different rms roughness  and different feature size ξ (corre-
lation length). The value of σ increases with the film thickness from 1.5 nm to 





films (100, 200, and 400 nm) are in reasonable agreement with the theoretical 
expectations that take into account deviations of the dielectric functions of de-
posited gold from the single crystal material (via Lifshitz theory calculations 
[14]) and account for the roughness corrections using perturbation theory [29]. 
For these films the force is well described by the power law [44] FCas∼ 𝑑−𝛼 
(where 𝑑 is defined as the sphere-plate separation) with the exponent 𝛼 having 
values 2 < 𝛼 < 3. However, the thick films show very different behavior. 
There is significant deviation from the expected scaling. The theoretical curve 
(black) including the roughness correction is not able to describe the measured 
forces as it was further described in [29]. 
 
 
Figure 1.7: Casimir force measured for different rough surfaces on a log–log 
scale for various Au film thicknesses. The theoretical curves for 100 nm and 
1600 nm films are shown by solid lines. [29]. 
Figure 1.7 shows the effect of surface roughness only on the normal Casimir 
forces [29]. However, in this thesis (chapter 3) we have investigated how the 
self-affine roughness influences the lateral Casimir force between two plates. 
 
1.6   Thesis outline: 
The outline of the present thesis as follows:  
 In chapter 2 we will explain different methods used to calculate the Casimir 
force. The pair wise summation (PWS) method and the Lifshitz theory are 
discussed since they represent the main tools for our work.  
 In chapter 3 and 4 we study how the correlation length and roughness expo-
nent can affect the lateral Casimir force and Casimir torque (in both hori-




 In chapter 5 deals with the optical properties of different surfaces (Au and 
SiC) to investigate their effect on the dynamic behavior of electrostatic tor-
sional MEMS.  
 In chapter 6 and 7 we study how optical properties profoundly influence 
dynamic and chaotic behavior in electrostatic torsional micromechanical 
system (MEMS) for both the case of conservative and non-conservative 
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2.1   Introduction 
The calculation of the vacuum energy for nontrivial geometries is a complicated 
problem. After 20 years from Casimir’s original work on plane parallel plates, 
Boyer presented the first calculation for a spherical shell [1]. One reason of this 
complication is the non-additivity in dispersion force, which is often cited as a 
very specific property for this kind of force [2-5]. However, another well-
known example of non-additive forces is the electrostatic interaction for mov-
ing charges. The reason of non-additivity is especially clear for metals because 
electrons in an electric field do not keep their positions fixed, and they start to 
move and redistribute in response to the field.  
In case of dispersive forces, it can be said that the force between two 
molecules depends on the position of a third molecules located nearby [5]. Con-
sequently, the force between bodies of finite size cannot be calculated as pair 
wise summation of forces acting between separated molecules. If we want to 
address historically the process of calculating dispersion forces, it can be stated 
that the first two approximation methods were pairwise summation (PWS) 
which dates back to Lennard-Jones (1932) [6], and the proximity force approx-
imation (PFA) (Derjaguin 1934) [7].  
Therefore, in this chapter we will be explain the method to calculate 
the Casimir energy. It is organized into two main parts: i) The first part deals 
with two rough plates, which are perfectly conductive. Then the use of the PWS 
method under certain conditions allows one to use the perturbative approach. 
As a result one can calculate the Casimir energy between two rough plates for 
perfect reflectors without consideration of their optical properties; ii) In the sec-
ond part we consider flat plates, which, however, are made from real materials 
and their optical properties are taken into account via the Lifshitz theory [8]. 
  
2.2   Pairwise Summation method 
Here we consider a simple approximate method which allows calculation of the 
Casimir force between two bodies as a sum of the forces acting between their 
constituents (atoms or molecules). Although the Casimir force is not an additive 
quantity, the effects of non additivity can be partially taken into account with 
the help of a special normalization procedure which relates the case under con-
sideration to a similar configuration where both the additive and the exact re-
sults are available. The additive method has been widely used in the theory of 





To illustrate the method, we start with a configuration of two thick 
plates (semispaces) at a sufficiently large separation d. Here, it is supposed that 
they are ideal metals and perfectly conductive. Let the boundary plane of the 
lower semispace be at z =  0 and let that of the upper semispace be at z =  d. 
We assume that two atoms (one in the lower semispace at a point r1 and the 






,                                                                                                (2.1) 
 
where the constant B is related to the static atomic polarizabilities and r =
 |r2  − r1|. After integration of Eq. 2.1 over the lower semispace, we find the 
additive interaction energy of an atom at a point r2 with the lower semispace, 
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4 .                        (2.2) 
 
Here N1 is the number of atoms per unit volume in the lower semispace. Inte-
grating Eq. (2.2) over the volume of the upper semispace, we find the additive 















,                                                  (2.3) 
 
where N2 is the density of atoms in the upper semispace, and S is the infinite 
area of the boundary surfaces. As mentioned before, Eq. 2.3 does not take into 
account the effects of non additivity. The role of these effects in a configuration 









                                                                               (2.4) 
 
where E(d) is Casimir energy per unit area between two ideal metals at separa-
tion d. The latter takes the non additivity effects into account. We now deal 
with two arbitrarily shaped bodies V1 and V2. In this case the additive interac-
tion energy takes the form 
 








.                                                     (2.5) 
 




By assuming that for two arbitrary bodies the effects of non additivity plays 
approximately the same role as for two thick parallel plates, one can define the 
















                                               (2.6) 
 
Eventually, Eq. 2.6 represents the Casimir energy of two ideal-metal bodies in 
the framework of the PWS method. 
 
2.3   Method of pairwise summation for rough surfaces 
As it mentioned in previous chapter, many bodies in nature or in laboratory 
conditions have rough surfaces that can affect profoundly the Casimir effect. A 
possible way to cope with this is a perturbative approach [10, 11], where it is 
assumed that a rough surface is a small deviation from smooth surface. This 
approximation is valid at separation d much larger than rms roughness σ (d ≫
σ). 
The method of pairwise summation (PWS) allows one to calculate 
roughness corrections for large-scale roughness of both the deterministic and 
stochastic nature [12]. Here, we apply the approximate phenomenological PWS 
method to describe the roughness corrections to the Casimir force between bod-
ies. A perturbation theory up to forth order in the relative roughness amplitude 
is developed for the configurations of two parallel plates. The results obtained 
are applied to the case of large-scale roughness in accordance with the validity 
regime of the PWS method [11]. 
We note that for these calculation to be valid a few assumption were 
made. At first, this method is valid in the case of small separation in comparison 
to the correlation length (ξ ≫ d). This is because it assumes the contribution of 
different areas to be independent of each other. Also, it is considered that the 
size of the plate (L) is much larger than the correlation length (L ≫ ξ). This 
ensures that the interaction area contains many independent realizations of 
rough surfaces and hence spatial averages are equivalent to statistical averages. 
Furthermore, our approach requires a large size of the plate in comparison to 
the separation (L ≫ d), which ensures that edge effect can be ignored. 
Now we consider two parallel plates with sides of length L, and with 
surface roughness described by self-affine model (Chap. 1, Eq. 1.2). Both of 
the plates are supposed perfectly conductive, isotropic and homogeneous. The 






Z1(x, y) = h1(x, y),                                                                                     (2.7) 
 
Z2(x′, y′) = d + h2(x′, y′),                                                                          (2.8) 
 
Where the averages of hi's vanishes at each point since we have  
 
〈hi(x, y)〉 = 0.                                                                                              (2.9) 
 
Now we perform the perturbative expansion of the integral Eq. 2.6 containing 





 ∫ d2x  d2x′ ∫ dz
h1
−∞





            (2.10) 
 
We also define 𝐹 ≡ F(𝐱, 𝐱′, z, z′) = [(𝐱 − 𝐱′)2 + (z − z′)2]
−7
2  where 𝐱 = (x, y) 
and 𝐱′ = (x′, y′). The integrations in Eq. (2.10), are over the first (𝐱) and second 
(𝐱′) plates, respectively. Both integrals in z and z′ direction can be broken into 


















, where one 
part is independent on roughness and the other one depends on it.  According 
to the fact that h1 and h2 are small, we can expand roughness dependent inte-
grals around z = 0 and z′ = d as:  
 























|z=0 + ⋯                    (2.11) 
 























|z′=d + ⋯          (2.12) 
 
Inserting Eqs. 2.11 and 2.12 in Eq. 2.10 and then substituting the integrand with 
its statistical average, and assuming homogeneity, it is seen that the integrand 
of Eq. 2.10 would depend on (𝐱 − 𝐱′). So, one can perform one of the integra-
tions to obtain 
 











  is the Casimir energy between two ideal metal plates with 
flat surfaces and hmn(𝐱) = 〈[h1(𝐱)]
m  [h2(𝟎)]
n〉. In the zeroth-order expan-
sion (i.e. for m = n = 0) we have E =  E0. Then it follows from this that 







. According to our choice in Eq. 2.9, α01(𝐱) and α10(𝐱) do not 
have any contribution in the result. The other coefficients up to fourth order are 
obtained as: 
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]                                        (2.16) 
 








                                                                               (2.17) 
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]                                        (2.19)  
 
2.4   Lifshitz theory 
Fluctuation induced electromagnetic (EM) forces between two objects arise due 
to perturbation of quantum fluctuations of the EM field [3,4,8], as it was pre-
dicted by H. Casimir in 1948 [3] assuming two perfectly conducting parallel 
plates. Following Casimir’s calculation, Lifshitz and co-workers in the 1950’s 
[8] considered the general case of real dielectric plates by exploiting the fluc-
tuation-dissipation theorem, which relates the dissipative properties of the 
plates (optical absorption by many microscopic dipoles) and the resulting EM 
fluctuations.. The theory correctly describes the attractive interaction due to 
quantum fluctuations for all separations covering both the Casimir (long-range) 
and van der Waals (short-range) regimes [8]. 
The dependence of the Casimir force on materials is an important topic 
since in principle one can tailor the force by engineering the boundary condi-
tions of the electromagnetic field with a suitable choice of materials [5-19]. The 
latter allows the exploration of new concepts in actuation dynamics of MEMS. 





length scales. As a result Casimir forces become of increasing interest  because 
MEMS have surface areas large enough and gaps small enough for the Casimir 
force not only to draw components together but also to lock them permanently. 
On the other hand, the irreversible adhesion of moving parts resulting in general 
from Casimir and electrostatic forces can be exploited to add new functionali-
ties to MEMS architectures.  
 
 
Fig. 2.1: Schematic view of two semispaces separated by a distance 𝑑, which 
is used to illustrate the Lifshitz theory [5, 8]. 
 
2.5   Fluctuation dissipation theorem 
The fundamental idea of the Lifshitz theory is that the interaction between bod-
ies is established through fluctuating electromagnetic fields obeying the fluctu-
ation-dissipation theorem (FDT) [13, 14]. The FDT theorem is a powerful tool 
in statistical physics for predicting the behavior of systems, and it applies to 
both classical and quantum mechanical systems. Such fluctuating EM fields are 
always present inside and extend beyond the material boundaries. A well-
known example of this fundamental idea is thermal radiation. However, it has 
to be stressed that electromagnetic fluctuations exist even at zero temperature 
as zero-point quantum fluctuations. The electric polarization 𝐏 (ω, 𝐫), or the 
electric current density 𝐉(ω, 𝐫)  =  −iω𝐏(ω, 𝐫), is the source of these fluctua-
tions[4-5]. Understanding of these fluctuations is easy in the case of metallic 
surfaces. A point 𝒓 where the density of electrons is smaller than that of its 
surrounding will attract electrons - and change to a current - to increase the 
density at 𝒓. According to the FDT, the correlations of the fluctuating currents 
are related to the dissipation in the medium as: 
 
⟨ Jα(ω, 𝐫)Jβ





eħω kT⁄ −1 
)δ(ω − ω′)δ(𝐫 −  𝐫′)δαβ          (2.20) 
 




where α, β = x, y, z are the vector components. The imaginary part [ε′′(ω)] of 
the frequency dependent permittivity [(ω)] is associated with the dissipation 
of the EM fields in the interacting bodies. The FDT explains that the existence 
of dispersion forces is closely related to the dissipation in the materials of in-
teracting bodies.  
In Eq. 2.20 the contributions from the zero-point and thermal fluctua-
tions are separated. The first and second term on the right hand side of Eq. 2.20 
represent zero point energy and thermal contributions respectively. The fluctu-
ating currents are the sources of an electromagnetic field. This field is described 
by the Maxwell equations and solutions of these equations can be expressed via 
the Green functions [13-14]. For instance the components of the electric field 
are 
 
Eα(ω, 𝐫) =  
i
ω
∫ d 𝐫′ Gαβ (ω, 𝐫, 𝐫
′) Jβ(ω, 𝐫




where 𝐺𝛼𝛽 denotes the components of the Green Function Tensor (GFT). The 
GFT implies the role of the response in linear response theory. Combining Eq. 
2.20 and Eq. 2.21 with the general properties of the GFT, one obtains the cor-
relation function of the electric field: 
 
⟨ 𝐸𝛼(𝜔, 𝒓)𝐸𝛽
∗(𝜔′,  𝒓′)⟩ = 2𝜋𝜔ħ 𝑐𝑜𝑡ℎ (
ħ𝜔
2𝑘𝑇
) 𝐼𝑚𝐺𝛼𝛽 (𝜔, 𝒓, 𝒓
′)𝛿(𝜔 − 𝜔′)            (2.22) 
 
The correlation functions of the magnetic field can be easily found by applying 
Maxwell’s equations. The Green tensor, which is the solution of the Maxwell 
equations, can be expressed via the equation: 
 









′)  (2.23) 
 
In Eq. (2.23) 𝜀(𝜔, 𝒓) describes the dielectric function of the interacting materi-
als. 
 
2.6   Real frequency representation 
The explicit form of the Green functions can be easily found for two parallel 





configuration consists of two semi spaces made from different materials char-
acterized by the dielectric functions 𝜀1(𝜔) and 𝜀2(𝜔), separated by a small gap, 
which is filled with the material described by the dielectric function 𝜀0(𝜔) (Fig. 
2.1). For parallel plates, the force acting on each body is calculated via the 













Re ∫ dq q |k0| g(𝐪, ω)    
∞
0
                 (2.24) 
 
where the wave vector in the gap is K =  (𝐪, k0) with 𝐪 being the in-plane 
vector, and the z component k0 = (ε0ω
2 /c2  − 𝐪2 )1 /2. The function g(𝐪, ω) 
is given by 
 







                                                                  (2.25) 
 
The coefficients  r1,2
ν  are the Fresnel reflection coefficients (see Eq. 2.26 below) 
for the inner surfaces of the plates 1 and 2. In this format, ν = s and ν = p 
represent the transverse electric (TE) and transverse magnetic (TM) polariza-
tion, respectively. The factor g(𝐪, ω ) describes multiple reflections from the 
inner surfaces of the bodies 1 and 2. The frequency dependent factor 
coth( ħ𝜔/2𝑘𝑇)  originates from the FDT. Finally, the Fresnel reflection coef-

















− 𝒒2    ,   𝑘𝑖 = √𝜀𝑖(𝜔)
𝜔2
𝑐2
− 𝒒2   .                                  (2.27) 
 
The real frequency representation of Eq.2.24 is unpractical for force calcula-
tions because the integrand is a fast oscillating function due to the factor 𝑒𝑖𝑘0𝑧. 
However, there are cases where the use of the real frequency representation is 
necessary to consider as for example, when the plates have different tempera-
tures leading to non-equilibrium situations [15,16]. Besides that, the research 
in this thesis has been performed under equilibrium conditions and for the short 
distance range z ≲  200 nm. Indeed, at room temperature, T = 300 k, the ther-
mal wavelength is T= ℏc/kT = 7.6 m. Therefore, since  T ≫ z thermal 
fluctuations will not give any significant contributions to dispersion forces. 




2.7   Imaginary frequency representation  
The problem of fast oscillations in Eq. 2.24 is usually avoided by the contour 
rotation in the frequency complex plane. Because of this process, only the poles 
of the function coth(ħω kT⁄ ) contribute to the integral. These poles are located 
at following frequencies: 
 
ωn = iζn = i
2πnkT
ħ
,   n = 0, 1, 2, …                                                           (2.28) 
 
where ζ  denotes the imaginary part of frequency, which is known as the 















                              (2.29) 
 
where prime indicates that the term corresponding 𝑛 = 0 term should be mul-
tiplied with a factor 1/2. Unlike the real frequency representation, here the 
quantities 𝑘0 =  √𝜀0(𝑖𝜁)(𝜁2/𝑐2 + 𝑞2 and 𝑔(𝑞, 𝑖𝜁𝑛) = ∑ (𝑟1
𝜈𝑟2
𝜈𝑒2𝑖𝑘0𝑧/𝜈=𝑠,𝑝
1 −  𝑟1
𝜈𝑟2
𝜈𝑒2𝑖𝑘0𝑧) no longer oscillate as a function of frequency. According to 
the relation 𝑐𝑜𝑡ℎ(ħ𝜔 𝑘𝑇⁄ ) = 1 + 2/ [𝑒𝑥𝑝(ħ𝜔 𝑘𝑇⁄ ) − 1], only the first term on 
the right side persist in the limit 𝑇 → 0, associated with the zero point energy. 
At separation distance much shorter than 𝑇 (i.e. in this study 𝑑 = 200 𝑛𝑚), 
the contribution of thermal fluctuations becomes negligible. In this way the 
Matsubara frequency can be used as a continuous variable, and the sum in Eq. 
2.29 changes to an integral if we substitute 
𝑘𝑇
𝜋























                                     (2.30) 
 
The reflection coefficients in this case depend only on the dielectric functions 
at imaginary frequencies 𝜀(𝑖𝜁). These functions cannot be directly measured, 
but they can be expressed via the measurable function 𝜀″(𝜔) with the help of 
the Kramers–Kronig relation [5, 16] 
 














The general property of ε(iζ) is that this function is real, positive, and decreases 
with increasing ζ. It also shows that the dispersion forces are completely deter-
mined by ε″(ω), which is responsible for the dissipation in the material. As it 
mentioned before in order to evaluate the force with the Lifshitz formula, one 
has to know the dielectric function of the material at imaginary frequen-
cies ε(iξ), which is calculated via ε′′(ω) according to Eq. 2.31. This issue will 
be addressed in the next section.  
 
2.8   Dielectric function and methods for extrapolation 
The experimental data available for ε′′(ω) are always restricted from low and 
high frequencies. The low-frequency, cutoff 𝜔𝑐𝑢𝑡 is especially important in the 
case of metals, such as Au, which show significant absorption due to conduc-
tion charge carriers in the infrared range. Hence, in metals ε′′ is large at low 
frequencies which contribute significantly to ε(iξ). Therefore, an important step 
in the evaluation of ε(iξ)is extrapolation of the dielectric function ε′′(ω) to low 
frequencies ω < ωcut, where the experimental data are not accessible. One 
simple method which can solve this problem is the Drude model. This model 
describes the dielectric function at low optical frequencies as: 
 




.                                                               (2.32) 
 
The second term in Eq. 2.32 is defined by the plasma frequency 𝜔𝑝, and the 
relaxation frequency 𝜔𝜏. The ratio 𝜔𝑝
2/𝜔𝜏 is an indication for static conduc-
tivity (for 𝜔 → 0) of the material [5, 16]. The Drude model is often used for 
extrapolating in the low optical frequency regime  0 < 𝜔 < 𝜔1(= 0.03 𝑒𝑉). In 
the high optical frequency range 𝜔 > 𝜔2, which is significant only at separa-
tions smaller than 10 nm, the imaginary part of the permittivity is extrapolated 
as an inverse power law 𝜀′′(𝜔)~1/𝜔3. Therefore, for frequencies 𝜔 <
𝜔1 and  𝜔 > 𝜔2,  𝜀
′′(𝜔) is extrapolated as  
 










     (2.33) 
 
where A is chosen to match the value of  ε′′(ω) at ω = ω2 between experi-
mental data and the extrapolation. Using the Drude model, the dielectric func-
tion ε(iξ) in all frequencies can be written as: 
 





















ω2  +  ξ2
ω1
0









 dω                                                                    (2.35) 
 













































].    (2.37) 
 
However, the Drude model, which is used to calculate the Casimir force via the 
Lifshitz theory, leads to deviations from experimental force results. The latter 
remains still today an open problem in Casimir physics [17-19]. For metals this 
issue is very well addressed by the dissipationless plasma model (having infi-
nite absorption at the frequency ω = 0 and zero anywhere else) at separations 
above 160 nm [5, 16]. The plasma model formula is straightforward to apply. 
At low optical frequencies 𝜔 < 𝜔1, the term 𝛥𝐿𝜀(𝑖𝜁) from the Drude model 
(Eq.(2.34)) is replaced by 𝜔𝑝
2/𝜁2, yielding  
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Chapter 3 





Abstract. The effect of self-affine roughness on the lateral Casimir force be-
tween two plates isstudied using a perturbative expansion method. The PWS 
(pairwise summation) method is applicable only at lateral correlation lengths 
much larger than the separation between two plates. The effect of the roughness 
parameters on the lateral Casimir force is investigated, and it is seen that this 
effect is significant, enabling one to tailor roughness parameters to obtain the 
desirable Casimir force and increase the yield of micro or nano-electrome-


















3.1   Introduction 
During the last few decades, there has been much interest in devices of length 
scales of micro meters or nanometers, the so-called micro (nano) electrome-
chanical systems (MEMS-NEMS). In such devices, the Casimir effect which is 
negligible in macro systems plays an important role. This effect was discovered 
by H. Casimir in 1948 [1]. He calculated that in the zero-temperature limit, two 





,                                                                                              (3.1) 
 
where 𝑑 is the separation of the plates, A is the surface area of each plate, and 
𝑐 and ℏ are the speed of light and the reduced Planck constant, respectively. 
The Casimir force is a prediction of quantum field theory, arising as a result of 
the dependence of the zero- point vacuum fluctuations of the electromagnetic 
field on the boundaries. So, this force depends on the shape of the boundary 
surfaces [2]. It is known that surfaces are not exactly smooth in the micro (nano) 
scales. So the roughness could affect the Casimir force in micro (nano) devices. 
Recently, many high-precision (with the uncertainties of a few percents) have 
been performed to measure the normal Casimir force [3–8], using for example, 
the torsion pendulum [3], the atomic force microscope (AFM) [8]. The force 
measured in those experiments is perpendicular to two surfaces [9]. In [10], it 
is shown that the normal Casimir force is increased when the roughness of the 
surfaces increased. 
Similar to the normal Casimir force, the lateral Casimir force arises 
from the boundary induced modifications of the zero-point electromagnetic 
field fluctuation. The lateral force is a tangential force acting between the two 
surfaces. Ref. [11] describes an experiment showing the lateral Casimir force 
between a sinusoidally corrugated plate and a large corrugated sphere. In [2,12–
14], the lateral Casimir force between two periodically rough surfaces has been 
studied. Here the lateral Casimir force between two self-affine rough plates is 
studied. As mentioned above, in MEMS (NEMS) the Casimir force and the 
roughness are two important factors. Here the aim is to investigate the effect of 
different parameters of such surfaces on the magnitude of the lateral Casimir 
force. The lateral Casimir force vanishes if the two surfaces are uncorrelated. 
So it is assumed that there is a nonzero cross-correlation between the two sur-
faces. The two plates are assumed to be ideal conductors. They are also assumed 
to be isotropic, homogeneous, and self-affine rough surfaces [15]. Self-affine 
surfaces are characterized by the rms roughness (σ), the lateral correlation 
length (ξ), and the roughness exponent (H), which is between 0 and1. H is a 
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measure of the irregularity of the surface at short length scales (<ξ) [15]: small 
(large) values of H correspond to jagged (smoother) surfaces (see Fig. 3.1) [15]. 
For our analysis here the PWS (pair wise summation) method is used. 
This is based on pair wise summation of interaction energy between constitu-
ents of the two bodies [16–18]. This method is applicable only at ξ much larger 
than separation between two surfaces. Under this condition, the PWS method 
is very accurate [2]. The scheme of the paper is the following. In Section 3.2 
the method and the model are introduced. In Section 3.3 the results are dis-
cussed. Section 3.4 is devoted to the concluding remarks. 
 
 
Figure 3.1: Two self-affine surfaces with different value of the roughness ex-
ponent (H). The upper surface has the larger value of H.  
 
3.2   The model 
The self-affine rough surfaces of the plates are described through 
 
Z1(𝐱) = h1(𝐱)                                                                                                              (3.2) 
 
Z2(𝐱) = d + h2(𝐱),                                                                                                            (3.3) 
 
where Zi is the height of the ith surface, x is the (two-dimensional) position 
vector in each plate, d is the average distance between the two plates (which is 
position-independent). The averages of hi's vanishe at each point: 
 
〈hi(𝐱)〉 = 0                                                                                                           (3.4) 
 




The plates are assumed to be surfaces of area A. As it was mentioned 
in chapter 2 (Sect. 2.3), the conditions for the validity of the PWS method, and 
applying the perturbation method to consider roughness effect, can be written 
as: 
 
|hi| ≪ 𝑑                                                                                                                 (3.5) 
 
d ≪ ξ                                                                                                                    (3.6) 
 
ξ ≪ L                                                                                                                     (3.7) 
 
where ξ is the lateral correlation length in each plate (the lateral correlation 
length), and L is the size of the plates. The Casimir energy for two rough plates 





 ∫ d2x  d2x′  ε[𝐱 − 𝐱′, h1(𝐱), h2(𝐱)]                                                     (3.8) 
 
where the integration regions for 𝐱 and 𝐱′ are the first and second plates, re-
spectively. Substituting the integrand with its statistical average, and assuming 
homogeneity, it is seen that the integrand would depend on only (𝐱 − 𝐱′). So 





 ∫ d2x  ε[𝐱, h1(𝐱), h2(𝟎)]                                                                     (3.9) 
 
Homogeneity also means that the statistical averages of functions of only h1(𝐱) 
or h2(𝐱) do not depend on x. One can then split the Casimir energy into two 
parts, E1 which is not changed when h1 or h2 are transformed (the plates are 
laterally transformed), and a remaining part ?̃? , where 
 
E1 = E|h1=0 + E|h2=0 −  E|h1=h2=0                                                                (3.10) 
 





 ∫ d2x  d2x′ ∫ dz
h1
0









 ∫ d2x  ε̃[𝐱, h1(𝐱), h2(𝟎)]                                                                       (3.11)  
 
This can be expanded in terms of h1 and h2: 
 






 ∑ ∫ d2x  ε̃mn(𝐱) hmn(𝐱) 
∞
m,n=1 =













,                                                                                                       (3.13) 
 
hmn(𝐱) = {[h1(𝐱)]m  [h2(𝐱)]n}̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅                                                                         (3.14) 
 
α𝑚𝑛 =  
30 d5+m+n
π
 ε̃𝒎𝒏                                                                                      (3.15) 
 
(−E0) is the Casimir energy between two flat plates. As 𝐸1 does not change by 
a lateral translation of the plates, it is ?̃? which is relevant to the calculation of 
the lateral Casimir force. In fact it is seen that if the second plate is laterally 
transformed by r, the result would be a change of h2(𝐱) into h2(𝐱 − 𝐫), so that 
hmn(𝐱) is changed into hmn(𝐱 + 𝐫). Defining Ẽ(𝐫) as 
 






 ∞m,n=1                                                   (3.16) 
 
it is seen that the lateral force F┴ satisfies 
 
𝐅┴ = −∇r[Ẽ(𝐫)]                                                                                                (3.17) 
 
Assuming that the probability distribution of h1 and h2 is invariant un-
der (h1, h2) → (−h1, −h2), it turns out that in Eq.3.12 only the terms with 
(m+n). So, up to fourth order in h1 and h2 only three terms in Eq. 3.12 are 
nonvanishing: 
 








                                                                                      (3.18) 
 

















[hi(𝐱)]2  ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = σi
2                                                                                                  (3.20) 





[h1(𝐱)h2(𝐱′)] ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = c12(𝐱 − 𝐱′).                                                                            (3.21) 
 
σi is the rms roughness of the ith plate and c12 is the cross correlation function 
between the two plates, and use has been made of the homogeneity of the sys-
tem, so that 𝜎𝑖 are constant in both plates and c12 depends on only the relative 
position of the observation points. Using the approximations [20], 
 
{[h1(𝐱)]3  [h2(𝐱′)]1}̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ≈ [hi(𝐱)]2  ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅     [h1(𝐱)h2(𝐱′)]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = σ1
2c12(𝐱 − 𝐱
′),  
{[h1(𝐱)]1  [h2(𝐱′)]3}̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ≈ [h2(𝐱′)]2  ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅    [h1(𝐱)h2(𝐱′)]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = σ2
2c12(𝐱 − 𝐱
′)    (3.22) 
 
one arrives at the following form for the Casimir energy: 
 











+ ⋯                     (3.23) 
 
For the cross correlation, a model corresponding to rough hetero-structures is 
used [21–23]: 
 





),                                                                                          (3.25) 
 
where ci is the auto correlation function in the ith plate, and ξ┴ is the vertical 
correlation length. If the system is isotropic as well, then the correlations would 








]                                                                                (3.26) 
 
Thus we have, 
 


















































] + ⋯                                                                                          (3.28) 
 
Exploiting the isotropy of the system, it is seen that Ẽ depends on only |𝐫|, 
which is denoted by r. Also the lateral force would be radial: 
 
?⃗?┴ = ?̂?F┴  
F┴ = −?̂?. ∇r[Ẽ (𝐫)]                                                                                         (3.29) 
 
where ?̂? is the radial (two-dimensional) unit vector. One then arrives at 
 















+ ⋯            (3.30) 
 
So using Eq.(27), 
 
F┴ = −


























































                                                                                              (3.32) 
 
for small values of r, the Casimir energy in Eq. 3.28 is seen to be 
 
Ẽ(𝐫) = Ẽ(0) +
r2
2d2










































































+ ⋯                 (3.33)  
 
For r ≪ ξ1, ξ2.Thus we obtain 
 
















































































+ ⋯                                                          (3.34) 
 
For ξi = ξ and Hi = H, these become 
 
Ẽ(𝐫) = Ẽ(0) +
r2
2d2
































































+ ⋯                                                                    (3.36) 
 
for 𝑟 ≪ 𝜉. It is seen that for small values of r, the energy is quadratic in r, hence 
the lateral force is linear in r. For large values of r, a saddle point approximation 
could be used to obtain the Casimir energy and the lateral force: 
 
Ẽ(𝐫) = −


























] + ⋯ =


























] + ⋯  
                                                                                                                    (3.37) 
 
for r ≫ ξ1, ξ2. Thus we obtain, 
 
F┴ =


























] + ⋯             (3.38) 
 
and for 𝜉𝑖 = 𝜉 and 𝐻𝑖 = 𝐻, 
 
Ẽ(𝐫) =































) + ⋯         r ≫ ξ                              (3.40) 




It is seen that for large values of r, the energy is proportional to 𝑟−7, hence the 
lateral force is proportional to 𝑟−8.  
 
3.3   Results and Discussion 
The explicit form of the Green functions can be easily found for two parallel 




F0 γ12 σ1 σ2
  F┴                                                                                            (3.41) 
 
In Figures 3.2 and 3.3, the same roughness parameters (σ, ξ, H) are used for 




= 0.2,   and    
σ
d
= 0.2                                                                                            (3.42) 
 
Figure 3.2 shows f as a function of (r/ξ) for different values of H. The lateral 
force tends to zero as the displacement tends to zero. The lateral force is repul-
sive (tends to increase the displacement), if the cross correlation between the 
plates is positive (γ12 is positive). Otherwise it is attractive. Increasing the dis-
placement, the lateral force reaches a peak and then decreases, as for large dis-
placements the correlation of points in the plates which are in front of each 
other vanishes, and the smaller the value of H (the more jugged the plates), the 
peak of the lateral force is achieved in smaller displacements. 
Figure 3.3 shows f as a function of H, for𝜉 = 𝑟, which is an intermedi-
ate value for r, neither too small nor too large. It is seen that for such interme-
diate values of (r/ξ) is increasing with H. In the limit of 𝑟 ≪ 𝜉, the lateral force 
is proportional to r. Figure 3.4 shows the dimensionless force constant k as a 











                                                                                       (3.43) 
 
 





Figure 3.2: f versus (r/ξ) for (d/ξ)=(σ/d)=0.2, and H=0.1 to 0.9, with H increas-
ing by 0.1 at each step. f is the dimensionless lateral force, and the graphs are 




Figure 3.3: f versus H for (r/ξ)=1. f is the dimensionless lateral force, and for 
this value of (r/ξ) it is increasing with H. 
 




Figure 3.4: k versus H in the limit of r ≪ ξ. k is the dimensionless force con-
stant and is not monotonic in H. it has a peak. 
 
It is seen that k is not monotonic in H: it increases in H, reaches a maximum, 
and then decreases in H.  
 
3.4   Conclusion 
The lateral Casimir force between two self-affine rough plates was studied, us-
ing the pair wise summation method. The precision of the PWS method is good 
when the lateral correlation lengths are much larger than the separation between 
the two plates. The dependence of the lateral Casimir force on the lateral dis-
placement of the two plates and the roughness exponent of the plates was in-
vestigated. It was seen that when the displacement is increased from zero, the 
lateral force increases and reaches a peak, and after that it decreases with in-
creasing the displacement. The displacement at which this peak occurs is an 
increasing function of the roughness exponent. For small values of the displace-
ment, the lateral Casimir force is linear with displacement. For large displace-
ments, the lateral Casimir force behaves like the inverse of the 8 th power of the 
displacement. It is also seen that for appositive cross correlation between the 
plates (positive 𝛾12 ), the lateral Casimir force is repulsive for all displacements. 
This means that the point of no displacement (in which the lateral Casimir force 
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The effect of roughness and correlation on 






Abstract. The effect of roughness and correlation on the Casimir torque is stud-
ied. The plates are assumed to be perfect conductors. The pairwise summation 
(PWS) method is used, which is a good approximation when the correlation 
length is much larger than the distance between the plates. Torque components 
both parallel and perpendicular to the plates are obtained. It is seen that the 
component parallel to the plates is nonvanishing even if the plates are smooth, 
but there are contributions due to roughness and correlation as well, and the 
contribution of the correlation is an increasing function of both the roughness 
exponent and the correlation length. The component perpendicular to the 
plates, however, is nonvanishing only if the plates are rough and correlated to 
each other. As the roughness exponent increases, this component increases, 













4.1   Introduction 
Investigating Casimir phenomena is becoming more and more frequent re-
cently. One motivation is the need to improve nano- or micro-technologies [1-
8]. The Casimir effect is manifested, among other things, as an attraction be-





,                                                                                              (4.1) 
 
where d is the separation of the plates and A is the surface area of each plate. 
This effect is the result of the fact that the vacuum energy of the fields in a 
bounded region does depend on the boundaries [10]. Casimir effects are very 
small, unless the separations are tiny, so Casimir effects are important only in 
micro or nano-scales. But in such scales the surfaces are not completely smooth 
and their roughness does affect Casimir phenomena [11]. 
Many experimental works have been carried out regarding Casimir ef-
fects, among which are Refs. 12-18. In Refs. 19 and 20, among other things, 
the effect of patterned plates on the Casimir effect has been addressed. In Ref. 
21, it has been shown that introducing roughness increases the component of 
the Casimir force which is perpendicular to the plates. In Ref. 22, the effect of 
roughness on the lateral Casimir force is studied. There are many works on the 
Casimir torque between two plates as well, among which are Refs. 23-31. In 
Ref. 24, 28 and 29, the Casimir torque is studied which arises in periodic sys-
tems with broken rotational symmetry. Others have investigated the Casimir 
torque in optically anisotropic materials, where the Casimir torque originates 
from the misalignment between two optical axes [30,31]. 
Here the Casimir torque between two parallel rough plates is studied. 
The plates are assumed to be perfect conductors. This is a good approximation 
when the separation between plates is not too small, say larger than a micron 
[32]. For our purpose the pairwise summation (PWS) method is used to obtain 
the Casimir energy corresponding to the two plates, as a function of the orien-
tation of the plates. The pairwise summation method is based on the approxi-
mation that the Casimir energy between two thick plates is a summation of con-
tributions of pairs of pieces (particles), where each pair consists of one element 
in each plate. The contribution of each pair is inversely proportional to the dis-
tance of its parts from each other, to the power seven. This method is accurate 
when the correlation lengths are much larger than the separation of the plates 
[9, 33, 35] and especially in the case where the bodies are ideal conductors. If 





Casimir phenomenon could be implemented by a so-called normalizing con-
stant. Similar methods have been used to address such problems, for example, 
in Refs. 36-38. One can also relax the condition of infinite conductivity of the 
plates to be able to tackle more realistic situations, taking into account the op-
tical properties of the materials. This is done through the Lifshitz model, for 
example, in Ref. 24. 
Investigating the effect of roughness on the Casimir force or torque is 
important, especially in the nanoscale, where the effects themselves become 
important. A force or torque which is in the opposite direction of a displace-
ment, means that things tend to stick to each other. This increases the frictional 
effects. On the other hand, a force or torque in the same direction tends to sep-
arate things from each other, which could serve as a mechanism for lowering 
the friction. As will be seen, the correlation between the roughness of the two 
plates affects the sign of the Casimir torque due to the roughness. The scheme 
of the paper is the following. In Sec. 4.2, the method and the model are intro-
duced. In Sec. 4.3, the results are discussed. Section 4.4 is devoted to the con-
cluding remarks. 
 
4.2   The model 
The system consists of two rough plates, approximately parallel with each 
other. The planes can rotate, and the rotations could be decomposed into rota-
tions along an axis parallel to the plates and those along an axis perpendicular 
to the planes. For small angles of rotation, the rotation of the two plates is equiv-
alent to just one plate rotating relative to the other. So it is assumed that the first 
plate is fixed while the other can rotate. The Casimir energy depends on the 
angles of rotation, and the derivative of this energy is the torque. The axis per-
pendicular to the first (fixed) plate is the z-axis. The first plate is located at z = 
0, the second is located at z = d. The deviation of the height of the ith plate from 
its mean is denoted by ℎ𝑖, which is a function of the horizontal position x. The 
average actual height (mean plus deviation) of the ith plate is denoted by𝑍𝑖. 
When the rotation is along an axis parallel to the plates, that axis is taken to be 
the y-axis. The plates are taken to be discs of radius R (surface areas 𝐴 = 𝜋𝑅2), 
at a distance d from each other. One has: 
 
hi(𝐱)̅̅ ̅̅ ̅̅ ̅ = 0                                                                                                     (4.2) 
 




where ?̅? is the ensemble average of 𝑋. Throughout this text, because of validity 
region for PWS and applying perturbation method for roughness (see chapter 2 
Sect. 3),it is assumed that 
 
|hi| ≪ d                                                                                                        (4.3) 
 
d ≪ ξ                                                                                                            (4.4) 
 
ξ ≪ R                                                                                                            (4.5) 
 
where ξ is the correlation length corresponding to his, i.e., the in-plane correla-
tion length of the deviations from the average heights. Figure 4.1 shows the 
schematic geometry of the plates and rotations. 
 
i) Rotation along an axis parallel to the plates: The equations of the sur-
faces of the plates are 
 
Z1(𝐱) = h1(𝐱)                                                                                              (4.6) 
 
Z2(𝐱
′) = d + h2(𝐱
′) + θ ?̂?. 𝐱′ = d + h̃2(𝐱
′)                                              (4.7) 
 
 
Figure 4.1: (a) Side view of the plates. The y-axis is perpendicular to the page. 
θ is the angle of rotation around y. (b) Plates seen from above. The z-axis is 
perpendicular to the page. φ is the angle of rotation around z. 
 
where 𝜃 is the angle of rotation. The expression is up to first order in 𝜃 (valid 





the Casimir energy. This method is the approximation that the Casimir energy 
between two thick plates is a summation of contributions of pairs of pieces, 
each consisting of one element in each plate. The contribution corresponding to 
each pair is inversely proportional to the distance of its parts from each other, 
to the power seven. The Casimir energy for two rough plates (see chapter 2 
Sect. 3 Eq. 2.10) can be written as [39]: 
 
E =  
−πћc
24
 ∫ d2x  d2x′  ε[𝐱 − 𝐱′, h1(𝐱), h̃2(𝐱)] = 






 α𝑚𝑛(𝐱 − 𝐱′) 
ℎ̃mn(𝐱,𝐱′)
𝒅𝒎+𝒏
 ∞𝑚,𝑛=1                                         (4.8) 
 
where the integration regions for 𝐱 and 𝐱′ are the whole lower and upper 





,                                                                                                  (4.9) 
 
h̃mn(𝐱) = {[h1(𝐱)]m  [h̃2(𝐱′)]
n
}
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
                                                               (4.10) 
 
(-E0) is the Casimir energy between two plates and α𝑚𝑛s are the (dimension-
less) coefficients of expansion of 𝜀. The Casimir torque 𝜏|| is related to the 





                                                                                                   (4.11) 
 
For small angles, the Casimir energy can be expanded in θ, with the lowest θ-
dependent term being quadratic in θ: 
 
𝐸 = 𝐸(0) +  𝐸||
(2) 𝜃2
2

















𝑚,𝑛=0  𝛼𝑚,𝑛(𝒙 − 𝒙




  (4.14) 
 
 






ℎmn(𝐱) = {[h1(𝐱)]m  [h2(𝐱′)]n}̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅.                                                              (4.15) 
 
Assuming the system to be homogeneous, ℎmn(𝐱, 𝐱′) would depend on only 
(𝐱 − 𝐱′). So, one can use (𝐱 − 𝐱′) instead of x as the integration variable, and 












m,n=0  αm,n(𝐱) 
hm,n−2(𝐱)
dm+n
                       (4.16) 
 






















α1,3(𝐱) ]    + ⋯                                                                                (4.17) 
 
where σi shows the RMS roughness in the plate i and c12 is the cross-correlation 
function between two plates: 
 
[hi(𝐱)]2  ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 𝜎𝑖
2                                                                                           (4.18) 
 












                                                                                 (4.20) 
 























α22(𝐱).                                                                                   (4.23) 
 












)                                                                                         (4.25) 
 
where ci is the autocorrelation function of the ith plate and ξ┴ is the vertical 
correlation length. For an isotropic system with self-affine roughness, the auto-








]                                                                         (4.26) 
 
where 𝜉𝑖 and 𝐻𝑖 are correlation length and roughness exponent of the plate 𝑖. 
The roughness exponent H is a measure of the irregularity of the surface: a 




















 corresponds to at plates, the remaining is the result of roughness of 
the plates, and χc corresponds to the contribution due to the cross-correlation 






























 α22(x).                                                 (4.29) 
 
For σ1=σ2 = 𝜎, the expression for 𝐸||
(2)






[1 + 30 
σ2
d2
 (1 − γ12 χc)] + ⋯                                              (4.30) 
 
It is seen that for small values of θ, the torque is proportional to θ, with 
the proportionality constant being (-E||
(2)
). The torque is nonzero even for 
smooth plates, and is proportional to the square of the plates' size and inversely 




proportional to their distance, as can be seen in Eq. 4.28. If the plates are rough, 
then a contribution of roughness is added to the torque. That contribution is 
further proportional to the mean square of roughness divided by the square of 
the distance between the plates. Finally, if the roughness of the plates are cor-
related, another contribution appears which is further proportional to the coher-





















γ                                                                            (4.33) 
 
 
Figure 4.2: χc (an indicator of the effect of cross-correlation on the torque con-
stant for rotations around an axis parallel to the plates) versus 𝐻 (the roughness 
exponent), for some values of (𝑑/𝜉). The values of (𝑑/𝜉) are indicated on the 
curves. 
 
The proportionality constant in the last relation is (−90χc) and χc  has been 
plotted in Fig. 4.2. As the torque is proportional to 𝐸0 and the square of the size 
of the plates, and 𝐸0 itself is proportional to the area of the plates, the torque is 
proportional to the square of the area of the plates. 
 
ii) Rotation along an axis perpendicular to the plates: The equations of the 






Z1(𝐱) = h1(𝐱)                                                                                            (4.34) 
 
Z2(𝐱
′) = d + h2(U
−1𝐱′)                                                                           (4.35) 
 
U𝐱′ = x′ + φ 𝐳 ̂  ×  𝐱′ −   
φ2
2
𝐱′ + ⋯                                                         (4.36) 
 
where φ is the angle of rotation. The energy between the two rough plates, the 










 ∫ d2x  d2x′  ε[𝐱 − U𝐱′, h1(𝐱), h2(𝐱′)]  =











                                       (4.37) 
 





                                                                                                     (4.38) 
 
For small angles, the Casimir energy can be expanded in φ, with the lowest φ 
dependent term being quadratic in φ: 
 
E = E(0) +  E┴
(2) φ2
2


















m,n=0  × {[(𝐱′)
i ∂i + (𝐳 ̂  ×  𝐱
′)i(𝐳 ̂  ×





                                                          (4.41) 
 
Assuming the system to be homogeneous, hm,n(𝐱, 𝐱
′)would depend on only 
(𝐱 − 𝐱′). So, one can use (𝐱 − 𝐱′) instead of x as the integration variable, and 
perform the integration on x, the result would be 
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                                                                                 (4.46) 
 
one arrives at 
 








                                                           (4.47) 
 
(d2∇2α11)(0)  =  
420
π
                                                                                 (4.48) 
 
Using these, for σ1=σ2 = 𝜎, the expression for E┴
(2)













χ┴ + ⋯                                                               (4.49) 
 
It can be seen that the component of torque, which is perpendicular to the plates, 
is nonzero only if the plates are rough and their roughness are correlated to each 
other. Again, for small values of φ, the torque is proportional to φ, with the 
proportionality constant being (E┴
(2)





tional to the square of the plates' size, the mean square roughness and the co-
herence parameter, and is inversely proportional to the distance of the plates to 
the power 4, as seen in Eq. 4.49. The remaining factor is (210χ┴/π). Figure 4.3 
is the plot of χ┴. 
The dependence of this torque on the size of the system, separation of 
the plates, the mean square roughness and the coherence parameter is similar to 
the contribution of the correlation of the plates on the torque component parallel 
to the plates; among other things, it is proportional to the square of the area of 
the plates.  
 
 
Figure 4.3: χ┴ (an indicator of the torque constant for rotations around an axis 
perpendicular to the plates) versus 𝐻 (the roughness exponent), for some values 
of (d/ξ). The values of (d/ξ) are indicated on the curves. 
 
However, χ┴ is not an increasing function of H. Its maximum value for fixed 
(d/ξ) is denoted by χ┴m. This value of χ┴ is attained at H = Hm. 𝐻𝑚 and χ┴m 
depend on (d/ξ), and are plotted in Figs. 4.4 and 4.5, respectively. 
 
4.3   Results and discussion 
The explicit form of the Green functions can be easily found for two parallel 
plates The graphs are for the case σ1=σ2 = σ. Figures 4.2 and 4.3 show χc and 
χ┴, respectively, versus H, for some values of (d/ξ). Figure 4.2 shows that the 
contribution of correlation to the torque component parallel to the plates is in-
creasing with respect to both the roughness exponent and the correlation length. 




One can also extract the following asymptotic behaviors for small and large 











)] + ⋯                                                           (4.50) 
 
χc = 1 +
1
6



















+ ⋯     for large H               (4.51) 
 
Figure 4.3 shows that the torque component perpendicular to the plates de-
creases with the correlation length. Regarding the roughness exponent, how-
ever, as the roughness exponent increases it first increases, then reaches a max-





 H + ⋯                                                                                          (4.52) 
 
















} + ⋯      for large H                     (4.53) 
 
In fact, Figure 4.4 shows Hm (the value of H which maximizes χ┴) as a function 











Figure 4.5: χ┴m (the maximum value of χ┴) versus (d/ξ).  
 
4.4   Conclusions 
The effect of self-affine roughness on the Casimir torque was studied using the 
PWS method. This method is accurate when the distance between the plates is 
much less than the correlation length. Two components of the torque were stud-
ied. It was seen that for the component parallel to the plates, there is a nonzero 
part even if the planes are smooth. The effect of the correlation between the 
plates increases when the roughness index increases or when the correlation 
length increases. The component perpendicular to the plates is nonvanishing 
only if there is a correlation between the two plates. This component, as a func-
tion of the roughness exponent, increases, reaches a peak and then decreases.  
The effect of roughness on the torque is particularly important for the 
component of the torque which is normal to the plates, as this component van-
ishes in the absence of roughness. The fact that this component has a peak as a 
function of the roughness exponent means that, for example, one could tune the 
roughness exponent to reach that maximum, or avoid that maximum. A maxi-
mum positive torque means that the plates do not get stuck to each other, and 
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Sensitivity on materials optical properties of 
single beam torsional Casimir actuation 
 
 
Abstract. Here we investigate the dynamical sensitivity of electrostatic tor-
sional type micro electromechanical systems (MEMS) on the optical properties 
of interacting materials. This is accomplished by considering the combined ef-
fect of mechanical Casimir and electrostatic torques to drive device actuation. 
The bifurcation curves and the phase portraits of the actuation dynamics have 
been analyzed to compare the sensitivity of a single beam torsional device op-
erating between materials with conductivities that differ by several orders of 
magnitude. It is shown that the range of stable operation of torsional MEMS 
against stiction instabilities can increase by decreasing the conductivity of in-
teracting materials. Moreover, the introduction of controlled dissipation, cor-
responding to a finite quality factor, in an otherwise unstable torsional system, 











5.1   Introduction 
Nowadays the improvement micro/nanofabrication technologies has given 
strong impetus to device architectures deep into submicron length scales, where 
Casimir forces between components inevitably will play significant role on 
their actuation dynamics [1-4]. These interactions between two objects arise 
due to perturbation of quantum fluctuations of the EM field [4, 5], as it was 
predicted by H. Casimir in 1948 [6] assuming two perfectly conducting parallel 
plates. A few years later Lifshitz and co-workers in the 50’s [7] considered the 
general case of real dielectric plates by exploiting the fluctuation-dissipation 
theorem, which relates the dissipative properties of matter (via optical absorp-
tion by many microscopic dipoles) and the resulting EM fluctuations. This the-
ory describes the attractive interaction due to quantum fluctuations for all sep-
arations covering both the Casimir (long-range) and van der Waals (short-
range) regimes [1, 7, 8]. In any case, the dependence of the Casimir force on 
materials is an important topic since in principle one can tailor the force by 
suitable choice of materials [9-16].  
Casimir forces could have strong technological potential for mi-
cro/nanoelectromechanical systems (MEMS/NEMS) such as switches, accel-
erometers, quantum levitation systems etc., because they have surface areas 
large enough but gaps small enough for the force to draw components together, 
and affect their actuation dynamics [1-4]. On the other hand the strong depend-
ence of the Casimir force on the material optical properties [9-16] can be uti-
lized to tune the actuation of devices. Although, metals give strong Casimir 
forces due to the high absorption of conduction electrons in the infrared range, 
other materials with less conductivity but suitable for operation in harsh envi-
ronments can also be used in actuating components [17]. Therefore, a suitable 
choice of materials could open a multitude of opportunities for device engineer-
ing, and increase operation yield of these devices. 
Furthermore, the broken symmetry in periodic MEMS has also at-
tracted strong interest for contactless motion transmission. Indeed, when the 
translation symmetry is broken along two parallel periodic plates, it leads to 
creation of lateral Casimir forces [4, 19, 20]. Moreover, a Casimir torque can 
arise in systems with broken rotational symmetry [21-23]. The Casimir torque 
has also been investigated in optically anisotropic materials, where the torque 
originates from misalignment between the optical axes of the interacting plates 
[24-27]. Nonetheless, the Casimir torque due to broken rotational symmetry is 
stronger than that in anisotropic systems [22]. In addition, a mechanical torque 
can arise in torsional electrostatic actuators due to the normal Casimir force 




is fixed and the other is able to rotate around an axis. By applying a voltage 
between two electrodes the moving electrode can rotate because of the electro-
static force, while at a certain voltage the rotating electrode can become unsta-
ble and collapse on the fixed one [33]. This dynamical behavior has been stud-
ied extensively in parallel-plate and sphere-plate geometries [17, 18, 34-38] by 
considering interaction between materials with measured optical properties.  
On the other hand, the dynamics of torsional electrostatic actuator was 
studied by considering the effect of van der Waals forces without including 
taking into account measured optical properties [31, 39]. So far, however, the 
effect of the influence of the Casimir force on dynamical behavior of torsional 
actuators made of materials with different optical properties still remains unex-
plored. In addition, torsional oscillators have been used for the measurement of 
the Casimir force [8, 28, 40] underlying the importance of this type of MEMS 
in table top cosmology to probe fundamental physics. Therefore, a realistic 
analysis of torsional dynamics will be performed here, where the mechanical 
torque due to the Casimir forces will be considered, using the measured optical 
properties of materials with diverse conductivities over several orders of mag-
nitude, as input to the Lifshitz theory. 
  
5.2   Influence of optical properties on Casimir forces 
In principle, the Lifshitz theory is applicable at any temperature, to any Prior to 
modeling the torsional system and its actuation dynamics, we will present 
briefly the Lifshitz theory, which will be necessary for the calculation of the 
torsional Casimir torques, and illustrate the influence of different material op-
tical properties that will be used in this study. Indeed, we consider here Au [15], 
which is good metal conductor and has been used in torsional devices [8, 40], 
and nitrogen doped SiC, which is a poor conductor but suitable for operation in 
harsh environments and well integrated in Si-based MEMS technologies [17, 
36]. The imaginary parts ε′′(ω) of the measured frequency dependent dielectric 
response function ε(ω) of Au and SiC, and the corresponding functions at im-
aginary frequencies ε(iξ) are shown in Figure 5.1. The ratio ωp
2/ωτ as obtained 
from the analysis of the optical data shown in Figure 5.1 [15, 17] which yields 
the sample conductivity  = (ωp
2/ωτ)/4π. For SiC we have obtained 
 ωp
2/  ωτ|SiC = 0.4 eV [17], and for Au  ωp
2/  ωτ|Au1600 eV [15]. These 
values indicate a conductivity contrast for Au/SiC more than three orders of 
magnitude. Moreover, significant differences in ε(iξ) for Au and SiC appear 




for frequencies <1 eV, which will manifest to differences in the Casimir force 
for separations c/2>10 nm.  
 
 
Figure 5.1: dielectric functions 𝜀(𝑖𝜉) are calculated using the Drude model for 
Au and conductive SiC. Here we use the data for Au from the sample 3 in [15]. 
The inset shows the imaginary part ε′′(ω) of the frequency-dependent dielec-
tric function measured with ellipsometry. 
 
The non-measurable dielectric function ε(iξ) is the necessary input for 
Eq. 2.30 which is  the calculation of the Casimir force via Lifshitz theory be-
tween two parallel plates at separation d and finite temperature (see chapter 2, 
Sect. 2.7) 
 
5.3   Actuation dynamics theory for single beam torsional 
MEMS 
Here we consider the electrostatic torsional actuator shown in Figure 5.2, where 
only the upper plate can rotate without any buckling due to the applied torques. 
This is a cantilever type motion that applies in the limit where the cantilever 
does not elastically deform because we assume large beam lengths (Lx) and 
small torsional angles at maximum separation (𝑑/Lx ≪ 1). It is assumed that 
both plates are coated with an optically bulk coating of Au or SiC (thicknesses 






Figure 5.2: Casimir torques calculated for different pairs of materials (Au-Au, 
Au-SiC, SiC-SiC) using as input the optical data from Figure 5.1. φ = θ/θ0 is 
the normalized torsional angle with respect to the maximum angle θ0 = d/Lx. 
The inset shows Schematics of the torsional MEM system at initial separation 
𝑑 =  200 𝑛𝑚 with the corresponding acting torques indicated 
 
The initial distance when the plates are parallel is assumed to be d=200 nm, and 
the system temperature T=300 K. When a voltage V is applied between the two 
electrodes, the electrostatic torque will rotate the moving plate. If we denote 













d − Lx sin (Ɵ)
],                            (5.1) 
 
where Lx and Ly are length and width of each plate respectively (here we con-
sider Lx = Ly = 10 μm), and ε0 is the permittivity of vacuum. Any rotation of 
the beam will generate a torsional restoring torque 
 
τres = kθ                                                                                                      (5.2) 
 
with k the torsional spring constant around the support point allowing rotation 
of the beam [8, 28, 40, 41]. Besides the electrostatic and restoring torques, a 
mechanical Casimir torque will also act on the rotating beam pulling it towards 
the fixed plate. If we apply the proximity force approximation (PFA), where 
one takes the summation from all area strips Ly dr contributing a torque 
rFCas(d
′)Ly dr (with d
′ = 𝑑 − 𝑟 sin 𝜃) [32, 42], which is given by [31,39] 
 








,                                                                         (5.3) 
 
Here we consider for simplicity flat plates because at short separations (<100 
nm) nanoscale roughness can also have significance influence [34, 38, 43]. Eq. 
5.3 is approximate because we assume summation of the mechanical Casimir 
torques using Eq. 5.1 and for small torsion angles θ (<<1). The latter condition 
is satisfied since θ ≤ θ0 (= d/Lx) = 0.02. Calculations of Casimir torques for 
Au and SiC coated plates are shown in Figure 5.2, where the mechanical torque 
is stronger for the Au-Au  system due to higher absorption of conduction elec-
tron in the infrared range (considering the Drude model to extrapolate at low 
frequencies where the optical measurements are not available, see chapter 2, 
Sect. 2.8).  
If we now consider all acting torques on the moving plate, then the 










= −τres + τelec + τCas,                                                      (5.4) 
 
where I0 is the moment of inertia. The second term at the right hand of Eq.5.4 
is the intrinsic energy dissipation of the moving plate with Q the quality factor 
of the MEM system. In the following we will consider high quality factors (un-
less it is stated otherwise) Q ≥ 104 [44], so that we can neglect the effect of 
this term. The frequency ω is assumed to be typical for many resonators like 
AFM cantilever, and MEMS [8, 28, 40, 44]. 
 
5.4   Results and discussion 
Our goal is to find out under what conditions there is a periodic solution for the 
torsional system, which it will indicate that the restoring torque is strong enough 
to prevent collapsing of the rotating plate onto the fixed plate. For this purpose 
we introduce the bifurcation parameter δCas = τCas
m  / kθ0 that represents the 
ratio of the minimal Casimir torque τCas
m = τCas(𝜃 = 0), and the maximum re-
storing torque kθ0. A small change in δCas can lead to an abrupt change in the 






= −φ + δv
1
φ2
[ln(1 − φ) +
φ
1−φ
] + δCas [
τcas
τCas





with φ = θ/θ0, 𝐼 = 𝐼0/𝑘, and 𝛿𝑣 = (ε0 V
2 Ly Lx
3 )/(2𝑘𝑑3) the bifurcation pa-
rameter for the electrostatic force [30, 35]. The equilibrium points of Eq. 5.5 
correspond to τtotal(= −τres + τelec + τCas) = 0 and dτtotal/𝑑𝜑 = 0. As a 





[ln(1 − φ) +
φ
1−φ
] + δCas [
τcas
τCas
m ] = 0.                                      (5.6) 
 
5.4.1 Strongest Casimir torque system: Au-Au 
 
Figure 5.3(a) shows plot of δCas vs. φ for the case of Au-Au system that has 
the strongest Casimir torque, and different applied voltages V or equivalently 
different bifurcation parameters δv. The maximum of δCas decreases with in-
creasing of δv. For a specific voltage, if the restoring torque is strong enough 
so that δCas < δCas
MAX, then there are two equilibrium points. The stationary 
points near to φ = 0 are stable centers for which periodic solutions exist around 
them, while the other ones close to φ = 1 are unstable saddle points. In the 
latter case, the torsional system is unstable during oscillation around these 
points due to the stronger Casimir torque leading to collapse of the moving plate 
on the fixed plate, a situation known as stiction.  
This can also be demonstrated by plotting δv versus φ, as it is shown 
in Figure 5.3(b) for different values of δCas. The lowest diagram in this figure 
is for the case of the maximum δCas = 0.14 (for V=0 in Figure 5.3(a)), and it 
implies that if δCas > 0.14  the torsional system will lose its stability even in 
the absence of any applied voltage due the strong Casimir torque. And also for 
0 < δCas < 0.14 and δv >  0 , there two equilibrium points in Figure 5.3(b) as 
it was discussed for Figure 5.3(a). The critical saddle points, where the motion 
becomes unstable, satisfy the additional condition dτtotal/𝑑𝜑 = 0. The latter 
yields from Eq. 5.4 the second condition for δCas and δv 
 












)  = 0.                        (5.7) 
 
Besides the bifurcation analysis, the dynamics of the torsional system 
can be illustrated by the aid of the phase portraits that show the angular velocity 
d φ/dt vs. the rotation angle φ [46]. Indeed, in Figure 5.3(c) we show the phase 
portraits around the sable and saddle points for the case δv  = 0 (V=0) of Figure 
5.3(b). Any solution with initial conditions within the homoclinic orbit that goes 
through the unstable saddle point (squares in Figure 5.3(c)) will lead to stable 




motion, while for any other initial conditions outside the homoclinic orbit the 
upper plate will perform unstable motion leading to collapse on the fixed plate. 
The periodic solutions indicate that the restoring torque is strong enough to 
keep system in operation and avoid any stiction instabilities.  
 
 
Figure 5.3: (a) Bifurcation diagrams δCas vs. φ for different 𝛿𝑣 for the Au-Au 
system. All points of the solid and dashed lines represent the stable and unstable 
saddle points respectively. (b) Variation of δv for different value of δCas for the 
Au-Au system. (c) Phase portraits for δv = 0, δCas = 0.01 and initial condi-






5.4.2 Optically different material systems: Au/SiC-SiC 
 
Having illustrated the dynamical analysis for the Au-Au, we will proceed fur-
ther with the comparison between different materials. For this purpose we con-
sidered for the minimum Casimir torque 𝜏𝐶𝑎𝑠
𝑚  in Eqs. 5.6 and 5.7 its lowest 
value that occurs for the SiC-SiC system. Figures 5.4a and 5.4b show the bifur-
cation parameter 𝛿𝐶𝑎𝑠 is strongly sensitive to changes of the material optical 
properties with or without applied voltage.  
 
 
Figure 5.4: Bifurcation diagrams δCas vs. 𝜑 for material combinations Au and 
SiC. The solid and dashed lines represent the center and unstable saddle points 
respectively. (a) δv = 0, and (b) δv = 0.3. (c) δCas vs. δv for all combinations 
of Au and SiC. The inset shows δCas vs. 𝜑. 




The region which corresponds to the stable actuation is strongly increased for 
the systems involving the less conductive material SiC. There are regions where 
the Au–Au system is unstable, while there are equilibrium points for the Au-
SiC and SiC–SiC systems. Figure 4(c) shows that 𝛿𝐶𝑎𝑠 decreases with increas-
ing δv, while it increases as overall with decreasing conductivity of the inter-
acting materials. Similarly the inset in Figure 5.4(c) shows that the correspond-
ing angle for the maximum of δCas (circles) moves towards smaller values with 
decreasing conductivity. Therefore, we can infer that a torsional system, where 
the interacting surfaces under motion are coated with high conduction materi-
als, will lose sooner its stability with decreasing restoring torque (since 
δCas~1/k) in comparison to a system made from lower conductivity materials. 
The phase portraits for different materials are presented in Figure 5.5(a) 
and 5.5(b). The closed orbits, which correspond to periodic motion around the 
stable center equilibrium point, are very sensitive to changes in the material 
conductivity with the Au-Au system having the largest orbit due to the stronger 
Casimir torque bringing the moving plate closest to the fixed plate. This is man-
ifested in Figure 5.5(b), which shows the Au-Au system to be driven rapidly to 
stiction, while the other systems remain functional. If, however, we increase the 
dissipation or equivalently reduce the quality factor Q, then it is still feasible to 
reduce the possibility to drive the system into stiction. For finite Q factor, Eq. 










= −φ + δv
1
φ2
[ln(1 − φ) +
φ
1−φ
] + δCas [
τcas
τCas
m ].                  (5.8) 
 
The effect of finite Q due to intrinsic and extrinsic dissipation mechanisms [44] 
of the oscillating plate is shown in Figure 5.5(c). The values of the Q factor 
considered here are typical for a multitude of MEMS/NEMS operating in air or 
vacuum [8, 28, 40, 44]. Indeed, calculations indicate that the transition from 
stable, but dissipative motion, to unstable motion towards stiction takes place 
in Figure 5.5(c) for the critical quality factor QC≈370. The latter is typical for 
operation under ambient conditions [44]. Therefore, proper tuning of the system 
Q factor can also help to prevent the stiction of an otherwise unstable system. 
From Eq. 5.8 we can estimate the critical QC by setting in Eq. 5.6 
I (d2φ/dt2) ≈ 0 (around the critical point φ = φC where the transition from 
stiction to dissipative stable motion occurs) and dφ/dt = ω. Substitution in Eq. 
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1
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2 [ln(1 − φC) +
φC
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For the conditions in Figure 5.5(c) (δv = 0, δCas = 0.66, and φC = 0.47), Eq. 
5.8 yields for Qc the numerical value Qc370.  
 
 
Figure 5.5: (a) Phase portraits for torsional system which made from Au, SiC 
by using the Drude model with δCas = 0.06 and δv = 0. (b) δCas = 0.066, 
δv = 0. Closed orbits indicate stable motion, while an open orbit is the sign of 
unstable motion leading to stiction c. (c) Influence of the damping term on ac-
tuation dynamics of Au torsional MEMS with δCas = 0.066, δv = 0 and dif-
ferent values of the quality factor Q.  
 




5.5   Conclusion 
In conclusion, we have investigated how the dependence of the mechanical 
Casimir torque on the optical properties of interacting materials could play a 
role on the actuation dynamics of single beam torsional MEMS. The bifurcation 
curves and the phase portraits of the actuation dynamics have been analyzed to 
compare the sensitivity of a single beam torsional device operating between 
materials with conductivities that differ by several orders of magnitude. It is 
shown that the range of stable operation of torsional MEMS against stiction 
instabilities can increase by decreasing the conductivity of interacting materi-
als. Moreover, the introduction of controlled dissipation, corresponding to a fi-
nite quality factor Q, in an otherwise unstable torsional system, could alter an 
unstable motion towards stiction to dissipative stable motion. Therefore, the 
proper choice of the conductivity of interacting materials in torsional MEM 
systems, and the tuning of energy dissipation, can help to maximize their re-
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 Chapter 6 
Chaotic behavior in Casimir oscillators: A 
case study for phase-change materials 
 
 
Abstract. Casimir forces between material surfaces at close proximity of less 
than 200 nm can lead to increased chaotic behavior of actuating devices de-
pending on the strength of the Casimir interaction. We investigate these phe-
nomena for phase change materials in torsional oscillators, where the amor-
phous to crystalline phase transitions lead to transitions between high and low 
Casimir force and torque states respectively, without material compositions. 
For a conservative system bifurcation curve and Poincare maps analysis show 
the absence of chaotic behavior but with the crystalline phase (high force-
torque state) favoring more unstable behavior and stiction. However, for a non-
conservative system chaotic behavior can take place introducing significant 
risk for stiction, which is again more pronounced for the crystalline phase. The 
latter illustrates the more general scenario that stronger Casimir forces and 
torques increase the possibility for chaotic behavior. The latter is making im-
possible to predict whether stiction or stable actuation will occur on a long 
term basis, and it is setting limitations in the design of micro-nano devices op-















6.1   Introduction 
Nowadays, advancements in fabrication techniques has led to scaling down of 
micromechanical systems into the submicron length scales, which open new 
areas of applications of the Casimir effect [1-7]. This is because micro-nano 
electromechanical systems (MEMS-NEMS) have surface areas large enough 
but gaps small enough for the Casimir force to play significant role. An example 
is a torsional actuator that is a kind of MEM with applications to torsional radio 
frequency (RF) switches, tunable torsional capacitors, torsional micro mirrors, 
and Casimir force measurements in the search of new forces beyond the stand-
ard model [1-4,8]. A simple torsional device (cantilever type) has two elec-
trodes with one fixed and the other able to rotate around an axis [9]. The elec-
trostatic and Casimir force can rotate the movable electrode towards the surface 
of the fixed electrode, and under certain conditions it can undergo jump-to-
contact leading to permanent adhesion, a phenomenon known as stiction. 
Although the Casimir force was predicted in 1948 [10], one must use the 
Lifshitz theory to compute the force between real dielectric materials [11]. This 
is accomplished by exploiting the fluctuation-dissipation theorem, which re-
lates the dissipative properties of the plates (optical absorption by many micro-
scopic dipoles) and the resulting electromagnetic field fluctuations that mediate 
the Casimir interaction between macroscopic bodies [11]. Since the optical 
properties of materials play crucial role on the Casimir force [12-14], it is an-
ticipated to influence the actuation dynamics of MEMS. Indeed, it has been 
predicted that less conductive materials can enhance stable operation of MEMS 
in comparison to metal coated electrodes that yield higher Casimir forces [15]. 
In addition, there have been several investigations on Casimir torques [16-22] 
for possible applications on MEMS-NEMS. The genuine Casimir torque in pe-
riodic systems arise due to the broken rotational symmetry [16-18], while in 
optically anisotropic materials it originates from the misalignment between two 
optical axes [19-22]. Moreover, the actuation of MEMS can be influenced by 
mechanical Casimir torques originating from normal Casimir forces [23-27]. 
Furthermore, the magnitude of the Casimir force, and consequently the corre-
sponding mechanical Casimir torque, can be modulated using, for example, the 
amorphous and crystalline phase transitions in phase change materials (PCMs) 
without composition changes [14]. Notably the similar possibilities were also 
explored using the metal-to-insulator phase transitions in hydrogen-switchable 
mirrors, and topological-insulator materials [28]. In any case the PCMs are re-





switch reversibly between the amorphous and crystalline phases [29]. Here we 
have chosen the AIST (Ag5In5Sb60Te30) PCM to perform our study, since we 
have measured the optical properties and the corresponding Casimir forces [14]. 
The amorphous phase of AIST is a semiconductor, while the crystalline phase 
shows closely metallic behavior [29], which is highly distinct from the amor-
phous state at low frequencies due to the high absorption of free carriers in the 
far-infrared (FAR-IR) spectrum [14]. Crystallization of the amorphous AIST 
has led up to ~25 % Casimir force contrast [14].  
Therefore, PCMs offer a unique system to study how changes of the magnitude 
of the Casimir force and torque within the same system could affect the actua-
tion dynamics of MEMS-NEMS. So far there is limited knowledge on how the 
Casimir forces-torques between actuating components at close proximity (typ-
ically less than 200 nm) can lead to chaotic behavior with changing strength of 
the force in relation also to the conduction properties of interacting materials. 
Surface roughness has been shown to strongly increase the Casimir force at 
separations less than 100 nm, and lead to chaotic behavior [30, 31]. On the other 
hand, for flat surfaces, which are desirable in device application, this is also a 
possible scenario that has to be carefully investigated since Casimir forces are 
omnipresent. Hence, we will investigate here the occurrence of chaotic behav-
ior in torsional oscillators when the amorphous to crystalline phase transitions 
lead to transitions between low and high Casimir force states respectively, 
though the conclusions have qualitatively general application for any material 
that is used in actuation of micro-nano devices. 
  
6.2   Theory of actuation system 
The equation of motion for the torsional system (see Figure 6.1), where the 
fixed and rotatable plates are assumed to be coated with gold (Au) and AIST 










= τres + τelec + τCas + ε τ0 cos(ωt)                            (6.1) 
 
where I0 is the rotation inertia moment of the rotating plate. The conservative 
case corresponds to =0, while the non-conservative forced oscillation with dis-
sipation to =1. The mechanical Casimir torque τCas is given by [25] 
 
 




                                                                          (6.2) 







Figure 6.1: Bifurcation diagrams δCas vs. φ for 𝛿𝑣 = 0. The solid and dashed 
lines represent the stable and unstable points respectively. The inset shows the 
schematic of the torsional system. 
 
where FCas(d) is the Casimir force (see chapter 2, Sect. 2.7 and 2.8 for Casimir 
force calculations via Lifshitz theory and dielectric function extrapolations in 
Figures 6.2 and 6.3), Lx and Ly are the length and width of each of the plates 
respectively (with Lx = Ly = 10μm), and d
′ = d − r sin θ with d the distance 




Figure 6.2: Imaginary part ε′′(ω) of the frequency-dependent dielectric func-







Figure 6.3: Dielectric functions at imaginary frequencies 𝜀(𝑖𝜉) for both 
phases of the AIST PCM. 
 
The torsion angle θ, which is considered positive as the plates move closer to 
each other, and its sign are also indicated in the inset of Fig. 6.1 that shows the 
actuating system. We assume also d=200 nm so that the maximum torsion angle 
θ0 to remain small (θ0  = d/Lx = 0.02 ≪ 1) in order to ignore also any buck-
ling of the moving beam (assuming typical operation at 300 K). Moreover, the 













d – Lx sin (θ)
]                 (6.3) 
 
with ε0 the permittivity of vacuum, and Vc is the contact potential difference 
between Au and AIST (Vc~0.4 V for both phases of AIST) [14]. In the follow-
ing we will consider only the potential difference V = Va − Vc for the Casimir 
torque calculations, and we will ignore small variations of Vc between the amor-
phous and crystalline phases (~25 mV [14]). Both the Casimir and electrostatic 
torques are counterbalanced by the restoring torque τres = −kθ with k the tor-
sional spring constant around the support point of the beam [32]. Finally, the 
term I0(ω/Q)(dθ/dt)  in Eq. 6.1 is due to the energy dissipation of the oscil-
lating beam with Q the quality factor. The frequency ω is assumed to be typical 
like in AFM cantilevers and MEMS [1-4, 33].  
 





Figure 6.4: Casimir torques calculated for Au-PCM materials using as input 
the PCM optical data from Figure 6.3. 
 
In order to investigate the actuation dynamics by taking into account the effect 
of PCM phase transitions, we introduce the bifurcation parameter δCas =
τCas
m  / kθ0 that represents the ratio of the minimal Casimir torque τCas
m =
τCas(θ = 0) for the amorphous phase of AIST, and the maximum restoring 
torque kθ0 [34]. Eq. 6.1 can be rewritten in a normalized form in terms of δCas, 
φ = θ/θ0, and the bifurcation parameter of the electrostatic force δv =
(ε0 V
2 Ly Lx









= −φ + δv
1
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[ln(1 − φ) +
φ
1−φ
] + δCas [
τcas
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T)  (6.4) 
 
with I = I0/k and T = ω0𝑡.  
 
6.3   Conservative system (=0) 
The equilibrium points for conservative motion are obtained from the condition 





[ln(1 − φ) +
φ
1−φ
] + δCas [
τcas
τCas
m ] = 0.                                    (6.5) 
 
Figure 6.1 shows plots of δCas vs. φ for both the amorphous and crystalline 
phases for δv=0 or equivalently V=0 (for δv > 0 see Figures 6.5 and 6.6). Sim-
ilarly to the Casimir bifurcation diagrams in Fig 6.1, the bifurcation parameter 
𝛿𝑣 also shows sensitive dependence on the amorphous to crystalline phase tran-





phases are distinct around the maximum, where one approaches critical unsta-
ble behavior.  
 
 
Figure 6.5: Bifurcation diagrams for both PCM states of the electrostatic pa-
rameter δv vs. φ with 𝛿Cas = 0.1. 
 
 
Figure 6.6: Bifurcation diagrams δCas vs. φ for different 𝛿𝑣. All points of the 
solid and dashed lines represent the stable and unstable points respectively in 
(a) amorphous and (b) crystalline phase. 𝛿𝐶𝑎𝑠
𝑀𝐴𝑋 decreases in magnitude if one 
compares the amorphous and crystalline phases. 
 




In Fig. 6.1 the solid lines show the stable regions where the restoring torque 
τres is strong enough to ensure stable periodic motion. The dash lines indicate 
unstable regions where the moving beam undergoes stiction. When δCas  <
 δCas
MAX two equilibrium points exist. The equilibrium point closer to φ = 0 
(solid line) is a stable center point, and the other one closer to φ = 1 (dashed 
line) is the unstable saddle point. The latter obeys the additional condition 
dτtotal/dφ = 0, which yields 
 












)  = 0.                        (6.6) 
 
By increasing δCas or weakening the restoring torque (δCas~1/k), the distance 
between the equilibrium points decreases until δCas reaches the maximum sad-
dle point δCas
MAX. In fact, when δCas~δCas,C
MAX  for the crystalline phase, it is still 
 δCas<δCas,A
MAX  for the amorphous phase ensuring the presence of two equilibrium 
points and increased possibility for stable motion. The situation is qualitatively 
similar in presence of an electrostatic force (see Figures 6.6 and 6.7).  
 
 
Figure 6.7: Variation of δv for different values of δCas in (a) amorphous, and 
(b) crystalline phases. It can be clearly seen that for δCas ≤ 0.12 we have δv ≥
0. The latter means that for δCas > 0.12 there is no stability even without any 
voltage. For the amorphous phase the value of the critical δCas is larger, and a 






According to the diagram of the bifurcation parameter 𝛿𝑣, the maximum 𝛿𝑣
𝑀𝐴𝑋 
decreases similar to 𝛿𝐶𝑎𝑠
𝑀𝐴𝑋. The range of bifurcation parameters to produce pe-
riodic motion (0 < δCas < δCas
MAX and 𝛿𝑣 ≥ 0) is decreased during the amor-
phous to crystalline phase transition. Note that for δCas>δCas
MAX  there is no sta-
bility in the torsional device even in the absence of electrostatic torques (𝛿𝑣 =
0). In any case, when the applied voltage increases, δCas
MAX decreases for both 
PCM phases. As a result, since the electrostatic force is attractive, the device 
would require higher restoring torque to ensure stable operation. 
Besides the bifurcation diagrams, the sensitive dependence of the actuation dy-
namics on the PCM phase transition is reflected by the Poincare maps d φ/dt 
vs. φ in Fig. 6.8 [35]. The homoclinic orbit separates unstable motion (leading 
to stiction within one period, Figure 6.9) from the periodic closed orbits around 
the stable center point.  
 
 
Figure 6.8: Poincare maps dφ/dt vs. φ (δCas = 0.1, δv = 0) of the conserva-
tive system (ε=0) for amorphous and crystalline PCM phases. For the calcula-
tions we used 150×150 initial conditions (φ, dφ/dt). The red (light gray) re-
gion (under the homoclinic orbit) shows that initial condition for which the tor-
sional device shows stable motion after 100 oscillations with the natural fre-
quency 0. The homoclinic orbit separates sharply stable and unstable solutions 
prohibiting chaotic behavior. 
 
Since the distance between these two critical points is larger in the amorphous 
phase (see the phase portraits in Figure 6.10), a torsional MEMS can perform 
stable operation over a larger range of torsion angles. The orbit size in the crys-
talline phase is larger (Figure 6.9a) because the moving plate approaches closer 
the fixed plate. With increasing δCas, the orbit breaks faster open for the crys-
talline phase leading to stiction (Figure 6.9), while for the amorphous phase 
there is still periodic motion.  






Figure 6.9: Phase portraits dφ/dt vs. φ for δCas = 0.1, δv = 0 and Q=. (a) 
Similar plot for smaller δCas = 0.09 where only stable motion takes place for 
both PCM phases. (b) Phase portraits for δCas = 0.1, δv = 0, and finite damp-







Figure 6.10: Phase portraits dφ/dt vs. φ for δv = 0.05 and δCas = 0.1, and 
initial conditions inside and outside of the homoclinic orbit. (a) Amorphous 
PCM, and (b) Crystalline PCM. 
 
Therefore, the amorphous phase can ensure better device stability without any 
significant differences in electrostatic contributions (due to some difference in 
Vc [11]) from the crystalline phase. 
Moreover, if one introduces some dissipation into the autonomous oscillating 
system via a finite quality factor Q, then dissipative motion can prevent stiction 
also for the crystalline phase despite the stronger Casimir torque (see Figure 
6.9b and Figure 6.11). In any case, because the homoclinic orbit separates qual-
itatively different (stable-unstable) solutions, as the Poincare maps show in Fig. 
6.8, it precludes the possibility of chaotic motion or equivalently sensitive de-
pendence on the initial conditions [30, 35]. A chaotic oscillator can have qual-
itatively different solutions for an arbitrarily small difference in the initial con-
ditions. As a result the conservative oscillating system provides an essential 
reference for the study of forced oscillations induced by an external applied 




Figure 6.11: Influence of the damping term on actuation dynamics of torsional 
MEMS for the crystalline phase with δCas = 0.1, δv = 0, and different values 
of the quality factor Q. A decreasing quality factor Q can change stiction to 
dissipative stable motion for torsional device. 
 




6.4   Non-conservative system (=1) 
Here we performed calculations to investigate the existence of chaotic behavior 
of the torsional system undergoing forced oscillation via an applied external 
torque τo  cos(ω t) [30]. Chaotic behavior occurs if the separatrix (homoclinic 
orbit) of the conservative system splits, which it can be answered by the so-
called Melnikov function and Poincare map analysis [30, 35]. If we define the 
homoclinic solution of the conservative system as φhom
C (T), then the Melnikov 
function for the torsional system (ε = 1) is given by [30, 35] 
 























dT     (6.7) 
 
The separatrix splits if the Melnikov function has simple zeros so that M(T0) =
0 and M′(T0)0. If M(T0) has no zeros, the motion will not be chaotic. The 
conditions of nonsimple zeros, M(T0) = 0 and M
′(T0) = 0 gives the threshold 
condition for chaotic motion [30, 35]. If we define 
 
μhom











})]|,       (6.8) 
 
then the threshold condition for chaotic motion α = β(ω)/μhom





















dT               (6.9) 
 







Figure 6.12: Threshold curve α (= γω0 θ0/τ0)  vs. driving frequency ω/ωo 
(with ωo the natural frequency of the system) for the amorphous and crystalline 
states. The area bellow the curve corresponds to chaotic motion. 
 
Figure 6.12 shows the threshold curves α = γω0 θ0/τ0 vs. driving frequency 
ratio ω/ωo. For large values of α (above the curve) the dissipation dominates 
the driving torque (α~γ/τ0) leading to regular motion, which asymptotically 
approaches the stable periodic orbit of the conservative system. However, for 
parameter values below the curve, the splitting of the separatrix leads to chaotic 
motion. Clearly for the crystalline state, which gives to stronger Casimir tor-
ques, chaotic motion is more likely to occur.  
Since we study the occurrence of chaotic motion in terms of the sensi-
tive dependence of the motion on its initial conditions, we present in Fig.6.13 
Poincare maps for different values of the threshold parameter α. When chaotic 
motion occurs (with decreasing value of α) there is a region of initial conditions 
where the distinction between qualitatively different solutions is unclear. If we 
compare with Fig. 6.8, where chaotic motion does not occur, the latter implies 
that for chaotic motion there is no a simple smooth boundary between the red 
(lighter gray) and the blue (Dark gray) regions. As a result, if the motion is 
chaotic then stiction can take place after several periods affecting the long-term 
stability of the device. Therefore, chaotic behavior introduces significant risk 
for stiction and this more prominent to occur for the more conductive crystalline 
PCM. In more general, as the Casimir force-torque increases the possibility for 
chaotic behavior increases and practically it could be impossible to predict 
whether stiction or stable actuation will occur on a long term basis. 
 





Figure 6.13: Poincare maps dφ/dt vs. φ (δCas = 0.1, δv = 0) of the non-con-
servative system (ε=1) for amorphous (left column) and crystalline (right col-
umn) PCM phases. For the calculations we used 150×150 initial conditions (φ,
dφ/dt). The red region shows that initial condition for which the torsional de-
vice shows stable motion after 100 oscillations with oscillating frequency 
𝜔/𝜔0 = 0.8. With decreasing 𝛼 the chaotic behavior increases, and the area of 






6.5   Conclusions 
In conclusion, Casimir forces and torques between actuating components at 
close proximity, typically less than 200 nm, can lead to increased chaotic be-
havior with increasing strength of the non-linear in nature Casimir interaction. 
We have illustrated these phenomena in torsional oscillators undergoing both 
conservative and non-conservative motion, where the amorphous to crystalline 
phase transitions in phase change materials lead to transitions between high and 
low Casimir force-torque states respectively. The occurrence of chaotic behav-
ior introduces significant risk for stiction, and this more prominent for the more 
conductive crystalline phase that generates stronger Casimir forces and torques. 
In addition, this is also the case for conservative motion, where chaotic behavior 
is absent, that the crystalline phase is again more luckily to lead to stiction. 
For the particular case of PCMs, our study shows that these materials 
can offer a versatile way to control motion by using both phases of the PCMs 
and controlled energy dissipation during device actuation. Furthermore, our 
analysis has general character in the sense that as the Casimir force-torque in-
creases the possibility for chaotic behavior increases, and practically it could 
impossible to predict whether stiction or stable actuation will occur on a long 
term basis. The latter has serious implications because Casimir forces are om-
nipresent, and one must be very careful in choosing the proper conductivity 
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Dependence of chaotic actuation of dynamics 
Casimir oscillators on optical properties and 
electrostatic effects 
 
Abstract. Casimir forces between material surfaces at close proximity of less 
With Casimir and electrostatic forces playing a crucial role for the perfor-
mance and stability of microelectromechanical systems (MEMS), the presence 
of chaotic behavior, which is often unavoidable, leads to device malfunction 
due to stiction. Therefore, we investigate here how the optical properties of 
different materials influence the chaotic behavior of electrostatic torsional 
MEMS due to changes in magnitude of the Casimir forces and torques. We 
consider the materials Au, which is a good conductor, AIST, which is a phase 
change material being close to metal in the crystalline state, and finally doped 
SiC as a very poor conductor. For the conservative systems, there is no chaotic 
behavior and the analysis of phase portraits and bifurcation diagrams reveal 
the strong sensitivity of stable actuation dynamics on the material optical prop-
erties, while applied electrostatic potentials lead faster to instability and stic-
tion for higher conductivity materials. For the driven systems, the Melnikov 
method is used to study the chaotic behavior. The results from this method are 
supported by the study of the contours of the transient time to stiction in the 
phase plane, which reveal a substantially increased chaotic behavior for higher 















7.1   Introduction 
Dispersion forces, also known as van der Waals and Casimir forces, are omni-
present in nature and become dominant when the bodies are separated by dis-
tances smaller than 100 nm [1]. With the advancement in fabrication and min-
iaturization of MEMS technology towards nanoelectromechanical systems 
(NEMS) [2-8], deep understanding of stiction phenomena and correct estima-
tion of the magnitude of the Casimir force is crucial for the analysis and design 
of MEMS/NEMS involving complex materials. This is because these systems 
have sufficiently large surface areas and gaps small enough for Casimir forces 
and torques to play a significant role causing device malfunction due to perma-
nent adhesion, known as stiction, of moving components. Therefore, strategies 
to reduce stiction are widely studied in an attempt to ensure stable device per-
formance, and long-term predictability for complex MEMS/NEMS designs. 
One of the most prominent methods of device actuation is electrostatic, 
where inevitably Casimir forces and torques could play a role [3, 9-11]. Alt-
hough the electrostatic forces can be switched off when no potential is applied, 
the Casimir forces are omnipresent and can influence the actuation dynamics 
of devices. The Casimir force was predicted by H. Casimir in 1948 [12] where 
he proved that two perfectly conducting parallel plates, separated by a gap d, 
attract each other via the force FCas = π
2ћc/240d4 due to perturbation of vac-
uum fluctuations of the electromagnetic (EM) field. Here ћ and c are the Planck 
constant and the speed of light, respectively. Soon after Lifshitz and co-workers 
[13] considered the general case of dielectric plates by exploiting the fluctua-
tion-dissipation theorem, which relates the dissipative properties of the plates 
(optical absorption by many microscopic dipoles) and the resulting EM fluctu-
ations. In terms of the Lifshitz theory [13] the van der Waals and Casimir forces 
are the short and long range limits, respectively, of the same force. In torsional 
systems these forces generate mechanical Casimir torques that have to be taken 
into account during the analysus of actuation dynamics. 
Torsional MEMS, which find applications in torsional radio frequency 
(RF) switches, tunable torsional capacitors, torsional micro mirrors, and high 
precision Casimir force measurements [2-5], are viewed as a cantilever type, 
where of the two electrodes one is fixed and the other is able to rotate around 
an axis [14]. By simply applying a voltage, both the electrostatic and the me-
chanical Casimir torques, which originate from the normal Casimir force [15-
19], can rotate the movable electrode towards the fixed one. However, under 
certain conditions it can undergo jump-to-contact, which could lead to stiction 
[20]. Furthermore, the design of MEMS can be quite challenging due to the 





behavior, and as a result device malfunctions. Hence, more detailed knowledge 
about the phenomena of stiction and its relation to chaos is necessary to improve 
the performance and design of MEMS devices. So far, however, there is limited 
knowledge on how the Casimir forces-torques between actuating components 
at close proximity (typically less than 200 nm) can lead to chaotic behavior 
when changing the strength of the force via the optical properties of interacting 
materials, and possibly in presence of applied electrostatic potentials.  
Therefore, we investigate here how the change in optical properties of 
materials, corresponding to several orders of magnitude change in material con-
ductivity and subsequently of the Casimir torque [21-23], can influence the cha-
otic behavior of torsional MEMS taking into account electrostatic torques. The 
choice of the materials in the present study (see Figure 7.1) is motivated by 
requiring them to have the following properties: i) the application of electro-
static voltage is feasible [5, 23-28], ii) they are used in actuating devices, and 
iii) they show significantly diverse values of their conductivity ratio ωp
2/ωτ 
with  ωp the plasma frequency, and  ωτ the damping factor in terms of the 
Drude model that is used to fit the low frequency optical data in Casimir studies 
[5, 23-28]. 
 
7.2   Modeling of dynamical system 
For our purpose, Au was used as a material due to its high conduction ratio 
 ωp
2/  ωτ|Au1600  eV and its frequent use in devices [5, 24]. As an interme-
diate conductivity system we used the crystalline (C) state of the phase change 
material (PCM) AIST (Ag5In5Sb60Te30). The latter is used in optical data stor-
age (Blue-Rays, DVDs etc.) and analysis of the optical data for Casimir studies, 
with a measured force contrast ~25 % between the amorphous (A) and crystal-
line (C) states, yields the conductivity ratio  ωp
2/  ωτ|AIST(C) = 10.1 eV [23]. 
As a poor conductor we use nitrogen doped SiC, which is suitable for operation 
in harsh environments and an important element in Si-based technologies [26, 
27]. Analysis of optical data gives for SiC the conductivity ratio 
 ωp
2/  ωτ|SiC = 0.4 eV [26]. The corresponding dielectric functions ε(iξ) at 
imaginary frequencies, which are necessary as input for the calculations of the 
Casimir force via Lifshitz theory (see chapter 2, Sect. 2.7 and 2.8 for Casimir 
force calculations via Lifshitz theory and dielectric function extrapolations), are 
shown in Fig. 7.1. 





Figure 7.1: Dielectric functions at imaginary frequencies ε(iξ) for Au, SiC, and 
crystalline (C) AIST (PCM (C)) The inset shows the schematic of the torsional 
system. 
 
Furthermore, we consider the electrostatic torsional actuator shown in the inset 
of Fig. 7.1, where only the upper plate is rotatable (and stiff enough to resist 
any buckling by the applied torques). The fixed plate is assumed to be coated 
by Au, while the rotatable one by the materials of interest Au, SiC, and AIST 
(C) (with coating thickness in all cases more than 100 nm to ensure optically 
bulk materials) [24, 26]. For simplicity, we consider flat plates because at short 
separations (<100 nm) nanoscale roughness can have significance influence 
[21, 29-31]. The initial distance when the plates are parallel is assumed to be 
d=200 nm, and the system temperature T=300 K. The equation of motion for 










= τres + τelec + τCas + ετ0cos(ωt),                              (7.1) 
 
where I0 is the rotation moment of inertia of the rotating plate. The term 
I0(ω Q⁄ )(dθ dt⁄ ) in Eq. 7.1 is due to the intrinsic energy dissipation of the mov-
ing plate with Q the quality factor of the system. The frequency ω is assumed 
to be typical like in AFM cantilevers and MEMS [2-5]. The motion is conserva-
tive for =0, while for =1 we have forced non-conservative motion. 
In Eq. 7.1 the torsional restoring torque τres is given by τres = kθ with θ the 





other. k is the torsional spring constant around the support point allowing rota-
tion of the rest of the beam [25, 32-34]. τelec is the electrostatic torque when a 














].                 (7.2) 
 
Vc is the contact potential difference between the coating materials of the fixed 
and rotatable plate. In the following we will consider only the potential differ-
ence V = Va − Vc for the torque calculations. Finally the mechanical Casimir 
torque τCas, which acts on the rotating plate, is given by [19] 
 




,                                                                           (7.3) 
 
where FCas(d) is the Casimir force that is calculated using Lifshitz theory (see 
chapter 2, Sect. 2.7), and d′ = d − r sinθ with d the distance for parallel plates 
of width and length Lx and Ly. We choose Lx = Ly = 10μm and d=200 nm so 
that the maximum torsional angle θ0 remains small (θ0  = d/Lx = 0.02 ≪ 1) 
in order to ignore also any buckling of the moving beam. 
Furthermore, we introduce the Casimir bifurcation parameter δCas =
τCas
m k⁄ θ0, which represents the ratio of the minimum Casimir torque τCas
m =
τCas(θ = 0) and the maximum restoring torque kθ0 [36, 37], and the bifurca-
tion parameter for the electrostatic force δv = (ε0V
2LyLx
3 ) (2kd3)⁄  [11, 16]. 
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T)  (7.4) 
 
with φ = θ θ0⁄ , T = ω0𝑡, and I = I0 k⁄ . 
 
7.3   Results and discussion  
 
Conservative system (=0) 
The equilibrium points for conservative motion are obtained by the condition 





[ln(1 − φ) +
φ
1−φ
] + δCas [
τcas
τCas
m ] = 0.                                      (7.5) 





Figure 7.2 shows plots of δCas, δv vs. φ for all materials studied here. The solid 
lines in Fig. 7.2a show stable regions where the restoring torque τres is strong 
enough to produce a stable equilibrium point near which the motion is periodic 
since δCas~ 1 k⁄ . The dash lines indicate unstable regions, where the equilib-
rium of the torsional system is unstable, and the moving beam undergoes stic-




Figure 7.2: (a) Bifurcation diagrams δCas vs. φ with δv = 0 (the inset shows 
similar plots for δv = 0.3). The solid and dashed lines represent the stable and 









The situation is qualitatively similar in presence of an electrostatic voltage (in-
set Figure.7.2a). If the applied voltage increases then δCas
MAX also decreases. Due 
to the attractive nature of the electrostatic force, the device would require a 
higher restoring torque to preserve stable motion of the system. The presence 
of two equilibrium points occurs if δCas < δCas
MAX. The equilibrium point closer 
to φ = 0 (solid line) is stable and the other one closer to φ = 1 (dashed line) is 
unstable. When δCas reaches δCas
MAX for the torsional system with higher conduc-
tivity materials, it is still δCas<δCas
MAX for the other less conductive materials 
yielding two equilibrium points and ensuring increased possibility for stable 
motion. Moreover, voltage bifurcation analysis gives useful information about 
the device dynamics. Figure 7.2b shows the sensitive dependence of the bifur-
cation parameter δv on materials. Not only the maximum δv
MAX decreases, but 
also the distance between the stable and unstable equilibrium points with in-
creasing material conductivity. In all cases, the range of bifurcation parameters 
to produce stable periodic motion (0 < δCas < δCas
MAX and δv ≥ 0) decreases for 
increasing material conductivity. 
Further information about the dynamics can be obtained from the phase 
diagrams d φ dt⁄  vs. φ. For a conservative system, the homoclinic orbit sepa-
rates stable motion that manifests itself as continuous oscillation around the 
stable equilibirum from unstable motion across the unstable equilibrium point 
which leads to stiction. The homoclinic orbit is the orbit which connects the 
unstable equilibrium in the limit of infinite positive or negative time to itself. 
Hence, only the initial conditions in the region of the phase plane, which is 
enclosed by the homoclinic orbit, result in stable oscillatory motion. For any 
other initial conditions in the region outside the homoclinic orbit, the moving 
beam will perform unstable motion and collapse onto the ground plate within 
one period. As for any conservative system with one degree of freedom, the 
motion is not chaotic. However, according to Fig. 7.3, for the less conductive 
material the size of the region enclosed by the homoclinic orbit is larger leading 
to a wider range for stable operation. In addition, any application of voltage 
strongly reduces the size of the region enclosed by the homoclinic orbit, and 
consequently the range of initial conditions that favor stable motion as the ma-
terial conductivity increases. 
 





Figure 7.3: Phase portrait dφ dt⁄  vs. φ (with δCas = 0.08, left column δv = 0, 
and right column δv = 0.07) for the conservative system. For the calculations 
we used 150×150 initial conditions (φ, dφ dt⁄ ). The red region shows that in-
itial condition for which the torsional device shows stable motion after 100 os-
cillations. The homoclinic orbit separates sharply stable and unstable solutions 
also reflecting the absence of chaotic behavior. 
 
 
Non-conservative system (𝛆 = 𝟏) 
Here we investigate the existence of chaotic behavior of the torsional system of 
finite quality factor Q during forced oscillation via an applied external torque 
τocos(ωt) [30]. In this case the the separatrix (homoclinic orbit) of the con-
servative system “splits’’. For the driven system, the unstable equilibrium turns 
into an unstable periodic orbit. The splitting of the separatrix means that the 





backward time directions no longer coincide. These orbits now form the unsta-
ble and stable manifolds of the unstable periodic orbit, respectively. Chaotic 
motion occurs if the stable and unstable manifolds have a transversal intersec-
tion. This condition can be investigated by the Melnikov method [30, 38]. If we 
denote the homoclinic solution of the conservative system as φhom
C (T), then 


























dT          (7.6) 
 
The stable and unstable manifolds have a transverse intersection if the Melni-
kov function has simple zeros, i.e. M(T0) = 0 and M
′(T0) ≠ 0. If M(T0) has 
no zeros, then the motion will not be chaotic. The conditions of nonsimple ze-
ros, M(T0) = 0 and M
′(T0) = 0 gives the threshold condition for chaotic mo-
tion [30, 38]. If we define 
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then the threshold condition for chaotic motion α = β (ω) μhom
c⁄  with α =
γ ω0θ0 τ0⁄ = (1 Q⁄ )(τ0 τres
MAX⁄ )
−1

















⁄ dT,                      (7.8) 
 
where γ = I ωo Q⁄ , and H[… ] denotes the Hilbert transform [30, 38].  
Figure 7.4 shows the threshold curves α = γ ω0θ0 τ0⁄  vs. driving fre-
quency ratio ω ω⁄ o. For large values of α (above the curve), the dissipation 
dominates the driving torque leading to regular motion that asymptotically ap-
proaches the stable periodic orbit resulting from the stable equilibrium point of 
the conservative system. However, for parameter values below the curve, the 
transversal intersections of the stable and unstable manifolds causes chaotic 
motion. Clearly for systems with higher conductivity, which lead to stronger 
Casimir torques, chaotic motion is more likely to occur as it is manifested by 
the larger area below the threshold curve. Figure 7.4b shows the strong depend-
ence of the region below the threshold curve, which corresponds to chaotic mo-
tion, on the applied voltage. The presence of an electrostatic torque changes the 
threshold curves, which is further amplified by the increasing material conduc-
tivity. According to Figure 7.5 the largest change for the threshold condition 




belongs to Au-Au system, which has the highest conductivity, while for the Au-




Figure 7.4: Threshold curve α(= γ ω0θ0 τ0⁄ ) vs. driving frequency ω ω⁄ o 
(with ωo  the natural frequency of the system). The area bellow the curve cor-
responds to parameters that lead to chaotic motion (δCas = 0.08, (a) δv = 0 (a) 







Figure 7.5: Threshold curve α(γ ω0θ0 τ0⁄ ) vs. driving frequency ω ω⁄ o (with 
ωo the natural frequency of the system) for (a) Au-Au and (b) Au-SiC. The 
area below the curve corresponds to parameters that lead to chaotic motion 
 
Indeed, the chaotic behavior is shown by the contours of the transient times to 
stiction in the phase plane in Fig. 7.6 for different values of the threshold pa-
rameter α for all materials studied here. If we compare with Fig. 7.3, where 
chaotic motion does not occur, the latter plots show that chaotic motion takes 
place since there is no a simple smooth boundary between the red and the dark-
blue regions. Chaotic behavior introduces significant risk for stiction, prohibit-
ing long term prediction of the behavior of the oscillating system being more 
evident for material systems with higher conductivity or equivalently higher 
Casimir torques. In addition, as in Fig. 7.5 for the threshold curves, the transient 
times to stiction in Fig. 7.7 show the sensitive dependence of chaotic motion on 




the applied electrostatic potential for the Au-Au and Au-SiC systems. Again it 
is confirmed that any voltage application will strongly influence the chaotic 
behavior of the system having a dramatic effect for the higher conductivity ma-
terials (i.e. Au-Au system). 
 
 
Figure 7.6: Contour plot of the transient times to stiction in the phase plane 
dφ dt⁄  vs. φ (δCas = 0.08, δv = 0) for the non-conservative system for α = 1 
(left column) and α = 0.2 (right column). For the calculations we used 
150×150 initial conditions (φ,  dφ dt⁄ ). The red region shows that initial con-
dition for which the torsional device shows still stable motion after 100 oscil-
lations. With decreasing α the chaotic behavior increases, and the area of stable 








Figure 7.7: Contour plot of the transient times to stiction in the phase plane 
dφ dt⁄  vs. φ (δCas = 0.08, α = 1) of the non-conservative system with δv = 0 
(left column) and δv = 0.07 (right column) for Au-Au and Au-SiC systems. 
For the calculations we used 150×150 initial conditions (φ, dφ dt⁄ ). The red 
region shows the initial conditions for which the torsional device shows stable 
motion after 100 oscillations.  with oscillating frequency ω ω⁄ 0 = 0.5. With 
increasing δv (or equivalently applied voltage) the chaotic behavior increases, 
and the area of stable motion shrinks more for the systems with higher conduc-
tivity and applied potential. 
 
7.4   Conclusions 
In conclusion, chaotic behavior, which is often unavoidable and leads to device 
malfunction, is strongly dependent on material conductivity and optical prop-
erties leading to different Casimir interactions, as well as on the applied elec-
trostatic voltages. For conservative motion, phase portraits and bifurcation anal-
ysis show the strong sensitivity of actuation dynamics on the optical properties 
of interacting materials, where applied electrostatic forces lead faster to insta-
bility. For the driven systems, the Melnikov method in agreement with contours 




of the transient times to stiction revealed that an increasing material conductiv-
ity leads to stronger Casimir torques and subsequently more extensive chaotic 
behavior. The latter is strongly enhanced with applied electrostatic potentials. 
Since chaotic behavior leads to increased possibility for stiction prohibiting 
long term prediction of actuation dynamics, it becomes evident that characteri-
zation of the optical properties and conductivity of interacting materials is cru-
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Summary and outlook 
We have investigated how self-affine roughness can affect the lateral Casimir 
force and Casimir torque using the pair wise summation method under appro-
priate conditions. The results show that this effect is significant, enabling one 
to tailor roughness parameters in order to obtain the desirable Casimir force and 
increase the yield of micro or nano-electromechanical devices. It has also be 
seen that for a positive coefficient cross correlation (γ) between plates, the lat-
eral Casimir force is repulsive for all displacements. This means that the point 
of no displacement (in which the lateral Casimir force is zero) is an unstable 
equilibrium when the correlation between the plates is positive. The effect of 
roughness on the torque is particularly important for the component of the 
torque which is normal to the plates, as this component vanishes in the absence 
of roughness. While it was seen that for the component parallel to the plates, 
there is a nonzero part even if the planes are smooth. The effect of the correla-
tion between the plates increases when the roughness index increases or when 
the correlation length increases. 
By applying the Lifshitz theory it is possible to take into account the 
material optical properties and consequently the obtained results are more real-
istic. The latter gives huge importance in the technology of designing and fab-
rication of micro or nano-electromechanical devices. Therefore we study how 
the Casimir force is sensitive to changes of the optical properties by using dif-
ferent materials including gold (Au), Phase-Change-Materials (PCMs) in the 
amorphous and crystalline state, and Silicon Carbide (SiC). In order to obtain 
accurate information about the dynamic behavior of a micro devices, we have 
used the phase portraits that characterize the actuation dynamics and show 
strong sensitivity to changes of the Casimir force as a function of the stiffness 
of the actuating component. Small changes of the force magnitude can make 
abrupt changes in the system operation, as for instance, it can lead to stiction. 
On the other hand, the introduction of energy dissipation can prevent stiction 
by driving the system to attenuated motion towards equilibrium depending on 
the optical properties and the system quality factor Q. 
The bifurcation and phase portraits analysis of electrostatic torsional 
MEMS actuations indicated that SiC can enhance the regime of stable equilibria 
against stiction instabilities. Therefore, it is a good candidate for systems oper-
ating in harsh environments in comparison to Au and AIST in both its phases. 
Also, we have explored how the reversible amorphous to crystalline phase tran-
sitions in PCMs can have a strong influence on nanoscale actuation of micro 
electromechanical systems (MEMS) under the influence of Casimir effect. This 




results are valid in both presence and absence of electrostatic voltage in device. 
Due to the attractive nature of the electrostatic force, the device would require 
a higher restoring torque to preserve stable motion of the system. 
Knowledge of Casimir and electrostatic forces between interacting 
bodies is not only important from a fundamental point of view, but also these 
forces playing a crucial role for the performance and stability of microelectro-
mechanical systems (MEMS). In such devices the presence of chaotic behavior, 
which is often unavoidable, leads to device malfunction due to stiction, and 
practically it could make impossible to predict whether stiction or stable actua-
tion will occur on a long term basis. We have done research of how the optical 
properties of different materials and different values of applying voltages influ-
ence the chaotic behavior of electrostatic torsional MEMS due to changes in 
the magnitude of the Casimir forces and torques by use of the Melnikov method 
and Poincare map for many different value of the initial conditions. 
Chaotic behavior leads to increased possibility for stiction prohibiting 
long term prediction of actuation dynamics. We have illustrated these phenom-
ena in torsional oscillators undergoing both conservative and non-conservative 
motion. For conservative motion, chaotic behavior is always absent. However, 
for a non-conservative system chaotic behavior can take place introducing sig-
nificant risk for stiction. The results reveal that an increasing material conduc-
tivity leads to stronger Casimir torques and subsequently more extensive cha-
otic behavior by increasing applied electrostatic forces lead faster to instability 
in devices which are fabricate out of more conductive materials. Therefore, for 
the more conductive crystalline phase that generates stronger Casimir forces 
and torques, the possibility of occurrence of chaotic behavior increases which 
it introduces significant risk for stiction. 
The presented result in this thesis can be helpful to become familiar 
and gain accurate information about the dynamical behavior of MEMS/NEMS. 
This issue is crucially important in the technology of design and fabrication of 
such devices. Moreover, this kind of knowledge can offer the proper vision to 
researchers to use suitable materials to adjust the regime of operation to im-
prove productivity, and remain away from any malfunctions such as stiction 






Wij hebben met PWS methode in speciale voorwaarden dat deze methode hoge 
nauwkeurigheid heeft, gecontroleerd dat hoe kan een ruwheid invloed hebben 
op bestanddeel van Casimir effect en Casimir moment raaklijn. Resultaten 
hebben bewezen dat sterke invloed van dit factor op energie en momentmacht 
zodat een gunstige ruwheid in het systeem is kan een goede niveau van 
casimireffect produceren en op het einde kan opbrengst verhogen. Er is gezien 
wanneer de correlatie tussen de bladden positief is, casimireffect raaklijn in alle 
posities van breedte verplaatsing is weerzinwekkend en dat wil zeggen in deze 
voorwaarden wanneer er geen breedte verplaatsing is tussen de bladden, wordt 
een onstabiel evenwicht in het systeem uitgevoerd. Invloed van ruwheid op de 
krachtmoment is ook te veel. Want dat bestanddeel van de krachtmoment die 
parallel is met de bladden, wanneer er een gebrek is met de ruwheid blijft dat 
nog steeds, aanwezigheid van ruwheid in het systeem en correlatie van de 
bladden kan dit bestanddeel versterken.  
Ookal gebruik maken van “Lifshitz” theorie maakt het mogelijk dat de 
optische kenmerken van fabrikante materialen van microsysteem beter gezien 
wordt en zo worden de resultaten echter en geldig. Geldige resultaten voor 
ontwerping en maken van elektromechanische microsysteems zijn belangrijk. 
Dus wij hebben gecontroleerd dat hoe casimir energie en krachtmoment tegen 
de verandering van optische kenmerken van fabrikante materialen gevoelig en 
afhankelijk wordt. Gebruikte element of materiaal in deze onderzoek is goud 
(Au), veranderende materiaal van de fase (PcMs) in twee fazen zijn Amorphous 
en Sic. Om geldige informatie te krijgen in verband met dynamische gedrag 
van microsysteem, is gebruik gemaakt van fase curve, die kunnen strenge 
gevoeligheid van dynamische gedrag van microsysteem tegen de veranderingen 
van casimir effect aantonen. Aan de andere kant met de herzienning van 
energiedissipatie invloed op systeem kan adhesie tussen de bewegende 
onderdelen van microsysteem voorkomen en stabiele oscillerende bewegingen 
in systeem kan gehouden worden. Deze invloed is ook afhankelijk van de 
kwaliteitsfactor en optische kenmerken van het machine. 
Analyse van evenwicht curves en fase diagrammen in een draaiende 
oscillator en elektrostatische micro systeem toont dat de aanwezigheid van Sic 
kan een plaats die in dat systeem oscillerende stabiele bewegingen heeft, 
vergroten en de adhesie kans verminderen. Dus deze materiaal in vergelijking 
met goud en veranderende materiaal van fase, voor het maken van 





wij gestudeerd dat de aanwezigheid van het omkeerbaar proces van Amorpous 
fase naar crystal fase in veranderende materiaal van fase kan goede invloed 
hebben op dynamische gedrag van oscillerende micro systeem. Resultaten in 
twee omstandigheden zijn geldig.Vanwege de aantrekkelijkheid van 
elektrostatische energie in dat geval is het nodig dat de machine een hogere 
niveau van krachtsmoment produceert om te kunnen in een onstabiel 
oscillerend beweging te blijven. 
Kennis van Casimir en elektrostatische krachten tussen 
interagerende materialen is niet alleen belangrijk vanuit een fundamenteel 
oogpunt, maar ook deze krachten spelen een cruciale rol voor de prestaties en 
stabiliteit van micro-elektromechanische systemen (MEMS). Terwijl in 
dergelijke apparaten de aanwezigheid van chaotisch gedrag, wat vaak 
onvermijdelijk is, leidt tot een defect van het apparaat als gevolg van stictie en 
praktisch onmogelijk is om te voorspellen of stictie of stabiele aansturing op 
lange termijn zal plaatsvinden. We hebben onderzoek gedaan naar de manier 
waarop de optische eigenschappen van verschillende materialen en de 
verschillende waarde van de toegepaste spanning het chaotische gedrag van 
elektrostatische torsie MEMS beïnvloeden als gevolg van veranderingen in de 
sterkte van de Casimir-krachten en -momenten met behulp van de Melnikov-
methode en de Poincare-kaart voor veel verschillende waarden van de initiële 
waarde. voorwaarden. 
Het gepresenteerde resultaat in dit proefschrift kan helpen om 
vertrouwd te geraken en accurate informatie te verkrijgen over het dynamisch 
gedrag van MEMS/NEMS. Dit probleem is van cruciaal belang in de 
technologie van het ontwerp en de fabricage van dergelijke apparaten. Dit soort 
kennis kan een goede visie bieden aan een onderzoeker die met behulp van 
geschikt materiaal bedrijfsregimes aanpast om de productiviteit te verbeteren 
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