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Abstract
Kirillov [16] has described a McKay correspondence for finite sub-
groups of PSL2(C) that associates to each ‘height’ function an affine
Dynkin quiver together with a derived equivalence between equivari-
ant sheaves on P1 and representations of this quiver. The equivalences
for different height functions are then related by reflection functors for
quiver representations.
The main goal of this paper is to develop an analogous story for the
cotangent bundle of P1. We show that each height function gives rise
to a derived equivalence between equivariant sheaves on the cotangent
bundle T ∗P1 and modules over the preprojective algebra of an affine
Dynkin quiver. These different equivalences are related by spherical
twists, which take the place of the reflection functors for P1.
1 Introduction
In [17], John McKay associated to a finite subgroup G ⊂ SL2(C) a graph Γ in
which the set of vertices I is labeled by the irreducible representationsWi, i ∈
I of G and the number of edges nij between two irreducible representations
Wi,Wj is given by nij = dimHomG(Wi, V ⊗Wj), where V is the standard
two dimensional representation of G coming from its embedding in SL2(C).
McKay then observed that the graph Γ is an affine Dynkin diagram of type
A,D, or E.
As we recall in Section 2, this relation between the representation theory
of finite subgroups of SL2(C) and affine Dynkin diagrams has a description in
terms of G-equivariant sheaves on C2. More precisely, there is an equivalence
1
(1.1) CohG(C
2) ≃ ΠΓ-mod
between the category of G-equivariant coherent sheaves on C2 and the cat-
egory of finitely generated modules over the preprojective algebra ΠΓ. For
the purposes of this paper we shall refer to this equivalence as the McKay
correspondence for C2.
More geometrically, Kapranov-Vasserot [15], building on work of Gonzalez-
Sprinberg-Verdier [11], construct a derived equivalence
DbG(C
2) ≃ Db(X̂)
where X̂ → C2/G is the minimal resolution of the ‘Kleinian singularity’
C2/G. It is this equivalence that usually goes under the name ‘McKay
correspondence’.
In another direction, Kirillov [16] has described a projective McKay cor-
respondence for finite subgroups G˜ of PSL2(C). Letting Γ be the graph
associated by McKay to the double cover G ⊂ SL2(C) of G˜, this projective
correspondence relates equivariant sheaves on P1 to representations of the
path algebra of a quiver with underlying graph Γ. More precisely, to each
‘height’ function
h : Γ→ Z
on the vertices of Γ (defined in Section 3), Kirillov associates a quiver Qh on
Γ and an exact equivalence
Db
eG
(P1)
RΦh // Db(Qh)
where Db
eG
(P1) is the bounded derived category of G˜-equivariant coherent
sheaves on P1 and Db(Qh) is the bounded derived category of representa-
tions of Qh. Furthermore, the equivalences for different height functions h
and h˜ differ by a sequence of the reflection functors of Bernstein-Gelfand-
Ponamarev [4] in the sense that there is a commutative diagram of equiva-
lences
Db
eG
(P1)
RΦh
yytt
tt
tt
tt
t RΦ
h˜
%%K
KK
KK
KK
KK
Db(Qh)
BGP // Db(Qh˜).
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It is well-known that the Grothendieck groups of the various quivers Qh can
be identified with the affine root lattice associated to the diagram Γ, and
that under this identification, the reflection functors generate the action of
the affine Weyl group.
The main goal of this paper is to develop an analogous story for the
cotangent bundle T ∗P1. Theorem 4.1, together with Proposition 4.5, gives
for each height function h an equivalence
Db
eG
(T ∗P1)
RΨh // Db(ΠΓ),
where ΠΓ is the preprojective algebra of the diagram Γ.
In order to relate the various equivalences RΨh, we consider for each h a
‘Γ-configuration’ of spherical objects Ehi , i ∈ I, together with the associated
spherical twists of Seidel-Thomas [19] which act as autoequivalences on the
derived category. Just as the equivalences RΦh in the P
1-case differed by
reflection functors, Theorem 5.8 explains how the equivalences RΨh differ by
spherical twists.
To make the analogy between spherical twists and reflection functors more
precise, Proposition 5.4 reinterprets the latter purely in terms of Db
eG
(P1).
Under the inverse equivalence RΦ−1h , the heart of the standard t-structure
on Db(Qh) is sent to a heart Ah ⊂ DbeG(P1) with simple objects Ehi , i ∈ I.
In terms of the hearts Ah, the reflection functors amount to tilting at the
simple objects Ehi in the sense of Happel-Reiten-Smalø[12].
Similarly, under the inverse equivalence RΨ−1h , the standard t-structure
on Db(ΠΓ) gives a non-standard t-structure on D
b
eG
(T ∗P1). Restricting this
t-structure to the subcategory D ⊂ Db
eG
(T ∗P1) of objects supported along
the zero section gives a heart Bh ⊂ D whose simple objects are the spherical
objects Ehi that we have already encountered. Proposition 5.9 shows how
the action of the spherical twists can be described in terms of tilting at the
simple objects Ehi .
Note that, although the spherical twists are indeed the right analogues
of the reflection functors, the situation for T ∗P1 is richer than for P1, since
the spherical twists actually act by autoequivalences on the category D, while
the reflection functors are derived equivalences between categories of different
quivers and the effect of the reflection functors on Db
eG
(P1) is merely to tilt
t-structures.
Completing the analogy between P1 and T ∗P1, let us note that there is an
isomorphism K0(D
b
eG
(P1)) ≃ K0(D) sending the class of Ehi to the class of Ehi ,
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that these collections form bases of simple roots for K0(D
b
eG
(P1)) ≃ K0(D)
thought of as the affine root lattice, and that the spherical twists generate
an action of a braid group BΓ on D, which induces the action of the affine
Weyl group on K0(D
b
eG
(P1)) ≃ K0(D) agreeing with that coming from the
reflection functors.
We summarize the relation between P1 and T ∗P1 in the following table.
P1 T ∗P1
RΦh : D
b
eG
(P1) ≃ Db(Qh) RΨh : DbeG(T ∗P1) ≃ Db(ΠΓ)
Hearts Ah ⊂ DbeG(P1) Hearts Bh ⊂ D ⊂ DbeG(T ∗P1)
Simples Ehi Spherical objects Ehi
Reflection functors Spherical twists
Affine Weyl group Braid group
Furthermore, together with the equivalences ΠΓ-mod ≃ CohG(C2) and
DbG(C
2) ≃ Db(X̂) for the resolution X̂ → C2/G, our results provide a chain
of equivalences
DbeG(T
∗
P
1) ≃ Db(ΠΓ) ≃ DbG(C2) ≃ Db(X̂).
We may thus view T ∗P1 as providing a bridge between the McKay corre-
spondence for P1 of [16] and the usual McKay correspondence for C2.
Remark 1.1. Let us point out that the structures appearing in the above table
are very similar to those in Bridgeland’s paper [7], in which exceptional col-
lections on certain Fano varieties are related to collections of spherical objects
on canonical bundles. Since the combinatorics of affine ADE diagrams with
varying orientation is more complicated than that of the one-way oriented A
4
diagrams appearing in theory of exceptional collections, finding analogies for
all of the fine results in [7] requires further work.
In order to keep our exposition self-contained, we recall in Section 2 some
algebraic aspects of the McKay correspondence for C2. In fact, in Theo-
rem 2.1, we give a geometric construction of an algebra B and an equivalence
CohG(V )→ B-mod for any finite group G acting linearly on a vector space
V . We then show in Theorem 2.4 that our algebra B is Koszul and use this
to realize B as quotient of the path algebra of the McKay quiver by quadratic
relations. When G ⊂ SL2(C), we note that B ≃ ΠΓ, the preprojective alge-
bra of the affine Dynkin diagram Γ associated to G. Finally, in Lemma 2.6
we characterize ΠΓ as the Koszul dual of the Ext-algebra of a collection of
spherical objects. These results will be used in later sections and should be
of independent interest.
2 The affine McKay correspondence and Koszul
duality
Let G be a finite group and V a finite dimensional representation over C.
Let I be an index set for the irreducible representations of G, and for i ∈ I,
let Wi be the corresponding irreducible representation. We think of V as the
total space of a G-equivariant vector bundle over a point, with projection π
and zero-section s:
V
pi

•
s
77
Taking the pull-back π∗W of the equivariant vector bundle W = ⊕iWi on
the point, we set
(2.1) B := EndG(π
∗W )op ≃ (π∗End(W )op)G ≃ (S•V ∗ ⊗ End(W )op)G.
The following theorem shows that the algebra B encodes everything there
is to know about G-equivariant coherent sheaves on the affine space V .
Theorem 2.1. There is an equivalence
Ψ = HomG(π
∗W,−) : CohG(V ) −→ B-mod
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from G-equivariant coherent sheaves to finitely generated left B-modules,
where the action on an object Ψ(F) is given by precomposition with elements
of Bop = EndG(π
∗W ).
Proof. We use the standard fact that if A is a cocomplete abelian category
then the functor Hom(P,−) : A → End(P )op-Mod is an equivalence if and
only if P is small (Hom(P,−) commutes with sums), projective, and a gen-
erator of A (given an object X ∈ A there is a surjection P⊕I ։ X for some
index set I). See for instance [18].
In our case, we take QCohG(V ), the category of G-equivariant quasi-
coherent sheaves on V , as our cocomplete abelian category. Then the object
π∗W is small (the underlying quasi-coherent sheaf is free of finite rank and
taking invariants commutes with sums) and projective (again because the
sheaf is free of finite rank and taking invariants is exact). To see that π∗W
is a generator, note that given any quasi-coherent G-sheaf F , we can push-
forward to the point to get a G-representation π∗F , which splits as a sum of
irreducibles. There is thus a surjection W⊕I ։ π∗F , which pulls-back to a
surjection π∗W⊕I ։ π∗π∗F . Composing with the counit π∗π∗F → F , which
is surjective since F is generated by its global sections, gives a surjection
π∗W⊕I ։ F , showing that π∗W is a generator for QCohG(V ). Thus the
functor Ψ = HomG(π
∗W,−) : QCohG(V ) → B-Mod is an equivalence, by
the above quoted fact.
Finally, we check that this equivalence restricts to an equivalence between
coherent G-sheaves CohG(V ) and finitely generated B-modules B-mod. First
note that we can realize every coherent G-sheaf F as a quotient π∗W⊕n ։ F .
We can do this by first constructing a non-equivariant surjection O⊕m ։ F ,
inducing to an equivariant surjection π∗CG⊕m ։
⊕
g F , and then composing
a surjection π∗W⊕n ։ π∗CG⊕m with a surjection
⊕
g F ։ F . Applying the
functor Ψ to the surjection π∗W⊕n ։ F gives a surjection B⊕n ։ Ψ(F), so
Ψ restricts to a functor from CohG(V ) to B-mod, which we already know to
be full and faithful. To see that the restriction of Ψ is essentially surjective,
realize a finitely generated B-module M as a quotient B⊕n ։M and apply
the inverse equivalence Ψ−1 to get a surjection π∗W⊕n ։ Ψ−1(M). Then
the G-sheaf F = Ψ−1(M) is coherent and Ψ(F) ≃M , as desired.
To understand the algebra B, we use some basic facts about Koszul al-
gebras.
Let B be a graded algebra with semisimple degree zero part B0, which
we also consider as a B-module via B/B≥1 ≃ B0.
Definition 2.2. B is called Koszul if the algebra
E(B) := Ext
•
B(B0, B0)
is generated in degree 1.
We assume further that B is finite, meaning that each Bi is finitely gen-
erated as a left and a right B0-module, and that B is Noetherian. We sum-
marize the facts that we need in the following theorem, the proofs of which
can be found in [3].
Theorem 2.3. 1. If B is Koszul, then B is quadratic, meaning that the
natural ring homomorphism T
•
B0
B1 → B is a surjection with kernel generated
by a space of relations R in degree 2. Define the quadratic dual B! to be the
algebra with dual generators B∗1 and dual relations R
⊥.
Note that the tensor algebra is taken over B0.
2. If B is Koszul, then so are B! and E(B). There are canonical isomor-
phisms E(B) ≃ B!op and E(E(B)) ≃ (B!op)!op ≃ B.
3. If B is Koszul, it has finite global dimension.
4. (Numerical criterion) Assume B is an algebra over a field F and that
there is a finite set of orthogonal idempotents ei ∈ B0 such that B0 = ⊕iFei.
We can thus form a matrix of Poincare´ series
P (B, t)i,j =
∑
d
tddimF eiBdej.
Since E(B)0 = HomB0(B0, B0) ≃ Bop0 ≃ B0, we can also form the matrix
P (E(B), t).
Then B is Koszul if and only if
P (B, t) · P (E(B),−t) = Id.
Let us return to the algebra B = EndG(π
∗W ) ≃ (S•V ∗ ⊗ End(W )op)G.
First, I claim that the algebra B is Noetherian. To see this, first note that
the endomorphism algebra EndX(F) of any coherent sheaf F on a Noetherian
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scheme X must be Noetherian, since any ascending chain of ideals I1 ⊆
I2 ⊆ · · · of EndX(F) is in particular an ascending chain of submodules
of EndX(F) thought of as a finitely generated module over the Noetherian
algebra A = OX(X) and so must eventually terminate. If X carries the
action of a finite group, then by an ancient theorem of Noether A is finite as
a module over the ring of invariants AG, and so the invariant endomorphisms
EndG(F) are a finitely generated module over AG. Then the same argument
on the ascending chain of ideals I1 ⊆ I2 ⊆ · · · of EndX(F) works to show
that the algebra EndG(F) is Noetherian.
Next, note that B0 = ⊕iHomG(Wi,Wi) ≃ ⊕iC ·1Wi, a commutative semi-
simple algebra. Given this property of B0 and the fact that B is Noetherian,
we may try to apply the numerical criterion to check that our algebra B is
Koszul.
To apply the numerical criterion, we need to understand E(B). By the
adjunction π∗ ⊣ π∗, we see that the image of s∗W under the equivalence
Ψ : DbG(V ) ≃ perf B is
HomG(π
∗W, s∗W ) ≃ HomG(W,π∗s∗W ) ≃ ⊕iHomG(Wi,Wi) ≃ B0
and thus we have an isomorphism E(B) = Ext
•
B(B0, B0) ≃ Ext
•
G(s∗W, s∗W ).
The Koszul resolution 0 → π∗∧n V ∗ ⊗W → · · · → π∗V ∗ ⊗W → π∗W →
s∗W → 0 and the adjunction Ls∗ ⊢ s∗ then give isomorphisms
(2.2) E(B) ≃ Ext•G(s∗W, s∗W ) ≃ (
•∧
V ⊗ End(W ))G.
In order to apply the numerical criterion to our algebra B we need ex-
pressions for the Poincare´ series of the graded vector spaces (S
•
V ∗⊗U)G and
(
∧•
V ⊗ U)G where U is some G-representation. Letting SU(t) be Poincare´
series of the first and EU(t) the series of the second, Molien’s formulae are
(2.3)
SU(t) =
1
|G|
∑
g∈G
χ
U
(g)
detV (1−g−1·t)
EU(t) =
1
|G|
∑
g∈G χU (g)detV (1 + g · t)
A proof of the first formula can be found in [10, Theorem 3.2.2], and the
second formula follows similarly.
Theorem 2.4. The algebra B = (S
•
V ∗ ⊗ End(W )op)G is Koszul.
Proof. We use the numerical criterion and the isomorphism E(B) ≃ (∧•V ⊗
End(W ))G. The degree zero part of B is commutative semisimple with one
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idempotent ei = 1Wi ∈ HomG(Wi,Wi) for each irreducible Wi. Thus we have
matrices S(t) := P (B, t) and E(t) := P (E(B), t) of Poincare´ series with rows
and columns indexed by irreducibles.
We need to check that S(t) ·E(−t) = Id. The (p, r) entry of the product
takes the form
∑
q Spq(t) ·Eqr(−t). Letting χkl be the character of the repre-
sentation Hom(Wk,Wl) and setting ∆g = detV (1−g−1 · t), Molien’s formulae
give
Spq =
1
|G|
∑
g
χqp(g)
∆g
and Eqr(−t) = 1|G|
∑
h
χqr(h
−1)∆h,
where in the expression for Spq(t) we have χqp instead of χpq because we have
taken the opposite algebra and in the expression for Eqr(−t) we take the
value of the character on h−1 so that we have ∆h instead of ∆h−1.
Letting ∆ =
∏
g∈G∆g, the (p, r) entry of our product is
∑
q
Spq(t) · Eqr(−t) = 1|G|2∆
∑
q
∑
g,h
χq(g
−1)χp(g)χq(h)χr(h
−1)∆h
∏
k 6=g
∆k.
We claim that this is equal to zero when p 6= r and equal to one when p = r.
Thus the product of our matrices will indeed be the identity. To see this,
notice that the contribution to the above expression coming from a fixed pair
g, h and summing over q will be
1
|G|2∆χp(g)χr(h
−1)∆h
∏
k 6=g
∆k
∑
q
χq(g
−1)χq(h).
The factor before the sum is constant for a fixed pair g, h and the sum itself
can be determined by the second orthogonality relation for characters: it is
equal to zero when g and h are not conjugate and is equal to |CG(h)| when
they are conjugate.
Let g ∼ h denote that g and h are conjugate in G. After summing up q
we are left with
∑
q
Spq(t) · Eqr(−t) = 1|G|∆
∑
(g,h)
g∼h
|CG(h)|
|G| χp(g)χr(h
−1)∆h
∏
k 6=g
∆k.
Note that the sum on the right is over conjugate pairs.
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For each g, we have ∆h
∏
k 6=g∆k = ∆, so we can cancel the 1/∆ in front
of the sum. The summand χp(g)χr(h
−1) only depends on the conjugacy class
of h since g and h are conjugate, and so the number of times χp(g)χr(h
−1)
is counted in the sum is the number of elements in the conjugacy class of h.
Since the factor |CG(h)|
|G|
is precisely the reciprocal of this number, we are left
with ∑
q
Spq(t) · Eqr(−t) = 1|G|
∑
h
χp(h)χr(h
−1) = δpr,
where the last equality is from orthogonality of the irreducible characters.
One interesting consequence of Koszulity for the algebra B is that it
must be quadratic, by Theorem 2.3. That is, the natural homomorphism
T
•
B0
B1 → B is surjective with kernel generated in degree 2. In fact, since
B0 = ⊕i∈IHomG(Wi,Wi) is commutative semisimple with primitive orthog-
onal idempotents ei = 1 ∈ HomG(Wi,Wi), we can realize T •B0B as the
path algebra of a quiver whose vertices are labeled by the ei and whose
arrows from ei to ej are identified with a basis for eiB1ej . Since in fact
eiB1ej = (V
∗ ⊗ Hom(Wi,Wj))G ≃ HomG(Wi, V ⊗Wj), we get precisely the
McKay quiver, as usually defined. ( Let us point out here that the definition
of the McKay quiver is therefore not as fanciful as might first appear. ) Thus
B itself is realized as the quotient of the path algebra of the McKay quiver
by some quadratic relations.
In general the relations can be quite difficult to write down. The best
method here is to find a ‘superpotential’ for the algebra B whose deriva-
tives give the relations. For more on this and for another approach to prov-
ing Koszulity for an algebra isomorphic to B, see the paper of Bocklandt-
Schedler-Wemyss [5].
2.4 Spherical objects
For our purposes, having a presentation of B as the quotient of a path algebra
will be less important than the characterization of B in terms of configura-
tions of spherical objects, as introduced by Seidel and Thomas [19]. See [14,
Chapter 8] for a nice exposition.
In our applications we’ll be interested in a smooth, quasi-projective sur-
face X carrying the action of a finite group G and whose canonical bundle is
trivial as a G-sheaf (for instance, G ⊂ SL2(C), X = V a 2-dimensional vec-
tor space). In this case, an object E ∈ DbG(X) is called spherical if there is a
graded ring isomorphism Ext
•
G(E , E) ≃ H•(S2,C), where S2 is the 2-sphere.
Given a graph Γ, a Γ-configuration of spherical objects is a collection of
spherical objects Ei indexed by the nodes of Γ such that
dim Ext1(Ei, Ej) = # edges from i to j
and all other Exts vanish.
In all the cases that we consider, the objects Ei lie in a full triangulated
subcategoryD ofDbG(X) consisting of objects whose cohomology is supported
on a fixed compact subvariety. Compact support ensures that all Homs
are finite dimensional and that the subcategory D has Serre duality, while
triviality of ωX means that duality takes the simple form HomD(F ,G) ≃
HomD(G,F [2])∗. A triangulated category with these properties is commonly
called 2-Calabi-Yau (2-CY).
A much-studied example (see for instance [6]) is when X = V , a 2-
dimensional vector space, G ⊂ SL(V ), and D ⊂ DbG(V ) is the full triangu-
lated subcategory supported at the origin. Here we have a Γ-configuration
for Γ the affine Dynkin diagram associated to G. The spherical objects are
s∗Wi ≃Wi ⊗O0 for the irreducible G-representations Wi. To see that these
objects are spherical, recall the isomorphism 2.2:
Ext
•
G(s∗Wi, s∗Wi) ≃ (
•∧
V ⊗ Hom(Wi,Wi))G.
Since V ⊗Hom(Wi,Wi) has no invariants by McKay’s observation and since∧2 V is trivial, the latter algebra is indeed isomorphic to H•(S2,C). To see
that the objects s∗Wi, i ∈ Γ form a Γ-configuration, note that if i 6= j, then
Ext
•
G(s∗Wi, s∗Wj) ≃ (
∧•
V ⊗ Hom(Wi,Wj))G is zero in degrees 0 and 2 by
Schur’s lemma and
dim Ext1G(s∗Wi, s∗Wj) = dim HomG(Wi, V ⊗Wj) = # edges beween i and j
by McKay’s observation.
Remark 2.5. It is known that the classes of the Ei form a basis for K0(D)
(compare with Proposition 5.5). The above discussion shows that in the basis
Ei, the natural Euler form
〈E ,F〉 =
∑
k
(−1)kdimExtkG(E ,F)
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on K0(D) is given by the Cartan matrix of Γ, so we may identify K0(D) with
the affine root lattice associated to Γ and the Ei with a base of simple roots.
In this way we think of D as a categorification of the affine root lattice,
with bases of simple roots replaced by Γ-configurations of spherical objects
and the action of the Weyl group replaced by the action of the braid group
BΓ. For more on this point of view, see Khovanov and Huerfano [13], who
use the algebra E(B) to categorify the adjoint representation of the quantum
group associated to Γ.
The following lemma shows that in dimension two this example is in some
sense universal.
Lemma 2.6. 1. The objects s∗Wi, i ∈ Γ form a Γ-configuration of spher-
ical objects in the subcategory D ⊂ DbG(C2) of objects supported at the
origin.
2. The Ext-algebra of this Γ configuration,
Ext
•
G(
⊕
i∈Γ
Ei,
⊕
i∈Γ
Ei),
is Koszul with Koszul dual ΠΓ, the preprojective algebra of the diagram
Γ.
3. Let Γ be an affine Dynkin diagram of type ADE, Ei, i ∈ Γ a Γ-
configuration of spherical objects in a 2-CY category D, and E ′i, i ∈ Γ
another Γ-configuration in a possibly different 2-CY category D′. Then
the Ext-algebras of the two Γ-configurations are isomorphic:
Ext
•
D(
⊕
i∈Γ
Ei,
⊕
i∈Γ
Ei) ≃ Ext•D′(
⊕
i∈Γ
E ′i,
⊕
i∈Γ
E ′i).
By 2., any such Ext-algebra is Koszul.
Proof. 1. We have already seen this in the discussion before the lemma.
2. This is well-known and not difficult. See Example 2.8 for an argument in
Type A. Types D and E are dealt with similarly.
3. Let {Ei} be a Γ-configuration in a 2-CY category. Then Hom(Ei, Ei) ≃ C
and Ext2(Ei, Ei) ≃ Hom(Ei, Ei)∗ ≃ C by sphericity and Serre duality and all
other Homs and Ext2s are zero by the condition of being a Γ-configuration.
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Thus the composition Ext1(Ej, Ek)⊗Ext1(Ei, Ej)→ Ext2(Ei, Ek) is zero unless
i = k, in which case the composition
Ext1(Ej, Ei)⊗ Ext1(Ei, Ej)→ Ext2(Ei, Ei) ≃ C
is just the Serre pairing and we have Ext1(Ei, Ej) ≃ Ext1(Ej, Ei)∗.
Now let {E ′i} be another Γ-configuration in a possibly different 2-Calabi-
Yau category. To establish an isomorphism between the Ext-algebras of ⊕iEi
and ⊕iE ′i, it is enough to take the natural identifications for Homs and Ext2s
and then to give an isomorphism on Ext1s compatible with the above pairing.
To achieve this, choose for every pair of adjacent vertices i and j a postive
direction i → j and give an isomorphism Ext1(Ei, Ej) ≃ Ext1(E ′i, E ′j). Then
letting the isomorphism for the negative direction j → i be determined by
duality ensures compatability with the pairing.
Remark 2.7. The lemma is very useful. If B is any graded algebra for which
E(B) is an Ext-algebra of a Γ-configuration, then by the third part of the
lemma there is an isomorphism
E(B) ≃ Ext•G(
⊕
i∈Γ
Ei,
⊕
i∈Γ
Ei).
Then by Koszul duality (Theorem 2.3) and the second part of the lemma,
B ≃ E(E(B)) ≃ ΠΓ.
This will be important in Section 5, where we use Γ-configurations of
spherical objects to relate equivariant sheaves on the cotangent bundle T ∗P1
to the above universal example.
Example 2.8. Let G = Z/nZ. Defining W1 to be the irreducible represen-
tation of Z/nZ where 1 acts as multiplication by ζ = e2pi i/n, all of the other
irreducible representations are just powers of this one, which we denote by
W0,W1, . . . ,Wn−1. The group Z/nZ embeds in SL2(C) with cyclic generator(
ζ 0
0 ζ−1
)
so that the standard representation takes the form V = W1 ⊕Wn−1. In this
case it is straight-forward to check that the McKay quiver is
13
01 2 n− 2 n− 1
• • ... • •
◦
//
oo
11
mm
//
oo
((
hh vv
66
--
qq
To find a presentation for B = EndG(π
∗W )op we first find a presentation
for E(B) = Ext
•
G(s∗W, s∗W ) and then compute its quadratic dual E(B)
!. By
Theorem 2.3, there is a canonical isomorphism B ≃ E(B)!op, so this will be
sufficient.
First we find a nice basis of generators forE(B)1 over E(B)0 =
⊕
iHomG(s∗Wi, s∗Wi) ≃⊕
iHomG(Wi,Wi) ≃ B0. Each summand in E(B)1 =
⊕
i→j Ext
1
G(s∗Wi, s∗Wj)
is one dimensional since the s∗Wi form a Γ-configuration. Choose non-zero
clockwise arrows (i|i+ 1) ∈ Ext1(s∗Wi, s∗Wi+1) and define the counterclock-
wise arrows (i + 1|i) ∈ Ext1(s∗Wi, s∗Wi−1) by requiring that the whole col-
lection form Darboux coordinates for the antisymmetric Serre pairing
Ext1G(s∗W, s∗W )⊗ Ext1G(s∗W, s∗W ) // Ext2G(s∗W, s∗W ) Tr // C
Denoting the product (j|k) · (i|j) = (i|j|k), then component by component,
this means that Tr((i|i+ 1|i)) = 1 and Tr((i+ 1|i|i+ 1)) = −1.
Since Ext2(s∗Wi, s∗Wk) = 0 for k 6= i, we certainly have relations
(j|k)⊗ (i|j) = 0
whenever k 6= i. By the antisymmetry of the Serre pairing we also have a
relation
(i+ 1|i)⊗ (i|i+ 1) + (i− 1|i)⊗ (i|i− 1) = 0
for each i. I claim that these two kinds of relations form a basis for the space R
of relations, that is, for the kernel of Ext1G(s∗W, s∗W )⊗B0Ext1G(s∗W, s∗W )→
Ext2G(s∗W, s∗W ). Indeed, the space on the left has dimension equal to the
number of paths of length two, while the space on the right has dimension
equal to the number of nodes of the quiver. Since the map is surjective,
the kernel has dimension equal to the number of length two paths minus
the number of nodes. But this is precisely the number of relations that
we have given. It will thus be enough to see that our relations span the
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kernel. So consider a relation on paths of length two:
∑
aijk(i|j|k) = 0.
Since (i|j|k) = 0 when k 6= i, we can ignore those terms, and by the splitting
Ext2G(s∗W, s∗W ) =
⊕
i Ext
2
G(s∗Wi,Wi), we can consider the individual pieces
aii+1i(i|i+1|i)+aii−1i(i|i−1|i) = 0 of the sum. Taking the trace of this latter
relation, we see that aii+1i − aii−1i = 0, so the relation is a scalar multiple of
(i|i+ 1|i) + (i|i− 1|i) = 0, and so our relations are indeed sufficient.
Having found bases of generators and of relations for E(B) we can com-
pute the quadratic dual E(B)!. Let 〈i|i+1〉 and 〈i|i− 1〉 be dual to (i+1|i)
and (i − 1|i). I claim that a basis for the dual relations R⊥ is given by the
elements
(2.5) 〈i+ 1|i〉 ⊗ 〈i|i+ 1〉 − 〈i− 1|i〉 ⊗ 〈i|i− 1〉
for each i. The number of such elements is equal to the number of nodes,
which is exactly the dimension of R⊥, and they certainly kill the space R, so
it is enough to see that they span R⊥. Suppose that
∑
bijk〈j|k〉⊗〈i|j〉 ∈ R⊥.
Then in particular it must kill (m|n) ⊗ (l|m) when l 6= n, and so bnml = 0.
This leaves
∑
biji〈j|i〉 ⊗ 〈i|j〉, which must kill (k + 1|k) ⊗ (k|k + 1) + (k −
1|k)⊗ (k|k− 1) for all k, so bkk+1k + bkk−1k = 0, and we see our relations are
sufficient.
If α = 〈i|i+ 1〉, then α = 〈i+ 1|i〉 and the relation in 2.5 is precisely the
ith component of the preprojective relations.
3 McKay correspondence for P1
We review here Kirillov [16] and prove some related facts that will be useful
later.
Let V be a 2-dimensional vector space, set P1 = P(V ), and assume that
our finite subgroup G ⊂ SL(V ) contains ±I. We divide G-representations
and G-sheaves into two types, even and odd, depending on whether −I acts
trivially or non-trivially.
We shall be mostly interested in coherent, even G-sheaves, which we can
also think of as G˜ = G/± I-sheaves, where G˜ is now a subgroup of PSL(V ).
We denote by Coh eG the category whose objects are even G-sheaves and
whose morphisms lie in HomG, the invariant part of Hom in the category
of coherent sheaves. Coh eG is abelian and we denote its bounded derived
category by Db
eG
(P1).
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It will be convenient to work with odd sheaves as well. For instance,
the G-action on the trivial bundle V stabilizes the tautological sub-bundle
O(−1). With this natural G-action, O(−1) is an odd sheaf since −I acts
non-trivially on the fibres. As a tensor power of O(−1), the line bundle O(d)
inherits a natural G-action, and its parity as a G-sheaf agrees with the parity
of the integer d. Thus O(d)⊗Wi will be an even G-sheaf precisely when the
integer d and the representation Wi have the same parity.
In order to keep track of even G-sheaves of the above form, we introduce
a parity function p : Γ → Z on the vertices of Γ, where p(i) = 0 if the
irreducible G-representation Wi is even and p(j) = 1 if the irreducible Wj is
odd. Notice also that if two edges in the diagram Γ are connected, then they
have opposite parity and their heights differ by one.
Generalizing these properties of the parity function, we define a height
function to be a function h : Γ → Z on the vertices of Γ satisfying the
conditions:
1. h(i) ≡ p(i) mod 2,
2. |h(i)− h(j)| = 1 if i is connected to j in Γ.
The first condition says that the parity of the height of a vertex agrees
with the parity of the representation Wi, so each height function h gives rise
to a collection of even G-sheaves
F hi =Wi ⊗O(h(i))
indexed by the nodes i ∈ Γ. The second condition says that the height goes
up or down one step between neighboring vertices of Γ. The height function
then determines an orientation on the edges of Γ by letting the edges flow
downhill. We denote the resulting quiver by Qh.
Example 3.1. Let G = Z/nZ and take the height h to be equal to the parity
function p. The resulting quiver is pictured below, with the vertices labeled
by the even G-sheaves.
W0
W1(1) W2 Wn−2(1) Wn−1
• • ... • •
◦
// oo // oo
''OO
OO
OO
OO
OO
OO
OO
OO
OO
O
wwooo
oo
oo
oo
oo
oo
oo
oo
oo
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We can now give a main result of [16], stated in a form convenient for us.
Theorem 3.2. Let Ah = EndG(⊕iF hi )op be the opposite algebra of the en-
domorphism algebra of the collection F hi , i ∈ Γ. Then the natural functor
RΦh := RHomG(⊕iF hi ,−)
Db
eG
(P1)
RΦh //Db(Ah)
to the bounded derived category of finitely generated left Ah-modules is an
equivalence.
Kirillov shows moreover that there is an isomorphism of algebras Ah ≃
CQh, where CQh is the path algebra of the quiver Qh, so the functor can
also be thought of as taking values in the derived category of representa-
tions of Qh. More precisely, under the isomorphism Ah ≃ CQh, the space of
paths in Qh from i to j is given by HomG(F
h
j , F
h
i ) = ejAhei, where the iden-
tity morphisms ei = 1 ∈ HomG(F hi , F hi ) form a set of primitive, orthogonal
idempotents in Ah.
In the rest of this section we give some definitions and comments about the
categoryDb
eG
(P1) that will be useful later. We let T denote the tangent bundle
of P1 and ω the canonical bundle. Since G ⊂ SL2(C), any isomorphisms
T ≃ O(2) and ω ≃ O(−2) will be G-equivariant.
We call a vertex i of Qh a sink if it has lower height than its neighbors,
so that arrows are coming in to i, and a source if it has greater height than
its neighbors, so that arrows are coming out of i. Given a height function h
for which i is a sink or a source, define a new height function σ+i h or σ
−
i h by
σ+i h(k) =
{
h(k) if i 6= k
h(k) + 2 if i = k
or σ−i h(k) =
{
h(k) if i 6= k
h(j)− 2 if i = k.
Since we have assumed ±I ⊂ G, the Dynkin diagrams that we are con-
sidering are bipartite and one can check that one height function differs from
another by a sequence of such operations, turning sinks into sources and
sources into sinks.
The following observation of Kirillov is essential. If i ∈ Qh is a source,
then
V ⊗ F hi (−1) ≃ V ⊗Wi ⊗O(h(i)− 1) ≃
⊕
i→j
Wj(h(j)) =
⊕
i→j
F hj ,
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where the first isomorphism is by definition of F hi , the second by McKay’s
observation and the step-wise nature of height functions, and the last is again
by definition. Here the sum is over arrows i→ j leaving the source i. Thus
tensoring the Euler sequence 0 → O(−1) → V → T (1) → 0 with F hi (−1)
and using the above isomorphisms gives
(3.1) 0→ F σ
−
i
h
i →
⊕
i→k
F hk → F hi → 0.
Likewise, if i ∈ Qh is a sink, then tensoring the Euler sequence with F hi (1)
gives
(3.2) 0→ F hi →
⊕
k→i
F hk → F σ
+
i
h
i → 0.
Lemma 3.3. Ext1G(F
h
k , F
h
l ⊗T⊗d) = 0 for all height functions h, all k, l ∈ I,
and all d ∈ N.
Proof. First we check that the statement is true when h is the parity function.
Then we show that if the statement is true for a height function h, it is also
true for the modified height functions σ+i h and σ
−
i h. Since every height can
be obtained from the parity function by a sequence of such modifications,
this will establish the lemma.
By Serre duality, Ext1G(F
h
k , F
h
l ⊗ T⊗d) ≃ HomG(F hl ⊗ T⊗(d+1), F hk )∗. If h
is the parity function, the latter space is zero since F hl ⊗ T⊗(d+1) has higher
degree than F hk , so the lemma holds for the parity function.
Now assume the lemma is true for a height h and that i is a sink in h.
We want to see that the lemma must hold for σ+i h. Consider the possible
values of k and l.
If k = l = i, then Ext1G(F
σ+
i
h
i , F
σ+
i
h
i ⊗ T⊗d) ≃ Ext1G(F hi , F hi ⊗ T⊗d), since
tensoring with O(2) is an equivalence. The latter space is zero by assumption
on h.
If k, l 6= i, then σ+i h(k) = k and we have Ext1G(F σ
+
i
h
k , F
σ+
i
h
l ⊗ T⊗d) ≃
Ext1G(F
h
k , F
h
l ⊗ T⊗d). The latter space is zero by assumption on h.
If l = i and k 6= i, then σ+i h(k) = k and F σ
+
i
h
l = F
σ+
i
h
i ≃ F hi (2), so
Ext1G(F
σ+
i
h
k , F
σ+
i
h
l ⊗ T⊗d) ≃ Ext1G(F hk , F hi ⊗ T⊗(d+1)). The latter space is zero
by assumption.
Finally, consider the case k = i and l 6= i. If d ≥ 1, Ext1G(F hi (2), F hl ⊗
T⊗d) ≃ Ext1G(F hi , F hl ⊗ T⊗(d−1)), and we are done by assumption. If d = 0,
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then by Serre duality Ext1G(F
h
i (2), F
h
l ) ≃ HomG(F hj , F hi )∗. The dimension of
the latter space is the number of paths from i to j in Qh, which is zero since
i is a sink.
Thus if the lemma holds for a height function h, then it also holds for
σ+i h. A similar argument shows that it also holds for σ
−
i h.
For the proof of the next lemma we use Beilinson’s resolution of the
diagonal [2], which on P1 × P1 takes the form
0→ p∗O(−1)⊗ q∗ω(1)→ p∗O ⊗ q∗O → O∆ → 0,
for p and q the projections of P1 × P1 onto the left and right factors re-
spectively. The resolution is canonically constructed and so is automatically
G-equivariant, and in fact each of its terms is an even G-sheaf.
Taking F ∈ D(QCoh eG(P1)) and using the resolution of the diagonal as
the kernel of a derived integral transform, we get an exact triangle
Rq∗(p
∗F(−1)⊗ q∗ω(1))→ Rq∗(p∗F ⊗ q∗O)→ Rq∗(p∗F ⊗O∆)
in D(QCoh eG(P
1)). Applying the projection formula and flat base-change
then gives the exact triangle
(3.3) RΓ(F(−1))⊗ ω(1)→ RΓ(F)⊗O → F .
Notice that since RΓ(F) ⊗ O ∈ D(QCoh eG(P1)), RΓ(F) must be a com-
plex of even G-representations. Similarly, since ω(1) is an odd sheaf and
RΓ(F(−1))⊗ω(1) ∈ D(QCoh eG(P1)), RΓ(F(−1)) must be a complex of odd
representations in order to make the tensor product with ω(1) even.
Lemma 3.4. For any height function h, the collection F hi generatesD(QCoh eG(P
1))
in the sense that if RHomG(F
h
i ,F) = 0 for all i, then F = 0.
Proof. As in the proof of Lemma 3.3, we first show the statement is true
when h is the parity function and then show that if the statement is true for
a height function h, then it is also true for σ+i h and σ
−
i h.
First let h be the parity function and assume RHomG(F
h
i ,F) = 0 for all
F hi . Note that RΓ(F) = RHom(O,F) and RΓ(F(−1)) ≃ RHom(O(1),F).
We claim that the assumption RHomG(F
h
i ,F) = 0 implies both are zero,
and so F = 0 from the exactness of triangle 3.3.
Indeed, if RΓ(F) = RHom(O,F) were non-zero, then since it consists of
even representations it would contain some non-zero irreducible even repre-
sentation Wi and we would have (W
∗
i ⊗RHom(O,F))G ≃ RHomG(Wi,F) 6=
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0. This contradicts the assumption that RHomG(F
h
i ,F) = 0 for all i, since
Wi = F
h
i for h the parity function and i even. Likewise, by assumption
RHomG(Wi(1),F) ≃ (W ∗i ⊗ RHom(O(1),F))G = 0 for all odd representa-
tions Wi, but RHom(O(1),F) consists of odd representations, and so must
be zero.
Now assume the conclusion of the lemma holds for a height function h.
We will show that this implies the lemma for σ−i h, where i is a source in h.
Suppose thatRHomG(F
σ−
i
h
k ,F) = 0 for all k. We want to see that this implies
F = 0. Since σ−i h differs from h only at i, we have RHomG(F σ
−
i
h
k ,F) = 0 for
all k 6= i by assumption on h. We claim further that RHomG(F hi ,F) = 0, and
so we shall have F = 0 by the assumption on h. To sustain the claim, recall
sequence 3.1: 0 → F σ
−
i
h
i →
⊕
i→j F
h
j → F hi → 0. Applying RHomG(−,F)
gives an exact triangle of complexes of vector spaces
RHomG(F
h
i ,F)→
⊕
i→j
RHomG(F
h
j ,F)→ RHomG(F σ
−
i
h
i ,F).
The last two terms are zero by assumption on σ−i h, so the first term must be
zero too, as claimed.
A similar argument shows that if the lemma holds for h, then it also holds
for σ+i h when i is a sink. Thus the lemma holds for all height functions.
We conclude this section by making some standard remarks about cate-
gories of modules over finite dimensional algebras (see [1]) and introducing
some important t-structures on the category Db
eG
(P1).
Since the algebra Ah = EndG(⊕iF hi )op is finite dimensional, the category
Ah-mod of finitely generated modules is of finite length, meaning that every
object has a finite filtration with simple quotients, and by the Jordan-Holder
theorem these simples and their multiplicities do not depend on the filtration.
The simple representations of the algebra Ah are indexed by the vertices of
the diagram Γ. Given a vertex i, we have the ith idempotent ei = 1 ∈
HomG(F
h
i , F
h
i ) and the corresponding simple is
Shi := eiAhei = eiHomG(⊕jF hj ,⊕jF hj ) = HomG(F hi , F hi ).
In terms of the quiver Qh, the simple consists of a one-dimensional vector
space at i and zeroes elsewhere. By the Jordan-Holder theorem, the classes
of the simples Shi form a basis for K0(Qh).
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We also have the indecomposable projectives P hi = Ahei, which are dual
to the Shi under the Euler form on K0(Qh):
〈P hi , Shj 〉 =
∑
k
(−1)kdimExtk(P hi , Shj ) = dimHom(P hi , Shj ) = δij .
Since every representation has a resolution by sums of the P hi , the classes of
the P hi span K0(Qh), and by duality with S
h
i , they are linearly independent,
so the indecomposable projectives provide another basis for K0(Qh).
Applying the inverse equivalences from Theorem 3.2, we get for each
height function h the heart of a bounded t-structure
Ah := RΦ−1h (Ah-mod) ⊂ DbeG(P1)
with simple objects Ehi = RΦ
−1
h (S
h
i ) and indecomposable projectives RΦ
−1
h (P
h
i ),
which are dual with respect to the Euler form on K0(DbeG(P1)). In fact,
RΦh(F
h
i ) = HomG(⊕jF hj , F hi ) = Ahei = P hi , so the indecomposable projec-
tives of Ah are just the objects F hi = RΦ−1h (P hi ).
Remark 3.5. Notice that since RΦh(E
h
i ) = RHomG(⊕jF hj , Ehi ) = Shi , which
is just a one-dimensional vector space concentrated at the ith vertex of Qh,
the simple Ehi ∈ Ah is the unique object in DbeG(P1) for which
RHomG(F
h
k , E
h
i ) =
{
C if i = k
0 if i 6= k
where C denotes the complex with C in degree zero and zeroes elsewhere.
The hearts Ah will play an important role in our discussion. In particular,
we need the following two lemmas, which describe how the simples of one
heart are related to each other and to the simples of another heart.
Lemma 3.6. We have
dim ExtkG(E
h
i , E
h
j ) =


1 if i = j and k = 0
1 if i→ j and k = 1
0 otherwise
Proof. The corresponding statement can be easily checked for the simples Shi
(just think about when there can be morphisms and extensions between the
simple representations of Qh), and so the lemma follows upon applying the
inverse equivalence RΦ−1h .
21
Lemma 3.7. If i is a source, the simples of Aσ−
i
h are given by
E
σ−
i
h
j =


Ehi [−1] if i = j
Ehj if i 6= j, i9 j
Cone(Ehi [−1]→ Ehj ) if i→ j
If i is a sink, the simples of Aσ+
i
h are
E
σ+
i
h
j =


Ehi [1] if i = j
Ehj if i 6= j, j 9 i
Cone(Ehj [−1]→ Ehi ) if j → i
Here, when i → j, Ehi [−1] → Ehj is the non-zero morphism, unique up to
scalar, provided by Lemma 3.6, and likewise for Ehj [−1]→ Ehi when j → i.
Proof. We give the proof for Aσ−
i
h. The argument for Aσ+
i
h is similar.
Claim 1: E
σ−
i
h
i = E
h
i [−1].
Up to isomorphism, E
σ−
i
h
i is the unique object of D
b
eG
(P1) such that
RHomG(F
σ−
i
h
k , E
σ−
i
h
i ) = 0 for k 6= i and RHomG(F σ
−
i
h
i , E
σ−
i
h
i ) ≃ C (see Re-
mark 3.5), so to establish the claim we check that Ehi [−1] satisfies these
two conditions. For the first condition, note that RHomG(F
σ−
i
h
k , E
h
i [−1]) ≃
RHomG(F
h
k , E
h
i )[−1] = 0, since F σ
−
i
h
k ≃ F hk for k 6= i. For the second condi-
tion, we need RHomG(F
σ−
i
h
i , E
h
i [−1]) ≃ C. Applying RHomG(−, Ehi ) to the
sequence 0→ F σ
−
i
h
i →
⊕
i→k F
h
k → F hi → 0, we get an exact triangle
RHomG(F
h
i , E
h
i )→
⊕
i→k
RHomG(F
h
k , E
h
i )→ RHomG(F σ
−
i
h
i , E
h
i ).
Since RHomG(F
h
i , E
h
i ) ≃ C and
⊕
i→k RHomG(F
h
k , E
h
i ) = 0, we have the
desired isomorphism RHomG(F
σ−
i
h
i , E
h
i [−1]) ≃ RHomG(F hi , Ehi ) ≃ C.
Claim 2: E
σ−
i
h
j = E
h
j if i 6= j, i9 j.
As in Claim 1, we check that Ehj satisfies the characteristic properties of
E
σ−
i
h
j . Since F
σ−
i
h
k = F
h
k for k 6= i, note that RHomG(F σ
−
i
h
j , E
h
j ) ≃ C and
RHomG(F
σ−
i
h
k , E
h
j ) = 0 for k 6= i, j. It remains to show thatRHomG(F σ
−
i
h
i , E
h
j ) =
0. Applying RHomG(−, Ehj ) to sequence 3.1 gives us an exact triangle
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RHomG(F
h
i , E
h
j ) →
⊕
i→k RHomG(F
h
k , E
h
j ) → RHomG(F σ
−
i
h
i , E
h
j ), whose
first two terms and hence last term are zero.
Claim 3: E
σ−
i
h
j = Cone(E
h
i [−1]→ Ehj ) if i→ j.
Let X = Cone(Ehi [−1] → Ehj ). We check that X satisfies the character-
istic properties of E
σ−
i
h
j . Applying RHomG(F
σ−
i
h
k ,−) to the exact triangle
Ehi [−1]→ Ehj → X gives the exact triangle
(3.4)RHomG(F
σ−
i
h
k , E
h
i [−1])→ RHomG(F σ
−
i
h
k , E
h
j )→ RHomG(F σ
−
i
h
k , X).
If k 6= i, j, then F σ
−
i
h
k = F
h
k , the first two terms and hence the last term of the
triangle are zero. if k = j, then F
σ−
i
h
k = F
h
j and so the first term is zero, giving
an isomorphism RHomG(F
σ−
i
h
j , X) ≃ RHomG(F hj , Ehj ) ≃ C. Finally, if k = i,
then applying RHomG(−, Ehj ) and RHomG(−, Ehi ) to the sequence 3.1 shows
that RHomG(F
σ−
i
h
i , E
h
i [−1]) ≃ C and RHomG(F σ
−
i
h
i , E
h
j ) ≃ C (both concen-
trated in degree 0). Thus if the first arrow in the triangle is non-zero, it must
give an isomorphism RHomG(F
σ−
i
h
i , E
h
i [−1]) ≃ RHomG(F σ
−
i
h
i , E
h
j ) and so
RHomG(F
σ−
i
h
k , X) = 0, and we shall have verified that X = Cone(E
h
i [−1]→
Ehj ) satisfies the characteristic properties of E
σ−
i
h
j .
That the first arrow in the triangle 3.4 is indeed non-zero follows from
the fact that ⊕kF σ
−
i
h
k generates the derived category. Indeed, apply the
functor RHomG(⊕kF σ
−
i
h
k ,−) to the morphism Ehi [−1] → Ehj . We have seen
in the course of our argument that the result is zero when restricted to
summands with k 6= i. If it were also zero when k = i, then the morphism
Ehi [−1]→ Ehj would have to be zero by faithfulness of RHomG(⊕kF σ
−
i
h
k ,−),
a contradiction.
4 McKay correspondence for T ∗P1
We now give the analogue for the cotangent bundle T ∗P1 of the equivalences
RΦh : D
b
eG
(P1) ≃ Db(Ah) from Theorem 3.2.
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Let π be the projection and s the zero-section for T ∗P1:
T ∗P1
pi

P
1
s
::
Define Fhi := π∗F hi and Ehi := s∗Ehi , analogues for T ∗P1 of the inde-
composable projectives and the simples for the heart Ah ⊂ DbeG(P1). Setting
Bh := EndG(⊕iFhi )op, consider the natural functor RΨh = RHomG(⊕iFhi ,−)
from the derived category of G˜-sheaves on T ∗P1 to the derived category of
finitely generated Bh-modules.
The following theorem is analogous to [7, Proposition 4.1]
Theorem 4.1. For each height function h, we have an equivalence
Db
eG
(T ∗P1)
RΨh // Db(Bh).
Proof. Like in the proof of 2.1, we must check that there are no higher Exts
between the Fhi and that the Fhi generate DbeG(T ∗P1). This will establish that
RΨh gives an equivalence D
b
G(T
∗P1) ≃ perf Bh. In Proposition 4.5, we shall
see that Bh is Koszul and hence of finite global dimension, so perf Bh ≃
Db(Bh).
To compute Exts, use the adjunction π∗ ⊣ π∗ and the projection formula:
ExtkG(Fhi ,Fhj ) = ExtkG(π∗F hi , π∗F hj ) ≃
ExtkG(F
h
i , π∗π
∗F hj ) ≃
⊕
d≥0
ExtkG(F
h
i ,⊕kF hj ⊗ T⊗d),
where T denotes the tangent bundle of P1. Each summand on the right is
zero by Lemma 3.3, so indeed we have vanishing of the higher Exts.
Next we establish generating. Suppose that we have G ∈ Db
eG
(T ∗P1)
such that RHomG(π
∗F hi ,G) = 0 for all i. Applying the adjunction, we have
RHomG(F
h
i , Rπ∗G) = 0 for all i, so by Lemma 3.4 above, Rπ∗G = 0. But π
is an affine map, so π∗ is exact and has no kernel, hence G = 0.
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Remark 4.2. Note that our algebra Bh ≃
⊕
i,j,dHomG(F
h
i , F
h
j ⊗ T⊗d)op is
graded by the difference h(j) + 2d − h(i). Since F hi = O(hi) ⊗ Wi and
F hj ⊗ T⊗d ≃ O(h(j) + 2d) ⊗Wj, there is an isomorphism HomG(F hi , F hj ⊗
T⊗d) ≃ HomG(Wi,O(h(j) + 2d − h(j)) ⊗ Wj), so the degree zero part of
the algebra Bh is just B0 =
⊕
iHomG(F
h
i , F
h
i ), which is a commutative
semisimple C-algebra with one summand for each i.
As in Section 2, we shall apply Koszul duality to understand the graded
algebra Bh. For this, we need to compute some Exts, which we shall do using
the following lemma from [7, pg. 20].
Lemma 4.3. For F ,G ∈ Db
eG
(P1) we have
ExtkG(s∗F , s∗G) ≃ ExtkG(F ,G)⊕ Ext2−kG (G,F)∗
In particular, the lemma allows us to compute Exts between the objects
Ehi = s∗Ehi .
Proposition 4.4. Let h be a height function on Γ and set Ehi = s∗Ehi . Then
we have
HomG(Ehi , Ehj ) ≃ HomG(Ehi , Ehj )
Ext1G(Ehi , Ehj ) ≃ Ext1G(Ehi , Ehj )⊕ Ext1G(Ehj , Ehi )∗
Ext2G(Ehi , Ehj ) ≃ Ext2G(Ehj , Ehi )∗
For any height function h, the Ehi form a Γ-configuration of spherical objects.
Proof. The three isomorphisms are just Lemma 4.3.
To see that the Ehi form a Γ-configuration, note that HomG(Ehi , Ehi ) ≃
Ext2G(Ehi , Ehi )∗ ≃ C and Ext1G(Ehi , Ehi ) = 0 by Lemma 3.6 together with the
three isomorphisms. Thus Ehi is indeed spherical. One can see in the same
way that Ext1G(Ehi , Ehj ) ≃ C exactly when i and j are connected in Q and
that HomG(Ehi , Ehj ) = Ext2G(Ehi , Ehj ) = 0 when i 6= j.
Proposition 4.5. Bh is Koszul with Koszul dual E(Bh) ≃ Ext•G(⊕iEhi ,⊕iEhi ),
the Ext algebra of the spherical Γ-collection Ehi . Thus by Lemma 2.6, there
is an isomorphism Bh ≃ ΠΓ with the preprojective algebra of Γ.
Proof. From the adjunction s∗ ⊣ Ls∗, we see that
RHomG(π
∗F hi , s∗E
h
j ) ≃ RHomG(Ls∗π∗F hi , Ehj ) ≃ RHomG(F hi , Ehj ).
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By the remarks before Lemma 3.6, the right hand side is zero when i 6= j
and is 1-dimensional and concentrated in degree zero when i = j. Thus we
see that RΨh(Ehi ) ≃ eiBhei, the ith simple of the algebra Bh. Since RΨh is
an equivalence,
E(Bh) = Ext
•
Bh
(B0, B0) ≃ Ext•G(⊕iEhi ,⊕iEhi ).
Thus E(Bh) is the Ext-algebra of a Γ-configuration and by Lemma 2.6,
there is an isomorphism Bh ≃ ΠΓ and Bh is Koszul.
Remark 4.6. Putting together the equivalences of Theorems 4.1 and 2.1 and
the isomorphisms Bh ≃ ΠΓ, we see that for each height function h there is a
chain of equivalences
DbeG(T
∗
P
1) ≃ Db(Bh) ≃ Db(ΠΓ) ≃ DbG(C2),
which provides a bridge between the projective McKay correspondence of
[16] and the usual McKay correspondence for C2.
As pointed out by Khovanov-Huerfano [13], a single equivalenceDb
eG
(T ∗P1) ≃
DbG(C
2) can be obtained by noting that there is an isomorphism of resolu-
tions Ŷ → T ∗P1/G˜ and X̂ → C2/G. Applying the celebrated theorem of
Bridgeland-King-Reid [8] then gives equivalences
DbeG(T
∗
P
1) ≃ Db(Y ) ≃ Db(Y ′) ≃ DbG(C2).
5 Reflection functors and spherical twists
One of the most interesting aspects of Kirillov’s paper [16] is that the equiva-
lences RΦh for different h are related by the reflection functors of Bernstein-
Gelfand-Ponamarev [4]. We show that in terms of Db
eG
(P1), the reflection
functors amount to tilting at a simple object. On Db
eG
(T ∗P1) the reflection
functors are replaced by spherical twists which relate the various equivalences
RΨh. We also note that the action of the twist can be described in terms
of tilting at a simple object. This completes our description of the relation
betweeen the McKay correspondences for T ∗P1 and P1 as outlined in the
table from the introduction.
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5.1 Reflection functors
Recall from Section 3 that if i is a sink in a quiver Q, we define a new
quiver σ+i Q by reversing all arrows adjacent to i so that it becomes a source.
Likewise, if i is a source, we define σ−i Q so that i becomes a sink.
Accompanying these operations on quivers are the reflection functors of
Bernstein-Gelfand-Ponomarev [4]
RepQ
σ+
i // Rep σ+i Q and RepQ
σ−
i // Rep σ−i Q.
In the first case, given a sink i in Q and representation V , define σ+i V to be
the same as V away from i, and at i replace Vi with the kernel of the natural
morphism
⊕
j→i Vj → Vi. The arrows from (σ+i V )i to adjacent Vj are given
by the composition (σ+i V )i →֒
⊕
j→i Vj → Vj. This defines the functor on
objects and its definition on morphisms is the obvious one. Likewise, if i is
a source, σ−i does nothing away from i, and at i replace Vi with the cokernel
of the morphism Vi →
⊕
i→j Vj. The arrows from adjacent Vj to (σ
−
i V )i are
given by the composition Vj →֒
⊕
i→j Vj → (σ−i V )i and the definition of the
functor on morphisms is obvious.
We record some basic and well-known facts about the reflection functors.
Lemma 5.1. 1. The functor σ+i is left exact, while σ
−
i is right exact, and
we have an adjunction σ−i ⊣ σ+i .
2. The derived functors Rσ+i and Lσ
−
i are inverse equivalences. Identify-
ing the Grothendieck groups of Q and σ±i Q using the bases of simple
representations, the automorphisms of the Grothendieck group induced
by Rσ+i and Lσ
−
i are simply reflections at the ith simple.
In the case of a Dynkin diagram, the functors thus generate the action of
the Weyl group on the root lattice, which we identify with K0 of the quiver.
Theorem 8.9 in [16] gives the relation between the equivalences RΦh for
different height functions in terms of reflection functors.
Theorem 5.2. We have a commutative diagram of equivalences
Db
eG
(P1)
RΦh
zztt
tt
tt
tt
tt
RΦ
σ
−
i
h
%%L
LL
LL
LL
LL
L
Db(Qh)
Lσ−
i // Db(Qσ−
i
h).
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Likewise, we have Rσ+i ◦RΦh ≃ RΦσ+
i
h.
As discussed in the comments before Lemma 3.6, applying the inverse
equivalence RΦ−1h to the standard heart of D
b(Qh) gives a non-standard
heart Ah ⊂ DbeG(P1) of finite length with simples Ehi and indecomposable
projectives F hi .
To relate the various hearts Ah we use the following proposition from [7].
Proposition 5.3. Let A ⊂ D be a finite length heart of a bounded t-structure
for D and let S ∈ A be a simple object, Set 〈S〉⊥ = {F ∈ A | HomA(S,F) =
0} and ⊥〈S〉 = {F ∈ A | HomA(F , S) = 0}. Then the full subcategories
LSA = {F ∈ D | H i(F) = 0 for i 6= 0, 1, H0 ∈ 〈S〉⊥ and H1(F) ∈ 〈S〉}
and
RSA = {F ∈ D | H i(F) = 0 for i 6= −1, 0, H−1 ∈ 〈S〉 and H0(F) ∈⊥〈S〉}
are hearts of bounded t-structures on D. LSA is called the left tilt at S, RSA
the right tilt.
We can now state the relation between various hearts Ah in terms of
tilting.
Proposition 5.4. Denoting the left and right tilts at Ehi ∈ Ah ⊂ DbeG(P1) by
Li and Ri, we have
LiAh = Aσ−1
i
h and RiAh = Aσ+
i
h.
Proof. This follows essentially from the well-known relation between the re-
flection functors and tilting (in fact tilting was invented to generalize the
reflection functors). Letting Ch ⊂ Db(Qh) denote the standard heart, the
relation is that Lσ−i (Cσ+
i
h) = RiCh and Rσ+i (Cσ−
i
h) = LiCh. We check the
first and the second is similar.
Since both Lσ−i (Cσ+
i
h) and RiCh form hearts of bounded t-structures
for Db(Qh) and nested hearts are in fact equal, it is enough to see that
Lσ−i (Cσ+
i
h) ⊆ RiCh. In fact, Lσ−i (Cσ+
i
h) is finite length and is the smallest
extension closed subcategory containing its simples, so it is enough to check
that Lσ−i (S
σ+
i
h
j ) ∈ RiCh for every simple Sσ
+
i
h
j ∈ Cσ+
i
h.
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By the definition of right tilting, we then must see that H0(Lσ−i (S
σ+
i
h
j )) =
σ−i (S
σ+
i
h
j ) ∈ ⊥〈Shi 〉 and H−1(Lσ−i (Sσ
+
i
h
j )) ∈ 〈Shi 〉. First note that
σ−i (S
σ+
i
h
j ) =


Shj if i9 j
W if i→ j
0 if i = j
where W is the quiver representation with C at i and j and an isomorphism
for the arrow joining them. Thus in all cases H0(Lσ−i (S
σ+
i
h
j )) = σ
−
i (S
σ+
i
h
j ) ∈
⊥〈Shi 〉.
For H−1, consider a projective resolution 0 → P−1 → P 0 → Sσ
+
i
h
j → 0.
After applying the functor, the map σ−i P
−1 → σ−i P 0 is still injective, except
possibly at i, so H−1(Lσ−i (S
σ+
i
h
j )) ∈ 〈Shi 〉.
Since tilting commutes with equivalences and we have RΦ−1h ◦ Lσ−i ≃
RΦ−1
σ+
i
h
and RΦ−1h ◦Rσ+i ≃ RΦ−1σ−
i
h
, the proposition follows.
5.2 Spherical twists
In the category Db
eG
(T ∗P1) the role of the objects Ehi ∈ DbeG(P1) is played by
the spherical objects Ehi = s∗Ehi . In fact, for this section it is more convenient
to think of the Ehi as objects in the full triangulated subcategory
D ⊂ DbeG(T ∗P1)
consisting of objects (set-theoretically) supported along the zero-section.
There are two main advantages of working with D. First, it is 2-CY, since
the canonical bundle is trivial on T ∗P1 and the condition of support along
the zero-section ensures the category is Hom-finite. Second, D is the smallest
triangulated subcategory of Db
eG
(T ∗P1) containing the objects Ehi , i ∈ I, since
any object F ∈ D is an extension of its cohomology objects, each of which is
set-theoretically supported on the zero-section and so has a natural filtration
for which the associated graded pieces are pushed-forward from objects in
Db
G˜
(P1), which are in turn extensions of the Ehi , i ∈ I.
By Proposition 4.4, the spherical objects Ehi form a Γ-configuration. The
spherical twists TEh
i
and generate an action of the braid group BΓ on D [14].
We saw above that if we identify all of the Grothendieck groups K0(Qh)
for different h with the affine root lattice associated to Γ, then the reflection
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functors induce the action of the Weyl group. Now we want to see that
K0(D) can be identified with the affine root lattice and that the action of
the braid group BΓ induces that of the Weyl group.
Proposition 5.5. The classes of the Fhi and Ehj form dual bases with respect
to the natural pairing 〈 , 〉 : K0(DbeG(T ∗P1)) ⊗ K0(D) → Z, where 〈E ,F〉 =∑
k(−1)kdimExtkG(E ,F).
Proof. First, recall that the pullback π∗ gives an isomorphism K0(D
b
eG
(P1)) ≃
K0(D
b
eG
(T ∗P1)) (see [9, Theorem 5.4.17]). Since the F hi form a basis for the
former, the Fhi = π∗F hi form a basis for the latter. Since RHomG(π∗F hi , s∗Ehj ) ≃
RHomG(s
∗π∗F hi , E
h
j ) ≃ RHomG(F hi , Ehj ), the duality between Fhi and Ehj fol-
lows from that between F hi and E
h
j discussed in Remark 3.5. Then the linear
independence of the Ehj follows from the duality between the Fhi and the Ehj .
It remains to show that the Ehj span K0(D). For this, consider an object
F ∈ D. Its class in K0(D) may be written as [F ] =
∑
k(−1)k[Hk(F)],
where the Hk(F) are the cohomology sheaves of F . Although the support of
G = Hk(F) may be non-reduced and so G might not be the push-forward of
an object from P1, there is a natural filtration 0 = Gm ⊆ · · · ⊆ G1 ⊆ G whose
associated graded pieces have reduced support along Z, where Gk = √Ik · G
for I = Ann(G). Thus the class of G and hence the class of F can be written
as a combination of classes pushed-forward from P1. By the comments before
Lemma 3.6, classes on P1 are combinations of the classes Ehi , and so K0(D)
is indeed spanned by the Ehi .
Proposition 5.6. In the basis Ehi , the Euler form on K0(D) is given by the
Cartan matrix of Γ, so K0(D) is an affine root lattice with the Ehi as a base
of simple roots. Moreover, the twists TEh
i
induce the corresponding simple
reflections.
Proof. For the first claim, simply note that by Lemmas 3.6 and 4.3 〈Ehi , Ehi 〉 =
dimHomG
k(Ehi , Ehi )+dimExt2G(Ehi , Ehi ) = 2 and for i 6= j 〈Ehi , Ehj 〉 = −dimExt1G(Ehi , Ehj )−
dimExt1G(Ehj , Ehi )∗ = −nij . The second claim then follows from the expres-
sion [TEh
i
(Ehj )] = [Ehj ]− 〈Ehi , Ehj 〉[Ehi ].
Remark 5.7. It can be shown that while the push-forward along the zero-
section gives an isomorphism K0(D
b
eG
(P1)) ≃ K0(D), the push-forward map
σ∗ : K0(D
b
eG
(P1))→ K0(DbeG(T ∗P1)) has kernel consisting of imaginary roots,
and so the image can be thought of as a root lattice of finite type.
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Under the equivalence RΨh : D
b
eG
(T ∗P1) ≃ Db(ΠΓ), the subcategory D
is identified with the smallest triangulated subcategory Dnil ⊂ Db(ΠΓ) con-
taining the simple objects Si. I claim that Dnil consists of complexes with
nilpotent cohomology, where a ΠΓ-module M is called nilpotent if there is a
degree k for which ΠkΓ ·M = 0. To see this, note that any nilpotent module
has a filtration
0 ⊂ ΠΓk ·M ⊂ ΠΓk−1 ·M ⊂ · · · ⊂ ΠΓ1 ·M ⊂ M
whose associated graded pieces are annihilated by ΠΓ
1 and hence are sums of
the simple modules Si. It follows that the restriction of the standard heart
of Db(ΠΓ) to Dnil is of finite length.
Under the inverse equivalence RΨ−1h , the standard t-structure on D
b(Bh)
is sent to a non-standard t-structure on Db
eG
(T ∗P1), which we may restrict to
D ⊂ Db
eG
(T ∗P1). The resulting heart, which we denote Bh ⊂ D, is then of
finite length with simple objects Ehi , i ∈ I.
Our next result shows that the spherical twists not only realize the action
of the Weyl group on the affine root lattice but also relate the various hearts
Bh ⊂ D.
Theorem 5.8. If i ∈ Qh is a source, then TEh
i
(Ehj ) ≃ Eσ
−
i
h
j . Likewise, if i is
a sink, then T−1
Eh
i
(Ehj ) ≃ Eσ
+
i
h
j . In particular, since the hearts are finite length
and hence determined by their simples, TEh
i
(Bh) = Bσ−
i
h for i a source and
T−1
Eh
i
(Bh) = Bσ+
i
h for i a sink.
Proof. We prove TEh
i
(Ehj ) ≃ Eσ
−
i
h
j for i a source. The proof of T
−1
Eh
i
(Ehj ) ≃ Eσ
+
i
h
j
is similar.
Consider the defining exact triangleRHomG(Ehi , Ehj )⊗Ehi → Ehj → TEh
i
(Ehj ).
If i = j, then TEh
i
(Ehi ) ≃ Ehi [−1] ≃ s∗Ehi [−1] ≃ s∗Eσ
−
i
h
i ≃ Eσ
−
i
h
i with
the first isomorphism being a standard property of spherical twists in a 2-
CY category, the second isomorphism is from exactness of s∗, the third by
Lemma 3.7, and the last by definition.
If i 6= j and i 9 j, then RHomG(Ehi , Ehj ) = 0 because the Ehk form a
Γ-configuration, so TEh
i
(Ehj ) ≃ Ehj ≃ Eσ
−
i
h
j , with the last isomorphism coming
from Lemma 3.7.
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If i → j, then RHomG(Ehi , Ehj ) ≃ Ext1G(Ehi , Ehj ) ≃ C by the properties of
Γ-configurations. Thus the defining exact triangle is of the form Ehi [−1] →
Ehj → TEh
i
(Ehj ). But by Lemma 3.7, Eσ
−
i
h
j ≃ Cone(Ehi [−1] → Ehj ), so indeed
TEh
i
(Ehj ) ≃ Eσ
−
i
h
j .
Note that the relation among the hearts Bh ⊂ D by autoequivalences is
stronger than the relation among the hearts Ah by tilting (Proposition 5.4).
Our final result, which is well-known to experts, shows that the weaker rela-
tion of tilting is induced by the spherical twists, thus completing the analogy
between the spherical twists and the reflection functors outlined in the table
from the introduction.
Proposition 5.9. Let D be a 2-CY triangulated category with B ⊂ D the
heart of a bounded t-structure that is of finite length. Then twists along
simple, spherical objects realize tilting at S:
TS(B) = LSB and T−1S (B) = RSB.
Proof. Since bounded t-structures with nested hearts are equal , it is enough
to check that TS(A) ⊆ LS(A), and since the TS(A) is finite length, it is
enough to check that TS(S
′) ∈ LS(A) for every simple S ′ ∈ A.
When S = S ′, we know that TS(S) = S[−1] so that indeed H0(TS(S)) =
0 ∈ 〈S〉⊥ and H1(TS(S)) = S ∈ 〈S〉. Thus TS(S) ∈ LSA.
Otherwise consider the exact triangle
RHom(S, S ′)⊗ S → S ′ → TS(S ′).
By Schur’s lemma, Hom(S, S ′) = Hom(S ′, S) = 0, and so by Serre duality
Ext2(S, S ′) = 0. Then from the long exact sequence in cohomology we see
that H i(TS(S
′)) = 0 for i 6= 0 so that TS(S ′) ≃ H0(TS(S ′)). The non-zero
part of the long exact sequence is thus
0→ S ′ → TS(S ′)→ Ext1(S, S ′)⊗ S → 0.
Applying Hom(S,−) gives
0→ Hom(S, TS(S ′))→ Ext1(S, S ′)⊗Hom(S, S) → Ext1(S, S ′)→ 0.
The map on the right being an isomorphism, we have Hom(S, TS(S
′)) = 0,
whence TS(S
′) ∈ 〈S〉⊥.
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