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Abstract
In this work, the improvement of the semantic description extraction process from
video sequences using contextual information (from a speciﬁc application domain) and
feedback strategies between diﬀerent processing stages is proposed. The analysis of
video-surveillance sequences is proposed as a case of study. Contextual information is
applied by using an event detection ontology and the feedback schemes are proposed
to provide a re-evaluation of the unknown detected events. The results show that
combining the use of contextual information and feedback strategies improve the
computational eﬃciency and the correct event detection rate.
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Chapter 1
Introduction
1.1 Motivation
In recent years, much of research eﬀort in video event analysis has been focused on
extracting semantic descriptions from video sequences (number and type of objects,
relations between them, events,...etc.). Most of this previous research takes as good
the results obtained from previous analysis stages like object segmentation, object
tracking and object recognition (like people, cars, buildings, ...) which are tradition-
ally supposed independent between them. Nevertheless, the remarkable dependence
that the results present with the application domain and the close dependence of the
results of an algorithm with respect to other subsequent algorithms (for example a
poor segmentation makes recognition very diﬃcult), are generally accepted facts[1].
In extending the semantic (or high-level) interpretations from video sequences,
one of the challenges is to exploit expectations derived from high-level structures to
improve the low-level processing stages. In this context, the use of complex feedback
strategies can enhance the performance of the lower levels of processing for feature
extraction and consequently the semantic information extracted will be more accurate.
The feedback strategies are processes whereby some proportion of the output signal
of a system is passed to the input. The general idea is to compute the error signal
between the image data and the hypothesized model and use this error signal to
accept or reject the hypothesis. If the current hypothesis is rejected, the error signal
is used to generate a new hypothesis and to tune the parameters of the analysis
algorithms to perform a more accurate detection. Finally, the corresponding error
signal is computed and the feedback process begins again until the hypothesis is
accepted. For example, feedback strategies can be used to analyze the scene with a
diﬀerent degree of detail, which implies applying diﬀerent techniques to extract image
1
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information and diﬀerent degrees of precision in segmenting the objects of interest[2].
Other studies (like [3]) show that feedback enables higher levels of processing to tailor
the general-purpose pixel-level segmentation.
The use of context information about how a video sequence has been captured
or the location of some objects in the scene generally allows the improvement of the
quality of the results from analysis and recognition stages. Traditionally, this con-
textual information has been incorporated by manual adjustment of the algorithm's
parameters or implicitly in the structure and design of the algorithms. In the last
years, the research community is proposing alternatives based on the use of formal
descriptions of the content modeled with ontologies. The ontologies had been used
successfully for semantic video description and for searching/automatic indexing in
multimedia databases (e.g., [4]). The use of ontologies for representing the contextual
information has caused the development of knowledge-based vision systems[5]. These
systems try to ﬁnd solutions for two basic problems: how to build and represent the
object ontology and how to use the ontology for improving the analysis stage results.
1.2 Objectives
The main objective of the work presented in this document is to study the eﬀect of
the application of contextual information in the video analysis process and to use
this information to provide feedback between analysis stages with the purpose of
improving the performance of the analysis, interpretation and semantic adaptation
processes operating with time constraints (real-time). To achieve this objective, a new
visual analysis methodology has to be designed. It will allow to customize the visual
analysis procedures using the contextual knowledge explicitly represented. Therefore,
the presented work will have the following objectives:
• To study the state of the art in the following topics: visual analysis systems, rep-
resentation of the knowledge in computer vision using ontologies and feedback
strategies between processing stages.
• To design a visual analysis framework integrating common techniques for se-
mantic information extraction or event recognition.
• To design and develop a generic ontology to represent the contextual information
associated to the detection of video events. Later, this generic ontology will be
particularized to detect events in the video surveillance domain, adapting the
semantic analysis techniques to ontology concepts.
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• To design and develop diﬀerent feedback schemes using the partial output results
of the analysis stages to achieve two objectives: the use of generic analysis
algorithms (that will be customized, by the use of the ontology, depending
on the context of the application domain) and an improvement of the system
performance (due to the correlation between concepts and stages).
• To evaluate the quality of the ﬁnal results using objective techniques, as well
as its computational execution cost. Furthermore, this objective includes the
design of an appropriate evaluation methodology and a dataset to evaluate the
techniques proposed.
1.3 Document Structure
The structure of the document is as follows:
• Chapter 1. This chapter presents the motivation and the objectives of the work
presented.
• Chapter 2. This chapter presents an overview of the literature related to the
work presented in this document.
• Chapter 3. This chapter presents the ontology design and development for the
representation of the contextual information. This ontology is particularized in
the underground video-surveillance domain.
• Chapter 4. This chapter presents the framework and the techniques used for
the visual analysis task. These techniques are mainly focused on foreground
object extraction, object tracking, object classiﬁcation and event detection.
• Chapter 5. This chapter presents the feedback schemes developed to increase
the overall system performance. These feedback schemes are focused on the
improvement of the proposed framework in the previous chapter.
• Chapter 6. This chapter presents the dataset used, the evaluation process and
some experimental results. Furthermore, a comparison of the system results
with/without using the feedback path is presented.
• Chapter 7. This chapter summarizes the main achievements of the work, dis-
cusses the obtained results and provides suggestions for future work.
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At the end, ﬁve appendices list further details. They describe the complete ontology
developed in this document (Appendix A), the ViPER toolkit used for the evaluation
process (Appendix B), some color conversion schemes used in this work (Appendix
C), the mean-shift and the PCA algorithms (Appendix D) and some mathematical
issues related with the foreground detection stage (Appendix E).
Chapter 2
State Of The Art
This chapter gives an overview of previous work that has been done in the scope of
the study presented in this document. In the next sections, we describe the areas
of visual analysis (section 2.1), knowledge representation (section 2.2) and feedback
strategies used in visual analysis (section 2.3).
2.1 Video Analysis
As we can see in Figure 2.1, the processing stages of an automated video analysis
system can be listed as foreground object detection, object tracking, object classiﬁ-
cation and event or action recognition[6]. The following sections describe the related
work found in the literature on each of these ﬁelds.
Figure 2.1: Generic video analysis system
5
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2.1.1 Foreground object Detection
Foreground object detection or segmentation is the ﬁrst basic step of almost every
video surveillance system. It identiﬁes meaningful components of an image providing
a focus of attention for the subsequent processing stages. In the surveillance domain,
the relevant objects are extracted by analyzing the motion of the scene [6]. Classiﬁ-
cations of moving object segmentation algorithms vary signiﬁcantly in the literature
and no consistent classiﬁcation can be found. Most of them are either ambiguous or
not complete. For example, in [7] the algorithms are classiﬁed into four categories: 3-
D segmentation, motion-based segmentation, spatio-temporal segmentation and joint
motion estimation and segmentation. Another survey [8] distinguishes two main cat-
egories: motion-based and spatio-temporal. Among motion-based techniques, there
are two subgroups based on the dimension of motion models employed (2D or 3D).
The spatio-temporal category includes algorithms that use the spatial information to
rectify and improve the temporal segmentation results. A simpliﬁed version of these
two categories is shown in Figure 2.2.
Figure 2.2: Classiﬁcation of segmentation categories: (a) simpliﬁed motion-based
segmentation and (b) simpliﬁed spatio-temporal segmentation
In the case of 2D segmentation using motion-based information, the most pop-
ular approaches include temporal diﬀerencing [9], optical ﬂow [10] and background
subtraction [11]. Moving object segmentation is a diﬃcult task with some signiﬁcant
problems that need to be handled well for obtaining a robust video analysis system.
They are:
• How to represent the motion/spatial information of the scene and combine
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them?
• How to pre- and post-process the video in order to eliminate the noise artifacts?
• How to deal with dynamic environmental conditions such as illumination changes,
shadows, highlights and complex backgrounds?
In the following subsections, the state-of-art in moving object segmentation is overviewed
focusing in the use of background subtraction techniques and the application of some
post-processing stages (noise removal, shadows/highlight detection,...) to improve the
accuracy of the moving object extracted.
2.1.1.1 Background subtraction
Background subtraction is a commonly used technique for motion segmentation in
scenes captured by a static camera that tries to detect the moving regions that do
not belong to the background of the scene[12]. The basic scheme of this method is
shown in Figure 2.3. This method is based on the pixel-by-pixel diﬀerence between
the current image It and the reference background image Bt at time t. Then, the
pixels where the diﬀerence is above a threshold τ are classiﬁed as foreground as it is
shown in the following equation:
Ft ⇐⇒ |It −Bt| > τ (2.1)
Figure 2.3: Basic background subtraction scheme
According to recent surveys like [13][14][15][16], there are three issues that char-
acterize background subtraction methods: model representation, model initialization
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and model adaptation. The ﬁrst describes the kind of model used to represent the
background; the second one takes into account the initialization of this model, and
the third one relies to the mechanism used for adapting the model to the background
changes (e.g. illumination changes).
The simplest background models suppose that the camera is ﬁxed and the back-
ground is relatively constant and therefore propose modeling the background as
a single static image. The most simple solutions include running average or the
mean/median of the last N frames [17]. The main disadvantages of these simple ap-
proaches is that they do not provide information to choose the correct threshold τ used
in the subtraction process and they do not provide a rigorous statistical description
of the background. Furthermore, some of these approaches may require high memory
resources (like the median-based approach in which the storage requirements can be
high if a large buﬀer is needed to model the variation of the pixel values). When the
background is not constant and presents complex movement, more tolerant models
are required. These methods can be classiﬁed into parametric or non-parametric.
Parametric methods estimate the background pixels distribution as a known dis-
tribution, providing also a way to calculate the threshold. For example, to cover small
variations in the background pixels we can use the mean intensity µ and variance σ of
each pixel [18]. In this case the threshold is calculated proportionally to the variance
of each pixel (e.g. k = 3):
|xt − µ| < kσ (2.2)
In this approach the use of a k is less critic than using a ﬁxed threshold. For updating
the background model, a scheme called Gaussian Running Average (GRA) is used as
shown in the following equation:
µ2t+1 = αFt + (1− α)µt
σ2t+1 = α(Ft − µ)2 + (1− α)σ2t
(2.3)
This approach is very eﬃcient in terms of memory consumption and robustness to
noise. Another interesting approach is proposed in [19]. In this paper a transformation
of the three-dimensional RGB space to a two-dimensional space called angle-module
is presented (truncated-cone method). Then the foreground maps are calculated by
thresholding the angle and the module and the background model (angle and modules)
is updated by using a running average scheme.
The previously proposed solutions can fail if the pixel variations become more sig-
niﬁcant and non-uniform (complex backgrounds). Therefore more robust background
models have to be designed. In [11], the background pixels distribution is estimated
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by using a ﬁnite Mixture of Gaussians (MoG) . The parameters of this model are then
k mean values, k covariance matrices and k scaling factors to weight the relevance of
each Gaussian. The main problem of this method is the selection of the value of k,
that is, the number of Gaussians.
Non-parametric methods try to obtain a more accurate detection by estimating
the density function of the pixel's distribution making use of recent pixel intensity
values. In [20] the probability density function that a pixel will have a certain inten-
sity (belonging to the background) is non-parametrically estimated using the kernel
estimator [21]. This method is called Kernel Density Estimation (KDE). Another
non-parametric method is presented in [15]. The background model consists of one
histogram per pixel with the last N values. Then the mean shift algorithm is used to
ﬁnd the maximum local points of the histogram (a detailed description of the mean-
shift algorithm can be seen in Appendix D.1). The decision taken for segmenting into
foreground or background is performed by evaluating the probability density function
previously calculated:
PDF (xt) < Th⇒ xt ∈ foreground (2.4)
This model presents a good performance dealing with complex backgrounds but the
required resources and computational cost are high. Another interesting approach
is described in [22]. Principal Component Analysis (PCA) is applied to a sequence
of N frames for computing the eigenbackgrounds (a detailed description of the PCA
algorithm can be seen in Appendix D.2). The basic idea is to use PCA to keep the
eigenvectors that have most information (and belong to the background). Then, for
each new frame, the projection of the new frame in the eigenvectors sub-space and the
reconstruction are calculated. The diﬀerence between the original and reconstructed
frame is used to extract the foreground objects.
For concluding this section, a more detailed discussion of the algorithms previously
described can be seen in [15].
2.1.1.2 Shadow detection
In the moving object segmentation process, moving cast shadows [23] are usually
misclassiﬁed as a part of the moving object making the upper levels, such as ob-
ject classiﬁcation, to perform inaccurate. Several shadow detection algorithms have
been proposed and they can be classiﬁed by their use of chromaticity information
[24][17][19], edge information [25], stereo information (or geometrical properties)[26]
and a combination between them [27][28][29].
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In [24] each pixel is represented by a color model that separates brightness from
the chromaticity component. A given pixel is classiﬁed into four diﬀerent categories
(background, shaded background or shadow, highlighted background and moving fore-
ground object) by calculating the distortion of brightness and chromaticity between
the background and the current image pixels. In [17] the colour independence prop-
erty in the HSV colour space is used to detect shadows and highlights. It is observed
that the hue and saturation components of a background pixel only change within
a certain limit even if they are covered by a shadow or highlight. However, the hue
components on pixels with saturated or poor illumination are usually unstable. A
similar approach is presented in [19] where RGB color space is used to extract the
chromaticity information. In other approach [25], it is assumed that the shadow often
appears around the foreground object and they try to detect shadow by extracting
moving edges. An eﬃcient method to deal with shadows using stereo information
is presented in the W4S system [26]. In W4S, stereo information is used to detect
shadows, sudden illumination changes and complex occlusion cases. [29] proposes a
fusion scheme exploiting the information of colour, texture, neighborhood and tempo-
ral consistency to detect shadows eﬃciently and adaptively. Stauder et al. [27] relied
on the brightness, edge and shading information to detect moving cast shadows in a
textured background. A similar approach to [17] is employed in [28] where the HSV
colour space is combined with the extraction of moving edges.
2.1.1.3 Noise removal
As it is well known[19], the scheme introduced previously for detecting moving objects
can produce inaccurate foreground masks when the background model is not able to
handle correctly intensity variations of the input video signal. These variations intro-
duce noise in the output foreground pixel masks and the following processing stages
can be highly aﬀected and can reduce their performance drastically. In order to obtain
better results, noise removal is a key issue. Some simple (but eﬀective) algorithms are
used to deal with this problem: morphological operators and Connected Component
Analysis (CCA).
Morphological operators usually work on binary images by using a structuring
element and a set operator (intersection, union, etc). The structuring element de-
termines the area of the noise to be eliminated. The basic operations of interest in
this context are erosion and dilation [30]. Although the application of these operators
eliminate noise in the binary mask, the contours of the blobs are modiﬁed reducing
the accuracy of the following object recognition algorithms applied. More recently,
new morphological operators have been proposed[31] that preserve the contour of the
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blobs in the binary image.
Connected component analysis (CCA) groups the pixels in an image based on
pixel connectivity. For binary masks, the method typically used is a growing re-
gion algorithm [30]. It tries to identify the connected components (with value 1) by
analyzing the value of the pixels and their neighbors as described below :
Algorithm 1 Connected Component Analysis
1. Pixels of the binary image are scanned
2. If the pixel under consideration is a foreground pixel (having value 1):
(a) Scan values of neighbors pixels (using 4 or 8 connectivity)
i. If one of the pixels is labeled, this label is copied as the label of the
current pixel.
(b) If none of the neighbors has a label, current pixel is given a new label
3. All pixels on the binary image are scanned considering the rules deﬁned in Step
2. As a result, all isolated groups of pixels are given a distinct label as a result
of the algorithm (Figure 2.4).
Figure 2.4: Connected component labeling on a binary image
CCA is a powerful tool that gives important information about the objects in the
change mask. It provides the area of a region, the number of moving objects in the
scene and the bounding boxes associated (width, height and center). These results
are very crucial in such an automated video analysis system. Indeed, the tracking
algorithm is based on such information.
CHAPTER 2. STATE OF THE ART 12
2.1.2 Object tracking
After the moving object segmentation process, the problem of establishing a corre-
spondence between object masks in consecutive frames should be solved. Tracking
refers to predicting and establishing the position and orientation of an object in an
image sequence. In this document, we formulate object tracking as a region corre-
spondence problem, given the foreground segmentation results previously obtained.
The object tracking process can involve any moving object in the scene without
recognizing the type of the object (precategorical tracking[32]) or recognizing the
speciﬁc object to track usually employing a model (categorical tracking[32]). Thus,
there are two main approaches to solve the tracking problem:
• Based on the analysis of the pixel's content. These techniques segment
the regions of the image where the movement is produced and then, they do the
tracking process by analyzing the pixel's content. Examples of this approach are
methods based on the analysis of diﬀerential movements [33] or on the optical
ﬂow analysis [34].
• Based on object models. These techniques imply to localize, in each image
in the video sequence, the position of the speciﬁc moving object (for which we
have a model). The object models are built by hand, induced from a sequence
of examples or dynamically acquired from the moving object. The model-based
methods include: correlational methods [35], methods based on correspondence
[36], ﬁltering methods [37], methods based on deformable contours [38] and
methods based on predictive ﬁltering [39].
2.1.3 Object classiﬁcation
Object classiﬁcation is an important analysis stage for getting semantic descriptions
of the analyzed video sequences. The objective is the identiﬁcation of the diﬀerent
objects that can appear on the video sequence. In the context of video event detection,
one of the key issues is to identify the people that appear in the video sequence as
they are mainly the agents performing the actions to be detected. As a result of this
fact, this state of the art is centered in people detection and classiﬁcation.
In the case of people detection the larger and more unpredictable freedom of move-
ment poses additional complications to the classic moving object detection problem.
Existing algorithms can be divided depending on their use of motion or static features
(such as shape, color and texture) to detect people. Motion-based algorithms are usu-
ally employed after a tracking stage and they typically use the periodicity of human
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motion as a strong cue for people detection [40]. Static feature classiﬁcation algo-
rithms can be classiﬁed depending on whether they analyze contours (silhouettes) or
regions. Most of current static-feature people detectors belong to the contour analysis
family. In many cases, they apply a training phase for determining a set of silhou-
ettes representative of common human poses. Some examples are stick ﬁgure [41]
and silhouette models [42]. A diﬀerent approach proposed in [43] does not keep full
silhouettes but distinctive segments of them referred to as edgelets. Others schemes
are directly based on information extracted from the analyzed silhouettes. For ex-
ample, the technique in [26] determines the pose and location of body parts from the
silhouette of a person. Iterative ellipse ﬁtting is proposed in [44]. Alternatively, other
even simpler blob features like aspect ratio, bounding box or blob area are used [9].
Finally, there are algorithms that combine the motion and static features to get the
advantages of both approaches [45][11].
2.1.4 Event Detection
One of the main purposes of an automated video analysis system is to understand
what is happening in the sequence being analyzed. Event detection is probably the
ultimate purpose of a fully automated surveillance system. Even though it is quite
important and useful to recognize an activity, it is not easy to deﬁne the type of
features that are interesting and meaningful in each context. The methods proposed
in the literature can be classiﬁed depending on the type of approach followed and
features used.
Depending on the type of model used, the proposed methods can be divided into
deterministic and statistical.
• Deterministic approaches model each variable/parameter with a deﬁned
value (or sequence of numbers) under a ﬁxed number of restrictions. They
use a priori knowledge to model the events to recognize and this knowledge
usually corresponds to rules deﬁned by experts from the application domain.
These techniques are easily understandable since they are based on constraints
which are deﬁned in a declarative way. However, they do not take into account
the numerical variation of data. In consequence, it is diﬃcult to model the real-
world variety. For instance, they can use ﬁnite state automata [46], Petri nets
[47], or logic programming [48]. In order to obtain more ﬂexibility, probabilities
can be used to weight the rules deﬁned by the experts [49]. Another approach
is presented in [50] to optimize the temporal constraints resolution by ordering
in time the sub-events of the event to be recognized. A very eﬃcient algorithm
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which follows this approach takes advantage of a pre-compiling stage of event
models to recognize in real-time complex events involving a large number of
physical objects [51][52].
• Statistical approaches rely on learning. These approaches do not know
the models with precision and therefore they are described with statistical ap-
proaches. Sometimes, statistical approaches have the advantage of being more
simple and robust to changes in the model parameters. For instance, HMMs
(Hidden Markov Models) [53], NNs (Neural Networks) [54][55] and Bayesian
Inference [56], are a ﬁrst class of techniques frequently used to recognize events
in video streams. Dynamic Bayesian Networks (DBN), of which Hidden Markov
Models (HMM) are a special case, have proved robustness to data variations
in the input streams and good performance with respect to generalization, as
shown by their frequent use in activity recognition [22][57]. A drawback, how-
ever, is that the amount of labeled training data needed. To handle this issue,
several modeling techniques such as multi-streams HMM and layered-HMM
[22][57] have been proposed to reduce the complexity by breaking the problem
into a diﬀerent layers responsible of recognizing sub-events (lower layer) or the
complex event (higher layer) from the sub-event probabilistic output streams.
Depending on the underlying features used, the proposed methods for video event
recognition can be divided into three sub-categories:
• those based on 2-D image features. For instance, the authors of [58] recog-
nize human actions at a large distance (at small resolutions) by using a motion
descriptor based on optical ﬂow measurements in a spatio-temporal volume.
Other authors [59] use the projections of the 3D body shape/contour into the
2D image plane to detect actions. In [60], the idea of spatial interest points
is extended into the spatio-temporal domain. These new points often reﬂect
interesting events that can be used for a compact representation of video data
as well as for its interpretation
• those based on 2-D trajectories of tracked objects. In this category the
approaches diﬀer on the granularity of the object tracking phase. For example,
in [61] there is a tracking stage for the hands, legs and the whole body to
detect the actions performed by them. Other approaches, like [56], present
the recognition of events based on a tracking stage of the blobs extracted from
the scene and a classiﬁcation stage to distinguish between diﬀerent objects.
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These approaches based on blob tracking analysis have a reduced expressiveness,
limiting the number of events to detect.
• those based on 3-D body pose acquired from motion capture or 3-D pose
tracking system. For example in [62] the 3D space is decomposed into a set of
feature spaces where each feature corresponds to the motion of a single joint or
combination of related multiple joints. For each feature, the dynamics of each
action class is learned with one HMM and then action recognition is computed
using a weak classiﬁer.
2.2 Knowledge representation and ontologies
2.2.1 Introduction
Knowledge can be deﬁned as an organized collection of data designated to solve a
speciﬁc task. This collection is based on a conceptualization and in this document,
it includes objects and other entities that are assumed to exist in an area of interest
(scene) and the relationships between them (actions or events). This conceptualiza-
tion is an abstract view of the domain of interest, that we want to represent with
a purpose. Subsequently, a knowledge representation structure has to be selected to
represent these concepts. At this point, the most popular choices are: relational data
models and ontologies.
The relational data model describes the logic structure of the data and its appli-
cation. One of the most important models of this category is the entity-relationship
model. This model describes schematically the possible instances of the concepts
represented. These instances represent the data used by the ﬁnal application. Many
extensions have been added to the entity-relationship model to enrich the data in a
semantic way. One common extension is to use a class-subclass hierarchy. Despite
of this, the data model has limitations in its design: it presents only a view of the
world and it is not reusable (and it is evident that one concept can have diﬀerent
interpretations depending on the context).
On the other hand, ontologies [63] allow to manage more easily the knowledge
information. An ontology is a set of concepts and relations between them shared by
the community experts of a given domain (like video surveillance domain). More-
over, they add expressiveness and reasoning capabilities. Ontologies make systems
user-centered and enable experts to fully understand the terms used to describe the
knowledge models. They provide an easy way to capture the domain knowledge and
make it usable by people and automatic systems. They facilitate the interoperability
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between systems providing a standard shared knowledge for each speciﬁc domain. At
last, it has to be highlighted that ontologies have to be build, reﬁned, adapted and
integrated by domain experts.
2.2.2 Ontologies for video events
Recently, the use of ontologies for representing the a priori knowledge (or context
information) has been proposed in the video analysis research community [64]. In
each domain, the determination of the number and type of the objects that can
appear in the scene allows to link the visual analysis process with the speciﬁc domain
ontologies (that is, descriptions of possibly detectable objects, relationships between
objects,...). This approach is currently obtaining promising results [1][65]. Moreover,
the ontology is useful to evaluate scene understanding systems, to understand exactly
what types of events a particular system can recognize, and to share and reuse models
dedicated to the recognition of speciﬁc events.
The use of the ontologies for representing the contextual information has caused
the development of knowledge-based vision systems [5]. These systems have to deal
with two basic problems: how to build and represent the object ontology and how to
use the ontology for improving the analysis stage results.
For solving the ﬁrst problem, most of the proposals deﬁne the components and
the ontology structure in a manual way (e.g. [5][66][67]), obtaining the low level
attributes by extracting visual descriptors from available training sequences. Com-
monly, a generic ontology is deﬁned for the analysis problems and so many speciﬁc
ontologies as speciﬁc domains. The diﬀerent proposals represent their ontologies
with formal languages usually employed in Artiﬁcial Intelligence and Semantic Web
Project [68] for knowledge representation. For example, in [66][69] RDFS (Resource
Description Framework Schema) is used, whilst in [5] the choice is DL (Description
Logic). Recently VERL, an ontology representation language for describing events in
video sequences [70][71], has been proposed as an initiative for dinamizing the use of
ontologies in all the areas of video processing.
The solutions taken to solve the second problem are more heterogeneous in the
approaches proposed. For example, the analysis process is speciﬁed in [69] by using
a set of logic rules for inference expressed in F-Logic format. As an alternative,
in [66] a genetic algorithm is proposed to ﬁnd the optimum matching between the
ontology entities and a set of regions initially extracted automatically from the images.
Additionally, in [67] they use an ontology for deﬁning a Dynamic Bayesian Network
and they train it using some video sequences with the aim of identifying the entities
deﬁned in the ontology by using visual descriptors.
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2.3 Feedback in computer vision systems
Nowadays, it is known that most of the basic steps of video signal processing (seg-
mentation, tracking, recognition,...) are highly related, e.g., segmentation takes into
account the movement continuity between consecutive frames (that is, tracking), and
tracking takes into account some criteria about connectivity, compactness, aspect re-
lation,etc., that deﬁnitely are more or less complex models of what we want to track
(that is, what we want to recognize). Unfortunately, the single-pass strategy (or the
use of the forward path, see Figure 2.5) of the hypothesis-verify paradigm becomes
inadequate as it easily fails in case of not enough quality data due to bad initial data
(noise, camera tampering,...), inadequate application of algorithms,.... For improving
the high-level interpretations, one of the challenges is to exploit expectations derived
from high-level (or mid-level) structures to improve mid or low-level processing (see
Figure 2.5). The improvement of the relationships between processing steps or the use
of a feedback path of partial results can be expected to improve overall performance
as demonstrated in [72]. This work has been one of the ﬁrst to demonstrate with
speciﬁc experiments in the domain of urban traﬃc that high-level hypotheses about
intended vehicle behavior could in fact be used to inﬂuence the tracking unit and thus
improve tracking under occlusion.
Figure 2.5: Representation of the forward and feedback path
In the literature work addressing expectation-guided image analysis using the
forward path exists [56][73][74][75] but to our knowledge few video analysis systems
with a generic architecture have been proposed which allow to feedback expectations
from high levels of abstraction to image analysis procedures at low-level. In the past
years, some methods like [76][77][3] can be interpreted as using high-level feedback to
guide pixel-level foreground segmentation. These type of methods modify their pixel-
level background modeling only in response to speciﬁc types of high-level processing,
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such as the detection of people or illumination changes. None of them describe how
to generalize the feedback inﬂuence to arbitrary forms of high-level analysis.
In the last years, some approaches have emerged that describe in detail the feed-
back path. In [78][79][80][81], the authors extend the idea of the single-pass framework
by employing complex feedback strategies for more robust hypothesis generation and
veriﬁcation. A generic control strategy of activities is presented and focused on the
stages of the object detection and recognition tasks.
In the moving object segmentation stage, there is some relevant work. In [3],
it is deﬁned a generic framework for introducing feedback from high-level analysis
modules into low-level stages. The foreground segmentation model is extended in a
general way to incorporate corrective guidance from analysis concerned with higher
level primitives such as image regions or object semantics. The beneﬁts obtained are
various: quick adaptation into the background model of sudden illumination changes,
improvement of the segmentation of objects, and exclusion of repetitive movements.
The proposed framework enables to use general-purpose pixel-level segmentation to
the speciﬁc deﬁnition of foreground pertinent to an application. In [2] a feedback
scheme is presented to couple with segmentation errors due to noise. Speciﬁcally, the
model uses a decomposition strategy in description levels or models (for the objects
expected to detect) to enable the feedback of information between adjacent levels. In
this work, the detection of humans is proposed as a case study. The approach used
at object level to re-feed the blob level is based on the decomposed model veriﬁcation
and it is translated, at blob level, into a parameter conﬁguration that aﬀects the
segmentation process. The parameter optimization for segmentation of video objects
is also discussed in [82] as a way of providing feedback to low-level analysis. The
modules used in this proposal are an object ﬁlter and a genetic algorithm that learns
the best parameter conﬁguration accumulatively (based on the number of objects
detected and some feedback information). More recently, [83] combines the use of
feedback and low-level scene ontology to present a knowledge-based framework for
video analysis which exploits relationships among analysis stages. The authors test
the proposed framework in a foreground object extraction application, where temporal
frame diﬀerence and background subtraction are used as inputs, and a basic low-level
ontology suited for these inputs deﬁnes the classes in the scene description (at pixel
level) and set constraints to their relationships.
The use of feedback in the object recognition process is discussed in [84]. The
recognition task in variable illumination environments is modeled as an optimization
problem with the quality of object recognition being the goal function. The feedback
path is performed from the recognition phase to the detection phase varying the de-
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tection template. A multilevel Markov random ﬁeld (MRF) is adopted to model both
the detection and recognition processes. Then an optimization phase is performed
using the MRF structure.
Nowadays, the incorporation of tracking analysis in complex feedback schemes
is starting and some works can be found in the current literature. [85] calculates
performance measure of tracking results that are used in a feedback loop to evaluate
the goodness of the segmentation/tracking in order to adjust the weights assigned
to each low-level analysis stage. [86] presents a statistically consistent method for
incorporating feedback from high-level motion models (tracking analysis) to modify
the adaption behavior (background model). The idea is to use knowledge from the
models of the background and from the tracker to improve the overall performance.
This share of both models is based on formulating the background maintenance prob-
lem as inference in a continuous state Hidden Markov Model, and combining it with
a similarly formulated object tracker in a multi-chain graphical model framework.
Another approach similar to the previous one is presented in [87]. In this paper a de-
tection feedback mechanism is performed which deals with objects deposited/removed
into/from the scene. This method avoids any slow moving or stopping objects be-
ing absorbed as well as the so-called ghost eﬀect caused by adaptive background
learning, as the feedback loop enables the selective update of the background.
Chapter 3
Ontology for semantic video
analysis
3.1 Introduction
The proposed ontology deﬁnes all the knowledge needed to represent video events for
automatic semantic description of video sequences. This knowledge involves the dif-
ferent objects that appear in the scene, the diﬀerent events/actions that may happen,
the system capabilities and the possible responses to the diﬀerent events observed.
An ontology structure is used to design the concepts relative to video events. The
ontology has been structured in two parts: the basic concepts and their domain-based
extensions. The basic concepts deﬁne the common fundamentals for the creation of
new domain ontologies for the extraction of semantic information from video se-
quences. Then, some extensions of the basic concepts (based on the knowledge of
the application domain) are described. Finally, video surveillance is proposed as an
application domain. The protégé software developed at Stanford University [88] has
been used to build the ontology for semantic video description.
In the next sections, we brieﬂy describe basic entities (section 3.2), their extensions
(section 3.3) and the proposed domain ontology for visual surveillance (section 3.4).
3.2 Basic concepts/entities
This section enumerates and deﬁnes all the basic concepts of the ontology. In a
generic video analysis system, we can suppose that the relevant concepts of the a
priori knowledge belong to three classes: the Scene (or the outside), the System (or
the inside) and the User (or the interface to the user). A more detailed description
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of these classes is given below:
• Scene : the physical space where a real event occurs and which can be ob-
served by one or several cameras. This concept includes the scene objects, their
interactions (events) and the scene context. The scene entity has:
G Object List : a list of objects in the scene. It is a spatial representation of
the current spatial state of the scene. Basically, it covers the objects in the
scene and their spatial descriptions. This list can include objects of any
kind (mobile/contextual, foreground/background,...)
G Event List : a list of events that happened in the past or currently being
performed . The nature of these events can be very diﬀerent: illumination
changes, appearing/disappearing objects, activity monitoring,... It can be
deduced that the objects from the Object List are implicated in these
events, either as subjects of the action or as objects of it.
G Scene Context : it is a priori information of the scene environment and it
is acquired before the processing of the scene. It is composed of two kinds
of contexts: spatial context and target context (divided into event and
object context). The spatial context corresponds to a physical map of the
scene. The mission context contains the speciﬁc methods to recognize the
mission scenarios, the relations between them and other types of a priori
information.
• System : a concept for representing the system that uses the ontology. This
concept includes the analysis capabilities of the system, the possible responses
to the detected events and a system status. The system concept involves:
G System Capabilities: a description of the system analysis capabilities and
the associated parameters: available algorithms, conﬁguration sets,...
G System Status: a description of the current system status. Depending on
the application, this description can have signiﬁcant changes.
G System Reactions: a description of the diﬀerent system reactions to speciﬁc
detected events or objects (like starting another application, recording the
event to disk,...)
• User : this concept represents the interface to the ﬁnal user that manipulates
the semantic information generated by the system. This user concept can
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be a physical user, another software program,... and it can include a descrip-
tion of the user interaction mode to request information to the system (system
information or semantic information extracted)
Although the previous scheme includes the User (or consumer information) as a fun-
damental part of the ontology, its modeling is out of the scope of the work presented in
this document. Hereafter, we ignore the modeling of the User concept. A hierarchical
description of the basic ontology concepts can be found in Figure 3.1 (Scene entity)
and Figure 3.2 (System entity). These basic concepts are extended in the following
sections.
Figure 3.1: Class Hierarchy of the Scene entity
Figure 3.2: Class Hierarchy of System entity
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3.3 Extensions of basic concepts/entities
3.3.1 Object
The Object concept represents any real world object observed by the camera. It is the
basic structural unit in the scene and most of the ontology concepts (SceneContext,
Event,...) rely on the Object entity. The class of an object corresponds to its nature
and can be determined by its properties. The objects in the scene can be classiﬁed
depending on two aspects:
• The ability to initiate their own motion. This property characterizes the mo-
bility and autonomy of the object in general and divides the object entity into
mobile and contextual objects:
G Mobile objects: an object that can initiate its motion. Typical mobile
objects are individuals, body parts, groups of people, animals, robots...
G Contextual Objects: an object that cannot initiate its motion. Depend-
ing if the object is movable, we have two subclasses: Fixed Objects (if it
cannot be displaced) and Portable Objects (if it can be displaced).
• The spatial dimensions used for representing the object. Depending on the
model dimension we have two subclasses: 2D and 3D.
The proposed scheme for the Object entity is shown in Figure 3.3
Figure 3.3: Class Hierarchy of Object entity
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3.3.1.1 Basic Object Attributes
The attributes of an object are all the properties characterizing the Object entity.
Between the diﬀerent attributes associated to the Object entity, we highlight the
following:
• Properties between objects (inter-object): they indicate the relationship be-
tween diﬀerent objects and their spatial relation. They are:
G isPartOf or hasObject: indicates that the object is part of another
object or have another object as part of it (like ﬁngers are part of a hand)
G hasSpatialRelation: indicates the spatial relation between object (like a
head is on the top of a human body)
• Properties for describing an object (intra-object): they describe the object.
Their value belongs to basic types (like integer or string) and VisualDescriptors
(using the MPEG-7 standard[89]):
G Visual Attributes using basic types
o Position-Based: Xpos, Ypos
o Global-appearance: height, width, ratio, global_color, size
o Local-appearance: silhouette, posture, sub-part_color
G hasVisualDescriptor: indicates a MPEG-7 visual description
The diﬀerent subclasses of the Object entity (MobileObject and ContextualObject)
inherit the basic object attributes and they add other properties for characterizing its
mobility and autonomy (like liveliness) or their role in the scene (like role). In Figure
3.4 we can see an example of a mobile object (a person) and some of its attributes
(indicated in green colour) and its relations with other entities (indicated in blue
colour).
3.3.2 Event
The Event entity is a generic term to describe any event, action or activity that
happens in the scene and that is interesting for a video analysis system (e.g. video
surveillance, video indexing). The semantic level of an event is very variable: from
low-level events (like motion or illumination change), mid-level events (like appearing,
splitting and other object-related events) or high-level events (gesture identiﬁcation,
activity monitoring,...). Video events are characterized by their objects of interest, the
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Figure 3.4: Ontology model of a Person item
time when the event happens and the capturing conditions (number of cameras used,
daytime, weather conditions,...). Examples of typical events are intrusion inside a
restricted area, detection of suspicious objects,...
There are diﬀerent ways for distinguishing the kind of video events in the scene.
In this work we propose three diﬀerent aspects for classifying the video events:
• Number of objects involved
G Multiple Events. These type of events involve several mobile objects with
diﬀerent motions.
G Single Events. In these type of events only one mobile object performs the
action to be recognized.
• Temporal relation
G Simple Events. These type of events can be calculated every frame. The
properties or the likelihood of the event can be directly acquired by ana-
lyzing one single frame (or few frames).
G Complex Events. These type of events present temporal relation between
the diﬀerent parts that compose the event (sub-events). The events occur
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during a period of time and cannot be calculated by only analyzing few
frames.
• Transitivity
G Intransitive. These type of events require a subject that performs the
action but it is not required an object for? the action (purpose?)
G Transitive. These type of events require a subject and a purpose of the
action.
In the rest of the chapter, classiﬁcation of the events based on the transitivity is
avoided. This classiﬁcation only adds the features action_subject and action_purpose
to all the derived classes of the Event entity. This fact duplicates all the classes to
describe and unnecessarily extends the chapter length (see Appendix A for a complete
description of the proposed ontology). Thus combining the two other classiﬁcation
schemes (number of objects and temporal relation) we can classify the video events
into four classes:
• Simple_SingleObject events (or SSE): these type of events are performed by
one mobile object and can be directly inferred from the visual attributes of the
mobile object (numerical values). These type of events usually correspond to
general physical object properties. For example: A person stays inside a zone.
• Simple_MultipleObject events (or SME): these type of events are performed by
several (at least two) mobile objects and can be calculated every frame. For
example: Two person stay inside a zone or Person A is close to object O and
person B stay inside zone Z
• Complex_SingleObject events (or CSE): these type of events are a linear com-
bination in time of simple events (directly calculated in each frame) and they
are performed by one mobile object. These type of events imply a temporal
relation and order between the sub-events that compose the event. For exam-
ple: detection of an unattended bag (composed of the sub-events calculated in
diﬀerent frames: drop-oﬀ object, object becomes static and owner distance
too far).
• Complex_MultipleObject events (or CME): these type of events are the most
diﬃcult events to detect. They involve several mobile objects and they are
composed of diﬀerent sub-events with logical and time relations between them.
The proposed scheme for the event entity is shown in the Figure 3.5.
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Figure 3.5: Class Hierarchy of Event entity
3.3.2.1 Basic Event Attributes
The attributes of an event are all the properties characterizing the event entity. Be-
tween the diﬀerent attributes associated to the event entity, we highlight the following:
• List of objects (mobile and contextual) that perform the action (ObjectList)
• Sub-events that compose the event to detect (Sub-events)
• Relations or constraints between the objects and the sub-events or events (Con-
straints)
In the following Figure 3.6, we can see an example of the basic event attributes used
for a Complex_SingleObject event (Changes_zone) and for a Simple_SingleObject
event (Inside_zone).
Figure 3.6: Event Attributes Example
CHAPTER 3. ONTOLOGY FOR SEMANTIC VIDEO ANALYSIS 28
3.3.3 Scene Context
The SceneContext entity deﬁnes all the information that may inﬂuence the way a
scene is perceived. This information can be used during the analysis of the scene to
help the process to complete the task eﬃciently. In this context, we distinguish three
types of a priori useful information:
• Spatial Context : it includes a 2D/3D spatial description of the objects of interest
in the scene (mainly ﬁxed and portable objects).
• Object Context : it includes the relations between the diﬀerent objects (mobile
and contextual) that can appear in the scene. For example, in video surveillance
sequences from airports it is common that people walk with their luggage. In
other scenarios, like parkings, it is common that people get out/into the car.
• Event Context: it includes the relationship between the events that can occur
in the scene. This relationship is composed of two parts: the more likely events
and combinations among the events. For example, the event context related
to airport surveillance can include the more common events (like unattended
luggage detection) and some typical combinations (like the event a Boarding
gate door is open is usually followed by People passing through the door ).
Figure 3.7: Class Hierarchy of Context entity
3.4 Domain ontology
A domain ontology is targeted to model the subset of the world covered by a speciﬁc
application. This work is focused on the use of the ontology in the analysis of events
in video sequences. However, due to the extremely variety of meanings in which the
video event detection domain can be conceived, one sub-domain has been selected to
model them in detail: video-surveillance of underground stations.
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3.4.1 Underground Video surveillance
For the Underground Video-Surveillance domain, the Object concept deﬁnitions are
the following:
• Mobile Objects: Person (p), Group of persons (g), Crowd (c), Metro Train (m),
Other (o)
• Contextual Objects
G Portable Objects
o Luggage (l), Portable furniture (f), generic(g).
G Fixed Objects:
o Zone (z) with diﬀerent roles (Entrance_Zone, Exit_Zone,Corridor,
Hall,...)
o Equipment (eq) with diﬀerent sub-classes (Wall ,Seat, Poster, Door,
Map,...)
For the Event concept, Figure 3.8 shows some descriptions of the events and in Fig-
ure3.9 there is a list with all the events modeled in the ontology for the Underground
Video-surveillance domain. Moreover, a more detailed description of the domain on-
tology can be seen in section A of the appendix.
Figure 3.8: Underground Video Surveillance Event Examples
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Figure 3.9: Event Ontology for the Underground Video Surveillance domain
Chapter 4
Video Analysis Framework
4.1 Introduction
The proposed video analysis system is depicted in Figure 4.1. After a frame acquisition
stage, motion segmentation is performed to detect moving pixels (Foreground Detec-
tion Module). Subsequently, the Blob Extraction Module analyzes the connected
regions of the binary foreground mask to detect blobs. Then, the Blob Tracking
Module generates the trajectories of the blobs between consecutive frames using color
and position information. Afterwards a classiﬁcation stage is applied to the blobs for
distinguishing between human and non-human classes. Then, all the generated data
and some additional blob features (like type, trajectory, size, speed,...) are used in
an event recognition stage (Action or Event Detection Module).
The possible use of this system is two-fold: real-time alarm generation by pre-
deﬁning event models like A human moving in direction d at speed more than s causes
alarm a1 or make use of the produced video object data to index the stored video for
oine semantic search. Additionally, the context information (SceneContext entity
described the previous chapter) is used in the diﬀerent processing stages to achieve
their diﬀerent objectives (like detecting the objects or zones of interest, identifying
the events in the video,...).
This system is assumed to work real time as part of a video-based surveillance
system. It implies that the computational complexity of the processing algorithms
should not be high. Hence, the decisions on selecting the analysis algorithms are
aﬀected by their computational run time performance as well as quality of their
outputs.
As the system relies on the background subtraction technique to detect foreground
objects, it imposes restrictions in the type of camera and the initialization method.
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Regarding to the type of camera, it must be ﬁxed and should not have Automatic Gain
Control (AGC) for obtaining a good extraction of video objects. Regarding to the
position of the camera, moving objects must be not too close to the camera because
the events to be detected need to have the entire object in the scene. Regarding to
background initialization, we suppose that there are few starting frames of the video
sequence with no-presence of objects to allow the computation of the background
model . Another restriction is the need to ﬁlter sudden lighting eﬀects, as the proposed
system is not tolerant to them and may produce unexpected results (can be corrected
with a module that detect these eﬀects).
The remainder of this chapter presents the computational models and methods
that have been selected for the diﬀerent processing stages: frame acquisition (section
4.2), foreground detection (section 4.3), blob extraction (section 4.4), blob tracking
(section 4.5), blob classiﬁcation (section 4.6) and event detection (section 4.7).
Figure 4.1: Video Analysis Framework
CHAPTER 4. VIDEO ANALYSIS FRAMEWORK 33
4.2 Frame acquisition
A frame sequence captured by a still camera or a stored video sequence are the inputs
to the system. The proposed system works with uncompressed frames with RGB
values for each pixel, therefore the input sequence may need some decoding before
starting the processing.
The frame acquisition process is the following: the camera captures a frame from
the recorded scene and sends it to the system; a speciﬁc software for the acquisition
of frames is provided in the system and it is responsible for storing the data in a
video memory [90]. On the other hand, if the frame source is a stored video sequence,
it is sequentially scanned and the frames are stored in memory in the same way as
the camera input by the acquisition module. Then the system takes the frames from
memory and process them sequentially. The analysis of stored video sequences is done
sequentially (without losing frames) and the analysis of frame sequences captured by
the camera is done on demand (it may lose frames if the overall processing is too
slow).
4.3 Foreground Detection
The system diagram of the foreground detection method is shown in Figure 4.2 and
is based on the background subtraction algorithm. This method has been selected
due to its low computational cost and the use of static cameras that allows to easily
maintain a background model. The module is composed of four stages to extract
binary masks indicating which pixels belong to the foreground. The ﬁrst step is the
change detection module. It decides whether each pixel is foreground (corresponding
to a blob) or background. Then, noise removal is performed in the binary mask and
the detection of shadow pixels is performed. Finally, noise removal is applied again
to obtain the ﬁnal foreground mask.
Figure 4.2: Foreground Detection Module
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4.3.1 Change Detection
4.3.1.1 Background subtraction
In this module, the background subtraction algorithm is implemented inspired by
the study presented in [75]. This algorithm works on gray-scale images with static
background (see Appendix C for more information about color conversion). The
background/foreground decision is taken by applying to every pixel a modiﬁed version
of the basic background subtraction thresholding operation (see equation 2.1):
F (I[x, y])⇐⇒ (|I[x, y]−B[x, y]|)2 > β (4.1)
As we can see in Figure 4.3, the results of the application of equation 4.1 can produce
noisy results mainly due to the noise introduced by the camera.
One of the possible solutions is to subtract a square window around every pixel
instead of doing a single subtraction operation.
F (I[x, y])⇐⇒
W∑
i=−W
W∑
j=−W
(|I[x+ i, y + j]−B[x+ i, y + j]|)2 > β (4.2)
This thresholding operation aims at discarding the eﬀect of the camera noise after
frame diﬀerencing. In this point, the determination of the probability that the pixel
diﬀerence at a given position belongs to foreground or background is due to noise
and it can be calculated by using the Gamma and the Lower Incomplete Gamma
functions (see appendix E for more information). Firstly, it is supposed that there is
no moving object in the frame diﬀerence and we refer to this hypothesis as the null
hypothesis, H0. Let g(i, j) be the sum of the absolute values of the frame diﬀerence in
an observation window of q pixels around (i, j)(equation 4.2). Moreover, let us assume
that the camera noise σ is additive and follows a Gaussian distribution with variance
σ. Given H0, the conditional probability density function of the frame diﬀerence
Figure 4.3: Obtained Foreground Mask with the modiﬁed basic background subtraction
algorithm
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follows a distribution χ2qwith q degrees of freedom deﬁned by the following equation:
f(g(i, j)/H0) =
1
2q/2σqΓ( q2)
g(i, j)(q−2)/2e−g(i,j)
2/2σ2 (4.3)
where Γ(•) is the Gamma function. Now we can formulate a signiﬁcance test
using the previous assumption for accepting or rejecting the null hypothesis H0(see
Appendix E for more information). This test is:
P{g(i, j) ≥ τ(i, j) ‖ H0} =
Γ( q2 ,
g(i,j)2
2σ2
)
Γ( q2)
(4.4)
This test indicates that if the probability is smaller than a certain value α, we reject
the null hypothesis at the current pixel position. Therefore, we label that pixel as
belonging to a moving object. The signiﬁcance level is a stable parameter that does
not need manual tuning along a sequence or for diﬀerent sequences. Experimental
results indicate that valid values fall in the range from 10−2 to 10−6. Thus, the most
critical parameter in this detection process is the variance of the camera noise σ. The
main advantage of this technique is that it can compensate a video signal with a
time-varying noise level.
4.3.1.2 Background model
In the proposed foreground detection module, the reference background B is ini-
tialized with the ﬁrst video image. To adapt the background model to the dynamic
changes of the environment like global illumination changes, moving clouds in a sunny
day and long term background updates (objects that become part of the background),
the reference background is updated selectively with incoming images. The update
process is performed using a running average scheme (see equation 2.3 for more in-
formation) only in the pixels detected as background by the change detection module
and maintaining the same pixel value in the pixels detected as foreground by the
change detection module. The update scheme is:
Bt+1(x, y) =
αBt(x, y) + (1− α)It(x, y) if Ft(x, y) = 1 (FG)Bt(x, y) if Ft(x, y) = 0 (BG) (4.5)
4.3.2 Shadow removal
During the segmentation of the objects from the background, moving cast shadows
are always misclassiﬁed as part of the moving object. Practically any scene, both
indoor and outdoor, contains shadows. For general-purpose shadow detection, the
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pixel based and deterministic non-model based algorithms assures the best results
[23]. Other studies, like [91], suggest that one of the best color space for detecting
shadows is the HSV space and this color space corresponds closely to the human
perception of color [92]. In the proposed system, we have selected an algorithm that
combines these two facts. The algorithm used is based on the work presented in [17]
and it performs an analysis of the chromaticity and intensity variation of the current
and background images in the HSV space.
After the color conversion between the input RGB images to the HSV space,
three maps are calculated to detect shadow pixels in the foreground mask previously
calculated.
Firstly, the ratio intensity (V) between current and background images is used
to ﬁlter the possible shadow points. Then, the algorithm exploits that the variation
of the chromaticity (Hue (H) and Saturation (S)) between current and background
images does not change signiﬁcantly [23]. The rules that decide if a pixel belongs to
a shadow are described in the following equation:
SPt(x, y) =

1 if α ≤ IVt
BVt
≥ β
∧ ‖ISt (x, y)−BSt (x, y)‖ ≤ τS
∧ ‖IHt (x, y)−BHt (x, y)‖ ≤ τH
0 otherwise
(4.6)
where It(x, y) and Bt(x, y) are the pixel values at coordinate (x, y) in the current
input image and in the background model at time t. Finally pixels classiﬁed as
shadow points are eliminated from the foreground mask.
Figure 4.4: Example of shadow removal using the HSV color space
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4.3.3 Noise removal
Noise reduction of the binary foreground mask is performed using mathematical mor-
phology. The operation selected is called Opening by Reconstruction of Erosion and
it is described in [31]. It is an smart combination of the basic erosion and dilation
morphological operations. The main advantage of this operation is that it preserves
the underlying shape of the object eliminating small artifacts detected in the fore-
ground mask. The size of the small artifacts eliminated (usually noise) depends on the
size of the structuring element used in the dilation/erosion operations. The algorithm
works as follows:
Algorithm 2 Opening by Reconstruction of Erosion
• The algorithm starts with an image X with some regions to eliminate.
• Then a marker image Y , that indicates some portions of the regions that do no
be eliminated, is calculated by an erosion process of X.
• After that, an iterative process is performed:
G A dilation operation is calculated in the image Y . Then, the pixels of the
dilated image diﬀerent to image X are eliminated.
G The stop condition: when there is no change in the marker image Y (after
the dilation and ﬁltering processes) between two consecutive iterations
The implementation of this operation in the proposed video analysis system uses
as marker image Y which is an eroded version of the current binary foreground mask
(image X). After the dilation process, logical AND operation between X and the
eroded Y is calculated to ﬁlter the diﬀerent pixels in the two images. Finally the stop
condition has been deﬁned as the minimum percentage change in the ﬁnal image Y
obtained after the dilation and ﬁltering processes. In Figure 4.5 we can see the results
of applying the operation in one binary mask and an overall reduction of the noise
can be observed.
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Figure 4.5: Example of noise removal in binary masks using Opening by Reconstruc-
tion of Erosion
4.4 Blob Extraction
After the extraction and post-processing of binary foreground masks for ﬁltering noise
and shadow regions, the Blob Extraction module extracts information about con-
nected components in the binary foreground mask. This processing is performed in
two stages: an initial blob detection stage and a post-processing stage.
4.4.1 Blob Detection
The objective of this stage is the extraction of connected components in the binary
foreground mask. The technique employed at this stage is the Connected Compo-
nent Algorithm (CCA) using 8-neighborhood. This algorithm is described in section
2.1.1.3. It assigns a label to each connected region in the mask. Additionally, bound-
ing boxes of these regions are calculated. Figure 4.6 shows an example of this process.
4.4.2 Region Level Post-Processing
After the blob detection performed on the foreground mask, we can notice (see Figure
4.6) that some artiﬁcial small regions are detected and labeled. These regions appear
even after removing pixel-level noise. This problem can be ﬁxed by eliminating regions
with an area lower than a certain threshold (in terms of numbers of pixels). For each
frame, this threshold is calculated as a percentage of the average region size and
regions that have smaller sizes than the threshold are eliminated from the list of
regions detected and the foreground mask.
4.5 Blob Tracking
This module makes a simple tracking of the relevant objects identiﬁed in the previous
modules. This task is performed by ﬁnding the correspondences between the blobs
detected in the current frame and the blobs detected in the previous frames (tracks).
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Figure 4.6: Example of the Connected Component Analysis with post-processing
We have decided to use a Match Matrix to ﬁnd the correspondence between tracks
of previous frame (namely Tmj−1) and blobs of current frame (namely B
n
j ) simplifying
the tracking problem. This Match Matrix is calculated for the tracks and the blobs,
and the best matches are calculated from the Match Matrix. Each row in the Match
Matrix corresponds to a track from the previous frame and each column corresponds
to a blob from the current frame. Each element in the matrix is, thus, the degree of
match between a track and a blob. The values entered in the matrix are the Euclidean
distance between a track and a blob. In this system, each element in the match matrix
is the sum of the Euclidean distance in position values (X and Y coordinate values)
and the Euclidean distance in color values (R, G, and B values). The values for X
and Y values are normalized, respectively, against the maximum width and height
of the images. Similarly, R, G, and B values are normalized against their maximum
possible value, which is 255. The deﬁnition of the Match Matrix for each position is
the following:
MMnm =
√
(∆Y/Y dim)2 + (∆X/Xdim)2+√
(∆R/255)2 + (∆G/255)2 + (∆B/255)2
(4.7)
where ∆X and ∆Y are the diﬀerences in X and Y position values and ∆R,∆G and
∆B are the diﬀerences in mean red/green/blue values between trackm of the previous
frame and blob n of the current frame. Xdim and Y dim are the frame dimensions.
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4.6 Blob Classiﬁcation
The objective of this module is the identiﬁcation of the diﬀerent objects that can ap-
pear in the video sequence. As described in section 2.1.3, the discrimination between
people and other objects is a key issue in the detection of events. For classifying
blobs detected as people and non-people, we have used a combination of two simple
algorithms:
• The ﬁrst algorithm is based on a single feature, the aspect ratio of the blob.
Thus, the feature computed is w/h and we assume that it follows a Gaussian
distribution with µ = 0.3 and standard deviation σ = 0.2 (computed from the
training set).
• The second algorithm is based on the compactness on the foreground detected
regions. If their corresponding area in the binary foreground mask is ﬁlled less
than some percentage, p, then the item is classiﬁed as people. The threshold p
is empirically found to be between 70% and 75%.
These two algorithms are combined in a conventional Bayes classiﬁer linear scheme[56].
Figure 4.7 shows an example of the classiﬁcation results for diﬀerent foreground ob-
jects detected:
Figure 4.7: People Detection results sample (green/red colour for blobs detected as
people/non-people)
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4.7 Event Detection
As the event detection process is directly related with the ontology deﬁnition of the
events, we have to process in a diﬀerent way each event concept shown in the ontology.
In this section the recognition mechanism for detecting simple events (that can be
calculated in each frame or few frames) and complex events (that are composed of
sub-events and present relation with time) are shown.
Figure 4.8 depicts the scheme of the event detection module. Firstly, this module
calculates some properties needed to recognize the diﬀerent events (the blob cate-
gorization is not performed in this stage). Then, the information calculated by the
previous modules is analyzed to detect the events. The events to be recognized and
some objects/zones of interest are provided by the scene context.
4.7.1 Detection of simple events
These type of events are deﬁned over a short coherent unit in time (∼ 1− 25 frames)
and commonly involve few objects. The deﬁnition of these events can be directly
inferred from logical constraints on other simple sub-events or from mobile object
properties. Also a successful event model has to handle the ambiguity in the event
deﬁnition (using the probabilistic domain instead of the logical one).
Due to this considerations, these type of events can be seen as an instantiation
of a Bayesian Network like the authors of [56][93] suggest. The events are considered
as hypotheses and the related properties as evidences. Bayesian inference allows to
calculate the probability of hypothesis H (∼ H means the opposite of the hypothesis)
by analyzing the related evidences Ei using the following equation (assuming that each
evidence is conditionally independent given the hypothesis):
Figure 4.8: Event Detection Module
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P (H/E1....En) =
n∏
i=1
P (Ei/H)P (H)
n∏
i=1
P (Ei/H)P (H) +
n∏
i=1
P (Ei/ ∼ H)P (∼ H)
(4.8)
To model the probability distribution function of the terms P (Ei/H) we suppose
four diﬀerent functions: Threshold, Uniform, Gaussian and Histogram. The parame-
ters of these distributions are learned from training data.
As a example of this model for detecting simple events we provide the deﬁnition of
the PutObject event based on the proposal of [56] with some modiﬁcations. In Figure
4.9 we can see the model of this event.
E1 and E2 impose together a temporal constraint: the object was carried by the
human before the PutObject event so the separate track of the object has not started
yet. Once it appears, we know the PutObject event has just happened and we check
if the two blobs involved correspond to an object and the owner classes (evidences
E3 and E4). E5is a spatial constraint to check the distance between the owner and
the object (the owner has to be close to the object when the drop-oﬀ just happened).
This constraint eliminates irrelevant persons who are just passing by when PutObject
event takes place. In case that multiple persons are close to the luggage when the
drop-oﬀ takes place, the closest person is considered as the owner. The prior and the
conditional probabilities are listed as follows:
• P (D) = P (∼ D) = 0.5
• P (E1/D) = 1,
• P (E2/D) =Probability of the blob of being foreground blob
• P (E3/D) =Probability of the object of being non-people class
• P (E4/D) =Probability of the owner of being people class
Figure 4.9: PutObject event modeled using Bayesian Inference
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• P (E5/D) =
1 if d < dth0 if d > dth
• P (Ei/ ∼ D) = 0.5, i = 1, 2, 3,4,5 (when P (Ei/ ∼ D)is unknown or hard to
estimate, we use a default value 0.5)
4.7.2 Detection of complex events
These type of events correspond to more complex structures of events. These events
may take place over long sequences and present some linear combination in time. As
[94] we have decided to use ﬁnite-state automata, FSA (or ﬁnite-state machine, FSM)
to represent this type of events. This FSA structure allows to easily represent the
linear temporal relation of sub-events that compose the complex event to detect. In
Figure 4.10 we can see an example of the complex event Detection of abandoned
object composed of the states (or sub-events) PutObject, Object incorporated to the
background model and Distance to owner too far. The transitions between consecutive
states occur when the state i gets high probability and returns to the initial state in
the other case.
Figure 4.10: Deﬁnition of Abandoned Object Complex event using a ﬁnite-state machine
(FSM).
Chapter 5
Introducing feedback
5.1 Introduction
In this chapter we describe the feedback strategies introduced in the proposed video
analysis framework. By using feedback strategies we want to:
• improve the performance of the lower processing levels and subsequently to
improve the performance of the ﬁnal results of the system (e.g. events detected)
• evaluate more complex rules or constraints for searching additional information
in the object of interest (e.g. ﬁnding non-detected parts) in order to reject or
accept unknown hypothesis (that is, hypothesis that were in doubt).
• eﬃciently use the resources without reducing the performance of the ﬁnal results
(in this context, resources can be seen as available processing algorithms)
• modify the parameters of the algorithms for improving performance in future
runs in the video sequence analysis (e.g., select the people detection algorithms
that produce best results for a video sequence).
We will follow the feedback strategy suggested by several authors [79][80][82], where
the generated hypothesis is accepted or rejected by computing the error signal be-
tween the hypothesis and the model to be recognized. A new hypothesis is generated
if the hypothesis under evaluation is rejected and the new corresponding error signal
is computed. This process is repeated until the new hypothesis is accepted. Fur-
thermore, [3] suggests that the feedback strategies can guide the analysis component
behavior for future analysis of incoming images. The typical behavior modiﬁcation
performed is parameter adjustment[3][2].
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In this work, we use the feedback strategies for evaluating unknown hypothesis
and modify the analysis component's behavior for future runs. We interpret the
feedback concept as a re-evaluation of some processing stages with a modiﬁcation on
their quality output level. This output quality variation is performed by selecting
the desired quality level (a number between 1 and MAXQlevel that is predeﬁned
for each module). In each module, the predeﬁned quality levels are automatically
mapped into a parameter adjustment or other strategies that change the quality of
the output. At this point, we have three issues to solve:
• Which module decides which component has to change its behavior (that is,
select the appropriate quality level) and which components need to be re-
executed?
• How to implement the output quality levels of the processing stages?
• How to measure the quality of the output data?
The ﬁrst question can be solved by adding a supervisor module that manages the
behavior of the video analysis system and decides if the hypotheses generated are
accepted or rejected. If the hypotheses are rejected, this supervisor module is re-
sponsible for deciding which analysis components need to be re-executed and the new
quality requirements in their output results. These decisions are taken by analyzing
the intermediate output results of the analysis components involved in the generated
hypotheses. The second and third questions are diﬃcult to answer in a general way
due to the output results variety and they will be answered in each particular case.
In the next sections, we brieﬂy describe the feedback approach used in the frame-
work (section 5.2) and their application in the proposed framework (section 5.3). This
application is described in terms of the processing stages with output quality variation
(sections 5.3.1.1 to 5.3.1.5) and the supervisor module (section 5.3.2). Finally the use
of the feedback path (section 5.3.4) and the model modiﬁcation for future runs on
incoming data (section 5.3.5) are discussed.
5.2 Feedback as output quality variation and selective re-
execution
As said above, we apply the feedback strategies to change the behavior of the analysis
components as an increase/decrease in the quality level of their output results and
re-execute them. By using this strategy we want to increase the quality of the ﬁnal
results of the system, that is, to improve the conﬁdence in the semantic description
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generated (e.g. the events detected) at the same time that we keep the computational
cost bounded.
As a ﬁrst approach to this interpretation of feedback, we distinguish four ways to
automatically change the quality of the output results:
• By using a ROI-based multi-resolution analysis. This approach allows
to process the input data with diﬀerent granularity on the regions of interest
obtained in the lowest resolution level. Furthermore, it reduces the overall
analysis eﬀort maintaining a similar output quality performance. Thus, the
quality levels of this type of analysis can be associated to the granularity of the
analysis.
• By using an iterative analysis on data. This approach exploits the iterative
data analysis performed by some algorithms. This process usually improves the
analysis in each stage and it is stopped by some predeﬁned criteria. Thus, the
quality levels of this type of components can be viewed as a modiﬁcation of this
stopping criteria and the parameters involved in the iteration process.
• By using independent analysis components to perform the same task
and fuse their results. In this approach, we propose to use the agreement
between them as the measure of the quality output[95]. Furthermore, it is
a key issue to use independent and simple analysis components to exploit the
Maximization of Mutual Information concept (MMI)[96]. Thus, the quality level
of the output data can be a variation of the agreement between the components
involved.
• By iteratively applying analysis components with more complexity.
This approach is based on the successive application of more complex analysis
components to obtain an output with more quality. It assumes that the most
complex analysis components produce the best results (that may not always
be true) requiring higher computational costs. Thus, we can deﬁne the quality
level as the application of a set of analysis components and fuse their results
(e.g. apply algorithm A for quality level 1, apply algorithm A and B fusing
their results for quality level 2,...).
5.3 Application in the proposed video analysis framework
In this section, the application of the previously discussed approaches in the proposed
framework is described in detail. We have decided to apply one of each of the proposed
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Figure 5.1: Analysis components of the system with Feedback path.
approaches to diﬀerent analysis components. The selection of which approach is
used in each analysis component has been decided taking into account the nature of
the processing stage and its implementation complexity. In Figure 5.1 we can see a
scheme of the described analysis system with the proposed feedback path. We can see
that the supervisor module takes as input the intermediate outputs of the analysis
components and produces some feedback signals to change the quality level of the
diﬀerent components.
As a general design pattern, each analysis component that is used in the feedback
path has to satisfy two requirements:
• Performance Evaluation: the component should provide maps or features to
measure the success of its results (that is, to estimate the quality of the output
results)
• Diﬀerent output quality: the component should provide diﬀerent levels of
quality for its output data (by applying the approaches proposed in section 5.2).
5.3.1 Implementation of feedback approaches in processing stages
5.3.1.1 Feedback in the foreground segmentation process
In this stage, the ROI-based multi-resolution scheme is implemented due to the nature
of this task. As segmentation methods usually rely on analyzing pixels or regions,
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Figure 5.2: Pyramidal representation: levels 0 and nmax represent respectively original
resolution and resolution used in background modeling.
the application of a multi-resolution scheme is appropriate for obtaining the diﬀerent
quality levels in the output data by analyzing input images at diﬀerent levels of
detail. The method proposed is based on the pyramidal decomposition [97]. This
type of approach allows a quality variation, that is, selecting the diﬀerent levels of
the pyramid.
The ﬁrst step in the proposed method consists in creating the multi-resolution
representation of the image using a regular Gaussian pyramidal representation (see
Figure 5.2). In this structure, inter-level relationships are ﬁxed so the structure only
reduces the resolution of the input image in the consecutive levels. From an original
image (n = 0), each pyramid level n + 1 is recursively obtained by processing its
underlying level n. Speciﬁcally, the image at level n+ 1is convolved with a Gaussian
ﬁlter (5x5) and then down-sampled by rejecting even rows and columns. Thus, there
is a reduction by 2 in width and height. Finally, we iterate to obtain a low resolution
image with n equal to nmax. In each level, a foreground detection scheme similar to
the described in section 4.3.1 is maintained.
In this approach we consider that the foreground seeds (that is, the initial ROIs)
to build the foreground/background models are calculated over the lowest resolution
image (n = nmax). This assumption comes from the fact that when we look at an
image from a far viewpoint we mainly see the background image. Thus, the segmen-
tation process starts at level n = nmax and it is equal to the one described in section
4.3.1. The segmentation results calculated in the lower level of the pyramid (n = 0)
are propagated towards the upper levels of the pyramid. Let's suppose that we want
to grow from level n2 to level n1, the segmentation of level n2 can be propagated to
level n1 by applying three stages. Firstly, we have to calculate the initial foreground
mask (mask1) for level n1, this image is calculated by up-sampling the correspond-
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ing image in the previous level n2(mask2). Secondly, a foreground pixel analysis (in
mask1) is performed to calculate the bounding boxes of these pixels. Finally, these
detected bounding boxes (ROIs) are reﬁned by applying the same background sub-
traction process as the one used in level n = 0 to obtain the foreground mask of level
n2. In order to avoid that the upper background models of the pyramid become in a
non-updated state (remember that the foreground seed (level n = 0) is always pro-
cessed whilst the other quality levels are processed depending on the desired quality),
each N frames the whole pyramid model is updated. A description of the iterative
process for choosing a quality level and obtaining the desired foreground mask can be
seen in the following algorithm description :
Algorithm 3 Algorithm for foreground segmentation using the pyramid structure
• Create the Gaussian pyramidal representation of the image
• Calculate the foreground/background model in the lowest resolution (n = nmax)
• Iterate to the desired output quality (level of the pyramid)
G Set n→ n− 1
G While n > ndesired
o Up-sample the FG mask of the previous level (n− 1)
o Analyze FG regions to calculate Bounding Boxes (ROIs)
o Compute the background segmentation process in the detected ROIs
B Using the foreground/background model of the level
B Using the corresponding image initially built
o Set n→ n− 1
G Get the desired FG mask
Variable Quality output The diﬀerent quality levels can be assumed to corre-
spond with the outputs of the diﬀerent levels in the pyramid structure. As the levels
of the pyramid correspond to an approximation of the analysis of sub-sampled ver-
sions of the input image, the diﬀerent quality levels provide segmentation masks with
diﬀerent resolutions. Figure 5.3 shows an example of segmentation results obtained
by selecting diﬀerent quality levels.
Performance evaluation When the ground-truth segmentation maps are not avail-
able, the evaluation of the performance of video object segmentation becomes a dif-
ﬁcult task. Some authors like [98], propose metrics based on the color and motion
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Figure 5.3: Example of foreground masks calculated for diﬀerent quality values (n)
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diﬀerences along the boundary of the estimated video object plane and the color
histogram diﬀerences between the current object plane and its temporal neighbors.
These experiments show that it is possible to locate the wrong segmented regions
which boundary is not correctly detected. The problem of these techniques is that
they introduce a computational cost, that is proportional to the number of objects
of interest in the scene, limiting the real-time processing capabilities. Due to this
problem, we have decided to implement the performance measure as an analysis of
the accumulated motion detected in the previous frames and the percentage of the
motion detected in the current frame. For example, if we detect that there is not so
much motion in the last N frames we can decide to reduce the quality level of the
segmentation module. On the other hand, if the sequence becomes crowded, the sys-
tem must increase the quality level to reﬁne the detection allowing the identiﬁcation
of the individuals in later analysis stages.
5.3.1.2 Feedback in the shadow-removal process
In this stage, the concept of agreement between independent algorithms is used to
provide diﬀerent levels of quality in the shadow detection process. The approach
is based on applying independent algorithms to the same data and iteratively try
to ﬁnd the optimum parameters using the agreement as performance measure. To
exploit this concept, we have decided to make a simple decomposition of the HSV
shadow detection algorithm described in section 4.3.2 and combine it with texture
information.
The HSV shadow detection algorithm is decomposed into the intensity and chro-
maticity parts (described in section 4.3.2) similarly to [95]. Thus, the intensity al-
gorithm is controlled by the parameters α and β. In the chromaticity algorithm, we
make the assumption that shadows also cause a decrease in the pixel's colour sat-
uration [23] and we only use Saturation as the feature to analyze (discarding Hue
information). This assumption is true if the background of the scene presents strong
colour content. Thus, the chromaticity algorithm is controlled by the parameter τS .
The texture algorithm is based on the hypothesis that the change of light inside a
shadow is quite smooth [99]. In other words, inside a shadow, two adjacent pixels
would have the same intensity reduction ratio. If there are multiple shadows of the
same object, at the border of the intersection of these shadows, two adjacent pixels
may receive two diﬀerent amounts of light that make the assumption about the con-
sistency of intensity reduction incorrect. Thus, this algorithm is controlled by the
value d that indicates the maximum percentage of ratio variation among the shadow
regions (or surfaces).
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The overall shadow detection process is controlled by the parameters {α, β, τS , d}.
If the parameters are set correctly, we expect that there will be a strong agreement
between the three independent detectors (that is, the three binary masks show the
presence or absence of shadows in each pixel position). As the output of the algorithms
are binary images, we can build a 8-value co-occurrence histogram to compute the
agreement (combination of two possible outputs for each algorithm). We propose to
dynamically adjust these parameters to the incoming data, as in [96],where it was
also proposed to measure the agreement between two detectors using the Mutual
Information and Kendall's tau (τ)[100]. Kendall's tau can be calculated by using a
8-co-occurrence histogram of the values between the three binary outputs:
τ =
ρXY Z(1, 1, 1)ρXY Z(0, 0, 0)−
∏
i,j,k=0,1
i+j+k 6=0,3
ρXY Z(i, j, k)
√
ρX(0)ρY (0)ρZ(0)ρX(1)ρY (1)ρZ(1)
(5.1)
where (i, j, k) are binary variables, ρX(i),ρY (j),ρZ(k) are the partial percentages of
the detection of i, j, k values for each algorithmX,Y, Z, ρXY Z(i, j, k) is the percentage
of total points detected as i, j, k and∏
i,j,k=0,1
i+j+k 6=0,3
ρXY Z(i, j, k) = ρXY Z(1, 0, 0) · ρXY Z(0, 1, 0) · ρXY Z(0, 0, 1)
·ρXY Z(1, 1, 0) · ρXY Z(0, 1, 1) · ρXY Z(1, 0, 1)
Then, the gradient ascend optimization technique is iteratively applied to maximize
the agreement measured using as a constraint the equation 5.1. In Figure 5.4 we can
see the results of the shadow optimization process and the improvement achieved:
Variable Quality output By using this agreement measure, we propose that the
quality levels can be the percentage of the unknown points (that is, the points that do
not have an agreement between the algorithms). Thus, level 1 can be deﬁned as a 35%
of unknown points, level 2 can be deﬁned as a 25% of unknown points, level 3 can be
deﬁned as a 20% of unknown points and level 4 can be deﬁned as a 15% of unknown
points. The quality level is directly related with the computational complexity of the
optimization stage.
Performance evaluation We have selected as the performance measure of the
quality levels in this stage the number of unknown points and the percentage of
blobs well classiﬁed by the people detector (understanding well classiﬁed as people
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Figure 5.4: Shadow detection Comparative between the HSV and the proposed algo-
rithms (gray colour indicates shadow detected).
likelihood close to 0 or 1). The supervisor module can decide if the quality level of
the shadow detection process needs to be increased or decreased by combining the
two measures.
5.3.1.3 Feedback in the noise removal from foreground mask
In this stage, the iterative analysis approach is implemented using the algorithm
proposed in section 2.1.1.3. This decision has been taken due to the iterative nature
of the algorithm. In this algorithm there are two parameters that describe its behavior:
the size of the structuring element (SE) and the stop condition. The size of the SE
determines the size and structure (in pixels) of the noise to be eliminated and the
stop condition is directly related with the computational cost of the algorithm.
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Variable Quality output In this analysis component, we propose that quality
variation will be based in the modiﬁcation of the size of the SE. The stop condition
has been established to a ﬁxed value to guarantee the correct recovery of the initially
detected blob shape. The modiﬁcation of the size of the SE is based on the perfor-
mance evaluation calculated by the supervisor module and aﬀects the size of the noise
eliminated. Thus, if we deﬁne 4 levels of quality, we propose that level 1 implies a
3x3 size of the SE, level 2 implies a 5x5 size of the SE, level 3 implies a 7x7 of the
SE and level 4 implies a 9x9 size of the SE. The shape of the SE has been set to a
rectangular shape. In Figure 5.5 we can see an example of the diﬀerent quality levels
and the associated processing time.
Figure 5.5: Example of the noise removal using diﬀerent quality.
Performance evaluation In this stage, performance evaluation can be associated
to the amount of noise eliminated. This amount is estimated by analyzing the in-
put/output results of this module and the blob analysis module. The performance
measure for the size of the SE is the amount of blobs eliminated from the blob ex-
traction stage and their mean size. For example, if there are a lot of small blobs
eliminated in the blob extraction stage, probably the size of the SE should be in-
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creased. On the other hand, if there is not enough motion in the scene or there are
not enough eliminated blobs, this size should be reduced. The size of the SE increases
the computational cost of the morphological operations involved in the noise removal
process.
5.3.1.4 Feedback in the people detection process
In this stage we want to use the approach of choosing diﬀerent algorithms (with dif-
ferent complexity) to recognize people in the regions of interest determined in the
previous stages. We have decided to add to the described people detection algo-
rithm in section 4.6 two new algorithms: one based on a iterative ellipse ﬁtting
process[44] and other based in the approximation of the blob contour with a closed
polygon[101](Ghost algorithm)1.
Variable Quality output As the output variability only depends on the algorithm
being executed, the diﬀerent output quality levels are related with the available algo-
rithms in this analysis component. The algorithms are ordered in increasing compu-
tational complexity and executed depending on the desired quality level. Thus, the
ﬁrst algorithm is executed for level 1, the ﬁrst and second algorithms are executed
and fused for level 2 and the three people detection algorithms are executed and fused
for level 3. The fusion process is similar to the proposed in [102]. For example in
Figure 5.6 we can see the output results of the diﬀerent quality levels available (levels
1 to 3).
Performance evaluation The proposed performance measure for this stage is very
simple. As the output of this module are the probabilities of being people for the blobs
detected previously, this measure should indicate if the blobs are correctly detected.
We interpret the correct detection when the object is detected as people or non-people
with a higher/lower percentage respectively. The proposed measure is described in
the equation 5.2 and it is based in a penalty function that penalizes the likelihood
values close to 0.5 (worst likelihood result to obtain).
1We want to thank Victor Fernandez-Carbajales from the Video Processing and Understanding
Lab for providing a C++ implementation of the ellipse and Ghost algorithms.
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Figure 5.6: Example of the people detection process using diﬀerent output quality (diﬀerent
algorithms).
PD − performancei =
N∑
j=1
F (PeopleDetectionScore Blobj)
N
(5.2)
where F (x) =
x if x > 0.51− x if x < 0.5
N Number of blobs detected in frame i
i Number of frame
This measure is calculated for each detector used in the selected quality level and
for the fusion process. The global measure allows to increase the quality level and
the measure of each detector allow to decrease the quality level.
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5.3.1.5 Feedback in the event detection process
The detection of the proposed events PutObject, GetObject, AbandonedObject and
StolenObject requires the use of speciﬁc analysis tools (see section 6.2.2). These are
foreground/background object classiﬁcation and owner search.
Foreground/Background object classiﬁcation In this analysis, a similar ap-
proach as the people detection stage has been used. The likelihood of being a fore-
ground/background object is obtained by analyzing the contour and the shape of the
blob of interest in the current and background images[103]. Thus, we propose to have
three diﬀerent quality levels corresponding as follows: apply contour analysis for the
level 1, colour analysis for the level 2 and a fusion scheme for level 3 (similarly to
[103]). The performance measure proposed is based on the likelihood obtained with
the analysis performed. Thus, if the analysis applied produces a low probability value,
we increase the quality level iteratively to the maximum value (in this case 3). After
the evaluation of the feedback path, the quality level returns to the initial state for
future detections.
Owner search In this analysis, the owner of the object of interest is searched in the
frames close to the event. This search tries to ﬁnd blobs with high people likelihood
close to the object of interest. A more complex algorithm for owner search tries to
search the best owner of the object with a more intensive search. It ﬁnds the best
owner (closest blob with high people likelihood) and re-evaluates its people likelihood
with the highest quality level of the people detection stage (that is, applying all the
available algorithms and fusing their results). Thus, we propose to have two diﬀerent
quality levels (for the basic search and the intensive search). The performance measure
that controls the quality level is the people likelihood of the owner. After the use of
the intensive search, the quality level returns to the initial state for future searches.
5.3.2 Supervisor module
This module is responsible for the modiﬁcation of the analysis components for future
runs of the system and the use of the feedback path for re-evaluating the hypothesis.
In each frame, it accepts or rejects the hypothesised models (e.g., events) and if
the hypothesis is rejected, it activates the feedback path. Firstly, it calculates some
performance measures on the partial results of the analysis components. Then it
sends feedback signals (see Figure 5.1) with new quality requirements to the modules
in which the estimated performance is low to re-execute them in order to accept or
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reject the unknown hypothesis under evaluation This module has three operation
modes: execution of the forward path , model modiﬁcation for future analysis and
feedback path. The initial state of the module is the execution of the forward path. To
map the execution state and the possible transition between states, we have decided
to use a ﬁnite state automata (FSA) (see Figure 5.7).
Figure 5.7: Finite State Automata that models the behavior of the supervisor module.
5.3.3 Hypothesis veriﬁcation
After the execution of the forward path, the supervisor module checks all the hy-
potheses initially detected. In the proposed analysis framework, the hypotheses that
we have to verify are the events detected in the video sequence. The models of these
hypotheses are the event models described in section 6.2.2 and the result of the event
is a real value between 0 and 1. Thus, the hypothesis acceptation/rejection for each
event detected is based on this value (see equation 5.3) activating the feedback path
if its state is unknown.
Hypothesis(Hi) =

Accepted if Hi > 0.7
Rejected if Hi < 0.2
Unknown otherwise
(5.3)
5.3.4 Feedback path
After the hypothesis checking phase, each unknown hypothesis is examined in detail
to determine if it can be accepted or rejected. The output quality of the selected
analysis components is increased to allow a more exhaustive examination and the
feedback path re-analyze it. The proposed feedback path is described in Figure5.8.
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It is composed of an iterative reﬁnement and re-execution of some analysis modules
until the hypotheses is accepted or rejected.
Figure 5.8: Sequence of operations for the execution of the feedback path.
5.3.4.1 Reﬁnement of processing stages
In this stage, the identiﬁcation of which module needs to change its output qual-
ity depends on the deﬁnition of the hypothesis model. For example, the GetObject
event needs to use the segmentation, tracking and people detection stages. If the
corresponding hypothesis is unknown, the identiﬁcation of which analysis stage has
produced the in-determination in the hypothesis is performed. Then, the output qual-
ity level of the identiﬁed components are increased using the same rules of the Model
Modiﬁcation stage (obviously avoiding the decreasing quality cases) and an iterative
demand of higher quality level is started if the hypothesis under examination remains
in the unknown state.
5.3.4.2 Re-evaluation stage
Finally, the components with a change in their output quality level are re-executed.
Furthermore, some related components are executed to update the data of the hy-
pothesis under examination. For example, if the segmentation stage needs to be
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re-executed, we also might re-calculate the blob analysis stage to detect new blobs or
eliminate older blobs with the new segmentation masks calculated.
5.3.5 Model modiﬁcation
In this section, the mechanisms to adapt the general-purpose processing stages to the
diﬀerent video sequences analyzed are described. These modiﬁcations should improve
the performance of all high-levels that produce the semantic description (e.g., event
detection module) and also they should allow to eﬃciently use the available algorithms
and resources.
After the analysis of each frame (forward and feedback paths, if needed), the
supervisor module checks the state of all the processing stages changing the output
quality requirements of some components by analyzing the intermediate output results
(see Figure 5.1). To model the transitions between the diﬀerent quality levels of each
component, we have decided to use ﬁnite state automata (FSA) controlled by the
corresponding performance measures. Thus, the supervisor module updates the state
of each FSA and then changes to the forward path state to analyze the next frame.
In the following ﬁgures we can see the models for modifying the output quality of
each stage.
Figure 5.9: FSA that changes the quality levels of the Foreground Segmentation stage.
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Figure 5.10: FSA that changes the quality levels of the Noise Removal stage.
Figure 5.11: FSA that changes the quality levels of the Shadow detection stage.
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Figure 5.12: FSA that changes the quality levels of the people detection stage.
Chapter 6
Experimental Work
6.1 Introduction
In this chapter, we describe the experiments carried out for testing the proposed
video analysis framework (described in chapter 4) and the feedback and adaptation
strategies (described in chapter 5) introduced in that framework. In the next sec-
tions, we describe the dataset used and the set of events selected to test the system
(section 6.2), the metrics (section 6.3), the evaluation results comparing both systems
without/with feedback (section 6.4) and some examples of these results (section 6.5).
6.2 Experimental data
6.2.1 Dataset used
Experiments were carried out on several test sequences from public datasets related
with the selected events to detect (see section 6.2.2). They are:
• PETS2006: Ninth IEEE International Workshop on Performance Evaluations
of Tracking and Surveillance, June 2006.URL http://pets2006.net/
• PETS2007: Tenth IEEE International Workshop on Performance Evaluations
of Tracking and Surveillance, October 2007. URL http://pets2007.net/.
• CAVIAR: Context Aware Vision using Image-based Active Recognition.
URL: http://groups.inf.ed.ac.uk/vision/CAVIAR/CAVIARDATA1/
• i-LIDS dataset for AVSS2007: Fourth IEEE International Conference on
Advanced Video and Signal based Surveillance, September 2007.
URL: http://www.elec.qmul.ac.uk/staﬃnfo/andrea/avss2007_d.html
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• WCAM: Video Surveillance video sequences (The test visual material used in
this work has been provided with courtesy of Thales Security Systems within
the scope of the IST FP6 WCAM project). URL: http://wcam.epﬂ.ch/
• VISOR: Video Surveillance Online Repository.
URL: http://imagelab.ing.unimore.it/visor
• CVSG: A Chroma-based Video Segmentation Ground-truth
URL: http://www-vpu.ii.uam.es/CVSG/
• ITEA CANDELA project: scenarios for abandoned object detection.
URL: http://www.multitel.be/~va/candela/abandon.htmlCategorization
In order to evaluate the performance of the proposed approach, we have grouped all
the test sequences into diﬀerent complexity categories depending on two aspects:
• Foreground object extraction complexity deﬁned as the diﬃculty to ex-
tract moving and stationary objects in a scenario. It is related with the number
of objects, their velocity, partial occlusions, lighting changes and the people
classiﬁcation diﬃculty.
• Background complexity deﬁned as the presence of edges, multiple textures
and objects belonging to the background (like waving trees, water surface,...).
Moreover, all the test sequences have been resized to the 720x576 or 360x288 standard
resolutions (depending on which is more close to the initial resolution of the sequence)
to homogenize the video data for the experiments. A description of complexity levels
and length of the associated content is shown in Table 6.1, whilst Figure 6.1 shows
an example of each category with a description of the content:
Complexity
Category Length Foreground Extraction Background
C1 15m 20s Low Medium
C2 20m 30s Low High
C3 1h 32m 18s Medium Medium
C4 2h 6m 37s Medium High
C5 1h 26m 16s High Medium
Table 6.1: Test Sequence Categorization
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Figure 6.1: Examples of the test categories
6.2.2 Selection of events to detect
For evaluating the proposed system, we have designed four event models. For de-
tecting the events, some analysis tools have been implemented [103]. These tools
help to identify foreground or background objects by analyzing the contour and color
information of the associated blob.
The ﬁrst two events to be detected correspond to the simple events (Get/Put
Object) shown in Figure 6.2. These events are based on the action performed by a
human (the owner of the object being putted/removed in/from the scene) and the
exact instant when the action occurs.
Figure 6.2: Models of the simple events to be detected in the test sequences
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The other two events correspond to complex events (AbandonedObject and StolenOb-
ject). These events are composed of diﬀerent sub-events starting from the PutObject
and GetObject events respectively. For each event, its state returns to the initial state
if each sub-scenario fails to be recognized. The ﬁnal likelihood of each complex event
recognized is calculated as the average of the likelihood of the sub-events involved.
Figure 6.3: Models of the complex events to be detected in the test sequences
6.2.3 Ground truth
For each video ﬁle, we have created a ground truth description of the events of
out interest: PutObject, GetObject, AbandonedObject and StolenObject. There are
some tools available to annotate video ﬁles and we have tested the following: Anvil
(http://www.anvil-software.de/), IBM Annotation Tool (http://www.research.ibm.com/VideoAnnEx/)
and Viper Annotation Toolkit (http://viper-toolkit.sourceforge.net/). Finally we
have decided to use the Viper tool because it is the most popular in the research
community, it is easy to manage and it has performance evaluation tools. An exam-
ple of a ground-truth annotation ﬁle is shown in Figure 6.4.
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Figure 6.4: Examples of Ground Truth annotation using the Viper tool
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6.2.4 Training phase
Some processing stages of the system need a training phase to acquire the models used
in their tasks. These stages are the people detection stage and the object classiﬁcation
stage. The people detection algorithms need a silhouette-based people dataset and the
recognition of foreground/background blobs need a training set with the abandoned
or removed blobs annotated. In the proposed experiments, we suppose that the
necessary training models have been previously acquired (this training phase is out
of the scope of this work).
6.3 Metrics
For evaluating the performance of the overall proposed framework and the feedback
strategies used, we obtain for each event detected three types of information: its
likelihood, location (or area) where the event occurs and range of frames where the
event takes place . The ﬁnal decision is based on the application of constraints over
these information as shown in in the following equation:
Event_Detected =

True if score > ρ and
‖time_start_alarm− time_start_gt‖ < τ and
‖time_end_alarm− time_end_gt‖ < τ and
overlapped_area > 50%
False Otherwise
(6.1)
The performance of the detected events on a video sequence are evaluated in terms of
Precision (P) and Recall (R). Precision represents the ratio between the true alarms
(that is, they are in the ground truth) and the total number of alarms detected by the
module. Recall represents the ratio between alarms that correspond to real alarms in
the ground truth and the total number of alarms in the ground truth.
R =
TP
TP + FN
P =
TP
TP + FP
(6.2)
where TP (True Positive or true alarms) are the events detected from the ground
truth, FN (False Negatives or missed events) are the event not detected from the
ground truth and FP (False Positive or false alarms) are events detected that not exist
in the ground truth. The ViPER-PE tool has been used to evaluate the performance
of the system (see Appendix B for a complete description of the evaluation process).
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6.4 Performance evaluation comparison
In this section, experimental results of the proposed analysis system and the feed-
back strategies are presented. The system has been implemented in C++, using the
OpenCV image processing library (http://www.intel.com/technology/computing/opencv/).
The tests have been performed on a Pentium IV with a CPU frequency of 2.8 GHz
and 2GB RAM. Due to implementation issues related with the image processing li-
brary, the noise removal stage applied after the initial foreground detection has been
eliminated maintaining only the last noise removal stage (see section 4.3). Additional
results can be found at http://www-vpu.ii.uam.es/~jcs/Master/
6.4.1 Event detection
We have tested the performance of the overall system to check if the use of feed-
back strategies improves the initial results of the system without using feedback for
each category. It should be noted that the same parameters were used for all the
sequences, demonstrating the robustness of the proposed system and the feedback
strategies introduced for adaptation and hypothesis testing. The results of the ex-
periments carried out are summarized in table 6.2. This table shows that the use of
the proposed feedback scheme improves the overall score in each category due to the
re-evaluation stage included. As can be seen from the results, our approach achieves
better results in sequences with less foreground object extraction complexity and is
robust to background complexity. This is because the algorithms that use background
information are robust to highly textured and blurred backgrounds (obtained with
the multi-resolution approach followed in the pyramidal foreground detection stage).
No Feedback Using Feedback
Category TP FN FP R P TP FN FP R P
C1 20 0 6 1 0.77 20 0 2 1 0.91
C2 39 2 15 0.95 0.72 38 3 10 0.92 0.79
C3 480 169 287 0.73 0.62 468 181 198 0.72 0.70
C4 258 201 536 0.56 0.32 215 244 303 0.46 0.41
C5 60 109 168 0.35 0.26 55 114 125 0.32 0.30
Total 857 481 1012 0.64 0.45 796 542 638 0.59 0.55
Table 6.2: Overall performance of the proposed framework and the improvement
using feedback strategies
CHAPTER 6. EXPERIMENTAL WORK 70
6.4.2 Computational Cost
In this section, the computational performance of the proposed system without/with
the use of feedback strategies is discussed. As said above, there are two resolutions in
the dataset test sequences (360x288 and 720x576). The results obtained are summa-
rized in terms of these two resolutions (in table 6.3) and plotted in Figure 6.5. These
results show that the application of feedback strategies reduce the overall computa-
tional cost without aﬀecting the overall event detection performance (table 6.2). For
example, if the sequence presents too much activity the supervisor module will prob-
ably use a higher quality level on foreground segmentation but real video-surveillance
sequences are characterized for presenting long periods without interesting events to
detect and the supervisor module will reduce the quality requirements of some analysis
components until the scene activity increases
Average processing time (ms) Average processing time (ms)
720x576 360x288
Processing Stage No Feedback Feedback No Feedback Feedback
Foreground detection 61.93 (34%) 22.43 (20%) 15.45 (41%) 5.21 (20%)
Shadow Detection 65.50 (35%) 29.67 (25%) 16.42 (44%) 12.44 (48%)
Noise Removal 12.74 (7%) 10.64 (9%) 2.81 (7.5%) 2.67 (10%)
Blob Extraction 1.31 (1%) 1.35 (1%) 0.36 (1%) 0.20 (1%)
Tracking 2.90 (2%) 3.21 (3%) 0.41 (1%) 0.43 (2%)
People Detection 13.15 (7%) 14.85 (13%) 1.37 (3.5%) 1.82 (7%)
Event Detection 27.13 (15%) 29.96 (26%) 0.85 (2%) 2.14 (8%)
Total 184.69 ms 117.22 ms 37.69 ms 25.68 ms
Average fps 5.41 8.53 26.52 38.94
Table 6.3: Computational Cost comparison between the two proposed systems
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Figure 6.5: Computational Cost Comparative between the system not using or using feed-
back strategies for adapt the models and re-evaluate the hypothesis (results are presented in
logarithmic scale to distinguish the time values)
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6.5 Examples
6.5.1 Computational cost reduction
The introduced feedback strategies allow to change the quality level of the analysis
components during run-time for improving future runs. This change or adaptation
increases/reduces the computational complexity of some algorithms depending on the
activity in the video sequence. In Figure 6.6 we can see how the supervisor module
reduces the computational complexity when there are not objects of interest in the
scene and how it increases the quality requirements when there are objects of interest
that may produce events to detect.
Figure 6.6: Computational Cost Comparative Sample between the system not using or
using feedback strategies for adapting the models and re-evaluating the hypothesis
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6.5.2 Improved event detection
Figure 6.7 shows an example of how the proposed feedback strategy improves the
detection likelihood of the unknown hypothesis (accepting it). Firstly, an initial
likelihood of the AbandonedObject hypothesis is computed and the supervisor module
executes the feedback path to re-evaluate the unknown hypothesis. People detection
quality is increased in the reﬁnement stage. As it remains in the unknown state, the
supervisor module decides to increase the quality of the foreground detection and the
people detection stages (re-evaluating the shadow and noise removal stages).
Figure 6.7: Improved hypothesis (event) detection by using the proposed feedback scheme
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6.5.3 Improved event rejection
In Figure 6.8 we can see an example of how the proposed feedback path rejects
an unknown hypothesis by computing an iterative evaluation and reﬁnement of it.
Firstly, the supervisor module decides to increase the quality of the people detection
stage to re-evaluate the unknown hypothesis. As it remains in the unknown state,
the supervisor module decides to increase quality of the shadow detection and people
detection stages (not increasing foreground quality due to this stage is in the maximum
quality level). Finally, the re-evaluation of this hypothesis with the new quality
requirements allows to reject the hypothesis under evaluation.
Figure 6.8: Improved hypothesis (event) rejection by using the proposed feedback scheme
Chapter 7
Conclusions and future work
7.1 Summary of work
In this document, four main contributions have been presented:
• An ontology for detecting video events in video-surveillance sequences.
The proposed ontology is structured in three main parts: the basic concepts/entities,
their extensions and the domain extensions. The basic concepts of the ontology
are: scene, system and user. This ontology is centered only in the scene and
system concepts. The extensions of these concepts are based on the knowl-
edge of the surveillance domain. Thus the scene entity is described in terms of
object, event and sceneContext entities, and the system entity is described in
terms of status, capabilities and reactions entities. Finally, a domain extension
is proposed for the underground surveillance domain.
• A generic video analysis framework for detecting events in video se-
quences. The design of this framework has been guided by the proposed on-
tology. It includes a background subtraction algorithm to detect foreground
objects and some post-processing algorithms (noise removal and shadow detec-
tion). Finally, a tracking stage and a people detector stage are combined in
an event detection phase to recognize the events of interest. Furthermore, due
to its modular design the framework components can easily be changed with
better components.
• The design of feedback strategies to improve the event recognition process
and to modify the parameters of the algorithms for improving performance in
future runs. Feedback strategies are based on selective re-evaluation of some
analysis stages which can have changing quality output. This output quality
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variation is performed by selecting the desired quality level and it is automat-
ically mapped into a parameter adjustment. Then, we have identiﬁed four
diﬀerent approaches for quality variation that are implemented in diﬀerent pro-
cessing stages. Furthermore, these feedback strategies allow to automatically
change the quality of the processing stages for improving performance in future
runs over the video sequence (e.g., reducing the computational cost of the analy-
sis). A supervisor module has been added to coordinate the feedback strategies
employed in the proposed framework.
• The design and annotation of an event-based dataset. In order to provide
a good performance evaluation of the proposed framework, we have designed a
dataset composed of several sequences from public datasets. We have grouped
the test sequences into ﬁve diﬀerent complexity categories depending on the
of the foreground object extraction diﬃculty and the background complexity.
Then we have annotated these sequences using the Viper-GT tool [104] describ-
ing each event in terms of its location in space and time. Finally, the dataset
and its ground-truth is used for evaluation with the Viper-PE tool [104].
7.2 Conclusions
The work presented in this document is focused on the improvement of the processes
for semantic description extraction from video sequences. The application of con-
textual information in the video analysis process and the use of this information to
provide feedback between the analysis stages are proposed to enhance the performance
of the semantic description extraction process operating with real-time constraints.
Firstly, the analysis of video-surveillance sequences is proposed as a case of study.
The contextual information is represented by an event detection ontology and the
feedback strategies applied are based on the computation of performance measures in
the partial results of the analysis.
As a ﬁrst step, an ontology has been designed and implemented to detect events
in video-surveillance sequences. This ontology deﬁnes the concepts that compose the
contextual information of the video surveillance analysis domain. Then a framework
has been designed guided by the ontology concepts. As the results in chapter 6 show,
this framework fails to recognize the events of interest in some cases. This is mainly
due to the inaccurate detection of the object of interest. The main problem is that
objects are detected as divided in multiple parts (e.g, people divided into several
blobs) and therefore it reduces the performance of the high-level processing stages
(e.g., people recognition). In this failure cases, the use of contextual information (type
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of objects to be recognized, mean size of them,...) can increase the success detection
rate. The overall event recognition rate is about 64% which is an acceptable level of
performance for the evaluation of diﬀerent scenarios. The main disadvantage is the
high detection rate of false alarms (55% of output alarms are false alarms). These
failures can not be detected by using only contextual information and we propose to
employ feedback strategies for solving them.
Feedback strategies are employed to increase the performance of the event recog-
nition stage. Experimental results show that these strategies maintain the initial
results obtained detecting 59% of the labeled events and reducing the percentage of
false alarms (45% against 55% in the initial proposed framework). Also, they reduce
the overall computation cost modifying the quality levels of the analysis components
(38.9 fps against 26.5 fps in the initial proposed framework for 360x288 sequences).
As we can see in chapter 6, the improvement of each stage depends on its complexity
and computational cost.
In conclusion, this work enhances the performance of a generic visual analysis
framework via the use of context information and feedback strategies. The context
information is useful for adapting generic processing stages to improve the semantic
description obtained. Feedback strategies can be used to increase the hypothesis
detection rate and modify the processing stages for reducing computational cost in
future runs.
7.3 Future Work
The work described in this document is a step in the direction of the use of context
information and feedback strategies to improve the results obtained in the visual
analysis process. As it is said above, the proposed problem (event detection) is
certainly not fully solved. We identify four main areas for future work:
• Extension of the proposed ontology. The event detection ontology de-
scribed is based on the interaction between blobs (identiﬁed as people or generic
objects). We propose to extend the ontology with a lower representation of the
entities involved in the ontology. For example, the object entity can be extended
with the hierarchical representation of the parts that compose the object. This
extension allows to study a new type of events to be detected in video sequences
(like activity recognition or people-object interaction) and incorporate them to
the ontology deﬁnition. Furthermore, we propose the integration of MPEG-7
descriptions for object visual description and the integration of the feedback
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schemes (expressing the correlation between concepts and stages) in the ontol-
ogy.
• Improvement of analysis components. As said above, in the initial pro-
posed framework the object extraction process fails in some cases. Thus, we
propose to study new algorithms and post-processing techniques to increase the
performance of the object extraction process. The object extraction process is
one of the critical points in any visual analysis system working at object level and
as there are no overall solutions it is still a highly active research area. There-
fore we propose to start studying some recently proposals for object extraction
(like the combination and restoration operators that enhance the detection of
people by using a simple people model, described in [19]). Furthermore, in event
detection system the identiﬁcation of people (or crowds) is another critical task:
here we propose to investigate people recognition methods more robust to the
diﬀerent poses that can be found in video sequences. Finally, the extension
of the proposed ontology needs the development of new analysis components
to identify the diﬀerent parts that compose a speciﬁc object described in the
ontology.
• Study of complex feedback strategies. This future work area has three
main parts. Firstly, we propose to study in depth the relations between the
diﬀerent processing stages and the dependency of the ﬁnal results with them.
This study may serve to know the implications of changing the output quality
in some processing stages in the ﬁnal results. Thus, more complex and speciﬁc
feedback strategies can be used. Secondly, as said above, we have identiﬁed
four diﬀerent approaches for quality variation of the analysis components. We
propose to continue studying new approaches for this concept and to provide to
the framework a bigger set of algorithms to increase the possibilities of feedback
strategies. Finally, we propose to study other application domains with more
uncertainty (e.g., action recognition in smart rooms[105]). In these more chal-
lenging domains the possibilities for recognizing events are diﬃcult and their
deﬁnition is more complex, allowing to fully explore the possibilities of feedback
strategies.
• Study of how to use context information described in the ontology.
This work is focused on the study of how scene context can be used to guide the
analysis performed on video sequences (camera distance to the recorded scene,
average size of objects, relationship between events,...). .
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Appendix A
Ontology for video event detection
A.1 Basic ontology
In this section the entities that compose the ontology proposed in this work are
completely described.
A.1.1 Scene
The Scene entity is the physical space where a real world event occurs. In Figure
A.1we can see the whole description of the Scene entity
Figure A.1: Class Hierarchy of the Scene entity of the Ontology
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A.1.2 System
The System entity represents the system that uses the ontology. In Figure A.2 we
can see the description of it:
Figure A.2: Class Hierarchy of the System entity of the Ontology
A.1.3 Object
The Object concept represents any real world object observed by the camera. In
Figure A.3 we can see the description of it:
Figure A.3: Class Hierarchy of the Object entity of the Ontology
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A.1.4 Event
The Event entity is a generic term to describe any event, action or activity that
happens in the scene. In Figure A.4 we can see the description of this entity. The
acronyms used for the event classes are:
• Simple_SingleObject events (SSE_T and SSE_I for Transitive/Intransitive events)
• Simple_MultipleObject events ( SME_T and SME_I for Transitive/Intransitive
events)
• Complex_SingleObject events (CSE_T and CSE_I for Transitive/Intransitive
events)
• Complex_MultipleObject events (CME_T and CME_I for Transitive/Intransitive
events)
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A.2 Underground Video surveillance domain
In this section the ontology described in section 3 is particularized for the underground
video surveillance domain. In the following subsections the Object and Event entities
are shown in Figures A.5 and A.6. Moreover, some deﬁnitions of the proposed events
are described in last subsection.
A.2.1 Class hierarchy (Object and Event)
Figure A.5: Object Ontology for the Underground Video Surveillance domain
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A.2.2 Event deﬁnitions
A.2.2.1 Simple and single events (SSE)
SSE_SuveillanceEvent Inside_zone
Object_list: ((o: Object ), (z1: Zone))
Constrains: (o in z)
SSE_SuveillanceEvent Speed_increase
Object_list: (p: Person)
Constrains: (IncreaseSpeed(p) is true)
SSE_SuveillanceEvent Stopped
Object_list: (o: Object)
Constrains: (speed of o < minspeed)
SSE_SuveillanceEvent Stopped
Object_list: (o: Object)
Constrains: (speed of o < minspeed)
SSE_SuveillanceEvent Trajectory_variation
Object_list: (mo: Mobile Object)
Constrains: (Trajectory (mo) > signiﬁcanttrajectoryvariation)
A.2.2.2 Simple and multiple events (SME)
SME_SuveillanceEvent Group_quicksplit
Object_list: ((g: Group))
Constrains: (Split (o) > quicksplit)
SME_SuveillanceEvent Owner_distance_too_far
Object_list: ((p: Person), (co: ContextualObject))
Constrains: (distance(p,co) > distanceTh)
SME_SuveillanceEvent many_object_inside_a_zone
Object_list: ((o1:object1), (o2:object2),...,(on:objectN))
Constrains: (inside_zone(o1) and inside_zone(o2) ... and inside_zone(on))
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A.2.2.3 Complex and single events (CSE)
CSE_SuveillanceEvent Put_Object
Object_list: ((p: Person), (co: Mobile Object))
Sub-events:
e1: quicksplit(p, co)
e2: DetectedAsForegroundObject(co)
e3: p is owner of co
e4: Owner_distance_too_far (p, co)
Constrains:
e1 and e2 and e3 and e4
CSE_SuveillanceEvent Changes_zone
Object_list: ((mo: Mobile Object), (z1: zone), (z2. zone))
Sub-events:
e1: SSE Inside_zone(mo, z1)
e2: SSE Inside_zone(mo, z2)
Constrains:
//Sequence (e1; e2)
CSE_SuveillanceEvent jumping
Object_list: (p: Person)
Sub-events:
e1: SSE Speed_increase (p)
e2: SSE Legs_up(p)
Constrains:
//Sequence (e1; e2)
A.2.2.4 Complex and multiple events (CME)
CME_SuveillanceEvent Abandoned_object
Object_list: ((p: Person), (co: ContextualObject)
Sub-events:
e1: Put_Object (p, co)
e2: BecomeStationary(co)
e3: Owner_distance_too_far (p, co)
Constrains:
e1 before e2 before e3
APPENDIX A. ONTOLOGY FOR VIDEO EVENT DETECTION 96
Figure A.6: Event Ontology for the Metro/Underground Surveillance domain
Appendix B
ViPER toolkit
In order to evaluate a video analysis algorithm, or a set of algorithms, it is necessary
to deﬁne a methodology. The ViPER Toolkit (http://viper-toolkit.sourceforge.net)
provides a general framework for evaluation. In this appendix the ground truth
annotation and performance evaluation stages using the ViPER toolkit are discussed.
B.1 ViPER-GT
B.1.1 Ground Truth Annotation user interface
ViPER-GT is the tool for creation and editing metadata using a Java graphical user in-
terface. It is designed to allow frame-by-frame markup of video metadata stored in the
Viper format. For more information, see the ViPER-GT product page (http://viper-
toolkit.sourceforge.net/products/gt/).
In Figure B.1 we can see an example of the ViPER-GT user interface. At the
top of the frame is a pull-down menu that shows the name of the currently loaded
video ﬁle; this panel, the source media selector, also allows the user to edit the list
of described media ﬁles. The video frame view is in the upper-left quadrant of the
screen; this displays the video with spatial annotations. To the right of the video
frame is the spreadsheet view, which displays the annotations as a table. Beneath
these two views of the data is the timeline view, which displays summary of the video
annotation, indicating when descriptors are marked as valid.
B.1.2 Creating Schema Descriptions
ViPER-GT also provides a graphical tool to create descriptions. A descriptor can
be: a record describing some element of the video, an object that conforms to a user
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Figure B.1: ViPER-GT user interface example
deﬁned schema and it is composed of attributes. We have diﬀerent types of descriptors
(File, Content, and Object). File descriptor reﬂects the video as a whole, or other
metadata about the video, such as ﬁle format and frame rate. Content descriptions
describe metadata that may only occur one at a time. Each instance of this type has
a time span and a set of attributes. Object description refers to an object that may
have many instances at any given time, and whose instances may change over time.
(e.g., the events to detect). In Figure we can see an example of the interface.
In the following table we can see a description of the basic attribute data types:
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Figure B.2: Edition of the schema description
Attribute Description
bbox A bounding box (rectangle on the image)
bvalue A boolean value
circle A circle, in terms of center point and radius
ellipse An ellipse, in terms of its bounding box
fvalue Enumeration type
obox An oriented bounding box
point Some speciﬁc pixel in the image
polygon A polygon, given as a list of points
relation A set of object identiﬁcation numbers to a certain type of descriptors
svalue A string value
Table B.2: Basic Attribute Data types in Viper
B.1.3 Descriptor designed for this work
In the Figure B.3 we can see the descriptor for representing the events annotated
in the ground truth and detected by the proposed framework. This descriptor is
composed of four parts: a point (obtained as the centroid of the bounding box), a
bounding box (the area where the event takes place), a detection score (a real value
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indicating the likelihood of the event) and ﬁnal detection decision (indicating if the
event is detected or not).
Figure B.3: Event Descriptor designed
B.2 ViPER-PE
B.2.1 Overview of the ViPER-PE tool
ViPER-PE is a tool for running video evaluations, comparing video metadata against
ground truth (namely Object analysis). It is designed to allow for the maximum
ﬂexibility in designing experiments, and does not impose many standards as to how
such evaluations should be run. Its manual provides some greater depth as to how
an evaluation works. It is designed to work in concert with other tools in the ViPER
toolbox (ViPER-GT).
Object analysis attempts to match candidate objects to target objects. Object
Analysis is divided into multiple phases:
• Detection. In the Detection phase, ViPER-PE looks at descriptor types and
the frames in which the objects occur. If a candidate overlaps the appropriate
number of frames as any target descriptor, then both candidate and target are
counted as detected.
• Localization. It works much like detection. Instead of looking at all frames
of the objects, it compares only those frames where the attributes are similar.
Attribute similarity, like frame range similarity, is user-deﬁned. For a given
candidate-target pair, dissimilar frames are counted as missed or false in the
range distance calculation.
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• Statistical comparison. From the localized matches, it computes the average,
median, minimum, or maximum distance, and then thresholds that value against
another tolerance value.
• Target Matching. After these diﬀerent measures, ViPER-PE has a list of
candidates that match targets. Many candidates may match a single target,
and vice versa. While this may be perfectly acceptable, it is often not enough
to leave it at this. There are many situations where having two objects match
one do not make sense. Allowing only one candidate for each target is a pos-
sible solution. For many cases, such as text detection, a scheme of splitting or
merging descriptors so that only appropriate multiple groupings are made may
be preferable. Since both have their use, ViPER-PE provides both methods.
Each attribute distance is calculated separately in the properties (PF) and the eval-
uation parameters ﬁle (EPF). These ﬁles include all the needed conﬁguration for the
performance evaluation process. Finally, the command line application Viper-pe.jar
is invoked like the following:
Java -jar Viper-pe.jar pr properties.pr -epf conﬁguration.epf -g
ground_truth_ﬁle.xml r test.xml -o results.out -raw results.raw
B.2.2 Performance evaluation process for this work
In this work, the following conﬁguration and properties ﬁles has been designed and
used (plus additional MATLAB scripts not shown) to manage the whole evaluation
process:
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Figure B.4: Performance evaluation conﬁguration ﬁles
Appendix C
Color Conversion
In this appendix we describe some linear transformations used in this document. As
said in chapter 4, input images are in RGB color space and some analysis perform
their tasks in other color spaces. The RGB data was scaled so that values were
between 0 and 1. They are the following:
C.1 RGB to YUV
YUV space is the basic format for the composite color television standard for NTSC,
PAL and SECAM. In this work, this transformation is used to compute the intensity
value. Pixel intensity values are used for segmenting moving foreground objects from
background. . These are the equations of the transformation:
Y = 0.30R+ 0.59G+ 0.11B
U = 0.60R− 0.28G+ 0.31B
V = 0.21R− 0.52G+ 0.31B
(C.1)
C.2 RGB to HSV
This transformation is used to detect shadows in the images by thresholding the inten-
sity ratio and chromaticity diﬀerences between the background and current images.
These are the equations of the transformation:
V = max(R,G,B)
S =

max(R,G,B)−min(R,G,B)
max(R,G,B) , max(R,G,B) 6= 0
0 max(R,G,B) = 0
H = acos 0.5((R−G)+(R−B))√
(R−G)(R−G)+(R−B)(G−B))
(C.2)
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Analysis techniques
D.1 Meanshift
The mean shift algorithm is a powerful technique for clustering. It is used in several
areas like segmentation, moving object detection, tracking, feature selection,... This
technique is based on its recursive application to ﬁnd the stationary point more close
to density function to be estimated.
The mean shift algorithm presented here was used by Comaniciu et al. in the
paper titled Mean shift a robust approach toward feature space analysis (2002).
The multivariate kernel density estimate is:
f(x) =
1
nhd
n∑
i=1
K(
x− xi
h
)
where x is a point, n is the number of points, K= selected kernel, d = dimension
of the space, and h = window radius or bandwidth. The kernel is a Epanechnikov
kernel, and its formula is:
KE(x) =
12C−1d (d+ 2)(1− ‖x‖2), if ‖x‖ < 10 otherwise
where Cd is the volume of the unit d-dimensional sphere. The colour distribution
of the object is converted to 1D distributions. The multivariate density estimate is
used to weight colours based on their appearance inside the kernel. A Bhattacharyya
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coeﬃcient is used to evaluate the diﬀerence δ between two distributions:
δ(y) =
√√√√1− m∑ p(y)q
u=1
where q is the target model, p is the calculated distribution, and y is location.
The tracking starts initialization from which the target histogram is set. In the next
frame, the surroundings of former localization is sought to ﬁnd a position in which
the diﬀerence δ is smaller than a certain threshold.
D.2 Principal Component Analysis (PCA)
Principal Component Analysis (PCA) is an orthogonal linear transformation often
used to reduce multidimensional data sets to lower dimensions for analysis (based on
the mean square error). This technique has been widely used in compression and data
analysis (like Pattern Recognition). In high-dimensionality problems, PCA is used to
reduce dimensionality as follows:
Given x ∈ Rdas a column vector, we look for a linear transformation y = Wx,
with y ∈ Rkand k < d, that produces the minimum error when we approximate x by
using y. Supposing that we have n samples of the vector x(xj , j = 1, 2, 3, ....n), the
previous minimization condition is equivalent to minimize the following equation:
J =
n∑
j=1
‖xj − yj‖
Then we apply the PCA algorithm :
Algorithm 4 PCA Algorithm
1. Firstly, the covariance matrix (or dispersion matrix) for x is calculated (S)
2. Diagonalize S : S = V DVtwith D a diagonal matrix of eigenvalues and V an
orthogonal matrix (V Vt = I) with the eigenvectors as columns. Matrix D and
V are sorted in descending order of the eigenvalues.
3. Select the ﬁrst keigenvalues and eigenvectors. If we call Vk the matrix formed
with ﬁrst k columns, the transformation matrix is W = V tk .
To select an appropriate number of k components, this value should represent a
signiﬁcance percentage of the total variance.
Appendix E
Gamma-based Foreground
segmentation
E.1 Background subtraction
The foreground segmentation stage is based on a modiﬁcation of the basic background
subtraction operation (subtracting a square window around every pixel to avoid noisy
results):
F (I[x, y])⇐⇒
W∑
i=−W
W∑
j=−W
(|I[x+ i, y + j]−B[x+ i, y + j]|)2 > β (E.1)
Let Xi, ∀i ∈ [1, k], be k independent, normally distributed random variables with
zero mean and variance equal to 1. The random variable Q follows a Chi-square
distribution of k degrees of freedom:
Q =
k∑
i=1
Xi ≈ χ2k (E.2)
and the probability distribution function of Qis:
P (Q ≤ p) = γ(k/2, q/2)
Γ(k/2)
(E.3)
where γ is the Lower Incomplete Gamma Function and Γ is the Gamma Function.
Thus, if region around I[x, y] in current frame belongs to background:
Xi,j(x, y) =
I[x+ i, y + j]−B[x+ i, y + j]
σ
≈ N(0, 1) (E.4)
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Figure E.1: Chi-square probability distribution function
⇒ Q([x, y) =
W∑
i=−W
W∑
j=−W
X2i,j(x, y) ≈ χ22W+1 (E.5)
⇒ P (Q(x, y) ≤ p) = γ((2W + 1)/2, q/2)
Γ((2W + 1)/2)
(E.6)
and ﬁnally the foreground test is as follows (equals to the signiﬁcance test de-
scribed in section ):
Foreground(I[x, y])⇐⇒ γ((2W + 1)/2, Q(x, y)/2)
Γ((2W + 1)/2)
> β (E.7)
E.2 Gamma-related functions
E.2.1 Gamma function
Gamma function extends the factorial analysis to the complex domain (C). In math-
ematics, the Gamma function (represented by Γ) is an extension of the factorial
function to real and complex numbers. For a complex number z with positive real
part, this function is deﬁned by the integral:
Γ(z) =
∫ ∞
0
tz−1e−tdt (E.8)
and satisﬁes the recurrence relation:
Γ(z + 1) = zΓ(z) (E.9)
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When the argument zis an integer, the gamma function is just the familiar factorial
function, but oﬀset by one:
n! = Γ(n+ 1) (E.10)
When the argument zis a complex number (and Re(z) > 1), the gamma function is:
Γ(z) =
e−γz
z
∞∏
n=1
(1 +
z
n
)−1ez/n
E.2.2 Gamma Incomplete functions
The incomplete gamma function are deﬁned as an integral function of the same
Gamma integrand. There are two varieties of the incomplete gamma function: the
upper incomplete gamma function is for the case that the lower limit of integration
is variable (i.e. where the "upper" limit is ﬁxed), and the lower incomplete gamma
function can vary the upper limit of integration.
The upper incomplete gamma function is deﬁned as:
Γ(a, x) =
∫ ∞
x
ta−1e−tdt (E.11)
The lower incomplete gamma function is deﬁned as:
γ(a, x) =
∫ x
0
ta−1e−tdt (E.12)
