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構築とその応用に向けて，Field-Programable Gate Array (FPGA)を用いた CBM，RC-CBM
の大規模ハードウェア実装に取り組む．














次に，本研究では CBMの FPGA実装を元に RC-CBMの FPGA実装に取り組む．本研究
では RC-CBM 大規模ハードウェア実装を実現するにあたって，RC-CBM のハードウェア実
装手法を提案する．この提案手法では，CBMのハードウェア実装手法をベースとした，演算
の固定小数点数化，exponential関数の近似，差分積和演算の拡張を行う．exponential関数の



















第 2章 本研究で用いた CBM*1，RC-CBM*2の動作原理とアルゴリズムについて説明する
第 3章 本研究で取り組んだ CBMの FPGA*3実装について述べる
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ピュータは機械学習への応用が期待されており， V. Dumoulin [2] らは，量子現象を用いた
アニーリング方式量子コンピュータとして知られる D-Wave [3]社の量子コンピュータを用い
て，機械学習で用いられるニューラルネットワークの一種である制限付きボルツマンマシン
（RBM）の実装を行った．また，S. H. Adachi [4] らは，D-Wave 社の量子コンピュータを用
いて実装した RBM によって手書き文字のデータセットである MNIST の学習，推論を行う
ことに成功した．それだけでなく，アニーリング方式量子コンピュータは金融分野でのポート
フォリオ最適化 [5]，物流経路の最適化 [6] など多くの実社会の問題に適用可能である．しか
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し，D-Wave社製の量子コンピュータなど量子現象を用いたアニーリング方式量子コンピュー
タは大規模な設備を必要とする．そこで，M. Yamaoka らが提案した CMOS アニーリング































































4 第 1章 序論
一方で，近年再帰ニューラルネットワークの中でも，レザバーコンピューティング（RC）[19]
が注目されており，時系列データ予測などに用いられている．RCは主に生物の脳の活動に近
いニューロンの動きを模擬した Liquid state machine（LSM）[20]と単純化されたモデルであ
































ワークを学習させることが可能になったからである．G. E. Hintonらは 1980年代に提案され






Google社の提供するクラウドサービスである Google Cloud PlatformやMicrosoft社の提供


















で大きな演算コアを少量持つ Central Processing Unit (CPU) よりも，性能が低くとも大量の




有名な TensorFlow [28]，Chainer [29]，Theano [30]，Caffe [31]などは GPUでの演算をサ
ポートしており，GPU を用いた演算はニューラルネットワーク分野においてデファクトスタ
ンダードとなっている．その一方で，GPU は大量の演算コアを有しているため，多くの電力










ルネットワークアプリケーションを FPGAや Application Specific Integrated Circuit (ASIC)
などのハードウェアに実装する研究は広く行われており [32, 33]，アプリケーションの高性能
化に必要不可欠であると言える．












































































ある．近年では Internet of Things (IoT) や機械学習などにより，アプリケーションの一部に
ハードウェアを用いるシステムが多く開発されており，高位合成技術の需要は高まっている．
大手 FPGAベンダーである Xilinx，Intelはソフトウェア開発で広く用いられている高級プロ
グラミング言語である C/C++ から HDL を生成する高位合成を行う開発環境を提供し，ハー
ドウェア開発を専門としないソフトウェアエンジニアへと市場を広げている．さらに，Java
をベースとした高位合成技術である Synthesijer [41] では Java のオブジェクト指向言語とし
ての特徴を生かした設計資産の再利用を高めている．その他にも，Python をベースとした，








環境として，Pythonを用いたMyHDL [44]や Scalaを用いた Chisel [45]，Haskellを用いた
Lava [46, 47]，Clash [48, 49] が挙げられる．MyHDL はデコレータと呼ばれる Python の言
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語機能を用いて Python のコードに入力的な情報を加えることで回路の動作を表現している．













Clashは C. Baaijら [48,49]によって開発されたオープンソースの Haskellをベースとした
RTL レベル回路設計用のコンパイラ・ライブラリである．Clash は依存型や Haskell の柔軟
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RC-CBM のハードウェア実装手法の有効性を検証する．そして，設計回路の FPGA 実装を








カオスボルツマンマシン（CBM）は H. Suzuki [11]らによって提案されたニューラルネッ
トワークモデルである．CBMは G. E. Hinton [24]らによって考案された確率的な動作をする
ニューラルネットワークモデルであるボルツマンマシン（BM）を改良し，決定論的な動作を非











る結合を持たない．このときの任意のニューロン i, j 間の結合荷重値を wi j とすると，wi j は
wi j = wji (2.1)
wi j = 0 (2.2)
を満たす．また，任意のニューロン i の状態 si は発火状態，非発火状態の 2つの状態を持ち，
発火状態，非発火状態はそれぞれ 1，0または 1，−1で表される．ニューロン i に結合してい
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wi j sj + bi (2.3)
と表される．ここで，sj は他のニューロンの状態， wi j は他のニューロンとの間の結合荷重，




1 (zi > 0)
si (zi = 0)
−1 (zi < 0)
(2.4)
HNでは任意の初期状態から，ランダムに選出したニューロン i について式 2.3からニューロ
ン i の状態 si を更新し，それをニューロン i の出力とする，という手順を繰り返していくこと
でネットワークを更新していく．ネットワークの更新が進むにつれて，HNのエネルギー関数
と呼ばれる評価関数の値は徐々に減少していく．エネルギー関数の値が収束するとネットワー

































siwik − skbk (2.6)
ここで，ニューロン k の出力状態が sk1 から sk2 へと変化したとすると，ニューロン k の状態
変化 ∆sk = sk2 − sk1 に伴うエネルギーの変化 ∆E = E2 − E1 は式 2.6から次のようになる．
∆E = −12 (∆sk
∑
j








= −∆sk zk (2.7)




sk = 1より，∆E < 0
zk < 0のとき
sk = −1より，∆E < 0
zk = 0のとき
sk は変化しないので，∆E = 0
となるので，














ニューロン i の状態 si を更新し，それをニューロン i の出力とするという手順を温度を減少さ
せながら繰り返していくことでネットワークを更新していく．しかし，式 2.4と違いニューロ
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図 2.2: BMの動作
図 2.3: 温度の変化に伴う BMの状態遷移確率の変化
ンの更新は以下に示す式によって確率的に行われる．














確率分布は 1/2 に近似していき，ニューロンの状態変化はニューロンへの入力値 zi に
依存しなくなるため，ニューロンの状態変化は確率的になる．これにより，エネルギー
が増加するような方向にもネットワークの状態が変化していくようになる．




する. これはアニーリングと呼ばれる手法であり，一般的には BM のニューロンを一定回数
更新する度に温度 T に 1 未満の係数を乗算することで温度を減衰させる．温度を変化させず
に BM の更新を行っている状態ではネットワークは状態を変えつつも，各時刻においてネッ
トワークが各状態をとる確率の分布が一定となる確率的平衡状態に達する．このとき，ネット
ワークが状態 s である確率 p(s)は
































より，E(sb) < E(sa) のとき p(sb) < p(sa) となるので確率的平衡状態のとき，ネットワーク
がより低いエネルギー状態を占める確率はエネルギー比に依存して高くなる．
CBM は BM の確率的動作を決定論的に動作する非線形ダイナミクスによって実現する
ニューラルネットワークである．BM をハードウェア実装する場合，確率的な動作を実現す
るために，ユニットの一つ一つに乱数生成回路が必要となる．しかし，決定論的に動作する
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図 2.4: CBMの動作
図 2.5: CBMの i 番目のニューロンの内部状態，出力状態の時間変化










= (1 − 2si)
(









0 when (xi = 0)




状態の状態変化が発生していることが分かる．図のように，ニューロンの状態 si が 1 のとき
にニューロンへの入力値 zi が増加した場合，ニューロンの内部状態の変化量 dxi/dt はなだら
かになり，ニューロンの出力状態の状態変化のタイミングは延期され，y である時間の幅は長
くなる．一方で，入力値 zi の値が減少した場合は，内部状態の変化量 dxi/dt はより急峻にな
り，si = 1 である時間の幅は短くなる．このように，ニューロンへの入力値 zi は si = 1 であ
る時間の長さとして反映される．
図 2.6 はニューロンへの入力値 zi を固定した際のニューロンの内部状態，出力状態の時間






















































































レザバーとは図 2.7に示されるように入力層 u(n)，中間層 r(n)，出力層 y(n)の三層で構成
されるニューラルネットワークである．入力層—中間層間の結合荷重値 W in と再帰的に接続
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図 2.7: レザバー
された中間層内結合 W rec，出力層-中間層間の結合荷重値 W back はランダムに決定され，中
間層—出力層間の荷重値 W out のみを教師あり学習によって学習する．これによって入力層
に入力される時系列データを変換し，教師データとして与えられた波形を生成するようにネッ






W ini j u j(n − 1) +
∑
k
Wrecik rk(n − 1) +
∑
l
Wbackil yl(n − 1)
)
(2.17)









る．このネットワークを学習させる場合，出力層の状態 u(n) として教師データ d(n) を入力
し，一定時間ネットワークを動作させる．このとき得られた中間層の状態値の時系列データ
r(1), r(2), · · · , r(N) ∈ Rと教師データの時系列データ d(1), d(2), · · · , d(N) ∈ Dを用いて，以下
のようにリッジ回帰を行うとにより中間層—出力層間の荷重値W out を計算する．
W out = DRT (RRT + λI )−1 (2.19)
ここで，λ はリッジ回帰における正則化係数である．このように，レザバーでは中間層—出力
層間の荷重値のみの学習を行っており，その学習も逐次的な計算を必要としなしため少ない

















間データ r (s)(t)へと変換する必要がある．RC-CBMでは CBMの半周期ごとに 0，1が反転す





エンコード時，レザバーへの入力 u(n) はバイナリ値のシーケンス u(s)(t) へと以下の式に
よって変換される．





ここで，ui ∈ (−1,1) と u(s)i (t) ∈ {0,1} はエンコーダへの入力値とエンコードされたバイナリ
値を示している．ui(⌊t⌋) はリファレンスクロックの立ち上がりのときのレザバーへの入力値
であり，t − 12ui(⌊t⌋)はリファレンスクロックからの位相差を表している．ui = −1の場合，デ
コードで得られる波形は Θ(sin(2πt − π)) となり，元のサイン波に対して半周期遅れたサイン
波がヘビサイドステップ関数によって矩形波に変換される．また ui = 1の場合も同様にして，






1 (ui(⌊t⌋) − 1 ≤ 2(t − ⌊t⌋) − 1 < ui(⌊t⌋))
1 (ui(⌊t⌋) + 1 ≤ 2(t − ⌊t⌋) − 1)
0 (otherwise)
(2.21)














1 − 2r (s)i (⌊t⌋)
) (















i (t) ∈ {−1,0,1}
)
∈ r (s′)(t) は i 番目の CBM ニューロンの 3 値の出力を表して
おり，r (s)i (⌊t⌋) はリファレンスクロックの立ち上がり時点（r
(s)
i (⌊t⌋) = 1）での CBM ニュー
ロンの出力状態 r (s)i (t) を表している．CBM ニューロンの出力状態の位相がリファレンスク
ロックに対して進んでいる場合，r (s)i (⌊t⌋) = 0となり，遅れている場合，r
(s)
i (⌊t⌋) = 1となる．












0 < r (s)i (t) < 1
) (2.24)










れるレザバーのタイムステップ n ∈ Zは CBMに入力する情報へのエンコードによって CBM







1 − 2r (s)i (t)
) ©­­«1 + exp
(





























Ji(t) = αsr (s
′)
i (t) (2.27)
ここで，W reci j ∈ W
rec と W ini j ∈ W
in は入力層，中間層のニューロンとの間の結合荷重値行列
を表しており，αs > 0 はリファレンスクロックからの制御信号の強さを調節するための係数
である．ニューロンの出力状態の位相はリファレンスクロックからの入力値 Ji(t) によってリ
ファレンスクロックに同期するように振る舞い，この同期現象によってエコーステートプロパ






























本研究で行った CBM の FPGA 実装では浮動小数数の代わりに固定小数点数が用いられて
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(a) exponential関数 (b) shift関数
図 3.2: exponential関数と shift関数
数値と同じ数値表現で整数部と小数部を表すことができるため，浮動小数を固定小数で置き換
えることにより，CBM実装回路の回路規模を小規模化することが可能である．










2 ⌊x⌋ (x ≥ 0)
2 ⌈x⌉ (x < 0)
(3.1)
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図 3.4: 従来手法を用いた総和計算回路によって実装した積和演算回路
従来手法を用いた積和演算では，i 番目のニューロンへの入力 zi は以下のように表される．




= bi + s1wi1 + s2wi2
+ · · · + si−1wi(i−1) + si+1wi(i+1)
+ · · · + sNwiN
ここで，N，bi，sj，wi j はそれぞれ，ネットワーク内のニューロン数，i 番目のニューロンのバ













路は単一の DSP と RAM によって置換される．本研究で提案する時分割化法では，i 番目の
ニューロンへの入力値 zi は以下の式によって表される．




Aτ−1i + bi (τ = i)
Aτ−1i + sτwiτ (τ , i)
, A0i =0 (3.3)
















































−1 (st−1j′ = 1, stj′ = 0)




j′ はそれそれ，時間，時刻 t での i 番目のニューロンのへの入力，過去の j 番





ロンのみを列挙したイテレータ j ′ に置き換えられる．さらに，過去のニューロンへの入力値
を更新するために，stj′ は d
t




















中に二重線で示されている結線 Xilinxの IPコア同士を接続するために AXI Streamと呼ばれ





態は xi，si で表されている．sign は以下に示すように，ニューロンへの入力値の符号をその
ニューロンの出力状態によって変化させる演算である．
sign(x) = (1 − 2si) × x (3.6)
ニューロン回路の演算ステップは以下の通りである．
1. 積和演算結果と温度の逆数 1/T との乗算によって zi/T を計算する
2. 式 2.12の右辺と dt の乗算によって dxi を計算する
3. dxi と x ′i の加算によって x
′
i + dxi を計算し，以下のように xi と si を決定する
• 0 (x ′i + dxi ≤ 0の場合)
• 1 (x ′i + dxi ≥ 1の場合)
4. 次の演算で使用される x ′i と s
′
i の値を xi と si に更新する
5. si を出力する














この回路では CBM のアルゴリズムは図 3.12 に示すような変更が加えられている．さらに，
図 3.13 に示すように，ニューロンの出力状態 si は，si のビットと xi のビットを結合し，一
つの数値とみなした上で，dxi の加算を行った場合，ニューロンの内部状態 xi のキャリービッ
トによって更新することが可能である．ニューロン回路の演算手順は以下に示す通りである．
1. 　積和演算結果と温度の逆数 1/T との乗算を行い zi/T を計算する
2. 　以下のようにして，{si, xi} を計算する





した結合荷重回路 図 3.16: 従来手法を用いて実装したニュー
ロン回路
• {s′i,0} + dxi (直前のニューロンの更新でニューロンの状態変化が起こった場合，si
の状態が変化しているので，xi を 0に初期化する必要がある)
• {s′i, x ′i } + dxi (上記の条件に該当しない場合，ニューロンではニューロンの内部状
態 xi 出力状態 si を保持しておく必要がある)
3. 次の演算で使用される x ′i と s
′
i の値を xi と si に更新する
4. si を出力する
ここで，{a, b} はビット列 a，bの連結演算を表しており，∽ a はビット a のビット反転を表
している．
従来手法の積和演算を用いて実装したネットワーク回路は図 3.14 のような構造になってい
る．このネットワーク回路は N 個のニューロン回路と N(N − 1)/2 個の結合荷重回路で構成








ためのレジスタと二つのマルチプレクサ回路で構成されており，これにより，siwi と sjwj を





れる．結合荷重値を保持するための結合荷重回路は図 3.18 に示すように FPGA 内の単一の
RAMによって実装される．また，この時の RAMには図 3.6の τ が入力され，τ に対応する
結合荷重値とバイアス値が出力される．提案手法では図 3.19 に示すようにニューロン回路内
の積和演算は FPGAの単一の DSPによって実現可能である．Xilinx社の FPGAに含まれる
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DSPブロックである DSP48Eのような DSPブロックにはマルチプレクサ回路や Arithmetic













CBM はホスト PC と PCIe インターフェースによって接続されており，ホスト PC 上で動作
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図 3.20: 実装した CBM制御システム
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表 3.1: CBMの数値シミュレーションで用いたソフトウェア開発環境
開発環境 .NET Core 2.0.3
OS Debian GNU/Linux (64-bit)




















wi j = − 2di j (3.8)
ここで，wi j，bi はそれぞれ，CBMの荷重値，バイアス値を表し，di j は最大カット問題にお
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表 3.3: CBMの数値シミュレーションで用いた Biq Mac Libraryの最大カット問題

































































































図 3.21: 浮動小数点数演算，固定小数点数演算を用いて実装した CBMのエラー率の平均値と
最小値
となり，エネルギー関数の値が最小となるとき，最大カット問題のカットの値が最大となり，
最大カット問題の最適値が得られることが分かる．また，本研究では Biq Mac Solver [57]の
最大カット問題に CBMを適用し，動作させている間，温度 T は徐々に減少させ，温度が十分
に低い状態になるまで，CBMを動作させた．その後，以下に示すエラー率を測定した．










た CBM の計算能力の検証を行った．この結果は図 3.21 に示す通りである．この結果から，
ノード数の違いによって多少のバラツキがあるものの，浮動小数点数演算と固定小数点数演算
を用いた場合では，演算性能の差に大きな違いがないことが分かった．
次に，shift 関数を用いて実装した CBM と exponential 関数を用いて実装した CBM を最
大カット問題に適用することで，shift 関数を用いて実装した CBM の演算能力を検証した．
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(a)平均値 (b)最小値
図 3.22: exponential関数，shift関数を用いて実装した CBMのエラー率の平均値と最小値
(a)平均値 (b)最小値
図 3.23: 様々なビット精度で実装した CBMのエラー率の平均値と最小値
用した．これにより，ビット精度の変化による CBMの演算能力の変化を観測した．この実験












FPGAボード Xilinx Zynq UltraScale+ MPSoC ZCU102
ターゲットデバイス Zynq UltraScale XCZU9EG-2FFVB1156 FPGA










ト幅は 16ビットとし，時間の刻み幅は 2−8 とした．
この結果は図 3.24 に示す通りである．ハードウェア指向アルゴリズムを用いて実装した
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表 3.5: ネットワーク回路の論理合成環境
論理合成環境 ISE Design Suite 14.7
FPGAボード Virtex-6 FPGA ML605
ターゲットデバイス Virtex-6 XC6VLX240T-1FFG1156 FPGA
(a) LUT (b) FF
(c) DSP (d) RAM
図 3.25: ネットワーク回路のリソース使用数
ニューロン回路のリソース使用数は従来手法を用いて実装したものよりも減少しており，LUT













FPGAボード Virtex UltraScale+ VCU1525 Acceleration Development Board
ターゲットデバイス Virtex UltraScale+ XCVU9P-L2FSGD2104E FPGA
表 3.7: ネットワーク回路でのリソース使用数
# of Neurons 32 64 128 256 512 1,024 2,048
# of LUTs
4,650 8,866 17,667 34,298 70,532 141,751 294,093
(0.39%) (0.75%) (1.49%) (2.90%) (5.97%) (11.99%) (24.88%)
# of FFs
2,539 4,667 9,239 17,692 37,906 73,550 156,360
(0.11%) (0.20%) (0.39%) (0.75%) (1.60%) (3.11%) (6.61%)
# of DSPs
32 64 131 256 512 1,024 2,048
(0.47%) (0.94%) (1.92%) (3.74%) (7.49%) (14.97%) (29.94%)
# of RAMs
16 32 64 128 256 512 2,048
(0.70%) (1.50%) (2.96%) (5.90%) (11.90%) (23.70%) (94.81%)
従来手法を用いて実装したネットワーク回路に比べて，ネットワークのニューロン数に対する
使用 LUT，FF 数の増加率が小さくなっていることが分かる．さらに，64 ニューロンのネッ
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図 3.26: ネットワーク回路でのリソース使用数
表 3.8: FPGA実装環境
FPGA実装環境 ISE Design Suite 14.7
FPGAボード Virtex-6 FPGA ML605








本研究では表 3.8に示す環境で CBM回路の FPGA実装を行った．FPGA実装を行った回
路は図 3.20 に示す通りである．また，FPGA 実装を行った CBM とソフトウェア実装した
CBMの演算速度と演算能力の比較を行った．




ロンに入力し，表 3.9 に示す数値で N/128 ごとにアニーリングを行った．さらに，実験条件
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図 3.27: ソフトウェア実装した CBMと FPGA実装した CBMのエラー率
図 3.28: ソフトウェア実装した CBM の
エネルギー関数の時間変化
図 3.29: FPGA 実装した CBM のエネル
ギー関数の時間変化
を等しくするために，ハードウェア，ソフトウェア実装した CBMに同じニューロンの初期値




した物よりも僅かに高いことが分かった．しかし，ソフトウェア実装した CBM と FPGA 実
装したもののエラー率の差は 2ポイント以下であることが分かった．さらに，図 3.28，図 3.29
はソフトウェア実装した CBM と FPGA実装した CBM を実験で用いた最大カット問題の一
つである"ising3.0-100_5555"に適用したときのエネルギー関数の時間変化を観測した波形で
ある．波形の縦軸は時間を表しており，破線は使用した問題の最適値を示している．これらの
波形は，ソフトウェア実装した CBM と FPGA実装した CBM のエネルギー関数の変化が極
めて近いことを表している．
また，ソフトウェア実装した CBMと FPGA実装した二種類の CBM（差分積和演算を用い
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ムを使用することで LUT や FF のリソース使用数を 1/30 まで削減することができた．この












64のネットワーク回路では LUTと FFの使用数はそれぞれ，おおよそ 1/8と 1/70まで減少
した．この結果から，ニューロン数の二乗に比例して増加する LUT と FF の使用回路リソー
スはニューロン数に比例する数の DSP と RAM に置き換えられることが示される．図 3.26
から分かる通り，本研究で合成した最大のネットワークサイズは 2,048ノードのネットワーク
であり，FPGA 内の RAM の使用数が回路規模を増加わせる際の足枷になっていることが分
かった．しかし，結合荷重値のビット精度を減少させ，単一の RAMに複数ニューロン分の荷
重値を格納することで，ネットワークの回路規模をさらに増加させることが可能であると考え
られる．さらに，LUT の使用リソース数が減少したことで，さらに複雑な CBM アプリケー
ションを実装可能であると考えられる．
3.3.2 演算速度
図 3.31a はソフトウェア実装した CBM の演算時間に対する差分積和演算を用いて FPGA
実装した CBM の演算時間効率を表したものである．この図から FPGA 実装した CBM の演
算時間はソフトウェア実装したものに比べて，ニューロン数に比例して減少していることが
分かる．CBM の FPGA 実装と差分積和演算によって演算時間は最低でも 1,300 倍，最大で
6,500倍高速化されていることが分かった．
図 3.31b は差分積和演算を用いずに実装した CBM の演算時間に対する差分積和演算を用
いて FPGA 実装した CBM の演算時間効率を表したものである．この図から，ネットワーク
のニューロン数が増加するに従って演算時間の効率が上がっていることが分かる．
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例して演算時間が増加する．図 2.6は，ニューロンへの入力が一定である場合，一つのニュー
ロンの状態が一周期で二回（0から 1，1から 0へと）変化することを示している．一周期の




















F. Rendl ら [63] によって提案されてた Biq Mac アルゴリズムでは最大カット問題の最適解
との誤差率が 0.1 パーセント程度の最適解に近い良質な解を多項式時間で求めることができ
る．M. Krislock ら [64] はこのアルゴリズムを改良し，最適解を高速に求めるためのアルゴ
リズムを提案した．M. Krislock らの行った比較実験では本研究と同様に Biq Mac Solver の
問題セットを用いた演算時間の計測が行われた．また，この実験では Dell Precision T7500








problem This work (FPGA) This work (CPU) F. Rendl [63] (CPU) M. Krislock [64] (CPU)
ising100 4.90 × 10−3 6.69 12.76 3.04
ising150 7.32 × 10−3 19.03 60.31 10.70
ising200 11.12 × 10−3 43.20 233.99 27.26
ising250 13.52 × 10−3 79.40 981.56 138.27
ising300 20.25 × 10−3 133.07 4,268.83 455.77
表 3.11: 関連研究との比較
This work S. Tsukamoto [66] K. Yamamoto [67] K. Yamamoto [8] C. Yoshimura [10] H. Gyoten [68]
Topology Complete graph Chimera graph [10] Lattice graph
# of nodes 2,048 1,024 512 13,200 4,096 2,000
# of edges 2.10M 1.05M (524K) 0.25M (131K) (71.2K) (21.8K) 4.00K
Bit precision 16 16 5 2 2 2











やそのハードウェア実装 [7, 71, 72] に関する多くの研究がなされている．表 3.11 は本研究で
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(a) Complete graph




Topologies Complete graph Chimera graph [10] Lattice graph
Size K vertexes M × N square grid of subgraphs S × T square grid
# of nodes K 4MN ST













解決する必要がある．本研究や K. Yamamoto [67] らの研究では，FPGA 内の RAM の活用












ている [8, 66]．その一方で H. Gyotenら [68,73]は shiftレジスタベース回路を用いて，イジ
ングモデルのスピンを反転させる手法を用いることで，イジングモデルの確率的な挙動を模擬




めに十分なビット精度が必要となる．FPGA の活用は RAM は LUT に比べて，多くの記憶
容量を持っているため，結合荷重値の保持のためには，RAMの活用は必要不可欠である．し




Yamamotoら [8,9]は Time-Division Multiplexing (TDM)アーキテクチャによってイジング
モデルのスピンの更新を時分割化する手法を提案した．また，K. Yamamoto [67]はこの課題




なった．さらに，差分積和演算によって FPGAの RAMと DSPを活用し，大規模な回路を構
築することができるという本研究の有効性を示した．
3.3.4 汎用性と適用範囲






























本研究では，CBMの FPGA実装で用いた shift関数を改良した関数である shift-exponential
関数を提案する．CBM の FPGA 実装で用いた shift 関数は exponential 関数に比べて，格段
に単純であるものの，関数の外形が大きく異なるといった性質がある．関数の外形に大きな違
いをもたらしている最も大きな原因は，exponential関数から shift関数に置き換える際に，指
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分しか用いないという性質上，入力値に対する出力値の精度が下がってしまうという難点があ
る．そこで，CBMの FPGA実装に用いた shift関数を改良し，より関数の外形が exponential
関数に近く，少ないハードウェアリソース数で実装可能な shift-exponential関数を提案する．
本研究で提案する shift-exponential関数は以下の式で示されている．












(1 + 0.5x f ) << |xi | (xi ≥ 0)
(1 + 0.5x f ) >> |xi | (otherwise)
(4.1)
ここで，xi = ⌊1.5x⌋，x f = 1.5x − ⌊1.5x⌋ は 1.5x の整数部分と小数部分を表しており，<<と
>> はビット shift 関数を表す．また，この近似関数では，FPGA に実装した際，実装回路を
簡略化するために，log2 e = 1.443 · · · ≈ 1.5と loge 2 = 0.693 · · · ≈ 0.5を定数として用いてい
る．まず，関数への入力値 x は指数関数の底を e から 2 へ変更するために，定数値 log2 e に
よって定数倍される．その後，整数部分 xi と小数部分 x f に分割され，x f はテイラー展開し
た関数列の第二項までを用いた近似関数によって表現される．小数部分は，定数値 loge2 に
よって定数倍された値に 1 を加算したものとなる．また，xi は整数値であるので，2xi2x f は
乗算ではなく，shift関数によって表現可能である．さらに，1.5x は x + 0.5x と置き換えるこ
とで，一つの加算器で計算可能である（0.5x は x を 1つだけ右方向に shiftすることで表現で
き，この動作は演算回路ではなく回路の配線によって行われる）．また，1 + 0.5x f も同様に，


















































ここで，∆t は一ステップの時間幅であり，d(s)j′ (t)と du
(s)
k′ (t)は以下の式によって表される．
dr (s)j′ (t) =
{
−2 (r (s)j′ (t − ∆t) = 1,r
(s)
j′ (t) = 0)
2 (r (s)j′ (t − ∆t) = 0,r
(s)





k′ (t − ∆t) = 1,u
(s)
k′ (t) = 0)
2 (u(s)
k′ (t − ∆t) = 0,u
(s)
k′ (t) = 1)
(4.3)
上記の式は RC-CBMのための差分積和演算を表している．この式では，最初の積和演算は従





回数の合計値は 2N となる．しかし，従来の積和演算では，一周期が 1/dt 個のタイムステッ
プに分割されるとすると，一周期全体で N/dt 回の積和演算が行われる．もし dt = 1/28 なら
1/128，もし dt = 1/216 なら 1/32,768まで，積和演算の回数が削減される．そして，差分積
和演算の差分の計算は dr (s)j′ (t) と du
(s)
k′ (t) によって行われる．CBM で用いられる差分積和演
算とは異なり，RC-CBM ではニューロンの出力状態が 1 の時には荷重値をそのまま加算し，
0の時には逆符号の荷重値を加算しなければならないので，ニューロンの出力状態が 0から 1
へ変化した場合 (r (s)j′ (t − ∆t) = 0,r
(s)
j′ (t) = 1)は過去の積和演算結果に対して，荷重値を二倍し
た値を加算し，ニューロンの出力状態が 1から 0へ変化した場合 (r (s)j′ (t − ∆t) = 1,r
(s)




































































i′ (t − ∆t) = 0,r
(s′)
i′ (t) = 1)
1 (r (s
′)
i′ (t − ∆t) = −1,r
(s′)
i′ (t) = 0)
−1 (r (s
′)
i′ (t − ∆t) = 1,r
(s′)
i′ (t) = 0)
−1 (r (s
′)
i′ (t − ∆t) = 0,r
(s′)
i′ (t) = −1)
2 (r (s
′)
i′ (t − ∆t) = −1,r
(s′)
i′ (t) = 1)
−2 (r (s
′)
i′ (t − ∆t) = 1,r
(s′)





i (0) , 0)．その後，他の差分積和演算と同様に，ニューロンの出
力状態が変化したものについてのみ，差分計算を行う．しかし，この差分積和演算での入力値
は三値であるので，状態変化は六パターンに分岐する．ニューロンの出力状態が 0から 1また
は −1から 0へと変化した場合は結合荷重値の加算を行い，ニューロンの出力状態が 1から 0
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図 4.2: データフロープロトコルで接続されたモジュール
本研究で実装した RC-CBMの演算回路は演算ブロックごとにデータフロープロトコルで接
続されている．本研究で用いたデータフロープロトコルは Valid と Ready という二つの制御









































の Ready 信号と出力側の Valid 信号）を接続されたインターフェースからの信号（入力側の






























本回路として Clash ライブラリで実装されている stepLock と lockStep を用いた．stepLock
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図 4.4: データフローの分配（stepLock & lockStep）
と lockStep はそれぞれ，図 4.4 に破線部分として示されている．データフローを分岐させる
回路である stepLockは三つの ANDゲートで構成されており，後方に接続される二つの回路
ブロックの両方がデータを受け取るまでの間データフローを停止する．またデータフローを結
合する回路である lockStep もまた，三つの AND ゲートで構成されており，前方に接続され
る二つの回路ブロックの両方がデータを受け渡すまでの間データを停止する．これらの動作に
より，データフローモジュール間で，データの待ち合わせを行うことが可能となる．しかし，
この回路には分岐部分の内部からの制御信号（ModuleB0，ModuleB1 からの Valid 信号と
Ready 信号）は分岐部分外部へと伝搬するものの，分岐部分外部からの信号（ModuleAから
の Valid 信号と ModuleB からの Ready 信号）は内部へと伝搬しないという特徴がある．例
えば，ModuleA からの Valid 信号がアサートされた場合，ModuleB0 への Valid 信号をア












るための Select 信号が追加されている（ModuleAから出力される Select 信号はModuleB0，
ModuleB1 のうちのどちらに分岐するかを制御し，ModuleC へと入力される Select 信号は
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図 4.5: データフローの選択（stepSelect & selectStep）
二つの分岐のどちらからデータが来たのか識別するために用いられる）．また，これらの二
つの回路ではそれぞれ，stepLock，lockStep の三つの AND ゲートのうちの一つがマルチプ
レクサ回路で置き換えられている．これにより，データフローの分岐先を選択することがで
きる．また，stepSelect では外部から Select が入力されていないときには，ModuleB0 を分
岐の先として選択しており，ModuleB0 からの Ready 信号が ModuleA へと出力される．そ
して，selectStepでは，ModuleB0，ModuleB1のどちらからもデータが受け渡されていない
場合，ModuleC からの Ready 信号は ModuleB0 へと伝搬される．これにより，stepLock，
lockStep は分岐部分の外部からの制御信号は分岐内部へと伝搬するので．分岐分の内部に受
動インターフェースを用いた回路ブロックを配置しても，回路のデッドロックは発生しない．
しかし，selectStepでは，Select 信号を決定するために，二つの Valid 信号を用いており，こ
の Select 信号は二つの Ready 信号を決定するために使用されているので，selectStepの三つ














図 4.6: データフローの空間展開（unfold & fold）
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5. 出力状態・内部状態レジスタ (Neuron Regs)
6. 位相符号レジスタ (Phase Regs)
の 6個の回路ブロックが配置されており，これらの回路ブロックはデータフロープロトコルで




状態 r (s)i (t)，リファレンスクロック立ち上がり時点でのニューロンの出力状態 r
(s)
i (⌊t⌋)) を取
り，ニューロンへの入力値 zi(t)を出力する．ニューロンへの入力値 zi(t)は，式 2.25から，
zi(t) =
(









r (s)i (t) − c
(s)(t)
)2 (





Ii(t) (r (s)i (t) = 0)




αs (r (s)i (⌊t⌋) = 0)
−αs (r (s)i (⌊t⌋) = 1)
(r (s)i (t) , c(s)(t))
0 (r (s)i (t) = c(s)(t))
(4.7)
のように表される．この式が示すように，r (s)i (t) ∈ {0,1}，c(s)(t) ∈ {0,1} であるので，(














exp zi(t)/T の計算を行っている．この計算の exponentialの計算には本研究で提案する近似手
法が用いられている．また，ニューロンへの入力値 zi(t)と温度 T の除算は CBM回路実装時
と同様に，入力値 zt (t)を温度の逆数 1/T の乗算によって実現されている．しかし，回路実装






= 1 + exp
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図 4.9: 差分積和演算回路
き，ニューロンの状態，内部状態は
r (x)i (t) := 0 when (r
(x)
i (t) = 1) (4.9)
r (s)i (t) :=
(
1 − r (s)i (t)
)
when (r (x)i (t) = 1) (4.10)
の通りに変化する．
出力計算回路では，ニューロンの出力状態 r (s)i (t)とリファレンスクロック c(s)(t)から三値の
ニューロンの出力状態 r (s
′)
i (t) を計算する．計算方法は式 4.7 の 2 項目と同一であり，コンパ
レータを用いることで，実装することができる．








3. ブロック RAM (Synapse RAMs)
4. アキュムレータ回路 (Accumulators)
5. 更新回路 (Updater)























stepSelect 回路，selectStep 回路の外側に stepLock 回路，lockStep 回路を配置することで，
stepSelect回路，selectStep回路間にデータが一つずつ入力されることを保証している．
差分計算回路は過去のネットワークの状態と現在のネットワークの状態の差分を各ニューロ
ンの状態に対してビットの xor 演算を行い，状態が変化したニューロンを列挙（式 2.26 にお
いて，j ′，k ′ に相当する）する回路である．この回路では，図 4.5に示される stepSelect回路
が用いられており，差分計算の結果によって前述した通りの二通りの分岐を行う．また，この
回路では，ニューロンの状態に応じたアキュムレータの操作もニューロンの状態と一緒に出力


























































エンコーダ回路は式 2.21に示すように，レザバーへの入力値 ui(⌊t⌋)を時分割化し CBMへ
の入力値 u(s)i (t)へと変換する回路である．この回路は主にカウンタ回路とコンパレータ回路の
二つの回路で実装されている．また，この回路は，stepSelect回路を用いて実装されており，一
つの入力値を複数の出力へと分割し逐次的に出力する．カウンタ回路は 2(t − ⌊t⌋) − 1 ∈ [−1,1)
を表現するために用いられ，レザバーへの入力値 ui(n)を受け取った時点でのカウンタの値は
−1となり，演算ステップが進むごとにカウンタの値がインクリメントされる．このとき，カウ
ンタの値の最上位ビット (MSB)は −1 ≤ 2(t− ⌊t⌋)−1 < 0の間 1となり，0 ≤ 2(t− ⌊t⌋)−1 < 1
の間 0 となるので，リファレンスクロックとして使用することができる．例えば，カウンタ
のビット幅が 8 ビットだった場合，エンコーダ回路がレザバーへの入力値を受け取ったタイ
ミングで，カウンタの値は 0b10000000 (−1) へと初期化される．その後，後段の回路がデー
タを受け取ると，カウンタの値はインクリメントされ，0b10000001 (−0.9921875) となる．
さらに，128 ステップ後，カウンタの値は 0b00000000 (0) となり，さらに，127 ステップ
後，カウンタの値は 0b01111111 (−0.9921875)となり，その 1ステップ後，カウンタの値は
0b10000000 (−1)へと初期化される．これにより，256ステップでリファレンスクロックの一
周期を表すことができる．また，コンパレータ回路ではレザバーへの入力値 ui(n)とカウンタ
の値 2(t − ⌊t⌋) − 1を式 2.21によって比較することで各タイムステップごとのエンコーダ回路
の出力値を計算している．
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図 4.11: 固定小数点数のビット精度を変化させたときの RC-CBM の RMSE の変化（周期波
形）









(dm(n) − ym(n))2 (4.11)
ここで，N，M はそれぞれ，タイムステップ数，生成されるデータの数である．今回の実験で
は，表 4.2に示すパラメータを用いてランダムに決定した初期値から RC-CBMを 220ステッ
プ動作させ，最初の 20ステップを切り捨てた 200ステップの中間層の状態値とターゲット波
形に対してリッジ回帰を行い，中間層—出力層間の荷重値を計算した．その後，計算した荷
重値を用いて異なる初期値から RC-CBMを 220ステップ動作させ，最初の 20ステップを切
り捨てた 220ステップの出力層の状態値とターゲット波形に対して RMSEを計算した．この
とき，それぞれの条件で RMSE をそれぞれ 10 回測定し，その平均値，最大値，最小値を計
算した．また，本研究の数値計算には産総研の AI橋渡しクラウド（ABCI）を利用し，GNU
Parallel [76]を用いて並列に行った．
図 4.11 は固定小数点数のビット精度を 6-bit から 10-bit まで変化させた時の RMSE の比
較である．この結果から，単純な周期波形，複雑な周期波形のどちらについても，ビット精度
が減少することで RMSE の値が上昇していることが分かる．しかし，ビット精度が 8-bit 以
上の場合ではビット精度が 6-bit，7-bit の場合に比べると大きな RMSE の値に大きな差は見
られなかった．このことから，本実験で行った様な単純な周期波形，複雑な周期波形の生成タ
スクではビット精度は 8-bitで十分であると考えられる．




(a) simple 6-bit (b) simple 8-bit (c) simple 10-bit
(d) complex 6-bit (e) complex 8-bit (f) complex 10-bit
図 4.12: 生成波形のビット精度に対する RC-CBMの変化（周期波形）（入力波形：stimuli，中
間層の状態：projection，ターゲット波形：targets，生成波形：prediction）
図 4.13: exponential関数の近似関数で置き換えたときの RC-CBMの RMSEの変化（周期波
形）
80 第 4章 カオスボルツマンマシンを用いたレザバーの FPGA実装
(a) simple sft (b) simple sftexp (c) simple exp
(d) complex sft (e) complex sftexp (f) complex exp
図 4.14: exponential 関数の近似関数に対する RC-CBM の変化（周期波形）（入力波形：
stimuli，中間層の状態：projection，ターゲット波形：targets，生成波形：prediction）
図 4.13は 8-bitの固定小数点数において，exponential関数を shift-exponential関数で置き
換えたときの RMSE の変化である．ここでは，shift-exponential 関数との比較として，入力
値を 1.5 倍し，その整数部分の数だけビットをシフトさせる shift(x) = 2 ⌊1.5x⌋ を用いた．ま
た，ここでは 8-bitの固定小数点数を用いた．この図から，単純な周期波形，複雑な周期波形に

















= −px + py, dy
dt
= −xz + r x − y, dz
dt
= xy − bz (4.12)
また，式内のパラメータとして p = 10,r = 28, b = 8/3を用いた．予測を行う際レザバーへの













図 4.15 は固定小数点数のビット精度を変化させながら NMSE を計測した結果である．こ
の図からローレンツ方程式の予測タスクでは周期波形の生成タスクの場合と同様に，ビット精




図 4.16 は固定小数点数のビット幅を変化させながら NMSE を計測した際に RC-CBM に
よって生成される平均的な波形である．ビット精度 6-bit の RC-CBM では生成される波形
ビット精度が粗く，出力波形の微小な変化に追従できていないことが分かった．しかし，ビッ
ト精度が増加するに従って RC-CBMの出力波形がターゲットとなる波形に近づいている．
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(a) lorentz 6-bit (b) lorentz 8-bit (c) lorentz 10-bit
図 4.16: 生成波形のビット精度に対する RC-CBM の変化（カオス時系列予測）（入力波形：
stimuli，中間層の状態：projection，ターゲット波形：targets，生成波形：prediction）
図 4.17: exponential関数を近似関数で置き換えたときの RC-CBMの NMSEの変化（カオス
時系列予測）








図 4.18は exponential関数の近似関数を変化させながら NMSEを計測した際に RC-CBM
によって生成される平均的な波形である．図 4.17に示されている結果と同様に shift関数を用
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(a) lorentz sft (b) lorentz sftexp (c) lorentz exp





さらに，本研究ではレザバーの性能評価に広く用いられている Narmaタスク [77, 78]に適
用した．Narma タスクとはレザバー計算に必要な非線形性，記憶力を必要とするタスクであ
り，入力時系列 u(n)について以下の式で示される時系列 y(n)を生成するタスクである．






+ γu(n − T + 1)u(t) + δ (4.14)
T = 5,T = 10は Narma5，Narma10と呼ばれ，T の値が大きくなるにつれて難易度が増加す
る．パラメータとして α = 0.3, β = 0.05, γ = 1.5, δ = 0.1 を用い，入力時系列として 0 から
0.2までの一様乱数を用いた．また，その他の実験条件はローレンツ方程式の予測タスクと同
様であり，shift-exponential関数を exponential関数の代わりに用いた．
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図 4.19: 固定小数点数のビット精度を変化させたときの RC-CBMの NMSEの変化（Narma
タスク）
(a) narma5 6-bit (b) narma5 8-bit (c) narma5 10-bit
(d) narma10 6-bit (e) narma10 8-bit (f) narma10 10-bit
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図 4.24: プロパティベーステスト結果
エンコーダ（encoder）
ニューロン数 4，ビット精度 8-bitのエンコーダ回路に対して 10回のランダムパターン
を入力し，それに対応する 2560回の出力をモデルと比較
デコーダ（decoder，decoder’）
ニューロン数 4，ビット精度 8-bit のデコーダ回路に対して 2560 回のランダムパター
ンを入力し，それに対応する 10回の出力をモデルと比較
CBMニューロン（cores）




全ての成分の値が異なるビット精度 8-bit の 4 × 4 の荷重値行列をセットし，ランダム
な 10回のパターンを入力し，それに対応する 10回の出力をモデルと比較した．
出力層ニューロン（modifier）
ニューロン数 4，ビット精度 8-bitの出力層ニューロン回路に対して 10回のランダムな
積和演算結果を入力し，それに対応する 10回の出力をモデルと比較







FPGAボード Virtex UltraScale+ VCU1525 Acceleration Development Board
ターゲットデバイス Virtex UltraScale+ XCVU9P-L2FSGD2104E FPGA
表 4.5: shift-exponential 関数と exponential 関数を実装した回路の使用回路リソースとレイ
テンシ
Functions shift shift-exponential exponential (CORDIC + adder)
# of LUTs 24 62 1,121
# of FFs 0 0 1,138








まず，本研究で提案した shift-exponential 関数の使用 LUT 数，FF 数を比較した．ここ
で，exponential 関数の回路リソースの測定には CORDIC アルゴリズムによって双曲線関数
（hyperbolic-sine関数と hyperbolic-cosine関数）を計算する Xilinx社製の IPコアを用いた．
また，





表 4.5 は shift-exponential 関数と exponential 関数を実装した回路の使用回路リソース数
とレイテンシを比較したものである．この結果から，exponential 関数の代わりに shift 関数，
shift-exponential関数を使用することで，回路実装時に消費されるリソース数とレイテンシを
90 第 4章 カオスボルツマンマシンを用いたレザバーの FPGA実装
表 4.6: 中間層の差分積和演算回路の消費回路リソース数
# of Neurons 256 512 1,024 2,048
# of LUTs
50,866 86,361 178,402 378,077
(4.30%) (7.30%) (15.09%) (31.98%)
# of FFs
33,721 70,240 145,017 293,006
(1.43%) (2.97%) (6.13%) (12.39%)
# of DSPs
0 0 0 0
(0.00%) (0.00%) (0.00%) (0.00%)
# of RAMs
10,240 (LUTRAM) 256 (BRAM) 512 (BRAM) 1,026 (BRAM)
(1.73%) (11.85%) (23.70%) (47.50%)
Maximum delay [ns] 7.369 9.114 10.130 11.895
図 4.25: 中間層の差分積和演算回路の消費回路 LUT，FF数
大幅に削減できることが分かった．












表 4.7: 一つの RAM に複数ニューロン分の荷重値を格納した時の中間層の差分積和演算回路
の消費回路リソース数
# of Neurons 256 512 1,024 2,048
# of LUTs
50,866 86,282 174,546 433,736
(4.30%) (7.30%) (14.76%) (36.69%)
# of FFs
33,721 65,937 139,633 328,091
(1.43%) (2.97%) (5.91%) (13.88%)
# of DSPs
0 0 0 0
(0.00%) (0.00%) (0.00%) (0.00%)
# of RAMs
10,240 (LUTRAM) 128 (BRAM) 256 (BRAM) 256 (URAM)
(1.73%) (5.93%) (11.85%) (26.67%)
Maximum delay [ns] 7.369 9.114 10.192 14.033




この結果は表 4.7に表されている．そして，図 4.26は使用 LUT数，FF数をプロットした
ものである．この図から一つの RAMに一つのニューロン分の荷重値を格納した時に比べて，




ハイエンドの Xilinx 社製 FPGA デバイスに搭載されている大容量 RAM である Ultra RAM
が使用されていた．回路のレイテンシに関しては，一つの RAMに一つニューロン分の荷重値
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表 4.8: RC-CBM回路の使用回路リソース数と最大遅延時間
# of Neurons 32 64 128 256 512 1,024 2,048
# of LUTs
12,856 27,460 56,009 114,438 237,932 510,697 1,089,461
(1.09%) (2.32%) (4.74%) (9.68%) (20.13%) (43.20%) (92.15%)
# of FFs
9,497 18,532 35,694 71,841 144,462 293,048 593,285
(0.40%) (0.78%) (1.51%) (3.04%) (6.11%) (12.39%) (25.09%)
# of DSPs
32 64 128 256 512 1,024 2,048
(0.47%) (0.94%) (1.87%) (3.74%) (7.49%) (14.97%) (29.94%)
# of LUT-RAMs
336 992 680 1,360 2,560 5,120 10,240
(0.06%) (0.17%) (0.11%) (0.23%) (0.43%) (0.87%) (1.73%)
# of BRAMs
0 0 16 32 65 257 1
(0.00%) (0.00%) (0.74%) (1.48%) (3.01%) (11.90%) (0.05%)
# of URAMs
0 0 0 0 0 0 256
(0.00%) (0.00%) (0.00%) (0.00%) (00.00%) (00.00%) (26.67%)







表 4.8はこの結果を表している．また，図 4.26は実装回路の消費 LUT数，FF数，DSP数
をプロットしたものである．この図から分かる通り，中間層のニューロン数が増加するにつれ
て，実装回路の使用リソース数が線形に増加している．また，この実装回路では LUTの使用
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また，本研究で提案した shift-exponential関数は shift関数に比べて RC-CBMの計算能力
への影響が小さいことが分かった．これは，shift関数では入力値の整数部のみに対する計算を





の RC-CBMの内部状態は −1から 1までの範囲のうち，0から 1までの範囲に偏っているこ

















により，2,048 ニューロンの RC-CBM 回路を単一 FPGA をターゲットデバイスとして論理
合成することが可能となった．




















精度が 8-bit 以上である場合，RC-CBM の動作に大きな影響が見られないことが分かった．





















本研究で行った CBM のハードウェア実装では，提案手法である CBM のハードウェア指
向アルゴリズムと差分積和演算の有効性を実証することができた．CBM のハードウェア実
装ではまず，提案手法として浮動小数点数の固定小数点数化と exponential 関数の shift 関数
化，と差分積和演算を考案した．その後，数値シミュレーションを行い提案手法を用いて実装
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また，本研究で行った RC-CBMのハードウェア実装では，提案手法である CBMをベース














ことで，CBM の FPGA 実装時に CBM の実装回路規模を制限していた RAM のハードウェ
ア使用量を削減することができた．本研究で提案したハードウェア実装手法を用いることで，
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