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Subconvexity for twisted L-functions on GL3 over the Gaussian
number field
Zhi Qi
Abstract. Let q P Zris be prime and χ be the primitive quadratic Hecke character modulo
q. Let π be a self-dual Hecke automorphic cusp form for SL3pZrisq and f be a Hecke
cusp form for Γ0pqq Ă SL2pZrisq. Consider the twisted L-functions Lps, πb f b χq and
Lps, πb χq on GL3 ˆ GL2 and GL3. We prove the subconvexity bounds
L
`
1
2
, πb f b χ
˘
Î ε,π, f Npqq
5{4`ε , L
`
1
2
` it, πb χ
˘
Î ε,π,t Npqq
5{8`ε ,
for any ε ą 0.
1. Introduction
Subconvexity for L-functions is one of the central problems in analytic number theory.
The principal aim is to get bounds for a given L-function that are better than what the
functional equation together with the Phragme´n-Lindelo¨f convexity principle would imply.
The subconvexity problem for GL1 and GL2 over arbitrary number fields was com-
pletely solved in the seminal work of Michel and Venkatesh [MV]. More recent work on
the subconvexity for GL2 over number fields may be found in [BH], [Mag2], [Mag3] and
[Wu].
Xiaoqing Li [Li2] and Blomer [Blo] made the first progress on the subconvexity for
GL3 and GL3 ˆ GL2 in the t-aspect and the level aspect, respectively, in which they both
study the first moment of L-functions for GL3 ˆ GL2 and exploit the nonnegativity of
central L-values. It closely resembles the cubic moment of L-functions for GL1 ˆ GL2
studied by Conrey-Iwaniec [CI]. Recently, there are developments of new techniques on
stationary phase and the analysis of Bessel integrals which yield numerical improvement
of the subconvexity exponent or hybrid subconvexity bounds in both the level and the t-
aspect. See for example [MSY], [Hua] and [Nun]. Some ideas in the latter two should
be attributed to Young [You], in which he established the hybrid version of Conrey and
Iwaniec’s results. Another approach to the GL3 subconvexity problem is the circle method
technique elaborated in the series ‘The circle method and bounds for L-functions I–IV’
of Munshi [Mun1]-[Mun4]. His method was further developed and simplified in [Mun5],
[Mun6], [HN], [Lin] and [SZ]. Moreover, as an application of the GL3 Kuznetsov formula
in [But], Blomer and Buttcane [BB2, BB3] successfully solved the subconvexity problem
in the aspect of the GL3 Archimedean Langlands parameter (the µ-aspect). All the current
subconvexity results for GL3 in the literature are over the rational field Q.
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In this paper, we shall obtain for the first time subconvexity results for GL3 over a
number field other than Q. More precisely, we shall extend the work of Blomer [Blo]
to the Gaussian number field Qpiq. Our main tools are the Kuznetsov formula for Hecke
congruence subgroups of SL2pZrisq and the Voronoı¨ summation formula for SL3pZrisq; the
former is indeed established in [LG] for imaginary quadratic fields and the latter in [IT]
for arbitrary number fields. As alluded to above, the advances along the moment method
approach rely heavily on the innovations in the analytic aspect. Likewise, our main focus
here will be on the analysis of the GL2pCq-Bessel kernel and Bessel integral arising in
Kuznetsov and the GL3pCq-Hankel transform in Voronoı¨. For this we must resort to the
analytic theory of high-rank Bessel functions in [Qi3], especially the asymptotic formula
for the GL3pCq-Bessel kernel.
1.1. Main results. Let F “ Qpiq be the Gaussian number field and O “ Zris be the
ring of Gaussian integers. Let N “ NF{Q “ | |2 denote the norm on F.
Let q P O be a square-free Gaussian integer such that Npqq ” 1pmod 8q and χ “ χ q
be the primitive quadratic Hecke character of conductor q and frequency 0.
For q1|q let H‹pq1q be the set of the L2-normalized Hecke newforms on Γ0pq1qzH3 in
the L2-discrete spectrum of the Laplace-Beltrami operator. Here Γ0pq1q Ă SL2pOq is the
Hecke congruence group of level q1 as defined in (3.1). Put B‹pqq “ Ťq1|q H‹pq1q and
let B‹pqq “ t f ju jě1. Let the Laplacian eigenvalue of f j be 1 ` 4t2j and denote by λ jpnq,
n P O r t0u, the Hecke eigenvalues of f j.
Let π be a fixed self-dual Hecke-Maass cusp form for SL3pOq. Let Apn1, n2q, n1,
n2 P O r t0u, denote the Fourier coefficients of π, Hecke-normalized so that Ap1, 1q “ 1.
We consider the twisted L-function
Lps, π b χq “
ÿ
pnq‰0
Ap1, nqχpnq
Npnqs(1.1)
and for f j even the Rankin-Selberg L-function
Lps, π b f j b χq “
ÿÿ
pn1q,pn2q‰0
Apn1, n2qλ jpn2qχpn2q
Npn2
1
n2qs
(1.2)
(λ jpn2q is independent on the representative of the ideal pn2q only when f j is even).
Theorem 1.1. Let notation be as above. Assume that q is prime. Let T ě 1. For ε ą 0
and A “ Apεq sufficiently large, we haveÿ1
|t j|ďT
L
`
1
2
, πb f j b χ
˘` ż T
´T
ˇˇ
L
`
1
2
` it, πb χ˘ˇˇ2 t2dt
t2 ` 1 Î T
ANpqq5{4`ε,(1.3)
where
ř1
restricts to the even Hecke cusps forms in B‹pqq. The implied constant depends
only on ε and π.
By the nonnegativity theorem of Lapid in [Lap], we have
(1.4) L
`
1
2
, πb f j b χ
˘ ě 0.
As a consequence of (1.4), we derive from (1.3) the following bound for the individual
L-values.
Corollary 1.2. Let notation be as above. Assume that q is prime. We have
L
`
1
2
, πb f j b χ
˘ Î Npqq5{4`ε,(1.5)
for any ε ą 0, the implied constant depending only on ε, π and t j.
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Moreover, ignoring the contribution of the cuspidal spectrum in (1.3) by nonnegativity
(1.4), we have ż T
´T
ˇˇ
L
`
1
2
` it, π b χ˘ˇˇ2 t2dt
t2 ` 1 Î Npqq
5{4`ε,
By the arguments in [CI, §1] (see also [Blo, §4]), we have the following corollary.
Corollary 1.3. Let notation be as above. Assume that q is prime. We have
L
`
1
2
` it, π b χ˘ Î Npqq5{8`ε,(1.6)
for ε ą 0 and t real, the implied constant depending only on ε, π and t.
Since the corresponding convexity bounds for L
`
1
2
, πb f j b χ
˘
and L
`
1
2
` it, πb χ˘
are Npqq3{2`ε and Npqq3{4`ε, respectively, the above bounds in Corollary 1.2 and 1.3 break
their convexity bounds.
1.2. Remarks. We regard the primary novelty of this work as not in the arithmetic but
rather in the analysis of GL2- and GL3-Bessel kernels and the GL3-Hankel transform over
C. For example, the computations of character sums in [Blo] may be applied here without
any change (thanks to the fact that Qpiq is of class number one). As for the analysis,
although there are obvious similarities compared to [Blo], Bessel kernels over C are not
only different from but more difficult to analyze than those overR.1 A remarkable reflection
of this difference is that the method in [Li2] surprisingly fails to work over Qpiq in the
aspect of analytic conductor (the t-aspect). Roughly speaking, the analysis in [Li2] breaks
down on C because there is not sufficient oscillation in the weights.
This paper may be viewed as the second application of the Voronoı¨ summation for-
mula over number fields in Ichino-Templier [IT] and the asymptotic theory of high-rank
Bessel functions in the author’s work [Qi3]. The first is the Wilton and Miller bounds for
additively twisted sums of GL2 and GL3 Fourier coefficients over arbitrary number fields
in [Qi2].
The results here over the Gaussian number field may be extended straightforwardly
to the other eight imaginary quadratic number fields of class number one. Furthermore,
it is very likely that the subconvexity problem under consideration may be solved over
an arbitrary number field in the same manner. First, the Voronoı¨ summation formula over
number fields is well established in [IT]. Second, the spherical Kuznetsov trace formula
over number fields may be found in [BM1] or [Ven] (see also [Mag1]), although the class
of weight functions therein is not quite as general as in [Kuz] and [BM2, LG]. Moreover,
the works in [Blo] and this paper have completed the analysis of Bessel kernels, the Bessel
integral and the Hankel transform over an Archimedean local field. Yet, many details in
the non-Archimedean aspect, which could be quite complicated, remain to be worked out
if the class number is not one.
Acknowledgements. This work was done during my stay at Rutgers University. I
would like to acknowledge the Department of Mathematics for its hospitality and thank
Stephen D. Miller and Henryk Iwaniec for their help. I also thank the referee for careful
readings and extensive comments.
1This has already been alluded to in some previous works of the author. For example, Stirling’s asymptotic
formula for the gamma function, used by Xiaoqing Li and Blomer in [Li1, Blo] to establish the asymptotic
formula for Bessel kernels over R, becomes fairly useless in the asymptotic theory of Bessel kernels over C in
[Qi3].
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2. Preliminaries
2.1. General notation. Throughout this article, we set epzq “ e2πiz.
Let F “ Qpiq and O “ 2O1 “ Zris. Then O1 is the dual lattice of O with respect to the
trace Tr “ TrF{Q “ 2Re. Let Oˆ “ t1,´1, i,´iu be the group of units. As convention, let
ppq always stand for prime ideal of O.
The standard notation for certain arithmetic functions on Z will also be used for Zris,
like the Mo¨bius function µ and the Euler function ϕ. Namely, µpnq “ p´1qk if n is a
square-free Gaussian integer with k many prime factors, µpnq “ 0 if n is not square-free,
and ϕpnq “ |n|2śppqĄpnq `1´ 1{|p|2˘.
Let dz be twice the Lebesgue measure on C. In the polar coordinates, we have dz “
2xdxdφ for z “ xeiφ.
2.2. Kloosterman sums. For n1, n2 P O and c P Or t0u define the Kloosterman sum
(2.1) S pn1, n2; cq “
ÿ‹
apmod cq
e
ˆ
Re
ˆ
n1a` n2sa
c
˙˙
,
where
ÿ‹
means that a runs over representatives of pO{cOqˆ and asa ” 1pmod cq.
2.3. Hecke characters. Define ηpzq “ z{|z|, z P Crt0u. For q P Ort0u let Iq denote
the group of fractional ideals that are relatively prime with q, that is, Iq “
 pn1qpn2q´1 :
pn1, qq “ pn2, qq “ O
(
. Let ω be a character of pO{qOqˆ and k be an integer satisfying
the units consistency condition: ωpǫqǫk “ 1 for all ǫ P Oˆ. We may then form a Hecke
character (Gro¨ßencharakter) χ on Iq such that
χppnqq “ ωpnqηkpnq,
for every n P O, pn, qq “ O. In addition, we assume χppnqq “ 0 if pn, qq ‰ O. The integer
k is called the frequency of χ. The Gauss sum τpχq associated with χ is defined by
τpχq “ ηkpqq
ÿ‹
apmod qq
ωpaqe
ˆ
Re
ˆ
a
q
˙˙
.
The root number εpχq “ i´kτpχq{
a
Npqq. See [IK, §3.8] for more details.
Now assume that q is odd and square-free. Let ω be the quadratic symbol
` ¨
q
˘
. Note
that
`
i
q
˘
“ p´1qpNpqq´1q{4, so one needs 2k ” Npqq ´ 1pmod 8q for the units consistency
condition. In this article, we assume that χ “ χq is quadratic (real), then the frequency
k “ 0 (in other words, χ is trivial at the Archimedean place) and hence Npqq ” 1pmod 8q.
In this case, we claim that τpχq “
a
Npqq and hence εpχq “ 1. To see this, let us first
assume that q is prime. When Npqq “ qsq splits, the character χq is equal to the Legendre
symbol ξNpqq “
` ¨
Npqq
˘
under the isomorphism O{qO – Z{NpqqZ, so τpχqq “ τpξNpqqq “a
Npqq as Npqq ” 1pmod 4q. When q P Z and q ” ´1pmod 4q so that q is inert,
the character χq is induced from the Legendre symbol ξq “
` ¨
q
˘
on Z{qZ via the norm
map N : O{qO Ñ Z{qZ, namely χq “ ξq oN, and by [IK, §3.8, Example 5] we have
τpχq “ ξqp´1q ¨ τpξqq2 “ ´
`
i
?
q
˘2 “ aNpqq. The quadratic reciprocity law for O may
be applied to prove τpχq “
a
Npqq for any q square-free.
2.4. Stationary phase (the Van der Corput lemma).
Lemma 2.1 (Van der Corput). Let K Ă Rd be a compact set that contains 0, U be
an open neighborhood of K. Let S ą 0 and
?
λ ě X ě 1. Let upxq P C8
0
pKq and
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f pxq P C8pUq. Suppose that pB{Bxqαupxq Î α S Xα and that f pxq is real-valued, f p0q “ 0,
f 1p0q “ 0, det f 2p0q ‰ 0 and f 1pxq ‰ 0 in K r t0u. Then for any given multi-index γ,
Iγpλq “
ż
K
epλ f pxqqupxqxγdx Î S {λp|γ|`dq{2,
with the implied constant depending only on γ when f stays in a bounded set in C8pKq
and |x|{| f 1pxq| has a uniform bound.
Lemma 2.1 is a generalization of [Sog, Lemma 1.1.6], but here X can be as large as?
λ, while X “ 1 in [Sog], which means that the amplitudes are allowed to have moderate
oscillation.
In the settings of [Sog], one works with amplitudes that involve the parameter λ,
namely, upxq “ upλ, xq, and, using the Van der Corput lemma, one may deduce the follow-
ing stationary estimate as in [Sog, Theorem 1.1.4],
pB{BλqβI0pλq Î β S Xβ{λd{2`β
from
pB{BxqαpB{Bλqβupλ, xq Î α,β S Xα{λβ.
In our settings however we have to also differentiate with respect to an additional angular
parameter θ involved in the phase f pxq, so [Sog, Theorem 1.1.4] is not sufficient; never-
theless the Van der Corput lemma would still do the job for us.
Proof. Following [Sog], Lemma 2.1 in higher dimensions may be deduced from the
one-dimensional case by an induction and the Morse lemma. When d “ 1, Lemma 2.1
can be proven by the arguments of Van der Corput as in the proof of [Sog, Lemma 1.1.2].
Indeed, at the end we would get
Iγpλq Î γ,N S r γ`1
˜
1`
ˆ
X ` 1{r
λr
˙N¸
,
for any r ą 0 and N ě γ ` 2. The right side is smallest when r “ `X ` ?X2 ` 4λ˘{2λ,
which yields
Iγpλq Î S
˜
X ` ?X2 ` 4λ
2λ
¸γ`1
Î S
˜
X `
?
λ
λ
¸γ`1
.
Hence, we have the desired stationary phase bound S {λpγ`1q{2 when X ď
?
λ. Q.E.D.
We shall use the following variant of the two-dimensional Van der Corput lemma in
the polar coordinates.
Lemma 2.2. Let S ą 0 and
?
λ ě X ě 1. In the polar coordinates, let u px, φq be a
smooth function with support in the annulus Arb, cs “ tpx, φq : x P rb, csu and derivatives
satisfying Bαx Bβφu px, φq Îα,β S Xα`β for all α, β. Let f px, φq be a smooth real-valued
function such that f pa, θq “ 0, f 1pa, θq “ 0, det f 2pa, θq ‰ 0 and that f 1pa, θq ‰ 0 in
Arb, cs r tpa, θqu. Then for any given α and β,
Iαβpλq “
ż 2π
0
ż 8
0
epλ f px, φqqupx, φqpx ´ aqα sinβppφ´ θq{2qdxdφ Î S {λpα`β`2q{2,(2.2)
with the implied constant depending only on α, β, when f px, φq stays in a bounded set in
C8pArb, csq and `px´ aq2` sin2pφ´ θq{2q˘{`pBx f px, φqq2`pBφ f px, φqq2˘ has a uniform
bound.
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3. A review of automorphic forms and L-functions
3.1. Automorphic forms on H3.
3.1.1. The three-dimensional hyperbolic space. We let
H3 “ tw “ z` jr “ x` iy` jr : x, y, r real, r ą 0u
denote the three-dimensional hyperbolic space, with the action of GL2pCq or PGL2pCq(“
PSL2pCq) given by
zpg ¨ wq “ paz` bqpcz` dq ` acr
2
|cz` d|2 ` |c|2r2 , rpg ¨ wq “
r| det g|
|cz` d|2 ` |c|2r2 ,
g “
ˆ
a b
c d
˙
P GL2pCq, while the action of GL2pCq on the boundary BH3 “ CYt8u is by
the Mo¨bius transform. H3 is equipped with the GL2pCq-invariant hyperbolic metric pdx2`
dy2 ` dr2q{r2 and hyperbolic measure dx dy dr{r3. The associated hyperbolic Laplace-
Beltrami operator is given by ∆ “ r2 `B2{Bx2 ` B2{By2 ` B2{Br2˘´ rB{Br.
3.1.2. Hecke congruence groups. For q P Ort0u define the Hecke congruence group
Γ0pqq “
"ˆ
a b
c d
˙
P SL2pOq : c ” 0 pmod qq
*
.(3.1)
Γ “ Γ0pqq is a discrete subgroup of SL2pCq which is cofinite but not cocompact. Subse-
quently, we shall always assume that q is square-free.
3.1.3. Maass cusp forms. The L2-discrete spectrum of the Laplace-Beltrami operator
∆ on ΓzH3 comprises the constant function f0 ” 1{
a
VolpΓzH3q and an orthonormal
basis of Maass cusp forms t f ju jě1 which are eigenfunctions of ∆. For f j with Laplacian
eigenvalue 1` 4t2
j
, we have the Fourier expansion
f jpz, rq “
ÿ
nPO 1rt0u
ρ jp2nqrK2it jp4π|n|rqepTrpnzqq.
We recall the Kim-Sarnak bound in [BB1] over the field F,
|Im t j| ď 764 ,(3.2)
so t j is either real or imaginary with |it j| ď 764 .
Since i ¨
ˆ´1
1
˙
P Γ0pqq, we infer that f j is invariant under the action of
ˆ´1
1
˙
and hence ρ jp´nq “ ρ jpnq. A Maass cusp form for Γ0pqq is said to be even or odd if it is
an eigenfunction of the action of
ˆ
i
1
˙
with eigenvalue 1 or ´1, respectively. We may
require that each f j is either even or odd. Note that f j is even if and only if ρ jpǫnq “ ρ jpnq
for all ǫ P Oˆ and n P O r t0u.
Remark 3.1. It would be of some interest to introduce the congruence group Γ1
0
pqq Ă
GL2pOq defined similarly as in (3.1),
Γ10pqq “
"ˆ
a b
c d
˙
P GL2pOq : c ” 0 pmod qq
*
.(3.3)
It is clear that an even Maass cusp form for Γ0pqq is indeed a Maass cusp form for Γ10pqq.
For n P O r t0u, we define the Hecke operator Tn by
Tn f pwq “ 1
4|n|
ÿ
ad“n
ÿ
bpmod dq
f
ˆˆ
a b
d
˙
w
˙
.
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Hecke operators commute with each other as well as the Laplacian operator. We may
further assume that every f j is an eigenfunction of all the Hecke operators Tn with pn, qq “
O. Let λ jpnq denote the the Hecke eigenvalue of Tn for f j, then
(3.4) ρ jpnq “ ρ j p1q λ jpnq,
if pn, qq “ O. The Hecke eigenvalues λ jpnq are real and satisfy the Hecke relation
λ jpn1qλ jpn2q “ 1
4
ÿ
d|n1,d|n2
λ j
`
n1n2{d2
˘
,(3.5)
if pn1n2, qq “ O.
Finally, let H‹pqq be the set of the L2-normalized newforms for Γ0pqqwhich are eigen-
functions of all the Tn. Later in §3.2.2, the orthonormal basis t f ju jě1will be constructed
from all the newforms for Γ0pq1q with q1|q.
3.1.4. Eisenstein series. For each cusp a of Γ “ Γ0pqq, we form the Eisenstein series
Eapw; sq “
ÿ
γ PΓazΓ
rpσ´1a γ ¨ wq2s,
if Re s ą 1 and by analytic continuation for all s in the complex plane. Here Γa denote the
stability group of a in SL2pOq and σa P SL2pCq is such that
σa8 “ a and σ´1a Γaσa “ Γ8.(3.6)
The Fourier expansion of Epz, r; sq is similar to that of a cusp form. Precisely
Eapz, r; sq “ ϕar2s ` ϕapsqr2´2s `
ÿ
nPOrt0u
ϕapn, sqrK2s´1p2π|n|rqepRepnzqq,(3.7)
with ϕa “ 1 if a „ 8 or ϕa “ 0 if otherwise.
The continuous L2-spectrum of the Laplacian comprises all the Ea
`
w, 1
2
` it˘.
Following [CI, §3], we compute the Fourier coefficients of Eapw; sq by using the
Eisenstein series for SL2pOq “ Γ0p1q,
Epz, r; sq “ 1
4
r2s
ÿÿ
pc,dq“O
`|cz` d|2 ` |c|2r2˘´2s,(3.8)
which is known to have an explicit Fourier expansion as in (3.7) with
ϕpsq “ πζFp2s´ 1qp2s´ 1q ζFp2sq , ϕpn, sq “
2π2sηpn, sq
Γp2sqζFp2sq ,(3.9)
in which ζF is the Dedekind zeta function associated with F,
ζFpsq “
ÿ
pnq‰0
1
|n|2s “
1
4
ÿ
n‰0
1
|n|2s ,(3.10)
and for n P O r t0u
ηpn, sq “
ÿ
paqĄpnq
ˇˇˇ
n
a2
ˇˇˇ2s´1
“ 1
4
ÿ
a|n
ˇˇˇ
n
a2
ˇˇˇ2s´1
,(3.11)
which satisfies the same Hecke relation as λ jpnq, namely,
ηpn1, sqηpn2, sq “ 1
4
ÿ
d|n1,d|n2
ηpn1n2{d2, sq,(3.12)
for pn1n2, qq “ O. For more details, see for example [EGM, §3.4, 8.2].
Since q is square-free, every cusp of Γ “ Γ0pqq is equivalent to one of 1{3 with 3|q,
and 1{3 „ 1{31 if and only if p3q “ p31q. These may be verified by the arguments in [Shi,
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§1.6]. For the cusp a “ 1{3 let 4 “ q{3 be the complementary divisor and define the
scaling matrix
σa “
ˆ ?
4?
q3 1{?4
˙
.
It is easy to show that (3.6) holds; see [DI, §2.1, 2.2]. Note that
σ´1a Γ “
"ˆ
a{?4 b{?4
c
?
4 d
?
4
˙
:
ˆ
a b
c d
˙
P SL2pZq, c` a3 ” 0pmod qq
*
.
Hence the Eisenstein series for the cusp a “ 1{3 is given by
Eapz, r; sq “
ÿ
τP Γ8zσ
´1
a Γ
rpτpz, rqq2s “ 1
4
ˆ
r
|4|
˙2s ÿÿ
pc, d4q“O
3|c
`|cz` d|2 ` |c|2r2˘´2s.
By the calculations in [CI, §3], we have
Eapz, r; sq “
µp3qζF,qp2sq
16|q3|2s
ÿ
β|3
ÿ
γ|4
µpβγq|β{γ|2sE pβγz, |βγ|r; sq ,(3.13)
where ζF,qpsq is the local zeta-function
ζF,qpsq “
ź
ppqĄpqq
`
1´ |p|´2s˘´1 .(3.14)
In conclusion, by (3.9)-(3.14) we deduce that for n P O r t0u, pn, qq “ O,
ϕapn, sq “
2µp3qπ2sζF,qp2sqηpn, sq
|q3|2sΓp2sqζFp2sq .(3.15)
3.2. The spectral Kuznetsov formula for Γ0pqqzH3.
3.2.1. Bessel functions for GL2pCq. Let µ P C and m P Z. We define
(3.16) Jµ,mpzq “ J´2µ´ 1
2
m pzq J´2µ` 1
2
m pzq ,
with Jνpzq the classical J-Bessel function of order ν. The function Jµ,mpzq is well-defined
in the sense that the expression on the right of (3.16) is independent on the choice of the
argument of z modulo 2π. Next, we define
(3.17) Jµ,m pzq “
$’’&’’%
2π2
sinp2πµq
`
Jµ,mp4πzq ´ J´µ,´mp4πzq
˘
, if m is even,
2π2i
cosp2πµq
`
Jµ,mp4πzq ` J´µ,´mp4πzq
˘
, if m is odd.
It is understood that in the nongeneric case when 4µ P 2Z` m the right-hand side should
be replaced by its limit. Moreover, Jµ,m pzq is an even function when m is even. See [Qi3,
§15.3].
Let H
p1q
ν pzq and Hp2qν pzq be the Hankel functions of order ν. It follows from the con-
nection formulae between H
p1q
ν pzq, Hp2qν pzq and Jνpzq, J´νpzq in [Wat, 3.61 (1, 2)] that
Jµ,m pzq “ π2i
`
e2πiµH
p1q
µ,mp4πzq ` p´qm`1e´2πiµHp2qµ,mp4πzq
˘
.(3.18)
with
(3.19) H
p1,2q
µ,m pzq “ Hp1,2q2µ` 1
2
m
pzqHp1,2q
2µ´ 1
2
m
pzq .
It should be warned that the product in (3.19) is not well-defined as function on C r t0u.
For latter applications, we have the following lemma. See [Olv, §7.13.1].
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Lemma 3.2. Let K be a nonnegative integer. We have
H
p1q
ν pzq “
ˆ
2
πz
˙1{2
eipz´
1
2
πν´ 1
4
πq
˜
K´1ÿ
k“0
p´qkpν, kq
p2izqk ` E
p1q
K
pzq
¸
,(3.20)
H
p2q
ν pzq “
ˆ
2
πz
˙1{2
e´ipz´
1
2
πν´ 1
4
πq
˜
K´1ÿ
k“0
pν, kq
p2izqk ` E
p2q
K
pzq
¸
,(3.21)
with pν, kq “ Γ`ν ` k ` 1
2
˘{k!Γ`ν ´ k ` 1
2
˘
, of which (3.20) is valid when z is such that
´π ` δ ď arg z ď 2π ´ δ, and (3.21) when ´2π ` δ ď arg z ď π ´ δ, δ being any acute
angle, and
zαpd{dzqαEp1,2q
K
pzq Îδ,α,K p|ν|2 ` 1qK{|z|K ,(3.22)
for |z| Ï |ν|2 ` 1 and arg z in the range indicated as above.
Moreover, by [Qi3, Corollary 6.17], we have the following integral representation
(3.23) Jµ,m
`
xeiφ
˘ “ 4πim ż 8
0
y4µ´1E
`
yeiφ
˘´m
Jm
`
4πxY
`
yeiφ
˘˘
dy,
with
Ypzq “
ˇˇ
z` z´1
ˇˇ
, Epzq “ `z` z´1˘ { ˇˇz` z´1 ˇˇ .
The integral on the right of (3.23) is absolutely convergent if |Re µ| ă 1
8
.
In this article, we are mainly concerned with the spherical Bessel function
(3.24) Jµpzq “ Jµ,0pzq “ 2π
2
sinp2πµq
`
J´2µ p4πzq J´2µ p4πzq ´ J2µ p4πzq J2µp4πzq
˘
,
which is associated with the spherical principal series representation of PSL2pCq induced
from the character χ µ
ˆ
z
z´1
˙
“ |z|4µ. Non-spherical Bessel functions Jµ,˘1pzq and
Jµ,˘2pzq however will arise in the derivatives of Jµpzq.
3.2.2. The spectral Kuznetsov formula for Γ0pqqzH3. Let hptq be an even function
satisfying the following two conditions,
- hptq is holomorphic on a neighborhood of the strip |Im t| ď σ,
- hptq Î p|t| ` 1q´ϑ,
for some σ ą 1{2 and ϑ ą 3. In view of [LG, Theorem 11.3.3], along with (3.4, 3.15),
we have the following spectral Kuznetsov trace formula, specialized to the spherical case.
For pn1n2, qq “ O,ÿ1
j
ω j hpt jqλ jpn1qλ jpn2q ` 1
2π
ÿ
a
ż 8
´8
ωaptqhptqη
`
n1,
1
2
` it˘ η `n2, 12 ´ it˘ dt
“ 1
2π2
ÿ
ǫPOˆ
δn1, ǫn2 H `
1
8π2
ÿ
ǫPOˆ{Oˆ2
ÿ
q|c
S pn1, ǫn2; cq
|c|2 H
ˆ ?
ǫn1n2
2c
˙
,
(3.25)
where
ř1
restricts to the even Hecke cusps forms for Γ0pqq,
ω j “
|ρ j p1q|2 t j
sinhp2πt jq , ωaptq “
ˇˇ
ϕa
`
1, 1
2
` it˘ˇˇ2 t
sinhp2πtq ,(3.26)
H “
ż 8
´8
hptqt2dt, Hpzq “
ż 8
´8
hptqJ itpzqt2dt,(3.27)
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in which J itpzq is the Bessel function as in (3.24), δn1,ǫn2 is the Kronecker δ-symbol,Oˆ2 “ 
ǫ2 : ǫ P Oˆ( “ t1,´1u, and S pn1, ǫn2, cq is the Kloosterman sum defined by (2.1). It
follows from (3.15) that
ωaptq “
2π|ζF,qp1` 2itq|2
|q3|2|ζFp1` 2itq|2 ,(3.28)
if a “ 1{3.
Remark 3.3. The spectral weight function hp2it, pq in [LG, Theorem 11.3.3] is chosen
to be supported on tp2it, pq : p “ 0u and here hptq “ hp2it, 0q. When p “ 0, the corre-
sponding representations of SL2pRq are spherical and the cusp forms f j are their SU2-fixed
vectors. Moreover, for n P O1 r t0u, we have ρp2nq “ πCpn; 2it, 0q{Γ p1` 2itq and sim-
ilarly ϕa
`
2n, 1
2
` it˘ “ πBapn; 2it, 0q{Γ p1` 2itq if Cpn; 2it, 0q and Bapn; 2it, 0q are the
Fourier coefficients in [LG]. When it j is imaginary so that the infinite component of f j is a
unitary principal series, it follows from Euler’s reflection formula that
ω j “
|ρ jp1qΓp1` 2it jq|2
2π
“ |ρ jp1q|
2Γp1` 2it jqΓp1´ 2it jq
2π
“ |ρ jp1q|
2t j
sinhp2πt jq .
When s j “ it j is real, say in
`
0, 1
2
˘
, and we are in the complementary series case (although
Selberg’s conjecture asserts that this case does not exist), the formula in [LG, Theorem
11.3.3] is not so accurate. As suggested in [Qi4, Theorem 2.1], there should be a correction
factor Gs j,0 “ Γp1 ` 2s jq{Γp1´ 2s jq in the denominator, and hence
ω j “
|ρ jp1qΓp1` 2s jq|2
2π
Γp1´ 2s jq
Γp1` 2s jq “
|ρ jp1q|2Γp1` 2s jqΓp1 ´ 2s jq
2π
“ |ρ jp1q|
2s j
sinp2πs jq .
The author however overlooked the simple fact that complementary series are spherical
(d “ 0 in the notation of [Qi4]) and would like to take the chance here to correct and
simplify the formula of Gs,d in [Qi4, Theorem 2.1] as follows,
Gs,d “
#
1, if s is imaginary,
Γp1` 2sq{Γp1´ 2sq, if s P `0, 1
2
˘
and d “ 0.
Remark 3.4. In the real case, the Bessel kernel is$&%
πi
sinhpπtq
`
J2itp4πxq ´ J´2itp4πxq
˘
, if ǫ “ 1,
4 coshpπtqK2itp4πxq, if ǫ “ ´1.
The Bessel functions J2it and K2it have quite different asymptotics on R` and must be
treated separately. However, unlike the real case, the unit ǫ here does not play an essential
role.
For q “ q1q2 and Hecke newform f P H‹pq1q, let S pq2; f q denote the linear space
spanned by the forms f|dpz, rq “ f pdz, |d|rq, with d|q2. The space of cusp forms for Γ0pqq
decomposes into the orthogonal sum of S pq2; f q. By the calculations in [ILS, §2], one
may construct an orthonormal basis of S pq2; f q in terms of f|d. Recall that pn1n2, qq “ O.
Using this collection of bases as our t f ju, the sum in (3.25) can be arranged into a sum
over the even newforms in B‹pqq “ Ťq1|q H‹pq1q. With ambiguity, we denote by f j the
newforms in B‹pqq (instead of the cusp forms in an orthonormal basis for Γ0pqq), let t j,
λ jpnq be as before, and denote by ω‹j the new weights. In addition, let
ω‹ptq “
ÿ
a
ωaptq.
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We then obtain for pn1n2, qq “ O,ÿ1
j
ω‹jh pt jqλ jpn1qλ jpn2q `
1
2π
ż 8
´8
ω‹ptqhptqη `n1, 12 ` it˘ η `n2, 12 ´ it˘ dt
“ 1
2π2
ÿ
ǫPOˆ
δn1, ǫn2 H `
1
8π2
ÿ
ǫPOˆ{Oˆ2
ÿ
q|c
S pn1, ǫn2; cq
|c|2 H
ˆ ?
ǫn1n2
2c
˙
.
(3.29)
Following [ILS, §2], we may derive the formula
ω‹j “
πZqp1, f jq
VolpSL2pOqzH3q|q|2Zp1, f jq ,(3.30)
with
Zps, f jq “ 1
4
ÿ
n‰0
λ jpn2q
|n|2s , Zqps, f jq “
1
4
ÿ
n|q8
λ jpn2q
|n|2s .(3.31)
According to [EGM, §7.1, Theorem 1.1], we have VolpSL2pOqzH3q “ 2ζFp2q{π2. We also
note that Zqps, f jq is a finite Euler product and Zqp1, f jq is usually dispensable. Moreover,
for f j P H‹pq1q, we have
Zps, f jq “ ζF,q1p2sqζFp2sq´1Lps, Sym2 f jq.(3.32)
For our purpose, we only need the lower bound
ω‹j Ï |q|´2´εp|t j| ` 1q´ε.(3.33)
Moreover, in view of (3.28), we have
ω‹ptq “ 2πνpqq|ζF,qp1` 2itq|
2
|q|4|ζFp1` 2itq|2 ,(3.34)
with the standard definition νpqq “ |q|2śppqĄpqq `1` 1{|p|2˘. We also have the lower
bound
ω‹ptq Ï |q|´2´ε min  |t|´ε, |t|2( .(3.35)
These two lower bounds are consequences of the estimate in [Mol, Theorem 1] applied
to Lps, Sym2 f jq and ζFps ` 2itq, with the latter viewed as the L-function for the Hecke
character χ´2itppnqq “ |n|´4it. Suffice it to say, [Mol, Theorem 1] is a very broad gener-
alization of [Iwa, Theorem 2] to a large class of L-functions which satisfy an assumption
much weaker than the Ramanujan hypothesis.
3.3. Hecke-Maass cusp forms for SL3pOq. Let π be a Hecke-Maass cusp form (or a
cuspidal representation) for SL3pOq. Suppose that the Archimedean Langlands parameter
of π is the triple pµ1, µ2, µ3q, satisfying µ1`µ2`µ3 “ 0. Let Apn1, n2q, with n1, n2 P Ort0u,
denote the Fourier coefficients of π. Since all the
¨˝
ǫ1ǫ2
ǫ1
1
‚˛ may be generated from
the diagonal elements in SL3pOq and the central elements ǫI3, we infer that Apǫ1n1, ǫ2n2q “
Apn1, n2q for all ǫ1, ǫ2 P Oˆ. Further, we assume that π is Hecke normalized in the sense
that A p1, 1q “ 1. We have the multiplicative relation
Apn1m1, n2m2q “ Apn1, n2qApm1,m2q, pn1n2,m1m2q “ O,(3.36)
and the Hecke relation
Apn1, n2q “ 1
4
ÿ
d|n1,d|n2
µpdqA pn1{d, 1qA p1, n2{dq .(3.37)
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In this article, we assume that π is self-dual so that pµ1, µ2, µ3q “ pµ, 0,´µq and
Apn1, n2q “ Apn2, n1q(“ Apn1, n2q). It is known by [GJ] that π comes from the symmetric
square lift of a Hecke-Maass form on GL2pOq. It follows from the Kim-Sarnak bound for
GL2pOq in [BB1] that µ is either imaginary or real with
|Re µ| ď 7
32
,(3.38)
and, together the Hecke relation (3.37), that
Apn1, n2q ď |n1n2|7{16`ε.(3.39)
Rankin-Selberg theory (see [JS]) implies the boundÿ
|n|ďX
|Apn, 1q|2 Î π X2, X ě 1.(3.40)
From this and the Kim-Sarnak bound (3.39) we deduce that for a1, a2 P O and X ě 1 thatÿ
|n|ďX
|Apa1n, a2q|2 Î |a1a2|7{8`εX2.(3.41)
Indeed, in view of (3.36), the left-hand side is bounded byÿ
a|pa1a2q8
ÿ
|n|ďX{|a|
pn,aa1a2q“O
|Apaa1n, a2q|2 ď
ÿ
a|pa1a2q8
|Apaa1, a2q|2
ÿ
|n|ďX{|a|
|Apn, 1q|2,
and (3.41) then follows from (3.39) and (3.40). By Cauchy-Schwarz, we haveÿ
|n|ďX
|Apa1n, a2q| Î |a1a2|7{16`εX2.(3.42)
3.4. The Voronoı¨ summation formula for SL3pOq. The GL3 Voronoı¨ summation
formula over Q was first discovered by Miller and Schmid [MS2]. In the ade`lic setting,
the extension of the formula over an arbitrary number field may be found in the work of
Ichino and Templier [IT].
3.4.1. Hankel transforms and Bessel kernels for GL3pCq. For a smooth compactly
supported function w on C r t0u, we associate a function W on C r t0u such that the
following sequence of identities are satisfied, (see [IT, (1.1)] or [Qi3, Theorem 3.15])
(3.43) M´mWp2sq “ Gmps, πqMmwp2p1´ sqq, m P Z,
whereMm is the Mellin transform of order m,
Mmwpsq “
ż
Crt0u
wpzqpz{|z|qm|z|s´2dz “ 2
ż 8
0
ż 2π
0
w
`
xeiφ
˘
eimφdφ ¨ xs´1dx,
in which Gmps, πq is the gamma factor2 for π of order m given by
Gmps, πq “
ź
l“1,2,3
i|m|p2πq1´2s Γ
`
s´ µl ` 12 |m|
˘
Γ
`
1´ s` µl ` 12 |m|
˘ .
W is called the Hankel transform of w (of index pµ1, µ2, µ3q). It is known that the Hankel
transform admits an integral kernel Jpµ1, µ2, µ3q (see [Qi3, §3.4]), namely,
(3.44) Wpuq “
ż
Crt0u
wpzqJpµ1, µ2, µ3qpuzqdz.
2This notation is in essence due toMiller and Schmid [MS2], but it is indeed the gamma factor γps, π8bη
mq
in representation theory. Here π8 is the representation of GL2pCq for π at the complex place and η is the character
of Cˆ defined by ηpzq “ z{|z|.
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3.4.2. The Voronoı¨ summation formula for SL3pOq. Translating the ade`lic form of the
Voronoı¨ summation formula in [IT, Theorem 1] into the classical language, we have the
following formula in terms of classical quantities. See [Qi2, Proposition 3.4 and Remark
3.5].
Proposition 3.5. Let w be a smooth compactly supported function on C r t0u. For
n1, n2 P O r t0u, let Apn1, n2q be the pn1, n2q-th Fourier coefficient of a Hecke-Maass form
π for SL3pOq. Let a,sa, c P O be such that c ‰ 0, pa, cq “ O and asa ” 1pmod cq. Then we
have ÿ
n2 POrt0u
Apn1, n2qe
´
Re
´an2
c
¯¯
w
´n2
2
¯
“ 1
4|c2n1|2
ÿ
n3|cn1
|n3|2
ÿ
n4 POrt0u
Apn4, n3qS psan1, n4; cn1{n3qWˆ n23n4
4c3n1
˙
,
where S psan1, n2; cn1{n3q is a Kloosterman sum as defined in (2.1) and W is the Hankel
transform of w given by (3.43) or (3.44).
Remark 3.6. It should be warned that our normalization of Hankel transforms in [Qi3]
is slightly different from that in [MS1, MS2] in order to be consistent with the Fourier
transform and the classical Hankel transform when the rank is one and two; see [Qi2, Re-
mark 3.5] for the difference. As such, the look of the Voronoı¨ formula here is also different
from those in the literature.
3.5. L-functions and their approximate functional equations. Let q be squarefree
such that Npqq ą 1 and Npqq ” 1pmod 8q. Let χ be the primitive quadratic Hecke character
of conductor q and frequency 0. Let f j be an even Hecke-Maass newform for Γ0pq1q with
q1|q. Let Epw, sq be the Eisenstein series for SL2pOq. Let π be a fixed self-dual Hecke-
Maass form for SL3pOq.
3.5.1. L-functions Lps, π b χq, Lps, π b f j b χq and Lps, π b E
`¨, 1
2
` it˘ b χq. The
L-function attached to the twist πb χ is defined by
(3.45) Lps, π b χq “
ÿ
pnq‰0
Ap1, nqχpnq
Npnqs .
The Rankin-Selberg L-function Lps, π b f j b χq is defined by
Lps, π b f j b χq “
ÿÿ
pn1q,pn2q‰0
Apn1, n2qλ jpn2qχpn2q
Npn2
1
n2qs
.(3.46)
This definition requires only the Hecke eigenvalues λ jpnq with pn, qq “ O.
Recall that the root number εpχq “ 1 (see §2.3) and that π is a symmetric lift of a
GL2pOq-automorphic form ([GJ]). By the results on local ε-factors in [Sch, §1.2, 3] and
[Kna, §4], we infer that the conductors of πb χ and πb f j b χ are q3 and q6, respectively,
and that both of the root numbers εpπb χq “ εpπb f j b χq “ 1.
The completed L-function for π b χ is Λps, π b χq “ Npqq3s{2γps, π b χqLps, π b χq,
where γps, π b χq “ γps, πq “ γpsq, with
(3.47) γpsq “ γps, µq “ 23p2πq´3sΓps ` µqΓpsqΓps ´ µq.
Λps, πb χq is entire and has the following functional equation
Λps, π b χq “ Λp1 ´ s, πb χq.
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Let Λps, π b f j b χq “ Npqq3sγps, π b f j b χqLps, π b f j b χq, with the gamma factor
γps, πb f j b χq “ γps, t jq, γps, tq defined by
γps, tq “ γps´ itqγps ` itq.(3.48)
Λps, πb f j b χq is also entire and satisfies the functional equation
Λps, π b f j b χq “ Λp1 ´ s, πb f j b χq.
Similar as (3.46), we define
L
`
s, πb E `¨, 1
2
` it˘b χ˘ “ ÿÿ
pn1q,pn2q‰0
Apn1, n2qη
`
n2,
1
2
` it˘ χpn2q
Npn2
1
n2qs
.(3.49)
We have
L
`
s, πb E `¨, 1
2
` it˘b χ˘ “ L ps` it, πb χq L ps´ it, πb χq ,(3.50)
and hence
L
`
1
2
, πb E `¨, 1
2
` it˘b χ˘ “ ˇˇL ` 1
2
` it, πb χ˘ˇˇ2 .(3.51)
3.5.2. Approximate functional equations for Lps, π b f j b χq and Lps, π b χq. Fol-
lowing Blomer [Blo], for positive integer A1, we introduce
pps, tq “ pps, t, µq “
A1´1ź
k“0
ź
˘
ps˘ it ` µ` kq ps˘ it ` kq ps˘ it ´ µ` kq(3.52)
so that pps, tq kills the right most A1 many poles of each of the gamma factors in γps, tq
defined by (3.47, 3.48).
We have the following approximate functional equation for Lps, πb f j b χq, (see [IK,
Theorem 5.3])
(3.53) L
`
1
2
, πb f j b χ
˘ “ 2 ÿÿ
pn1q,pn2q‰0
Apn1, n2qλ jpn2qχpn2q
|n2
1
n2|
V
`|n21n2|{|q|3, t j˘,
with
Vpy, tq “ 1
2πi
ż
p3q
Gp3, tqy´23 d3
3
, y ą 0,(3.54)
in which
Gp3, tq “ γ
`
1
2
` 3, t˘
γ
`
1
2
, t
˘ ¨ p ` 12 ` 3, t˘ p ` 12 ´ 3, t˘ exp `32˘
p
`
1
2
, t
˘2 .(3.55)
Note that the second quotient in (3.55) is even in 3 and is equal to 1 when 3 “ 0. Similarly,
the approximate functional equation for L
`
s, πbE `¨, 1
2
` it˘bχ˘, along with (3.51), yieldsˇˇ
L
`
1
2
` it, πb χ˘ˇˇ2 “ 2 ÿÿ
pn1q,pn2q‰0
Apn1, n2qη
`
n2,
1
2
` it˘ χpn2qˇˇ
n2
1
n2
ˇˇ V` ˇˇn21n2 ˇˇ {|q|3, t .˘(3.56)
Lemma 3.7. Let U ą 1 and ε ą 0. Let A be a positive integer.
(1). We have
p
`
1
2
, t
˘2
Vpy, tq Î A,A1 p|t| ` 1q12A1
ˆ
1` yp|t| ` 1q6
˙´A
.(3.57)
and
Vpy, tq “ 1
2πi
ż ε`iU
ε´iU
Gp3, tqy´23 d3
3
` Oε
ˆ p|t| ` 1q6ε
y2εeU
2{2
˙
.(3.58)
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(2). When Re 3 ą 0, the function Gp3, tqp ` 1
2
, t
˘2
is even in t and holomorphic in the
region |Im t| ă A1 ` 9
32
“ A1 ` 1
2
´ 7
32
, and satisfies in this region the uniform bound
Gp3, tqp ` 1
2
, t
˘2 Î A1,Re3 p|t| ` 1q12A1`6Re3.(3.59)
Proof. (3.57) may be found in [IK, Proposition 5.4]. The expression of Vpy, tq in
(3.58) is due to Blomer, [Blo, Lemma 1]. The estimate in (3.59) is a consequence of
Stirling’s approximation. Q.E.D.
It follows from (3.57) that V
`|n2
1
n2|{|q|3, t
˘
decays rapidly for |n2
1
n2| ą p|q|p|t|2 `
1qq3`ε, so we can effectively take the sums in (3.53) and (3.56) above to be finite.
4. Properties of the rank-two Bessel kernel and the Bessel integral
In this section, we shall analyze the Bessel kernel J itpzq and the Bessel integral Hpzq
that occur in the GL2 Kuznetsov trace formula. It should be noted that the estimates for
J itpzq obtained here are very crude in the t aspect.
4.1. Analysis of the Bessel kernel.
Lemma 4.1. Let t be real. Let K be a nonnegative integer. We have
J itpzq “ ep4Re zqWpzq ` ep´4Re zqWp´zq ` Epzq,(4.1)
where Wpzq and Epzq are real analytic functions satisfying
zαsz βpB{BzqαpB{BzqβWpzq Î α,β,K 1{|z|, |z| ě p|t| ` 1q2,(4.2)
pB{BzqαpB{BzqβEKpzq Î α,β,K p|t| ` 1q2K{|z|1`K , |z| ě p|t| ` 1q2.(4.3)
We have the uniform bound
tJ itpzq Î p|t| ` 1q3 min
 
1, 1{|z|(.(4.4)
Proof. The identity (4.1) comes from the expression of J itpzq as in (3.18, 3.19), with
m “ 0, by truncating the asymptotic expansions of Hp1q
2it
and H
p2q
2it
as in (3.20) and (3.21) in
Lemma 3.2. To be precise,
Wpzq “ 2π
K´1ÿ
k“0
K´1ÿ
k1“0
p2it, kqp2it, k1q
p´8πiqk`k1zk`1{2zk1`1{2
.
Thus (4.2) is transparent and (4.3) follows from (3.22). Moreover, applying Lemma 3.2
with K “ 0, we derive the estimate J itpzq Î 1{|z| when |z| ě p|t| ` 1q2, which is actually
stronger than (4.4). Furthermore, estimating the integral in (3.23), with m “ 0, by
J0pxq Î min
 
1, 1{?x( , x ą 0,(4.5)
we get
J it
`
xeiφ
˘ Î ż 2
1{2
dy
y
` 1?
x
ż 1{2
0
`
ż 8
2
dy
y
a
|y´ 1{y|
Î 1,
for all x ą 1. This is also stronger than (4.4) when 1 ă |z| ă p|t| ` 1q2. Finally, suppose
|z| ď 1. We have
|Jνpzq| ÎRe ν
|zν| expp|Im z|qˇˇ
Γ
`
ν` 1
2
˘ˇˇ , Re ν ą ´ 1
2
,(4.6)
as a consequence of Poisson’s integral representation (see [Wat, 3.3 (6)]),
Jνpzq “
`
1
2
z
˘ν
Γ
`
ν` 1
2
˘
Γ
`
1
2
˘ ż π
0
eiz cos θ sin2ν θdθ.
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The reader is referred to [Wat, 3.31 (1)] for ν real, where the bound is slightly different
and cleaner, but one should note that the integral of sin2ν θ therein needs to be replaced by
that of
ˇˇ
sin2ν θ
ˇˇ “ psin θq2Re ν here for complex values of ν. Applying (4.6) with ν “ ˘2it
to the two products of Bessel functions in the definition of J itpzq as in (3.24), along withˇˇ
Γ
`
1
2
` 2it˘ˇˇ2 “ π{ coshp2πtq (due to Euler’s reflection formula), we infer that
tJ itpzq Î |t|| cothp2πtq| Î |t| ` 1,
if |z| ď 1. Q.E.D.
For later applications, we would like to further generalize the second part of Lemma
4.1 to the derivatives of J itpzq. For this we need the following lemma.
Lemma 4.2. Let t be real. Let Jµ,mpzq be the Bessel function defined by (3.16) and
(3.17). Then there are polynomials Pα
0
pY, Zq and Pα
1
pY, Zq of degree tα{2u and tpα´ 1q{2u
respectively such that
2zαsz βpB{BzqαpB{BszqβJ itpzq “ Pα0 sPβ0 J itpzq
` zszPα1 sPβ1 `J it`1{2pzq ` J it´1{2pzq ` J it,2pzq ` J it,´2pzq˘
` izPα1 sPβ0 `J it`1{4,1pzq ` J it´1{4,´1pzq˘ ` iszsPβ1Pα0 `J it`1{4,´1pzq ` J it´1{4,1pzq˘ ,
(4.7)
in which Pα
0
... are the shorthand notation for Pα
0
`´ 4t2, z2˘....
Proof. First, by the Bessel differential equation for Jνpzq ([Wat, 3.1 (1)]),
z2J2ν pzq ` zJ1νpzq `
`
z2 ´ ν2˘Jνpzq “ 0,
it is straightforward to prove that we may write
zαpd{dzqαJνpzq “ zPα1
`
ν2, z2
˘
J1νpzq ` Pα0
`
ν2, z2
˘
Jνpzq,
for certain (integer-coefficient) polynomials Pα
0
pY, Zq and Pα
1
pY, Zq of degree tα{2u and
tpα´ 1q{2u respectively. Second, we have the recurrence relation [Wat, 3.2 (2)]
2J1νpzq “ Jν´1pzq ´ Jν`1pzq.
From these and the definitions in (3.16) and (3.17) follows (4.7) by direct calculations.
Q.E.D.
Lemma 4.3. We have
tp4t2 ` 1qzαsz β Bα`βJ itpzqBzαBszβ Î α,β p|t| ` 1q5 min  1, 1{|z|(p|z| ` |t| ` 1qα`β.
Proof. The estimates may be proven by the arguments in the proof of Lemma 4.1,
applied to the Bessel functions in (4.7) in Lemma 4.2. The conscientious reader however
might have already noticed that there are two technical issues: (4.6) is only valid for Re ν ą
´ 1
2
and (3.23) for |Re µ| ă 1
8
. These issues however may be addressed as follows.
By using the recurrence formula ([Wat, 3.2 (1)])
Jν´1pzq “ 2ν
z
Jνpzq ´ Jν`1pzq,
we deduce from (4.6) that (see [Wat, 3.31 (2)] for ν real)
Jνpzq ÎRe ν
|zν| expp|Im z|qˇˇ
Γ
`
ν` 3
2
˘ˇˇ ˜|ν` 1| ` ˇˇz2 ˇˇˇˇ
ν` 3
2
ˇˇ¸ , ´ 3
2
ă Re ν ď ´ 1
2
.(4.8)
Thus we are now able to estimate all the Bessel functions in (4.7), like J it´1{2pzq..., by
applying either (4.6) or (4.8).
Moreover, we have the following lemma.
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Lemma 4.4. Suppose that |Re µ| ă p2k ` 1q{8. For any |z| ą 1, we have
Jµ,mpzq Î k,m 1` p|µ| ` 1qk{|z|k`1{2.(4.9)
Proof of Lemma 4.4. First, for the integral in (3.23), we introduce a smooth partition
of unity p1´vpyqq`vpyq ” 1 for the domain of integration p0,8q “ r1{3, 3sY p0, 1{2sY
r2,8q(. The integral over r1{3, 3s is absolutely convergent (for all µ) and bounded. Next,
we consider the integral over r2,8q, while that over p0, 1{2s may be treated in the same
way after changing the variable y to 1{y. We apply to the Jm
`
4πx
ˇˇ
yeiφ ` y´1e´iφ ˇˇ ˘ in
(3.23) the following asymptotic expansion (see [Wat, 7.21 (1)]),
Jmpxq “
ˆ
2
πx
˙1{2˜
cos
`
x´ 1
2
mπ´ 1
4
π
˘ tpk´1q{2uÿ
l“0
p´ql ¨ pm, 2lq
p2xq2l
´ sin `x´ 1
2
mπ´ 1
4
π
˘ tpk´2q{2uÿ
l“0
p´ql ¨ pm, 2l` 1q
p2xq2l`1 ` O
ˆ
1
xk
˙¸
,
in which pm, lq is the coefficient defined as in Lemma 3.2. The error term contributes an
absolutely convergent integral with the bound 1{xk`1{2. Thus we have to consider integrals
of the form
1
xl`1{2
ż 8
2
w˘
µ,m,l
py, φqe p˘2xyq dy,
with
w˘
µ,m,l
py, φq “ y
4µ´1
`
ye´iφ ` y´1eiφ˘m e `˘2 `ˇˇyeiφ ` y´1e´iφ ˇˇ´ y˘˘
|yeiφ ` y´1e´iφ|m`l`1{2
.
Note that
ˇˇ
yeiφ ` y´1e´iφ ˇˇ ´ y “ O p1q when y ě 2. So by repeating partial integration
k ´ l many times we get absolute convergence when |Re µ| ă p2k ` 1q{8 and the bound
p|µ|`1qk´l{xk`1{2. Now (4.9) follows after collecting the bounds that we have established.
Q.E.D.
Using (4.6, 4.8), (4.9) along with (3.18, 3.19), we may deduce the estimates in this
lemma from (4.7) in Lemma 4.2. Q.E.D.
4.2. Bounds for the Bessel integral. Let A1 be a positive integer as in §3.5.2. Subse-
quently, we shall fix the choice of spectral weight
(4.10) hptq “ kptqGp3, tq,
with
kptq “ e´t2{T 2 p` 1
2
, t
˘2
pptq{gptq,(4.11)
p
`
1
2
, t
˘
defined as in (3.52), Gp3, tq as in (3.55), and
pptq “
2A1´1ź
k“0
`
4t2 ` pk ` 1q2˘, gptq “ `t2 ` pA1 ` 1q2˘8A1.(4.12)
Note that by the Kim-Sarnak bound for it j and µ in (3.2, 3.38) we have
kptq ą 0,(4.13)
and
kptq —A1 e´t2{T 2 , t Ñ8,(4.14)
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if t is the spectral parameter t j of a Maass form f j or the Eisenstein series. In view of (3.59)
in Lemma 3.7 (2), we have
hptq Î A1, µ p|t| ` 1q6εe´pRetq2{T 2 , |Im t| ă A1 ` 932 .(4.15)
Lemma 4.5. Let Hpzq be defined as in (3.27) with the choice of hptq given by (4.10)-
(4.12) and also (3.47, 3.48, 3.52, 3.55). We have
Hpzq Î T 5`ε min
 
|z|4A1 , 1{|z|
(
.(4.16)
Proof. First let |z| ď 1. By the definitions in (3.24) and (3.27), we have
Hpzq “ 4π2i
ż 8
´8
hptq J2it p4πzq J2it p4πzq
sinh p2πtq t
2dt.
Since we have included the polynomial pptq in the definition of hptq as in (4.10)-(4.12),
hptqt2{ sinhp2πtq is holomorphicwhen |Im t| ă A1` 9
32
. We now shift the line of integration
to Repitq “ A1 and estimate the resulting integral by (4.15) and (4.6) along with Stirling’s
formula. Then follows (4.16) for |z| ď 1. The case |z| ą 1 follows from (4.4) in Lemma
4.1. Q.E.D.
5. Properties of the rank-three Bessel kernel
In order to apply the Voronoı¨ formula for SL3pOq, one must understand the asymptotic
behaviour of the Hankel transform or its Bessel kernel for GL3pCq. This is done in the
author’s work [Qi3], combining the high-dimensional stationary phase method, due to
Ho¨rmander, for certain formal integrals and the asymptotic theory for Bessel differential
equations. Some discussions may be found in the remarks after [Qi2, Proposition 5.3].
Let the Bessel kernel Jpµ1, µ2, µ3qpzq be defined by (3.43) and (3.44) in §3.4.1. The
following asymptotic expansion formula for Jpµ1, µ2, µ3qpzq will be the foundation of our
analysis in this article. See [Qi3, Theorem 16.6].
Lemma 5.1. Let the Bessel kernel Jpµ1, µ2, µ3qpzq be given as in §3.4.1. Let K be a
nonnegative integer. For |z| Ï 1, we have the asymptotic expansion
Jpµ1, µ2, µ3qpzq “
ÿ
ξ3“1
e
`
3
`
ξz1{3 ` ξz1{3˘˘
|z|2{3
˜ ÿÿ
k`lďK´1
BkBlξ
´k`lz´k{3z´l{3
¸
`OK, µ1, µ2, µ3
`
|z|´pK`2q{3
˘
,
where Bk “ Bkpµ1, µ2, µ3q is a symmetric polynomial in µ1, µ2, µ3 of degree 2k. Moreover,
similar asymptotic expansions are valid for all the partial derivatives of Jpµ1, µ2, µ3qpzq.
Moreover, we have the following bounds for Jpµ1, µ2, µ3qpzq when |z| Î 1. See [Qi2,
Lemma 5.1] and its proof.
Lemma 5.2. Suppose that Re µ1,Re µ2,Reµ3 ă σ. For |z| Î 1, we have
zαsz βpB{BzqαpB{BzqβJpµ1, µ2, µ3qpzq Î α,β, µ1, µ2, µ3 1{|z|2σ.
Both [Qi3, Theorem 16.6] and [Qi2, Lemma 5.1] concern only Jpµ1, µ2, µ3qpzq but not its
derivatives. However, the former may be generalized to the derivatives of Jpµ1, µ2, µ3qpzq by
using the full [Qi3, Theorem 11.24], while the generalization of the latter is very straight-
forward.
6. Analysis of the Hankel transform
This section is devoted to the analysis of the GL3-Hankel transform of the GL2-Bessel
integral.
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6.1. Oscillatory double integrals. Consider
Ipλ, θq “
ż 2π
0
ż 8
0
e pλ f px, φ; θqqw px, φ; λ, θq dxdφ,(6.1)
with
f px, φ; θq “ 3x2 cos p2φ` θq ´ 2x3 cos 3φ´ cos 3θ.(6.2)
Suppose thatw px, φ; λ, θq is supported in  px, φq : x P “ρ, 21{6ρ‰( and its derivatives satisfy
xαλγBαx BβφBγλBδθw px, φ; λ, θq Î α,β,γ,δ S Xα`β`γ`δ,(6.3)
with S ą 0, X ě 1. We have
f 1px, φ; θq “ `6x pcos p2φ` θq ´ x cos 3φq ,´6x2 psin p2φ` θq ´ x sin 3φq˘ ,
and hence f px, φ; θq has a unique stationary point at p1, θq.
The modified integral ep2λ cos 3θqIpλ, θq may be considered as a GL3 ˆ GL2-type
Fourier-Hankel convolution and results in an oscillatory function of GL1-type. Similar
integrals of type GL3ˆGL1, GL2ˆGL1 and GL1ˆGL2 have been studied in the author’s
previous work. See [Qi2, §5.3] and [Qi1, §5.1.3].
First, we would like to apply Ho¨rmander’s elaborate partial integration (see the proof
of [Ho¨r, Theorem 7.7.1]) in the polar coordinates. For this, we define
gpx, φ; θq “ pBx f px, φ; θqq2 {x3 ` pBφ f px, φ; θqq2 {x5
“ 36``?x´ 1{?x˘2 ` 2p1´ cospφ´ θqq˘.
An important observation is that
(6.4) g px, φ; θq ą
#
4x, if x ą 3{2,
4{x, if x ă 2{3.
We then introduce the differential operator
D “ Bx f px, φ; θq
x3gpx, φ; θq
B
Bx `
Bφ f px, φ; θq
x5gpx, φ; θq
B
Bφ
so that D pe pλ f px, φ; θqqq “ 2πiλ ¨ e pλ f px, φ; θqq. Consequently,
D˚“ ´ BBx
Bx f px, φ; θq
x3gpx, φ; θq ´
B
Bφ
Bφ f px, φ; θq
x5gpx, φ; θq
is the adjoint and
Ipλ, θq “ 1p2πiλqA
ż 2π
0
ż 8
0
e pλ f px, φ; θqqD˚Aw px, φ; λq dxdφ
for any integer A ě 0. By a straightforward inductive argument, it may be shown that
D˚Aw is a linear combination of all the terms occurring in the expansions of
Bαx Bβφ
 `Bx f {x3˘α `Bφ f {x5˘β gAw({g2A, α` β “ A.
Moreover, we have
xα`2Bαx Bβφ
`Bx f px, φ; θq {x3˘ , xα`3Bαx Bβφ `Bφ f px, φ; θq {x5˘ Î x` 1,
x2Bxg px, φ; θq Î px` 1q2, xα`1Bαxg px, φ; θq Î 1, Bβφg px, φ; θq Î 1, (α ě 2, β ě 1),
BxBφg px, φ; θq ” 0.
Let α´, α` ď α and β´, β` ď β. From the estimates above, it is straightforward to prove that
xα´Bα´x B β´φ
 `Bx f px, φ; θq {x3˘α `Bφ f px, φ; θq {x5˘β( Î px` 1qα`β
x2α`3β
,
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xα`Bα`x B β`φ g px, φ; θqA
g px, φ; θq2A
Î
ÿ
α1`2α2ďα`
ÿ
β1ďβ`
px` 1q2α1
xα1`α2 |g px, φ; θq |A`α1`β1`α2 ,
Combining these, we deduce the following estimate,
Ipλ, θq Î
ÿ
α1`β1`2α2`α`βďA
1
λA
ż 2π
0
ż 8
0
px` 1qA`2α1 ˇˇxαBαx Bβφwˇˇ
x3A`α1`α2 |g|A`α1`β1`α2 dxdφ.(6.5)
Lemma 6.1. For either ρ ą 2 or ρ ă 1{2, we have
λγ
Bγ`δ
BλγBθδ Ipλ, θq Î γ,δ,A S ρ
`
λ
`
ρ3 ` 1˘` X˘γ`δˆ X
λρ2pρ` 1q
˙A
.
Proof. When ρ ą 2, it follows from (6.3), (6.4) and (6.5) that Ipλ, θq is bounded byÿ
α1`β1`2α2`α`βďA
1
λA
ż 2π
0
ż 21{6ρ
ρ
xA`2α1 ¨ S Xα`β
x4A`2α1`β1`2α2
dxdφ Î S ρ
ˆ
X
λρ3
˙A
.
Similarly, when ρ ă 1{2, Ipλ, θq is bounded byÿ
α1`β1`2α2`α`βďA
1
λA
ż 2π
0
ż 21{6ρ
ρ
S Xα`β
x2A´β1
dxdφ Î S ρ
ˆ
X
λρ2
˙A
.
In general, one applies the two estimates above to the integrals obtained after differentia-
tions. Q.E.D.
Next, we consider the case when 1{2 ď ρ ď 2 and aim to get the stationary phase
estimate for the derivatives of Ipλ, θq. For this, the following lemma is very useful, which
can be viewed as a substitute for the Morse lemma. It may be proven by straightforward
algebraic and trigonometric computations.
Lemma 6.2. Let f px, φ; θq be defined as in (6.2). We may write
f “ p ¨ px´ 1q2 ` 2q ¨ px´ 1q sin ppφ´ θq{2q ` r ¨ sin2 ppφ´ θq{2q ,
with
ppx, φ, θq “ ´p2x` 1q cos p2φ` θq ,
qpx, φ, θq “ 2 `x2 ` x` 1˘ sin pp5φ` θq{2q ,
rpx, φ, θq “ 8 cos ppφ´ θq{2q p2 cos 2 p2φ` θq ` cos 2pφ` 2θqq .
When 1{2 ď x ď 27{6, it is clear that
Bαx BβφBγθ ppx, φ, θq, Bαx BβφBγθ ppx, φ, θq, Bαx BβφBγθ ppx, φ, θq Îα, β, γ 1.(6.6)
We now compute the derivatives of Ipλ, θq explicitly. On changing the variable φ
to φ ` θ and then differentiating under the integral, with the help of Lemma 6.2, some
calculations show that λγBγ
λ
Bδ
θ
Ipλ, θq may be expressed as a linear combination of integrals
of the form
λpα`κ`β`τq{2
ż 2π
0
ż 8
0
e pλ f px, φ` θ, θqq px´ 1qα`κ sin pφ{2qβ`τ
wκτpx, φ, θqBδ1θ
 
vαβpx, φ` θ, θqλγ1Bγ
1
λ
w px, φ` θ, λ, θq
(
dxdφ,
(6.7)
with α ` β ` 2γ1 “ 2γ and κ ` τ ` 2δ1 ď 2δ such that κ ` τ is even and that δ1 “ δ if
κ “ τ “ 0. Moreover, vαβ are defined by`
p ¨ Y2 ` 2q ¨ YZ ` r ¨ Z2˘γ´γ1 “ÿ vαβ ¨ YαZβ,
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and wκτ are defined by w00 ” 1 and
Bδ´δ1
θ
e
`
λ
`
p ¨ Y2 ` 2q ¨ YZ ` r ¨ Z2˘˘
e pλ pp ¨ Y2 ` 2q ¨ YZ ` r ¨ Z2qq “
ÿ
λpκ`τq{2wκτ ¨ YκZτ;
in the second identity, the arguments of p, q and r on the left are px, φ ` θ, θq while those
of wκτ on the right are px, φ, θq.
The integral in (6.7) is of the form Iα`κ, β`τpλq as defined in (2.2) in Lemma 2.2, whose
amplitude upx, φq satisfies
BνxBµφupx, φq Î ν,µ S Xγ`δ´pα`κ`β`τq{2 ¨ Xν`µ,
which follows easily from (6.3) and (6.6). In conclusion, Lemma 2.2 yields the following
stationary phase estimates.
Lemma 6.3. Assume that 1{2 ď ρ ď 2 and that 1 ď X ď
?
λ. We have
λγ
Bγ`δ
BλγBθδ Ipλ, θq Î γ,δ
S Xγ`δ
λ
.
6.2. Analysis of the Hankel transform. To start with, the following lemma is a di-
rect consequence of Lemma 5.1 and 5.2. Note that in Lemma 5.2 we may choose σ “ 1
3
(ą 7
32
ě |Re µ|), say.
Lemma 6.4. Suppose that wpzq is a smooth function with support in tz : |z| P r1, 2su.
Let Wpuq be the Hankel transform of wpzq defined as in (3.44). Then
uαsuβpB{BuqαpB{BsuqβWpuq Î α,β }w}L8 ¨ `|u|1{3 ` 1˘α`β{|u|2{3,
where }w}L8 is the sup-norm of w.
Another simple consequence of Lemma 5.1 is the following lemma.
Lemma 6.5. Let S ą 0 and X ě 1. Let γ, δ and A be nonnegative integers. Suppose
that wpzq is a smooth function with support in tz : |z| P r1, 2su and derivatives satisfying
pB{BzqαpB{Bzqβwpzq Î α,β S Xα`β for all α, β. Let Wpuq be the Hankel transform of wpzq
defined as in (3.44). Then for |u| Ï 1 we have
uγsuδpB{BuqγpB{BsuqδWpuq Î γ,δ,A S X2A{|u|p2A`2´γ´δq{3.
Proof. By Lemma 5.1, with K large, say K “ 2A, we have to bound integrals of the
following form ÿ
ξ3“1
ĳ
e
`
3ξpuzq1{3 ` 3ξpuzq1{3˘a`ξz1{3˘dz,
with the amplitude apzq satisfying
pB{BzqαpB{Bzqβapzq Î S Xα`β|u|pγ`δ´2q{3.
Changing the variable z to z3, the integral turns into
9
ĳ
e
`
3u1{3z` 3u1{3z˘apzq|z|4dz.
Now define the differential operator D “ pB{BzqpB{Bzq so that D`e`3u1{3z ` 3u1{3z˘˘ “
´36π2|u|2{3e`3u1{3z` 3u1{3z˘˘. By repeating partial integration with respect to D we get
the desired estimate. Q.E.D.
Next, we consider the Hankel transform of functions of the form
wpz, Λq “ ep´4RepΛ?zqqvp?zq ` ep4RepΛ?zqqvp´?zq.(6.8)
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Here Λ is a nonzero complex number and vpzq is a smooth function with compact support
in
 
z : |z| P “1, ?2‰ ( and pB{BzqαpB{Bzqβvpzq Î α,β S Xα`β for S ą 0 and X ě 1. Note
that these estimates are equivalent to pB{BxqαpB{Bφqβv`xeiφ˘ Î α,β S Xα`β in the polar
coordinates.
Lemma 6.6. Let γ, δ, A,K be nonnegative integers. Let wpz, Λq be defined as above
and Wpu, Λq be the Hankel transform of wpz, Λq. DefinerWpu, Λq “ e `´2Re `u{Λ2˘˘Wpu, Λq.
Let y Ï 1. When either |Λ| ą 2y1{3 or |Λ| ă y1{3{2, we have
yγ
Bγ`δ
ByγBθδ
rW`yeiθ, Λ˘ Î S
y2{3
˜ˆ
|Λ| ` y|Λ|2 ` X
˙γ`δ
min
"
X
|Λ| ,
X
y1{3
*A
`
`
y1{3 ` y{|Λ|2˘γ`δ
yK{3
¸
.
When y1{3{2 ď |Λ| ď 2y1{3, under the assumption X ď ?y{|Λ|, we have
yγ
Bγ`δ
ByγBθδ
rW`yeiθ, Λ˘ Î S
y2{3
ˆ|Λ|2Xγ`δ
y
` y
pγ`δq{3
yK{3
˙
.
All the implied constants depend only on γ, δ, A, K.
Proof. In view of Lemma 5.1, we have to bound the following integral and its deriva-
tives
I
`
u1{3, Λ
˘“ ÿ
ξ3“1
ÿ
ζ2“1
ĳ
e
`
Re
`
6ξpuzq1{3´ 4ζΛ?z´ 2u{Λ2˘˘v`ζ?z˘W`ξpuzq1{3˘dz,
in which
Wpzq “
ÿÿ
k`lďK´1
BkBl
z1`k z
1`l
,
with the coefficients Bk “ Bkpµ, 0,´µq as in Lemma 5.1. Substituting the variables z and
u by z6 and u3, we have
Ipu, Λq “
ĳ
e
`
Re
`
6uz2 ´ 4Λz3 ´ 2u3{Λ2˘˘ apzqdz{|z|,
where the weight function apzq “ 36|z|11vpz3qWpuz2q is supported in  z : |z| P “1, 21{6‰(
and satisfies pB{BzqαpB{Bzqβapzq Î α,β,K pS {|u|2qXα`β (by our assumption that |u| Ï 1).
Without loss of generality, we assume that Λ ą 0. Letting z “ xeiφ and u “ yeiθ and
then replacing x by xy{Λ, we have
Ipyeiθ, Λq “ 2y
Λ
ż 2π
0
ż 8
0
e
ˆ
2y3
Λ2
f px, φ; θq
˙
a
ˆ
xyeiφ
Λ
˙
dxdφ.
According to the notation in §6.1, the phase function f px, φ; θq is given by (6.2) and this
integral is of the form Ipλ, θq as in (6.1) if one let λ “ 2y3{Λ2, ρ “ Λ{y. Consequently, the
estimates in this lemma follow directly from Lemma 6.1 and Lemma 6.3. Recall that the
variable u was changed into u3 at an early stage of the proof. Q.E.D.
Remark 6.7. Note that we have modified the Hankel-transform integral W by a phase
factor. It is the same phenomenon as in [CI] and [Blo]: this phase factor comes up natu-
rally in both the analytic and the arithmetic part.
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Finally, we conclude this section with the following lemma as the complex analogue
of Lemma 10 in Blomer [Blo]. It should be stressed that our normalization of the Hankel
transform is different from that of Blomer, as indicated in Remark 3.6.
Lemma 6.8. Fix ε ą 0, T ě 1, nonnegative integers γ, δ, and integer A sufficiently
large. Then there are integers A1 and A2 sufficiently large (in terms of ε, γ, δ and A) with
the following property. Let X ě 1, and let vpzq be a smooth function with support in
tz : |z| P r1, 2su satisfying pB{BxqαpB{Bφqβv`xeiφ˘ Î α,β Xα`β for all α, β. Define Hpzq as
in (3.27) with the choice of hptq in §4.2 (see also §3.5), with Re 3 “ ε. For Λ ‰ 0, define
wpzq “ wpz, Λq “ H`Λ?z˘vpzq,(6.9)
and its Hankel transform Wpuq “ Wpu, Λq as in (3.44). LetrWpu, Λq “ e `´2Re `u{Λ2˘˘Wpu, Λq.(6.10)
Then for any Q ą pTXqA2py` 1{yqp|Λ| ` 1{|Λ|q we have the following bounds
yγ
Bγ`δ
ByγBθδ
rW`yeiθ, Λ˘ Î ε,γ,δ,A T 5`ε¨$’’’’’&’’’’’%
Q´A, if |Λ| ď Q´ε{12,
Qε{|Λ|y2{3, if y ď Qε, |Λ| ą Q´ε{12,
Q´A, if y ą Qε, |Λ| ą Q´ε{12, |Λ| ă y1{3{2 or |Λ| ą 2y1{3,
Qε|Λ|{y5{3, if y ą Qε, y1{3{2 ď |Λ| ď 2y1{3.
(6.11)
In particular, the following uniform bound holds:
yγ
Bγ`δ
ByγBθδ
rW`yeiθ, Λ˘ Î ε,γ,δ T 5`εQε{|Λ|y.(6.12)
Proof. The first and second bound follow directly from Lemma 4.5 and 6.4. The other
two bounds will follow mainly from Lemma 6.6, but require some work. We partition the
integral (3.27) defining Hpzq into three parts according to the subdivision of the real line
into three ranges:
|t| ě TQε{12, |t| ď
a
|Λ| ´ 1, |t| ă TQε{12,
a
|Λ| ´ 1 ă |t| ă TQε{12.
According to our decomposition we write H “ H5 ` H6 ` H7, w “ w5 ` w6 ` w7 andrW “ rW5 ` rW6 ` rW7.
In the first case, we use the exponential decay of hptq to see that
}w5}L8 Î T 5`εQε{2 expp´Qε{6q.
Hence Lemma 6.4 implies that rW5 and its derivatives are negligible.
In the second case, we insert the expression (4.1) for the Bessel function J itpzq from
Lemma 4.1 into (3.27). For the main terms, apply Lemma 6.6 with
S “ |hptq|t2{|Λ| Î p|t| ` 1q2`ε expp´t2{T 2q{|Λ|
and X as in the present lemma, getting the desired bounds for rW6. For the error term
containing EK , Lemma 6.5 and (4.3) in Lemma 4.1 show that it is negligibly small. Note
that in this case we have necessarily |Λ| ě 1.
In the third case, as J itpzq is even, we may artificially write 2J itpΛ?zq in the form of
(6.8) with the v function being rvitpz, Λq “ ep4RepΛzqqJ itpΛzq. It follows from Lemma 4.3
that
pB{BzqαpB{Bzqβ`hptqt2 rvitpz, Λq˘ Î α,β p|t| ` 1q4`ε expp´t2{T 2q p|Λ| ` p|t| ` 1q{|Λ|qα`β.
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Note that Q´ε{12 ă |Λ| ă p|t| ` 1q2 ă T 2Qε{6 and hence
X ` |Λ| ` p|t| ` 1q{|Λ| ă X ` 2T 2Qε{6 ă Qε{4 ă y1{3{Qε{12.
By the first estimate in Lemma 6.6, with the X there being X` |Λ|` p|t|` 1q{|Λ|, we infer
that rW7 and its derivatives are negligibly small. Q.E.D.
7. Setup
We are now ready to start the proof of Theorem 1.1. We shall follow Blomer [Blo]
very closely.
We start with introducing the spectral mean of L-values,ÿ1
j
ω‹j kpt jqL
`
1
2
, πb f j b χ
˘` 1
2π
ż 8
´8
ω‹ptqkptq ˇˇL ` 1
2
` it, πb χ˘ˇˇ2 dt,
in which the spectral weight kptq is defined as in (4.11). In view of (3.33), (3.35), (4.13),
(4.14), along with the positivity of the L-values, we need to prove that this is bounded by
|q|1{2`ε. Applying the approximate functional equations (3.53), (3.56), the spectral mean
may be written as
1
8
ÿÿ
n1,n2
Apn1, n2qχpn2q
|n2
1
n2|
˜ÿ1
j
ω‹j kpt jqλ jpn2qV
˜
|n2
1
n2|
|q|3 ; t j
¸
` 1
2π
ż 8
´8
ω‹ptqkptqη `n2, 12 ` it˘V
˜
|n2
1
n2|
|q|3 ; t¸ dt
¸
.
From now on, we shall not pay attention to the dependence of implied constants on T . It
should be noted that the dependency on T in our estimates will be polynomial at each step.
By (3.57) in Lemma 3.7 (1), we may truncate the sum over n1, n2 at |n21n2| ď |q|3`ε
with the cost of a negligible error. We then apply (3.58) in Lemma 3.7 (1), in which we
choose U “ plog |q|q2. The error term is again negligible, and we need to proveÿÿ
|n2
1
n2|ď|q|3`ε
Apn1, n2qχpn2q
|n2
1
n2|1`23
˜ÿ1
j
ω‹jhpt jqλ jpn2q
` 1
2π
ż 8
´8
ω‹ptqhptqη `n2, 12 ` it˘ dt¸ Î |q|1{2`ε,
uniformly in 3 P “ε´ iplog |q|q2, ε` iplog |q|q2‰.
We now apply the Kuznetsov formula (3.29) (with n1 “ 1 therein), obtaining a diago-
nal term
2
π2
H
ÿ
|n1|ď|q|3{2`ε
Apn1, 1q
|n1|2`43 ,
and an off-diagonal term
1
8π2
ÿÿ
|n2
1
n2|ď|q|3`ε
Apn1, n2qχpn2q
|n2
1
n2|1`23
ÿ
q|c
S pn2, ǫ; cq
|c|2 H
ˆ ?
ǫn2
2c
˙
.
It follows from (3.40), along with Cauchy-Schwarz, that the diagonal term is bounded
by |q|ε. As for the off-diagonal term, we reformulate it by the Hecke relation (3.37) for
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Apn1, n2q, gettingÿÿ
|δ3n2
1
|ď|q|3`ε
µpδqχpδqApn1, 1q
|δ3n2
1
|1`23
ÿ
|n2|ď|q|3`ε{|δ3n21|
A p1, n2q χpn2q
|n2|1`23
ÿ
q|c
S pδn2, ǫ; cq
|c|2 H
ˆ ?
ǫδn2
2c
˙
.
Note that in this sum, we may assume that δ is square-free and that pδ, qq “ O. Finally, by
a smooth partition of unity, it is reduced to proving the following proposition.
Proposition 7.1. Let q P O be prime. Let δ P O be square-free such that pδ, qq “ O.
Let ǫ “ 1 or i. Assume
N ď |q|3`ε{|δ|3.(7.1)
Put X “ plog |q|q2. Let v be a smooth function supported on r1, 2s satisfying vpαqpxq Î α Xα
for all α. Suppose that Hpzq is the Bessel transform of hptq given by (3.27), with hptq defined
as in (4.10)-(4.12). Define
Sǫδpq,Nq “
ÿ
q|c
1
|c|2
ÿ
n
Ap1, nqχpnqS pδn, ǫ; cqw
ˆ
n
N
;
?
ǫδN
2c
˙
,(7.2)
with
wpz;Λq “ vp|z|qH pΛ?zq .(7.3)
Then
Sǫδpq,Nq Î ε |q|7{32`ε|δ|N ` |q|1{2`εN,(7.4)
for any ε ą 0.
8. Application of the Voronoı¨ summation
We now consider the sum Sǫ
δ
pq,Nq defined in (7.2). In order to prepare for the ap-
plication of Voronoı¨ summation, we open the Kloosterman sum S pδn, ǫ; cq and split the
n-sum into residue classes modulo c, and Sǫ
δ
pq,Nq becomesÿ
q|c
1
|c|2
ÿ‹
bpmod cq
e Rˆe
ˆ
ǫsb
c
˙˙ ÿ
apmod cq
χpaqe Rˆe
ˆ
δab
c
˙˙ ÿ
n”apmod cq
Ap1, nqw
ˆ
n
N
;
?
ǫδN
2c
˙
.
We then detect the summation condition n ” apmod cq by primitive additive characters
modulo c1|c,
Sǫδpq,Nq “
ÿ
q|c
1
4|c|4
ÿ
c1|c
ÿ‹
b1pmod c1q
ÿ‹
bpmod cq
e Rˆe
ˆ
ǫsb
c
˙˙ ÿ
apmod cq
χpaqe Rˆe
ˆ
δab
c
´ a
sb1
c1
˙˙
ÿ
n
Ap1, nqe Rˆe
ˆ
nsb1
c1
˙˙
w
ˆ
n
N
;
?
ǫδN
2c
˙
.
For the innermost sum we can now apply the Voronoı¨ formula in Proposition 3.5, getting
Sǫδpq,Nq “
N2
64
ÿ
q|c
1
|c|4
ÿ
c1|c
1
|c1|4
ÿ
n1|c1
|n1|2
ÿ
n2
Apn2, n1q
T ǫδ,n1,n2pc, c1; qqW
˜
n2
1
n2N
8c3
1
;
?
ǫδN
2c
¸
,
(8.1)
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where
T ǫδ,n1,n2pc, c1; qq
“
ÿ‹
b1pmod c1q
ÿ‹
bpmod cq
ÿ
apmod cq
χpaqS pb1, n2; c1{n1q e Rˆe
ˆ
ǫsb` δab
c
´ a
sb1
c1
˙˙
,
(8.2)
and the function W pu;Λq is the Hankel transform of wpz;Λq, which has been studied in
§6.2 (in particular, see Lemma 6.8).
9. Transformation of the character sum
9.1. The computations in [Blo, §6] may be applied almost identically for the char-
acter sum T ǫ
δ,n1,n2
pc, c1; qq, so we shall only give a summary of the final results in the
following lemma (see [Blo, Lemma 12]). Note that χp´1q “ 1.
Lemma 9.1. Let q, δ P O be square-free. Let ǫ “ 1 or i. Assume that
pδ, qq “ pr1, c2q “ O, δ0|c2, n1|c1,(9.1)
with the following notation,
c “ qr “ c1c2, pδ0q “ pδ, rq “ pδ, cq, c1 “ c{δ0, c12 “ c2{δ0, δ1 “ δ1{δ0, r1 “ r{δ0.(9.2)
Then
T ǫδ,n1,n2pc, c1; qq “ e
˜
´Re
˜
ǫδ
1
c12
2
c2n
2
1
n2
c1
¸¸
ϕpc1qϕpc1{n1q
ϕpc1q2
µpδ0qχpδq
|δ0|2 |r
2q|2
¨ Vǫδ,n1,n2pc, c1; qq
ÿÿÿ
f1 f2d
1
2
“r1
µp f2q
16| f1|2 e
˜
Re
˜
ǫδ
1
c12
2
c2n
1
1
n1n2d
1
2
q
f1
¸¸
,
(9.3)
where
Vǫδ,n1,n2pc, c1; qq “
ÿÿ
b2,b3pmod qq
χpb2b3qχpb2r1 ` c2b3r1 ´ ǫc12c2n1n2q
χpr1b3 ´ ǫn1n2c12qe
˜
Re
˜
δ
1
c1
2
n1pb2 ` c2b3q
q
¸¸
,
(9.4)
the summation is subject to the following conditions,
f1 f2d
1
2 “ r1, pd12, f1n1n2q “ p f1, f2q “ p f1 f2, qq “ O, µ2p f1q “ 1 f2|n1,(9.5)
and
n11 “ n1{ f2.(9.6)
We have T ǫ
δ,n1,n2
pc, c1; qq “ 0 if one of the conditions pr1, c2q “ O, δ0|c2 is not satisfied.
Remark 9.2. In the course of computations, one needs the Selberg-Kuznetsov identity
for Kloosterman sums over the Gaussian field F,
S pn1, n2; cq “ 1
4
ÿ
d|n1,d|n2,d|c
|d|2S
´
n1n2
d2
, 1;
c
d
¯
,
or, after the Mo¨bius inversion,
S pn1n2, 1; cq “ 1
4
ÿ
d|n1,d|n2,d|c
|d|2µpdqS
´n1
d
,
n2
d
;
c
d
¯
,
which should be thought of as a kind of the Hecke multiplicativity relation. This identity
may be proven using either the Kloosterman-weighted Kuznetsov formula for SL2pOq in
[LG] or the elementary arguments in [Mat].
SUBCONVEXITY OVER THE GAUSSIAN NUMBER FIELD 27
9.2. As observed in [Blo], the character sum Vǫ
δ,n1,n2
pc, c1; qq defined in (9.4) has
been studied in the work of Conrey and Iwaniec [CI]. Again, the calculations in [CI, §10]
are valid over the Gaussian field in an obvious way.
As in in [CI, (10.2)], we define Hrpm,m1,m2; qq as follows,
Hrpm,m1,m2; qq “
ÿÿ
u,vpmod qq
χ
`
vpu` vm1qpvr ´ mqpur ` mm1q
˘
e
ˆ
Re
ˆ
um2
q
˙˙
.(9.7)
Moreover, define as in [CI, (10.7)]
Hpw; qq “
ÿÿ
u,vpmod qq
χ
`
uvpu` 1qpv` 1q˘eˆ puv´ 1qw
q
˙
.(9.8)
Put
phq “ pr, qq, pkq “ pmm1m2, q{hq, ℓ “ q{hk.(9.9)
According to [CI, (10.12, 10.13)], we have
Hrpm,m1,m2; qq “ |h|
2
ϕpkqRpm; kqRpm1; kqRpm2; kqHphkrmm1m2; ℓq,(9.10)
if ph,mm1m2q “ O, or else Hrpm,m1,m2; qq “ 0, where Rpm; kq “ S pm, 0; kq is the
Ramanujan sum.
By comparing (9.4) and (9.7), we observe that
Vǫδ,n1,n2pc, c1; qq “ Hr1pǫc12n1n2,´c2, δ
1
c12n1; qq.
Consequently, we have the the following lemma.
Lemma 9.3. Let notation be as in Lemma 9.1. When the assumptions in (9.2) and (9.5)
hold, we have
Vǫδ,n1,n2pc, c1; qq “
|h|2
ϕpkqRpn1n2c
1
2; kqRpc2; kqRpn1c12; kqHp´ǫc122 c2n21n2δ1hkr1; ℓq,(9.11)
with
phq “ pr1, qq, pkq “ pc122 c2n21n2, q{hq, ℓ “ q{hk.(9.12)
10. Further simplifications
In view of (9.1, 9.2, 9.5, 9.6), applying reciprocity twice, we infer that the product of
the two exponential factors in (9.3) is equal to
e
˜
´Re
˜
ǫc12
2
c2n
2
1
n2
δ1c1
¸¸
e
˜
Re
˜
ǫδ0c
12
2
f2n
12
1
n2c
1
1
d1
2
δ1 f1
¸¸
,
in which
c11 “ c1{r1 “ q{c12.
The first factor in turn is exactly equal to the e
`´2Re `u{Λ2˘˘ in (6.10) when u “ n2
1
n2N{8c31
and Λ “ ?ǫδN{2c, and hence combines nicely with Wpu, Λq to rWpu, Λq.
At this point, we assume that q is prime. Following [Blo, §7], we substitute (9.3) and
(9.11) into (8.1) and simplify the resulting sum. Indeed, using (6.11, 6.12) in Lemma 6.8,
(7.1), along with (3.42), it may be shown that the contributions from the terms with c1
2
“ q,
h “ q or k “ q are small (negligibly small or at most |q|7{16`εN). Thus we may assume
that c1
2
“ h “ k “ 1 and in particular that c1
1
“ ℓ “ q, pd1
2
n1
1
n2, qq “ O and n11| f1. Let
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g “ f1{n11. Now the simplified sum that we need to consider is as follows,
N2
|q|6
ÿÿ
δ0δ
1“δ
µpδ0qχpδ0q
|δ0|2
ÿ
¨¨¨
ÿ
d1
2
, f2,g,n
1
1
,n2
µp f2qApn2, f2n11q
ϕp f2n11q| f2g3n121 d122 |2
e R˜e
˜
ǫδ0 f2n
1
1
n2qd
1
2
δ1g
¸¸
Hp´ǫδ0 f2n11n2δ1gd12; qq rW ˆ n2N8 f2n11pqgd12q3 ;
?
ǫδN
2qδ0 f2gn
1
1
d1
2
˙
,
subject to the conditions
p f2gn11d12, δq “ p f2gn11, qd12q “ p f2, gn11q “ O,
pd12, n11n2q “ pd12n11n2, qq “ O, µ2pgn11q “ 1.
Furthermore, let
psq “ pn2, δ1gq, n12 “ n2{s,
pull the factor s out of the numerator and denominator of the exponential, and then in-
troduce the new variable r to relax the coprimality condition pd1
2
, n1
2
q “ O by Mo¨bius
inversion and separate these two variables. It reduces to proving that the following sum
has the same bound as in (7.4),
N2
|q|6
ÿÿ
δ0δ
1“δ
µpδ0qχpδ0q
|δ0|2
ÿÿÿÿ
f2,g,n
1
1
,r
p f2gn
1
1
,qδq“p f2,gn
1
1
q“O
µ2pgn1
1
q“1
pr,qδ f2gn
1
1
q“O
µp f2rq
ϕp f2n11q| f2g3n121 r2|2
ÿ
s|δ1g
Sǫ,δ0,δ
1
g,n1,r, s
pq,Nq,
(10.1)
with
Sǫ,δ0 ,δ
1
g,n1,r, s
pq,Nq “
ÿÿ
d1
2
,n1
2
pd1
2
,qδgn1q“O
pn1
2
,qδ1g{sq“O
Aprsn1
2
, n1q
|d1
2
|4 e
˜
Re
˜
ǫδ0n1n
1
2
qd1
2
δ1g{s
¸¸
Hp´ǫδ0n1sn12δ1gd12; qqrW ˆ sn12N8n1r2pqgd12q3 ;
?
ǫδN
2qδ0gn1rd
1
2
˙
.
(10.2)
Note that the fraction in the exponential is in lowest terms.
It is left to estimate the sum S
ǫ,δ0,δ
1
g,n1,r, spq,Nq. For this, we shall prove the following
lemma in the last section.
Lemma 10.1. Let notation be as above. Assume that
1 ď D2 ď |q|ε |δ|
1{2N1{2
|qδ0gn1r| , 1 ď N2 ď |q|
ε |δ|3{2N1{2
|δ3
0
n2
1
rs| .(10.3)
Define
Sǫ,δ0,δ
1
g,n1,r, s
pq,N,D2,N2q “
ÿ
D2ď|d
1
2
|ă2D2
pd1
2
,qδgn1q“O
ÿ
N2ď|n
1
2
|ă2N2
pn1
2
,qδ1g{sq“O
Aprsn1
2
, n1q
|d1
2
|4
e R˜e
˜
ǫδ0n1n
1
2
qd1
2
δ1g{s
¸¸
Hp´ǫδ0n1sn12δ1gd12; qqrW ˆ sn12N8n1r2pqgd12q3 ;
?
ǫδN
2qδ0gn1rd
1
2
˙
.
(10.4)
Then
Sǫ,δ0,δ
1
g,n1,r, s
pq,N,D2,N2q Î |q|ε
ˇˇ
q6δ0g
4n2
1
r3
ˇˇ|n1rs|7{16D2
|δ|1{2|s|N3{2
ˆˇˇˇˇ
qδ1g
s
ˇˇˇˇ
` N2
˙
.(10.5)
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Granted that Lemma 10.1 holds, we can now finish the proof of Proposition 7.1. Using
(6.11) in Lemma 6.8 to determine the range of summation and then applying a dyadic
partition to (10.2), it follows from Lemma 10.1 that the sum in (10.1) is bound by
|q|εN1{2
ÿÿ
δ0δ
1“δ
1
|δ0||δ|1{2
ÿÿÿÿ
f2,g,n
1
1
,r
| f2gn
1
1
r|ď|q|1{2`ε
ÿ
s|δ1g
| f2n11rs|7{16
| f2gn121 |2|rs|
D2
ˆˇˇˇˇ
qδ1g
s
ˇˇˇˇ
` N2
˙
,
for some D2, N2 in the range (10.3), with n1 “ f2n11. Note here that (10.3) and (7.1) imply
| f2gn11r| ď |q|ε
a
|δ|N{|q| ď |q|1{2`ε. Inserting (10.3), the sum above is further bounded
by the sum of
|q|εN
ÿÿ
δ0δ1“δ
|δ1|
|δ0|2
ÿÿÿÿ
f2,g,n
1
1
,r
| f2gn
1
1
r|ď|q|1{2`ε
ÿ
s|δ1g
| f2n11rs|7{16ˇˇ
f 3
2
g2n15
1
r2s2
ˇˇ Î |q|7{32`ε|δ|N
and
|q|ε N
3{2
|q|
ÿÿ
δ0δ1“δ
|δ|3{2
|δ0|5
ÿÿÿÿ
f2,g,n
1
1
,r
| f2gn
1
1
r|ď|q|1{2`ε
ÿ
s|δ1g
ˇˇ
f2n
1
1
rs|7{16
| f 5
2
g3n17
1
r3s2
ˇˇ Î |q|ε |δ|3{2N3{2|q| Î |q|1{2`εN,
as desired.
11. Completion of the proof
We start the proof of Lemma 10.1 with separating variables in the first argument of rW
in (10.4) by a standard Mellin inversion technique. Precisely, in the polar coordinates,
rWpyeiθ, Λq “ 8ÿ
m“´8
eimθ
ż 8
´8
ΥYpt,m;Λqyitdt, Y{4 ď y ď 4Y,
with
ΥYpt,m;Λq “ 1
4π2
ż 2π
0
ż 8
0
rWpyeiθ, Λqwpy{Yqe´imθy´it dydθ
y
,
where wpxq is a fixed smooth function such that wpxq ” 1 on r1{4, 4s and wpxq ” 0 on
p0, 1{8qY p8,8q, say, and Y “ |s|N2N{16
ˇˇ
n1r
2pqgq3 ˇˇD3
2
. It should be pointed out that one
has to repeat partial integration for both y and θ (at least twice) to secure the convergence
of the m-sum and the t-integral. For this, we apply the estimates for the derivatives ofrWpyeiθ, Λq in Lemma 6.8. It is crucial that the right-hand side of (6.11) in Lemma 6.8 is up
to the implied constant independent on the differential orders γ and δ. From the uniform
bound (6.12) in Lemma 6.8 we infer that S
ǫ,δ0,δ
1
g,n1,r, spq,N,D2,N2q is bounded by
|q|ε
ˇˇ
q4δ0g
4n2
1
r3
ˇˇ
|δ|1{2|s|N3{2N2
ˇˇˇˇ
ˇˇ ÿ
D2ď|d
1
2
|ă2D2
pd1
2
,qδgn1q“O
ÿ
N2ď|n
1
2
|ă2N2
pn1
2
,qδ1g{sq“O
αpd12qβpn12qAprsn12, n1q
e R˜e
˜
ǫδ0n1n
1
2
qd1
2
δ1g{s
¸¸
Hp´ǫδ0n1sn12δ1gd12; qq
ˇˇˇˇ
ˇˇ
(11.1)
for some complex coefficients αpd1
2
q, βpn1
2
q of absolute value at most 1.
The main ingredient for estimating (11.1) is the following analogue of [Blo, Lemma
13], which in turn is a small variation of Lemma 11.1 in Conrey-Iwaniec [CI].
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Lemma 11.1. Let q P O be square-free, c P Ort0u, a, b P O, with pa, cq “ pb, qq “ O.
Let αpdq, βpnq be complex numbers for d, n P O r t0u with 1 ď |d| ď D, 1 ď |n| ď N.
Assume that |αpdq| ď 1. Thenÿÿ
pdn,qcq“O
αpdqβpnqepadn{cqHpbdn, qq Î }β}|qc|ε|q{c|p|qc| ` NqDp|qc| ` Dq,(11.2)
for any ε ą 0, the implied constant depending only on ε. As usual, }β} “ `ř n |βpnq|2˘1{2.
The proof of [Blo, Lemma 13] may be directly applied here. In our settings, the core
would be the following bound of Conrey-Iwaniec
gpχ, ψq Î |q|2`ε,(11.3)
for the character sum
gpχ, ψq “
ÿÿ
u,vpmod qq
χpuvpu` 1qpv` 1qqψpuv´ 1q,(11.4)
where χpmod qq is the non-principal quadratic character and ψpmod qq is any character;
see [CI, (11.10, 11.12)]. For proving (11.3), we may assume that q is prime as gpχ, ψq
is multiplicative (the ε in (11.3) may be removed for q prime). The proof in [CI, §13,
14] employs the Riemann hypothesis for varieties over finite fields if ψ ‰ χ and some
elementary arguments if ψ “ χ. Their proof may be extended to any finite field and in
particular to O{qO.
We apply Lemma 11.1 with c “ δ1g{s for the double sum in (11.1). In this way, we
see that (11.1) is bound by
|q|ε
ˇˇ
q6δ0g
4n2
1
r3
ˇˇ
D2
|δ|1{2|s|N3{2N2
¨˝ ÿ
N2ď|n
1
2
|ă2N2
|Aprsn12, n1q|2‚˛
1{2ˆˇˇˇˇ
qδ1g
s
ˇˇˇˇ
` N2
˙
,(11.5)
where D2, N2 are restricted by (10.3), which, along with (7.1), implies in particular D2 ď
|qδ1g{s|. From (3.42) we infer¨˝ ÿ
N2ď|n
1
2
|ă2N2
|Aprsn12, n1q|2‚˛
1{2
Î |q|ε|n1rs|7{16N2,
so that (11.5) is bound by
|q|ε
ˇˇ
q6δ0g
4n2
1
r3
ˇˇ|n1rs|7{16D2
|δ|1{2|s|N3{2
ˆˇˇˇˇ
qδ1g
s
ˇˇˇˇ
` N2
˙
.
This completes the proof of Lemma 10.1.
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