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Abstract 
 
 
The assessment of water resources and the prediction of future changes in water management 
are necessary due to global climate changes. The land surface model 'Joint UK Land 
Environment Simulator' (JULES), which lies in the borderline between hydrological and 
atmospheric modelling, was implemented in this study. The study focused on the Kennet 
catchment in the UK; a Chalk dominated catchment that includes a variety of different 
geological formations. 
The first spatial scale, where JULES was assessed, was the point scale; the scale at which 
equations central to JULES are regarded as applicable. The data used originated from the 
Warren Farm recharge site, located in the Lambourn catchment, a tributary of the Kennet. 
Due to the large number of model parameters that JULES includes, a Monte Carlo sensitivity 
analysis was implemented on a variety of different parameters at the point scale illustrating 
that that some soil parameters exhibit a bigger effect on the examined hydrological fluxes 
than others. For larger scale modelling, i.e. scales larger than 1 km
2
, soil data from the 
National Soil Resources Institute (NSRI) were used to parameterise JULES. NSRI database 
has a spatial resolution of 1 km x 1 km grid squares, where each square is attributed with the 
percentage of the various soil series included in it. Due to the lack of chalk soil hydraulic 
parameters in the NSRI dataset, Warren Farm observations were used to parameterise the 
Chalk sites. Moving to the Kennet catchment modelling, it was shown that a weather 
generator, which was representing the diurnal patterns of the climatic forcing data, led to 
more realistic hydrological outputs compared to the one available in the standard version of 
JULES (2.2). The issue of whether the effect of spatial variation in surface properties could 
be adequately represented in JULES was explored at 1 km and catchment scales. Thus, the 
extent of the heterogeneity present in the Kennet catchment was investigated, with and 
without a surface runoff production mechanism component, with the focus being on the 
various soil types included in the Kennet. The amount of heterogeneity in each of the 1 km 
grid cells of the NSRI database was also studied, showing that the dominant soil type in the 
majority of the grid squares of the catchment could sufficiently represent the annual average 
hydrological behaviour. Lastly, it was exhibited that the inclusion of the surface runoff 
component allowed the model to overcome the limitation of the unrealistic surface runoff 
values that were produced without the implementation of that component. 
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Chapter 1 
 
Introduction 
 
1.1 Context 
 
Predicted changes in global climate have created the need for integrated models that can 
assess available water resources as well as predict the impact of future changes in water 
management and climate. Land-surface modelling lies at the interface between atmospheric 
and hydrological modelling. In the UK, the 'Joint UK Land Environment Simulator' (JULES) 
land surface model (Blyth et al., 2006), developed by the Centre of Ecology and Hydrology 
(CEH) and the MetOffice, has been extensively used for representing water, energy and 
carbon exchange between the land surface and the atmosphere. It is also increasingly being 
used to investigate hydrological applications and their impacts from climate change. 
However, the scales of these applications are generally much smaller, usually ranging 
between the point scale (around 0.3 m) and approximately 5 km (Smith et al., 2006), than 
those required by regional and global climate models, with scales around 25 km and 100 km, 
respectively. Thus, there is a need to explore the parameterization and performance of JULES 
over a range of smaller spatial scales. Another challenge is the application of JULES to Chalk 
catchments. Chalk aquifers represent 20% of all national water supplies (UK Groundwater 
Forum, 1998). However, the near-surface properties of chalk are complex (Finch & Haria, 
2006) and there is a need to improve its representation and parameterisation in JULES. In this 
project, the application of JULES in a Chalk dominated catchment was investigated. The 
catchment selected was the Kennet, as this not only includes Chalk formations but also a 
variety of other geological formations, allowing issues associated with larger scale 
heterogeneity to be explored. The Kennet is an example of the internationally significant 
chalk-fed rivers that are a particular feature of Southern England. Current climate change 
scenarios indicate that, on average, the Kennet’s winter flows are likely to slightly increase, 
whereas summer flows will decrease (Bell et al., 2008). Due to its strategic role as an 
indicator of environmental change, an extensive programme of monitoring of the Kennet 
catchment was initiated by the NERC LOCAR programme (Wheater et al., 2007) and has 
been ongoing since then. 
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1.2 Thesis overview and Research Objectives 
 
Current Land Surface Models, such as JULES, are complex in terms of all the processes that 
they include. This complexity is reflected by the number of model parameters, some of which 
cannot be measured directly at the relevant spatial scales (Demaria et al., 2007). Hence, a 
sensitivity analysis of model parameters was carried out in order to test the hypothesis of 
whether there are some specific parameters or parameter groups that have a substantial effect 
on model outputs. A Monte Carlo Sensitivity analysis was implemented at the point scale (the 
scale at which the equations central to JULES are theoretically most applicable) using data 
from the Warren Farm recharge site, a chalk location, located in the Lambourn catchment, a 
tributary of the Kennet. For larger scale modelling (i.e. scales larger than 1 km
2
) soil data 
from the National Soil Resources Institute (NSRI) database, the NATMAP 1000 product 
(Cranfield University, 2012) were used to parameterize JULES simulations. This is a 1 km 
gridded version of the National Soil Map, where each grid square is attributed with the 
percentage of the various soil series included in it. As the NSRI dataset has limited 
information about Chalk soils, the question of identifying an alternative way of 
parameterising the chalk within JULES needed to be addressed. This was tested at the point 
scale using data from the Warren Farm field site. 
Moving from point to larger scales, Entekhabi et al. (1999) raised the issue of whether there 
are critical scales at which spatial variations in surface properties should be explicitly 
represented in land-atmosphere models. Coming from that, the question of the extent of 
spatial heterogeneity in the Kennet catchment, from the perspective of soil diversity, was 
examined. Also, due to the nature of the soils database, described above, the hypothesis of 
whether only the dominant soil type, i.e. the soil type that covers the majority of the area 
examined, can adequately represent the cumulative effect of the spatial heterogeneity within 
the 1 km
2
 small scale, was tested. On a separate note, the hypothesis of whether climatic 
forcing data resulting from different weather generators can have an effect on model outputs 
was investigated. These questions have been explored for the Kennet catchment using the 
above spatial data. Finally, arising from a limitation presented in the above results, where the 
surface runoff component for every examined soil type was shown to be negligible, the 
hypothesis of whether the inclusion of the PDM model (Moore, 1985) in JULES is a 
reasonable approach for representing surface runoff in a mixed Chalk catchment was studied. 
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Finally, whether using PDM to represent such catchments in JULES can affect previous 
results dealing with soil heterogeneity was also investigated. 
 
Summarising the above, the main objectives of this study are: 
 At the point scale: Implementing a detailed sensitivity analysis of model parameters using 
field data at the Warren Farm Chalk site and identifying an appropriate parameterisation 
for applications of JULES to Chalk catchments. 
 At larger scales: Determining whether the soil type that covers the majority of an area 
examined can adequately represent the cumulative effect of the spatial heterogeneity 
within the small scale (1 km
2
) and exploring the extent of heterogeneity present in the 
Kennet catchment. Two types of climatic forcing data and the PDM rainfall runoff model 
were also explored in order to tackle these objectives. 
 
 
1.3 Thesis outline 
 
This thesis consists of nine chapters. This introductory chapter (Chapter 1) introduces the 
problem and outlines the research objectives. 
Chapter 2 is a literature review focusing on the sensitivity analysis processes at the point 
scale and the chalk parameterization within JULES framework. The review continues to the 
larger scales, assessing the applicability of the dominant soil type in hydrological modelling 
and addressing the issue of spatial heterogeneity in small and catchment scale hydrological 
modelling. The review finishes with a description of the PDM model and its implementation 
within JULES. 
Chapter 3 is a description of the climate datasets used for the point scale modelling, as well as 
the relevant instrumentation. In the same chapter, the Kennet catchment is also analysed in 
terms of topography, land cover and geology. The relevant climate datasets, implemented in 
the small and catchment scale modelling, are also presented in Chapter 3. 
Chapter 4 illustrates the hydrological processes taking place in the Land Surface Model 
JULES. 
Chapter 5 describes the sensitivity analysis processes on model parameters taking place at the 
point scale. 
Chapter 6 explores various methods for chalk parameterisation. 
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Chapter 7 deals with the processes taking place in larger scales. The question of whether the 
dominant soil type is sufficient to describe the spatial heterogeneity in the small scale is 
studied and the degree of heterogeneity appearing in the catchment, focusing on soils 
heterogeneity, is analysed. Also, the impact of different types of climatic forcing data on 
model outputs is demonstrated. 
Chapter 8 investigates further limitations that arose in Chapter 7 regarding the lack of surface 
runoff from all the examined soil types. This limitation is addressed by including an 
additional component, the PDM module, within JULES to represent surface runoff. In 
addition, the question of whether the inclusion of PDM has an effect on the soil heterogeneity 
results of Chapter 7, is also evaluated. 
Finally, in Chapter 9 the main conclusions of the study and the suggestions for further work 
are highlighted. 
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Chapter 2 
 
Literature Review 
 
2.1 Introduction 
 
As explained in the introductory chapter, the thesis is divided into two parts according to the 
spatial scale examined; (1) the point scale and (2) the small (1 km
2
) and catchment scales. 
The literature review presented below is also presented in those two parts in regard to the 
investigated scale. 
 
 
2.2 Review relevant to the point scale 
 
JULES is a Land Surface Model that contains a large number of parameters; however some 
of these are not readily measured at the spatial scales that they are applied (Demaria et al., 
2007). In global scale modelling large scale generalisations that provide 'default' parameter 
set are commonly used, as parameter calibration cannot always lead to satisfactory results 
(Cox et al., 1999). On the other hand, at the point scale, which is the scale where model 
equations are mostly relevant, parameter calibration is useful in order to evaluate the model 
performance. Following the above, there are some research questions that need to be defined 
in the point scale context; a) whether JULES has the ability to simulate adequately the fluxes 
at the point scale without any parameter calibration and b) whether there are some model 
parameters that have a large effect on the model output examined. 
 
 
2.2.1 Review on studies implemented with JULES at the point scale 
 
Studies of JULES performance at the point scale and examined soil water content output, are 
reviewed below. 
The previous research most relevant to our study area, was that by Finch & Haria (2006), 
who tried to represent the Chalk with the JULES model at the point scale. In their report 
though Finch & Haria (2006) referred to JULES/MOSES. Before proceeding to the analysis 
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of the Finch & Haria (2006) study, it would be worth describing briefly the JULES and 
MOSES models. JULES is a community land surface model developed by the Met Office 
Surface Exchange Scheme (MOSES). JULES can be used as a stand-alone land surface 
model driven by observed forcing data or coupled to an atmospheric global circulation model 
(GCM) (Best et al., 2011). MOSES, as well as JULES, is a scheme that can be used in a 
stand-alone representation of the surface hydrology (Shaw et al., 2010), driven by observed 
forcing data, or coupled to an atmospheric Global Circulation Model (GCM). The 
programming of JULES is identified into two main parts (Blyth et al., 2006); MOSES land 
surface scheme, and 'Top-Down Representation of Interactive Foliage and Flora Including 
Dynamics' (TRIFFID), which is a dynamic global vegetation model that updates the plant 
distribution and soil carbon based on the climate sensitive carbon dioxide fluxes at the land-
atmosphere interface (Cox, 2001). In this thesis only the MOSES component of JULES will 
be used. The term of MOSES will not be used from now on in this thesis and instead the term 
JULES will be used. JULES consists of a soil column that in its standard configuration has 
four layers of thicknesses 0.1 m, 0.25 m, 0.65 m and 2.00 m. A detailed description of the 
model is presented in Chapter 4. Coming back to the Finch & Haria (2006) study, the first 
investigated case study area was Sheepdrove Farm (also known as Warren Farm), where the 
dataset covered the time period from April 2003 until July 2005. From now on in this thesis 
this site will be referred as Warren Farm. Neutron probes and Profile probes were used to 
determine soil water content. Neutron probe measurements were taken at approximately 
fortnightly basis. Readings were taken at 0.1 m intervals from the top until 0.6 m down, then 
every 0.2 m up to 2.0 m and finally every 0.3 m down to 4.1 m, which was the maximum 
depth of the access tube. Additionally, Profile probe measurements were taken every 15 
minutes at depths of 0.1, 0.2, 0.3, 0.4, 0.6 and 1.0 m. 
Moreover, soil water potential was measured by pressure Tensiometers and Equitensiometers. 
The default set of soil parameter used was referred as NIMROD values (Golding, 1998) . The 
default soil parameters were retrieved from the NSRI database (Finch, personal 
communication, February 9, 2012) and corresponded to the van Genuchten equations (van 
Genuchten, 1980). 
In order for the soil moisture data to be comparable with the four soil JULES layers, the soil 
moisture data were aggregated to the corresponding model layer by taking into account the 
weighted average of the measurements where the weighting factor corresponds to the depth 
interval being adjacent measurement depths (Finch & Haria, 2006). In Warren Farm, the soil 
water content observations for the first three layers (0-0.1, 0.1-0.35 and 0.35-1.0 m depth) 
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came from the Profile Probes and they were aggregated from the 15-minute measurement 
intervals to the model’s hourly time step. For the deepest model layer (1-3 m depth) the 
measurements came from the Neutron probe data and, therefore, they were at approximately 
fortnightly intervals.  
RMSE values of soil water content in the study of Finch & Haria (2006) were worked out 
separately for each model layer and then the weighted average of the resulting values was 
calculated, where the weighting factors were the thicknesses of each of the layers. The 
resulting RMSE, when the default parameter values were implemented, was 0.291 mm. It 
was found that the model underestimated the variability of the water content for the upper 
three layers and was overestimating it for the bottom layer. Also, the modelled soil water 
content in the lower two layers was significantly less than the observed; particularly for the 
fourth layer during the summer of 2003. The parameters of the soil hydrology model were 
optimised by using a Monte-Carlo selection of 5,000 parameter sets. The parameter set with 
the lowest RMSE was considered to be the optimum solution. When the calibrated 
parameters were employed in the model, RMSE fell to 0.280 mm. In that case, the simulated 
water content of the third layer was closer to the observed value and the simulated water 
content of the deepest layer was smaller than the observed.  
The second case study area was Bridgets Farm, located a few kilometres to the north-east of 
Winchester. The available datasets started in April 1999 and ended in July 2000. Soil water 
content and water pressure were measured by Neutron Probes and Equitensiometers, 
respectively. Neutron probe readings were taken at approximately weekly intervals and at 
depth intervals of 0.1 m from the soil surface up to 1.2 m and then at 0.3 m intervals up to the 
maximum depth of the access tube. The Equitensiometers were installed at depths of 0.4, 0.8, 
1.0, 1.2, 1.4 m, 2m and then at 1 m intervals down to 9 m. The parameters used to model 
Bridgets Farm were the same NIMROD and calibrated parameters as the ones used in Warren 
Farm. In the case of the non-calibrated NIMROD soil parameters the soil water content of the 
second from the top layer was simulated reasonably well, while the third layer was simulated 
rather poorly in terms of its soil moisture. The simulated water content of the deepest layer 
had the same range as the observations; however the detail was not present, which as 
concluded by Finch & Haria (2006), it was possibly the result of the hydraulic conductivity 
being too low so that water could not flow between the different layers, as it would do in 
practice. The RMSE value when the non-calibrated parameters were implemented was 0.403, 
which lowered down to 0.256 using the calibrated soil parameters. The soil characteristics of 
JULES did not vary over the soil column, which is not a realistic representation of a chalk 
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soil, as recommended by Finch & Haria (2006), as its real soil profile progresses from silty, 
and sometimes stony, material at the surface through the weathered chalk and into the 
unweathered chalk. Thus, Finch & Haria (2006) recommended that soil datasets with depth 
dependant soil parameters should be preferably implemented.  
 
Staying on the Warren Farm site, Sorensen et al. (2014) compared four models simulating 
potential recharge at four intensively monitored sites with different vegetation and soil types. 
The sites were Warren Farm (classified as Grassland site with underlying Andover soil 
series), Highfield Farm (classified as Grassland with underlying Wickham soil series), Beche 
Park Wood (classified as Deciduous Woodland with underlying Hornbeam soil series) and 
Grimsbury Wood (classified as Woodland with underlying Wickham soil series).The four 
models were the Penman-Grindley model, the UN Food and Agricultural Organization, 
SPAtial Distributed Evaporation and Joint UK Land Environment Simulator (JULES). 
Sorensen et al. (2014) implemented standardized, unoptimized land surface datasets for 
parameterisation to reflect practice in regional water resource management and planning in 
the UK. In fact, the soil parameterisation came from the National Soil Resource Institute 
(NSRI) NATMAP 1000 dataset for England and Wales and the van Genuchten 
approximations were implemented. The soil properties for the Andover and Wickham soil 
series were only available to a maximum depth of 1 m, so they were extrapolated down to 3.0 
m; i.e. they did not vary with depth. The vegetation parameters used in JULES were the 
default ones (Best et al., 2011; Clark et al., 2011), except from the crop height and the 
maximum rooting depth. The simulated soil moisture contents were validated against mean 
aggregated total Neutron Probe moisture contents over a 3.0 m profile at all sites. The models 
were also validated against observed transpiration and interception and calculated total 
evaporation over a year at a woodland site. For the other fluxes, surface runoff, recharge and 
evapotranspiration in grassland sites, no observed data were available and the model results 
were simply compared to each other. For the Warren Farm site, JULES underestimated soil 
water content; however it reproduced well the varying maximum soil moisture content. For 
the same site, the underestimation of water content by JULES in Warren Farm, especially in 
the bottom two layers was also demonstrated in Finch & Haria (2006). In Highfield Farm 
JULES underestimated soil water content and overestimated the range of variation of soil 
moisture. In BechePark Wood JULES simulated water content quite accurately and finally, in 
Grimsbury Wood soil water content was simulated particularly well, although the maximum 
winter soil moisture could not be reproduced accurately. In terms of recharge beneath 
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woodlands, it was indicated that potential recharge beneath woodlands was approximately 
20% less (as a proportion of rainfall) than that under grassland for the same soil type, which 
could be explained by the greater woodland evaporation. Actual evaporation data from 
Herbst, Rosier, Morecroft, et al. (2008) and Herbst, Rosier, McNeil, et al. (2008) in 
Grimsbury Wood were used in order to test the evapotranspiration fluxes from JULES. For 
the same site, it was demonstrated that JULES slightly underestimated transpiration and 
evaporation from the bare soil. Regarding interception, it was shown that JULES marginally 
overestimated interception during the leafed period, but overestimated by 65% during the 
leafless period. Moreover, a small difference was observed in interception simulated fluxes 
between the leafed and leafless periods, which was attributed to the default parameterisation 
that produced a relatively constant canopy store which did not considered plant phenology 
effectively, i.e. seasonal changes in LAI. Finally, surface runoff was zero in all of the sites 
when running JULES, due to the fact that infiltration rate excess surface runoff is quite rare 
in temperate, vegetated and undisturbed areas (Ziegler & Giambelluca, 1997). Hence, even if 
evaporation is simulated accurately, potential recharge can be overestimated as saturation 
excess surface runoff is zero. Thus, in order to overcome the problem of overland flow 
generation Sorensen et al. (2014) indicated that JULES could include either TOPMODEL or 
PDM, which would incorporate the saturation excess runoff component.  
 
A study that dealt with the incorporation of the PDM in JULES was that of Blyth (2002), who 
modelled a grassland and a woodland UK site in south east England. Two alterations had 
been incorporated into MOSES; a seasonal Leaf Area Index and the Probability Distribution 
Model (PDM) into the top soil layer were included. The MOSES forcing data were available 
from 1995 to 1997. The first examined site was a grassland site in a pasture filed at 
Wallingford, Oxfordshire, where the soil was classified as clay loam between 0.5 and 1.0 m, 
underlain by a 4.5 m layer of calcareous sands and gravels. The water table level was below 
3.0 m for the study period. Approximately weekly soil moisture measurements from Neutron 
Probes were also available from 1993 to 1997.  
The woodland site was located in the south of the catchment of the River Pang, on the 
Berkshire Downs and the soil type was classified as sandy loams. Weekly soil water content 
measurements were obtained using a Neutron probe from February 1997 to August 1998. 
In terms of the model parameterisation Blyth (2002) decided to use the default soil and 
vegetation parameterisation from Cox et al. (1999), where the according to the Cox et al. 
29 
 
(1999) soils classification, in the grassland site the 'medium' soil type parameterisation was 
implemented, while for the woodland site, the 'coarse' soil type was employed. 
Both MOSES and MOSES with PDM (hereafter called MOSES-PDM) underestimated actual 
evaporation on the grassland site. Regarding the soil water content of the grassland site, 
MOSES represented better the winter/summer ranges during the first two examined years 
1995 and 1996, while MOSES-PDM captured the mean during the three years and the final 
autumn water content values. Both versions of the model underestimated the actual soil water 
content ranges. However, MOSES overestimated the mean water content during the 1995-
1997 period. On the other hand, in the woodland site, the MOSES-PDM produced smaller 
water content values than the default version of MOSES; nevertheless there was not a quite 
strong difference between the two versions due to the fact that PDM does not have a major 
influence on coarse soils. 
 
 
2.2.2 Review on model Parameter Sensitivity Analysis 
 
The aim of this section is to give an overall idea about the various sensitivity analyses and 
parameter calibration techniques that have been applied in various Land Surface Schemes. 
Current land surface models adopt quite complex ways to describe all the processes that they 
include. As stated in the introductory chapter, this increase in complexity is followed by an 
increase in the number of the model parameters, some of which are incapable of being 
measured directly at their applied spatial scale (Demaria et al., 2007). For this reason, 
parameter sensitivity is a vital step in assessing the key controls on the model’s behavior. 
 
As indicated by Demaria et al. (2007), in both surface and subsurface hydrology there has 
been a long literature about model calibration and parameter sensitivity, whereas in LSMs 
there have been a few studies about these topics. According to Demaria et al. (2007), there 
are two main reasons for this; the first one is that in the LSM community researchers come 
from various different backgrounds (such as meteorology, biology and earth system science), 
where calibration processes are not so popular. The second, more meaningful, reason is that, 
owing to the fact that LSMs contain a large amount of parameters, calibration techniques as 
well as sensitivity analysis studies are a tedious procedure. Moreover, Elshamy (2006) added 
that calibration of LSMs is also difficult because of the large number of parameters and the 
lack of validation databases. 
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Demaria et al. (2007) highlighted some studies that dealt with parameter calibration and 
sensitivity analysis within the Land Surface Schemes. One of them is the ′One-At-a-Time' 
(OAT) method, where each parameter is changed independently and its influence on model 
performance is analysed. The advantage of this method is its simplicity, but it is unable to 
identify parameter interactions. An example of this method is presented below with the study 
of Elshamy (2006). 
Another mechanism is the Regional Sensitivity Analysis method (RSA), which is based on a 
Monte Carlo parameter sampling of the parameter space (Freer et al., 1996). RSA evaluates 
the model response surface over a region of the parameter space. The method implemented a 
Pareto set in order to select between the behavioural and non-behavioural model parameters 
(or 'good' and 'bad' model performances with respect of certain performance criteria) 
(Demaria et al., 2007). The Pareto set represents a group of solutions which minimize the 
multicriteria space; however the main disadvantage of this method is the selection of the 
threshold to split the behavioural from the non-behavioural parameters. RSA has been mostly 
implemented within rainfall-runoff models with a few parameters. 
A new modified version of RSA within the Monte Carlo Analysis Toolbox (MCAT) 
(Wagener et al., 2001) was used in the study of Demaria et al. (2007) and the approach is 
illustrated below. MCAT modified the RSA methodology (Freer et al., 1996) in such a way 
so that the algorithm does not rely on the selection of a behavioural threshold. This new 
methodology ranks the parameter set with respect to different fitting criteria and divides them 
into ten groups of equal size (Demaria et al., 2007). The marginal cumulative distribution of 
the parameters is plotted against the model performance in order to assess the sensitivity of 
each individual parameter. 
 
Starting with Elshamy (2006), a simple multi-criteria sensitivity and calibration framework 
has been proposed (Figure 2.1). Elshamy (2006) implemented MOSES and, hence, it is 
considered useful to analyse the sensitivity analysis followed. The purpose of  the sensitivity 
analysis undertaken by Elshamy (2006), was to improve MOSES performance by calibrating 
the soil, vegetation and rainfall parameters. This calibration methodology was dependant on 
the sensitivity analysis of MOSES runoff to the analysed parameters. 
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Figure 2.1: Sensitivity Analysis and Calibration Framework (Elshamy, 2006)  
 
This framework adopted the following process: Starting from the selected parameters (for 
example the default parameters), the first step involves a univariate OAT sensitivity analysis, 
which defines the most influential parameters on the output variables by monitoring the 
change in the output when a parameter is varied over a prescribed range (while all the other 
parameters are fixed). After the OAT sensitivity analysis is finished, its results are used in 
order to sort the parameters according to their sensitivities. The purpose of this sorting is to 
focus the calibration procedure mainly on the most influential parameters and hence to reduce 
the number of required simulations. These results are used in the second part of the 
framework, which involves a Monte Carlo sampling of the most sensitive parameters and 
calculating a set of performance criteria. At the end, a multi-criteria selection procedure is 
applied to combine these criteria and thus, select the best parameter set. 
 
Proceeding into the details of the procedure, the first step would be to select the most 
appropriate objective function for the sensitivity analysis. Elshamy (2006) noted that multi-
criteria methods explored parameters sensitivities by calculating different criteria for different 
output fluxes. Nevertheless, in Elshamy (2006), only one output flux was available (total 
runoff). Regarding the objective functions used, as it was depicted in the specific study, as 
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well as discussed in Gupta et al. (1998), different error criteria (such as RMSE, Nash-
Sutcliffe Efficiency (NSE), or mean absolute error (MAE)), tend to be highly correlated, and, 
therefore, using any one of them would extract the same information from the data. 
Following the sensitivity analysis, parameter calibration was undertaken using a Monte Carlo 
approach, which focused on the most sensitive parameters derived from the results of the 
sensitivity analysis. A set of performance criteria were then calculated for the model output. 
Three multi-criteria ranking procedures were proposed and compared in order to obtain a 
single near-optimal parameter set from the Monte Carlo samples. The first one was based on 
a Pareto score by comparing the different criteria for all parameter sets. In the second, the 
parameters were ranked with respect to each criterion and the average rank is calculated. The 
third scheme was based on the least normalised sum of a set of selected criteria, where each 
criterion was normalised using its maximum and minimum values from all good simulations, 
so that its objective function ranges between 0 and 1. Elshamy (2006) selected the third 
scheme after comparing its results to the other two schemes, as the different criteria could be 
combined in order to obtain a near-optimal parameter set for the most sensitive parameters. 
As already mentioned above, another method presented in the study by Demaria et al. (2007) 
was the modified RSA within MCAT framework using the multiobjective approach 
implemented by Demaria et al. (2007). In this study ten parameters of the LSM were chosen 
for calibration, mainly because their values were subject to calibration rather than direct 
measurements. Feasible ranges for each parameter were selected. Each feasible range was 
divided into three bins and each parameter was randomly sampled within each bin. Model 
parameters were assumed to be uniformly distributed within each bin.  
Three fitting criteria were then selected to analyse the goodness of fit between observational 
data and model outputs; RMSE, Absolute value of the relative bias (Absr-bias), which is the 
global measure of the conservations of mass in the model, and the RMSE of the Box-Cox 
transformed streamflows (RMSEbox-cox), which emphasises the performance of the base flow 
component of the hydrograph (Demaria et al., 2007). MCAT was implemented in order to 
analyse the results from the model simulations. The first step was to establish appropriate 
lower and upper boundaries for each parameter. Then, for each parameter the Monte Carlo 
simulations were ranked and equally divided into ten clusters based on the value of their 
objective function, so that the first cluster would contain the best 10% of the simulations, the 
second cluster the next best 10% and so on. After that, the values of each objective function 
were normalised, so that they ranged from 0 to 1 and finally these normalised objective 
function values were plotted as a cumulative distribution function of the parameter value. 
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Thus, a totally insensitive parameter would generate a straight 45
o 
line, while a sensitive 
parameter would exhibit deviations from this straight line. The parameter identifiability could 
be represented by scatterplots; clearly identifiable parameters show a well-defined minimum, 
in contrast with the unidentifiable ones that present a flat or unstructured surface across the 
whole feasible parameter space (Demaria et al., 2007). 
 
To summarise the scatter plots and the Regional Sensitivity Analysis plots, the Sensitivity 
Index (S) was be calculated in the study of Bandara et al. (2011), who tried to identify the 
JULES parameters that were more influential upon soil water content. The index represented 
a normalised change in output relative to a normalised change in input and the greater the 
absolute value of the index, the bigger the effect of an input parameter to a particular output 
(Al-Abed & Whiteley, 2002). 
The sensitivity index was defined as: 
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Where I1 and I2 were the smallest and the greatest input values, respectively, tested for a 
given parameter, Iav is the average of I1 and I2, O1 and O2 were the model output values 
corresponding to I1 and I2 and Oav was the average of O1 and O2. Bandara et al. (2011) 
concluded that between the eight examined JULES soil parameters (Brooks and Corey 
exponent, air entry pressure, saturated hydraulic conductivity, volumetric soil moisture 
concentrations at saturation, at critical and at wilting point, dry soil thermal conductivity and 
dry soil heat capacity), the first six exhibited a significant influence on soil moisture 
prediction. 
 
 
2.2.3 Review on Chalk parameter estimation 
 
Various studies regarding the chalk parameterisation are illustrated below. 
Chalk constitutes of a fine grained porous matrix with high porosity (20-45 %) and low 
permeability (<10
-2
 m/day), which is intersected by a fracture network with low porosity 
(<2%) and higher permeability (>10
-2
 m /day) (Price et al., 1993; Ireson et al., 2009). 
Chilton et al. (2002) investigated various sites in Hampshire located on Chalk, focusing on 
particular site, which is located on a tributary of the River Test. The site is located on the 
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Upper Chalk, where the overlying soil is Andover series, which has a 20 cm depth soil layer 
of dark brown, slightly stony silty clay loam and below that there is a 20 cm layer of 
fragmented Chalk and flints in brown soil (Chilton et al., 2002). The weathered upper zone of 
the Chalk is found at depths between 30 and 60 cm and becomes consolidated at 1.0 m below 
ground level. From Chalk samples taken from the inspection pit, which reaches up to 3.0 m 
depth, the matrix porosity was measured 43%.  
Ireson et al. (2009), who worked on the Warren Farm site, as well as in West Ilsley, 
developed a method for modelling flow in the unsaturated zone, using the Richards’ equation 
approach in order to simulate flow in both the matrix and the fractures. The data implemented 
in Ireson et al. (2009) were derived from Profile Probes at 0.1, 0.2, 0.3, 0.4, 0.6 and 1.0 m, 
which were logged every 15 minutes. Those data were calibrated against more reliable 
Neutron probe data, collected on a fortnightly basis, which were available down to 4.0 m. 
Furthermore, 15 minutes pressure loggings were obtained from Pressure transducer 
Tensiometers at 0.2, 0.4, 0.6, 0.8, 1.0 and 1.2 m and from Equitensiometers at 1.0, 2.0, 3.0 
and 4.0 m. 
The model parameterisation was implemented in two stages. The first stage involved the 
identification of parameters associated with the soil moisture characteristic relationships at 
various depths fitted using the Kosugi relationship (Kosugi, 1996). The second stage involved 
parameters associated with the hydraulic conductivity and were identified by inverse 
modelling. Below, some details of the methodology are presented. 
As far as the first stage is concerned, as described in more detail in Ireson (2008), 19 
parameters need to be specified and from them only nine required optimisation. Regarding, 
the difference between the saturated water content of the matrix (𝜃𝑠𝑎𝑡
𝑚 ) and the residual water 
content of the matrix (𝜃𝑟
𝑚 ), Ireson (2008) noted that the difference between the two 
parameters will affect the flow processes, rather than the absolute value of either these 
parameters. With regard to the residual water content, Fredlund & Xing (1994) defined it as 
the amount of water content that requires a large suction change, slightly below 10
6
 KPa, 
which is experimentally supported for a variety of soils, in order to be removed from the soil. 
As this definition was considered ambiguous, Fredlund & Xing (1994) described an empirical 
procedure to determine the residual water content, which is not illustrated here, as it lies 
outside of the scope of that work. Residual water content is not implemented directly into 
JULES; however it is used for the estimation of the parameters θsat (effective), which is 
essentially the difference between the volumetric soil water content at saturation and the 
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residual water content. Due to the fact that the value of 𝜃𝑟
𝑚 cannot be readily observed in the 
field (Ireson, 2008), this difference (𝜃𝑠𝑎𝑡
𝑚 − 𝜃𝑟
𝑚) was set equal to 35%, as recommend by 
Price et al. (1993) and Mathias (2005). 
Next, Ireson et al. (2009) proceeded to the identification of the parameters coming from the 
θ(ψ,z) relationships. Nine parameters had to be identified and so arbitrary parameter ranges 
for a Monte Carlo analysis were set. Although the parameters themselves do not lie directly 
on this thesis interest, as they were implemented in the CUZ (Chalk Unsaturated Zone) model 
described in Ireson et al. (2009), it would be worth indicating them. These parameters are the 
fracture domain volume fraction at ground surface (𝑤𝑓,0), the fracture modified Kosugi model 
parameter at ground surface (𝜓1,0
𝑓
), the fracture modified Kosugi model parameter in the deep 
chalk (𝜓1,∞
𝑓
), the fracture modified Kosugi model parameter (𝜓2
𝑓
), the matrix saturated 
hydraulic conductivity (𝐾𝑠
𝑚), the fracture saturated hydraulic conductivity (𝐾𝑠
𝑓
), the fracture 
conductivity exponent parameter (𝐿𝑓) and two CUZ model parameters (𝑍𝑎) and (𝑍𝑏). 100,000 
realisations were required, since parameter identifiability was explored through scatter plots. 
Moreover, θ(ψ,z) curves were plotted for the best 1% of all Monte Carlo realizations and also 
for the optimum realization found. The objective function used was RMSE and the examined 
variable was soil water content.  
As far as the three parameters related to the K(ψ) relationships is concerned, which included 
the matrix and the fractures saturated hydraulic conductivity 𝐾𝑠𝑎𝑡
𝑚  and 𝐾𝑠𝑎𝑡
𝑓
, respectively, a 
Monte Carlo approach with 1,000 realisations was again implemented. Water pressure and 
soil moisture data from the top 4.0 m of the soil column were used to assess the model 
performance (Ireson, 2008). The objective function used was RMSE, but that time it was 
normalized in order to account for the bias resulting from the large magnitude errors in ψ. 
Therefore, RMSE was normalized by dividing the largest magnitude observed data point for 
each depth and the final objective function summed up both variables. This normalised 
objective function was: 
𝑂𝐹𝑁𝑆 = ∑ √
1
𝑁𝑗
∑ [
𝜓𝑖,𝑗
𝑚𝑜𝑑−𝜓𝑖,𝑗
𝑜𝑏𝑠
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𝑜𝑏𝑠 )
]
2
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]
2
𝑁𝑗
𝑖=1
4
𝑗=1 ⁡⁡⁡⁡⁡⁡⁡⁡ (Ireson, 2008) 
 
Where j and i are indices in depth and time, respectively and Νj is the number of data points 
at each depth. In Ireson (2008) scatter plots of the parameters 𝐾𝑠𝑎𝑡
𝑚  and 𝐾𝑠𝑎𝑡
𝑓
 were plotted 
against the objective function for both Warren Farm and West Ilsey sites, highlighting the 
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optimum and the best 10 realisations. In Warren Farm the optimum values of 𝐾𝑠𝑎𝑡
𝑚  and 𝐾𝑠𝑎𝑡
𝑓
, 
respectively was 0.53 mm/day (6.099 x 10
-6
 mm/sec) and 2.83 m/day (0.0327 mm/sec), 
respectively. For both locations, it was depicted that for 𝐾𝑠𝑎𝑡
𝑓
, the best 10 parameter values 
were spread out, whereas for 𝐾𝑠𝑎𝑡
𝑚  the realisations were clustered together, which indicated 
that the model is relatively insensitive to 𝐾𝑠𝑎𝑡
𝑓
 and that the model performance is 
predominantly determined by 𝐾𝑠𝑎𝑡
𝑚 . Therefore, one of the final conclusions presented in 
Ireson (2008) was that the parameters related to the fractures were relatively insensitive, 
whereas the saturated hydraulic conductivity of the matrix was an important parameter for 
determining the model performance in fitting the near surface observations.  
 
 
2.3 Review on studies relevant to the small and catchment scales 
 
Moving to the larger scale modelling (larger scales in that context refer to scales larger than 1 
km
2
), a couple of questions were raised regarding the optimum scale where the equations of 
the land-surface models could be applied, as well as whether the concept of effective 
parameterization is valid in those scales (Beven, 1989; Entekhabi et al., 1999). As already 
mentioned in the introduction, for larger scale modelling the source of the soil data is the 
National Soil Resources Institute (NSRI) database (Cranfield University, 2012). The product 
used is the NATMAP 1000, which is a 1 km gridded version of the National Soil Map, where 
each grid square is attributed with the percentage of the various soil series included in it. The 
question of whether the soil class that covers the majority of the area under consideration 
(dominant soil class) should be only taken into consideration or whether all the available soil 
types in the certain area should be taken into account. Thus, hydrological studies that have 
used the dominant soil class and it effect on model outputs are also investigated. Finally, the 
incorporation of the PDM module on JULES and how would that affect JULES hydrological 
fluxes, is explored. 
 
 
2.3.1 The problem of scale in hydrological modelling 
 
Entekhabi et al. (1999) raised a couple of questions concerning the issues of whether there 
are critical scales at which spatial variations in surface properties should be explicitly 
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represented in land-atmosphere models. Entekhabi et al. (1999) pointed out the need to 
develop a systematic framework for the identification of critical scales. According to that 
study the variability over large scales is not easily characterised with available in situ or even 
remote sensing instrumentation and thus, models designed to predict macroscopic variables 
need to account indirectly for the effects of unresolved heterogeneities, which is frequently 
referred to as 'parameterisation' or 'upscaling'. In some cases, upscaling procedures have been 
applied and they produce macroscale equations, which have the same structure as microscale 
equations, but with modified ('effective') parameters (Entekhabi et al., 1999). These 'effective 
parameters' depend on the statistical properties of the unresolved heterogeneities. For 
example, pedotransfer functions have been suggested as a way of assigning effective 
hydraulic properties to soils based on factors such as parent geology, mineralogy, texture, 
bulk density and organic matter content.  
On the other hand, Beven (1989) and more recently Kirchner (2006) questioned the concept 
of effective parameterisation due to the fact that a single parameter value is not able to 
reproduce the heterogeneity of responses produced by the variable catchment characteristics. 
Beven (1989) referred to the example of overland flow being generated on part of a grid cell 
that has relatively low hydraulic conductivity, it could not be predicted at all by a higher 
effective parameter value for that cell. This could suggest that it is not possible to use small 
scale physics equations at the grid scale and that more complex equations, which, take into 
account the effects of the spatial heterogeneity should be developed, even though those 
equations would have more parameter values to describe, in a sufficient detail, the 
heterogeneity (Beven, 1989). 
One of the major questions that need to be answered in connection with large scale modelling 
is the optimum scale size where the effective parameterisation or the equations that take into 
account spatial heterogeneity should be implemented. Bergström & Graham (1998) dealt with 
the problem of scales in terms of macro and continental scales. Their study pointed out that a 
1 km
2
 catchment could be considered large and heterogeneous in comparison with a lysimeter 
study, while a several thousand km
2
 could be considered small and homogeneous from an 
operational hydrological forecasting point of view. 
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2.3.2 The use of the dominant soil class in hydrological modelling 
 
In large scale climate or large scale hydrological modelling, the soil texture that covers the 
majority of the examined grid cell is frequently used. An example of a continental scale 
simulation is Arnold et al. (1999) that studied the application of the Soil Water Assessment 
Tool (SWAT) for the conterminous US. SWAT was validated by comparing simulated 
average annual runoff with long term annual runoff records. The two main objectives of that 
study were (a) to identify the most realistic representation of the water balance possible while 
using readily available data for large regions in the US and (b) to develop the skills in order 
to simulate the effect of climate and land use changes on the water balance. The case study 
area covered 8,080,464 km
2
and was divided to 78,863 polygons, i.e. polygon would be 
approximately 102 km
2
. Arnold et al. (1999) simulated the hydrological balance using 
dominant soil and land use properties. In fact, the STATSGO soil association map (USDA 
1992) was used for the selection of soil attributes for each polygon. Each polygon contained 
multiple soil series with their corresponding areal fraction, however without any 
characterisation of the spatial location. The dominant soil series, i.e. the ones that covered the 
largest area and their corresponding properties were selected to model each polygon. 
Proceeding to the limitations that study, the model showed a tendency to overpredict runoff 
in irrigated areas. According to Arnold et al. (1999), this could be attributed to the 
assumption that irrigation was applied to the entire subbasin, as soon as the irrigation 
database illustrated that the cropland within that subbasin may be irrigated, as well as to the 
implementation of the dominant soil and land use type for each subbasin. Arnold et al. (1999) 
also indicated that the fact that within each polygon, only the dominant soil type was 
selected, could cause runoff errors of 30% or more. 
A study that took place in a catchment of a size similar to Kennet was that of Singh et al. 
(2005). The watershed scale simulation model Hydrological Simulation Program- FORTRAN 
(HSPF) was implemented on the 5,568 km
2
 Iroquois river watershed in Illinois and Indiana 
simulating streamflow. In the HSPF model, each subwatershed was partitioned into pervious 
and impervious areas based on the different land use types. The dominant soil group was 
assumed to be representative of the whole Iroquois river watershed conditions. The study 
though did not present any evidence of limitations due to the implementation of the dominant 
soil class. 
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A study that analysed indirectly the impact of averaging soil properties, as well as other 
properties such as meteorology and vegetation characteristics is that of Ghan et al. (1997).  
Ghan et al. (1997) implemented the land surface model Biosphere Atmosphere Transfer 
Scheme (BATS) with meteorology, radiation, soil and vegetation properties estimated at a 
6.25 km resolution from observations within a domain characteristic of a 300 km x 300 km 
(90,000 km
2
) GCM grid cell. The case study area was the US Department of Energy 
Atmospheric Radiation Testbed in Kansas and Oklahoma. Ghan et al. (1997) noted that the 
area is not characterised by its surface heterogeneity. 
As far as the soils dataset was concerned, the soil dataset from the State Soil Geographic 
Database had a spatial resolution of 1 km. In order to assess the importance of accounting for 
spatial variability in various parameters, BATS was driven at each grid point, first accounting 
for the full spatial variability of all parameters and then with various parameters over the 
domain. The fact of averaging a different parameter in separate simulations, the effect of the 
spatial variability in each parameter on the spatial mean response was isolated. Hence, Ghan 
et al. (1997) performed additional simulations, where the model was driven by spatially 
averaged meteorology, vegetation characteristics and soil properties. The simulated water 
balance was compared and the relative influence of subgrid variability in meteorology, 
vegetation and soil was assessed. Regarding the soil and vegetation properties, the averaging 
was performed according to the method of Noilhan & Lacarrere (1995), which is described 
below, weighting with respect to the frequency of each soil and vegetation type. For some 
properties, such as the surface resistance and the surface roughness, inverse logarithmic 
means were more appropriate than arithmetic means. Ghan et al. (1997) also simulated the 
area, where they simply adopted the dominant soil and vegetation parameters; however the 
results did not agree as well with the heterogeneous case, as the method described in Noilhan 
& Lacarrere (1995) does. For properties that could not be averaged (for example, the 
presence or absence of irrigation), the dominant property was chosen.  
The simulations were denoted as HET (fully heterogeneous), HOMOP (all parameters 
heterogeneous except precipitation), HOMOV (all parameters heterogeneous except 
vegetation), HOMOS (all parameters heterogeneous except soil), HOMOR (all parameters 
heterogeneous except radiation), HOMOW (all parameters heterogeneous except wind) and 
HOMO (all parameters homogeneous). Only the results from the HOMOS case will be 
presented below. So, according to Ghan et al. (1997), comparing the HET and HOMOS 
cases, as soon as the soil is homogeneous (HOMOS), ground evaporation increased from 0.80 
to 0.92 mm/day. That did not happen due to changes in soil moisture, but due to changes in 
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soil properties, i.e. the maximum hydraulic conductivity Ko and the Clapp and Hornberger 
parameter B, both of which influence the maximum amount of moisture flux that the soil can 
sustain. Thus, because the dependence of the maximum sustainable moisture flux on 
parameters Ko and B is quite non-linear, averaging Ko and B did not produce the same average 
moisture flux as when Ko and B are not averaged. In the same manner, transpiration decreased 
from 3.26 to 3.21 mm/day through the linear dependence of root resistance B. Surface runoff 
decreased from 0.77 to 0.70 mm/day and drainage due to gravity increased from 0.53 to 0.68 
mm/day. Summarizing the above, Ghan et al. (1997) showed that by neglecting subgrid 
heterogeneity in soil properties reduced the simulated summertime runoff by 9% and 
increased the summertime evaporation by only 2%. 
 
The main aim of the study of Noilhan & Lacarrere (1995) was to examine the issue of spatial 
variability in land surface properties in horizontal scales ranging from 10 km to 100 km (the 
size of a GCM grid box).  
Cosby et al. (1984) showed that the soil properties were mostly related to the particle size 
distribution; i.e. the mean values of the parameters wsat, Ksat, b (saturated volumetric 
moisture, saturated hydraulic conductivity, slope of the retention curve) were found to be 
linearly dependent on the soil texture. Cosby et al. (1984) also showed that most of the 
variability in soil parameters can be simply related to the sand or clay fractional contents. The 
above were used in the study of Noilhan & Lacarrere (1995) in order to derive 'effective' soil 
parameters for a large area.  
Noilhan & Lacarrere (1995) performed linear regressions and power law adjustments for each 
hydraulic parameter as a function of the percentages of sand and clay. Those linear 
regressions were performed for the parameters described above, as well as for some 
additional parameters. In most of the analyses the clay content was found to be a better 
descriptor than the sand content, except from the parameters wsat and Cgsat (saturated thermal 
coefficient). On the other hand, the parameter wsat was linearly dependant on the sand 
fraction, suggesting that wsat can be estimated reasonably from a soil textural analysis. 
However, the hydraulic parameters of the surface scheme, which are dependent on the 
hydraulic conductivity, vary non-linearly as a function of the clay. 
Hence, the linear variation of wsat versus sand implied that a simple arithmetic mean could be 
implemented in order to obtain areal-averaged values of sand and clay contents and, thus, an 
estimation of the effective saturation moisture content 𝑤𝑠𝑎𝑡
𝑒 . On the contrary, the non-
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linearity of the parameters dependent on hydraulic conductivity indicated that an averaging 
method that gives more weight to the sand fraction should be preferably used.  
Noilhan & Lacarrere (1995) acknowledged that the spatial aggregation of clay should 
preserve the relationship between the hydraulic conductivity and the clay content. In that 
study a simple arithmetic averaging method was implemented as a methodology to 
investigate soil properties aggregation, instead of a more complicated averaging approach. 
Except from its simplicity, Noilhan & Lacarrere (1995) considered that from the GCM 
modelling point of view is more important to conserve the water holding capacity of the grid 
box than considering the speed of the soil water transfers. 
The simulation domain was a square of around 400 km x 400 km, where the horizontal grid 
mesh had a 10 km resolution. The effective soil textures for the modelled domain were 
calculated by taking into account the spatial distribution of soil types. Simple arithmetic 
means were used. 
𝑆𝑎𝑛𝑑𝑒=∑ 𝑓𝑖𝑆𝑎𝑛𝑑
𝑖
𝑖  
𝐶𝑙𝑎𝑦𝑒=∑ 𝑓𝑖𝐶𝑙𝑎𝑦
𝑖
𝑖  
Where 𝑆𝑎𝑛𝑑𝑖  and 𝐶𝑙𝑎𝑦𝑖⁡ are the percent composition of each soil type. The effective 
parameters were obtained from 𝑆𝑎𝑛𝑑𝑒 and 𝐶𝑙𝑎𝑦𝑒 using the relationships given in Noilhan & 
Lacarrere (1995). 
 
 
2.3.3 Importance of the temporal resolution of climate data 
 
Various studies have dealt with the effect of the time resolution of the input data to the output 
fluxes in hydrological and land surface models, so, therefore, it would be useful to explore 
the potential benefits of different temporal resolutions of climate data. With regards to a more 
accurate estimation of evapotranspiration, Bormann et al. (1996) worked on the 
disaggregation process of meteorological input data of daily mean values to hourly 
resolution. The soil-vegetation-atmosphere transfer model (SVAT) was implemented, which 
is based on the Penman-Montheith equation for potential evapotranspiration and Richard’s 
equation for water flow in the soil. The case study area (16 km
2
) was located in the northern 
German lowland and is characterised of deep groundwater levels. The study used different 
kinds of forcing climate data (air temperature, relative humidity, wind speed and global 
radiation); locally measured hourly data, daily mean values and extremes and disaggregated 
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hourly data, which were reproducing the diurnal patterns. It was proven that, because of the 
irregularities of the equations related to the calculation of evapotranspiration, for example 
through the Penman-Montheith equation, and also due to the better approximation of the 
daily weather patterns, it is better to use hourly resolution meteorological data as inputs, even 
if they need to be disaggregated from daily values. More recently, the effect of temporal 
resolution to canopy evaporation was studied by Lu (2011), who implemented a simplified 
Rutter model. The rainfall data of 12 different temporal resolutions (1, 2, 3, 4, 6, 8, 12, 24, 
48, 72, 96 and 120 hours) were generated from hourly time series in Shikoku island in Japan, 
in Doki river basin, which covers a 106.8 km
2
 area (Bakar & Lu, 2008), and then they were 
applied to models with different canopy capacities. It was illustrated that for all the examined 
canopy capacities, the annual canopy evaporation increases as the temporal resolution 
becomes longer. 
 
 
2.3.4 The PDM model and its implementation within JULES 
 
According to Best et al. (2011), a way of introducing surface runoff in JULES is by 
implementing the Probability Distribution Model (PDM) (Moore, 1985). The distribution of 
soil storage capacity within a grid box is modelled by a probability density function (pdf), 
where the saturated fraction of the grid box is: 
𝑓𝑠𝑎𝑡 = 1 − [1 −
𝜃
𝜃𝑠𝑎𝑡
]
𝐵
𝐵+1
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 2.1) 
where B is the shape parameter. 
Figure 2.2 below exhibits the relationship between the PDM saturated fraction fsat and storage 
θ for all the modelled parameter B values, as this is expressed in Equation 2.1 and it shows 
that for various storage values θ, the saturated fraction 𝑓𝑠𝑎𝑡 becomes more insensitive towards 
parameter B, when B obtains values higher than 0.7. 
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Figure 2.2: Plot of PDM saturated fraction (fsat) against storage (θ) for different B values 
 
A more general form of expression 2.1 was provided by Clark & Gedney (2008) in equation 
2.2: 
𝑓𝑠𝑎𝑡 = 1 − [1 −
𝑆 − 𝑆0
𝑆𝑚𝑎𝑥 − 𝑆0
]
𝐵
𝐵+1
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 2.2) 
where 𝑆0 is defined as the minimum storage below which there is no surface saturation and 
𝑆𝑚𝑎𝑥 is the maximum possible gridbox storage at saturation. Parameter 𝑆𝑚𝑎𝑥 is equal to the 
product of 𝜃𝑠𝑎𝑡 and 𝑑𝑧𝑃𝐷𝑀, which is the depth (in m) of soil over which the PDM is assumed 
to apply (Smith et al., 2006). The depth 𝑑𝑧𝑃𝐷𝑀 is usually assumed to be 1.0 m (Smith et al., 
2006; Clark & Gedney, 2008; Clark et al., 2010). 
JULES requires two parameters in the PDM module; 𝑑𝑧𝑃𝐷𝑀 and the shape parameter B (Clark 
et al., 2010). 
 
According to Moore & Bell (2002), the production of runoff in any point of a catchment is 
controlled by the absorption capacity, including canopy interception, surface detention and 
soil water storage processes. The above has been conceptualized as a simple store with a 
given storage capacity. By considering that different points in a catchment have different 
storage capacities and that the spatial variations of capacities can be described as probability 
distribution functions, Moore (1985) and Moore & Bell (2002) formulated a simple runoff 
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production model, which integrated the point runoffs to generate the catchment direct runoff 
prior to translation to catchment outlet as surface runoff. 
Thus, saturation excess runoff (𝑅𝑠𝑒) is calculated as 
𝑅𝑠𝑒 = 𝑓𝑠𝑎𝑡𝑊0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 2.3) 
where 𝑊0  is the rate at which water arrives at the soil surface from precipitation and 
snowmelt. 
 
A recent study that illustrated the effect of PDM on JULES outputs, and in fact on JULES 
flow components (surface and subsurface runoff), was that of MacKellar et al. (2013). 
JULES was implemented in southern African catchments at a resolution of 0.5°. In particular, 
the Orange catchment, which covers parts of South Africa, Namibia and Botswana and is a 
steep topography basin with clayey soil, and the Okavango catchment, which includes parts 
of Angola, Namibia and Botswana, where deep sandy soils dominate, were examined. 
MacKellar et al. (2013) explored how the available moisture is partitioned between surface 
and subsurface components. Two grid points were selected; one in the upper Orange 
catchment and one in the Okavango catchment. The following results, which do not take into 
account any routing, show the effect of the B parameter on monthly surface runoff. The upper 
Orange basin is dominated by the surface runoff component and the subsurface runoff is 
smaller than the surface component by an order of magnitude. When PDM was applied and a 
single grid point of the catchment was examined, the increase of the shape parameter B from 
0.1 to 0.3, led to a substantial increase of surface runoff, as the relative proportion of soil 
moisture stores increased as well. For example, the averaged value of surface runoff between 
1981 and 2001 in April, turned from 5.5 mm to 10.5 mm, while the subsurface runoff 
decreased from 0.55 mm to almost zero. Similarly, for the grid point located in the Okavango 
basin, dominated by the subsurface runoff component, the increase of parameter B, resulted 
to an increase of surface runoff. The increase of average surface runoff between 1981 and 
2001 for April for the Okavango grid point was from 2.5 mm to 5.5 mm, i.e. not as high as 
that in the upper Orange grid point, and the subsurface runoff decreased from 2 mm to 1mm. 
 
Regarding PDM parameterisation, and in fact, the variability of the shape parameter B, 
Dadson et al. (2011) tested JULES with PDM against observed river flows in some major 
European rivers, including the Rhine, Maas, Elbe, Danube, Loire and Seine. In their study, 
the topography and soil depth data were interpolated from field observations to a 10 km 
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horizontal resolution and then resampled to a 25 km spatial resolution. Dadson et al. (2011) 
pointed out only if the runoff production mechanism is believed to vary spatially along the 
catchment, then it would be advantageous to use spatially-varying runoff production 
properties. In their study, equation 2.4, presented below, was derived, which relates the shape 
parameter B of each 25 km grid cell with the soil depth measurements d. The Pareto exponent 
B was chosen to vary between zero and 1, according to the relationship below, where depth d 
is in metres. 
𝐵 = 1 − (
𝑑 − 0.2
1.2
)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 2.4) 
The constants in equation 2.4 were selected in such a way that the resulting value of B would 
vary from 0 to 1 over the range of available soil depth measurements, which were from 0.2 to 
1.2 m. 
Also, Clark & Gedney (2008) implemented a version of MOSES in which runoff generation 
was described by parameterisation based on PDM for three catchments in southern France. 
Each catchment was simulated as a single gridbox and MOSES with PDM was calibrated for 
each catchment by varying parameter B between 0 and 10. Nash Sutcliffe Efficiency (NSE), 
comparing observed and simulated streamflows, was used in order to identify the optimum 
parameter. More recently, Le Vine et al. (2015) used JULES with the PDM module at 1 km 
grid square resolution for the Kennet catchment. In Le Vine et al. (2015) parameter 𝑑𝑧𝑃𝐷𝑀 
was assumed to be constant at 1.0 m and B was varying between 0 and 2.0. An optimal value 
of the parameter B was linked to the local hydrological index BFIHOST, so that the long-
term ratio between drainage and total runoff is close to the BFIHOST value. 
 
 
2.4 Literature review relevance 
 
The following section comprises of a summary of the main literature review ideas that will 
influence the work and the methodologies that will be implemented later on. 
As explained in section 2.2.2, one of the key questions of the point scale analysis is to analyse 
the sensitivity of the model outputs to model parameters. The methodology presented in 
Demaria et al. (2007) that used a modified Regional Sensitivity Analysis (RSA) within the 
Monte Carlo Analysis Toolbox (Wagener et al., 2001) will be employed. This method has the 
advantage that, on the contrary of the 'One-At-a-Time' methodology, all the selected 
parameters would be simultaneously examined and, thus, their interactions, would be 
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considered. Also, compared to the RSA based on a Monte Carlo sampling, this modified RSA 
does not rely on the selection of a behavioural threshold. Also, the Sensitivity Index 
presented in Bandara et al. (2011), who identified the JULES parameters that had the biggest 
effect on soil water content, will be also employed in this thesis. 
As far as the Chalk parameterisation is concerned, the study of Finch & Haria (2006), which 
was demonstrated in section 2.2.1, dealt with the application of JULES in Chalk catchments 
and one of the sites that it focused on was Warren Farm. Finch & Haria (2006) amended the 
JULES structure in such way so that the dual nature of chalk would be represented. However, 
due to the fact that in this thesis the objective is to investigate the application of JULES to 
Chalk sites without any major coding modification, the dual media accounting code of Finch 
& Haria (2006) will not be used later on. For the Chalk parameterisation implemented in this 
thesis, the NSRI database will be examined; the database has been already used in Finch & 
Haria (2006) and Sorensen et al. (2014) and as illustrated in section 2.2.1, one of the study 
areas both of the aforementioned studies was the Warren Farm site. Moreover, in section 
2.2.1 it was also indicated that one of the key outcomes of Ireson (2008), who simulated the 
chalk matrix and fractures separately, was that the parameters related to the fractures were 
relatively insensitive, whereas the saturated hydraulic conductivity of the matrix was an 
important parameter for determining the model performance in fitting the near surface 
observations. Thus, the thesis in Chapter 6, will also concentrate on the evaluation of the 
saturated conductivity. 
Finally, moving to the larger scale modelling, illustrated in section 2.3.2, the examined 
literature illustrated that the issue of the dominant class adequacy was studied in either 
continental scale or quite large scale catchments. For example, in Arnold et al. (1999), where 
the catchment area was approximately 8,000,000 km
2
, which was divided to polygons sized 
almost 100 km
2
, the dominant soil type was applied to each of those polygons. In the study of 
Ghan et al. (1997), the simulated GCM cell was 90,000 km
2
 and the soil properties were 
estimated at a 6.25 km resolution. Ghan et al. (1997) averaged the soil properties within the 
examined catchment and compared the model results with the case where the soil properties 
were assumed to be heterogeneous. Even in the study of Singh et al. (2005), where the 
simulated area was around 5,000 km
2
, an area of a similar order of magnitude compared to 
the Kennet basin, which is slightly above 1,000 km
2
, the dominant soil type of the catchment 
was assumed to be the representative soil type. From the above, it could be inferred that those 
watersheds, where the soils heterogeneity has been investigated, are much larger in size 
compared to the Kennet catchment and, furthermore, even the soils databases presented in the 
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studies above have a much coarser resolution than the 1 km x 1km NSRI database that will be 
used in this thesis. As a result, the work illustrated in Chapter 7 will cover the heterogeneity 
aspects of a basin much smaller in size than the ones reviewed and will also deal with a soils 
database with a finer resolution than those illustrated in the abovementioned review. Hence, 
this heterogeneity exploration will be divided into two parts; (a) within the 1 km resolution 
database the key question will be whether the dominant soil class of each 1 km grid cell could 
adequately describe the behaviour of each of those 1 km grid cells and (b) within the Kennet 
catchment the question would be to identify the degree of heterogeneity, focusing on the soil 
heterogeneity. 
Finally, Chapter 8, will investigate the inclusion of the PDM module within JULES (herafter 
called JULES-PDM) and will examine its potential effects on JULES fluxes 
(evapotranspiration, drainage and surface runoff). First of all, the assumption that parameter 
𝑑𝑧𝑃𝐷𝑀 is set to 1.0 m (Smith et al., 2006; Clark & Gedney, 2008; Clark et al., 2010; Le Vine 
et al., 2015) will be examined. JULES-PDM will be applied on the Kennet catchment for 
each soil type in each 1 km x 1 km grid cell of the NSRI database , where the shape 
parameter B will be calibrated according to the corresponding BFIHOST value, as presented 
in Le Vine et al. (2015). The applicability of the dominant class to adequately simulate the 
behaviour of the JULES fluxes in each 1 km grid cell, which will be investigated in Chapter 7 
as well, will be also examined in Chapter 8, but with the PDM option on, and in the end, the 
degree of heterogeneity within the catchment, will be explored. 
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Chapter 3 
 
Case study area description 
 
The following chapter is a description of the two main investigated study areas; (1) the 
Warren Farm site located in the Lambourn catchment, a subcatchment of the Kennet and (2) 
the Kennet catchment itself. The topography, land cover, soil cover of the areas, as well as 
the JULES forcing data and further key observed variables of interest are described below. 
 
 
3.1 Warren Farm site description 
 
3.1.1 Topography, land cover and geomorphology 
 
The Warren Farm site, or else called 'Sheepdrove Farm', (SU 3655 8092) (Ireson & Butler, 
2011) is located in the Lambourn catchment illustrated in Figure 3.1. Figure 3.1 shows the 
location of the Warren Farm site, denoted as PL21. Land use is grassland, where livestock are 
grazed (Ireson, 2008). Warren Farm is chosen as an example site as it provides a set of 
climate data for 6 years, as well as soil water content observations for the same period and 
water pressure measurements for a three year period, included in those six years. 
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Figure 3.1: Location of the LOCAR infrastructure installed in the Pang/Lambourn catchment (from Adams et al. 
(2003)) 
 
The solid and drift geology at Warren Farm are depicted in Figure 3.2 below. The solid 
formations map illustrates that Warren Farm is located on the Seaford Chalk solid formation, 
while the drift deposits map shows that there is no major drift cover; details of the soil layer 
and its properties are described later in this section. 
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Figure 3.2: Warren Farm location and geology (data supplied by the British 
Geological Survey) (from Ireson (2008)) 
 
At Warren Farm the surface elevation is 187 m AOD and the water table is about 40 m BGL 
(Ireson, 2008). A photograph of the near surface profile, taken in 2006, is pictured in Figure 
3.3 below, where the sloping grid lines indicate approximate dimensions (Ireson, 2008). 
There is no actual information regarding the depth and the nature of the weathered chalk 
below the 0.2 m soil layer; nevertheless information related to the drift deposits and solid 
geometry could suggest that the profile at Warren Farm would be similar to the one at West 
Ilsley recharge site (denoted as PL29 in Figure 3.1), which is also described in Ireson (2008). 
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Figure 3.3: Photographs of the Chalk profile over various depth horizons at 
Warren Farm (from Ireson (2008)) 
 
The photographs of the near surface profile up to 2.4 m BGL taken at West Ilsley are shown 
in Figure 3.4. From those photographs it is indicated that there are obvious changes in the 
structure and the material of the top 2.0 m of the profile. 
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Figure 3.4: Photographs of the Chalk profile over various depth horizons at West Ilsley (from Ireson (2008)) 
 
 
3.1.2 Climatic, soil moisture and soil water pressure data 
 
The Automatic Weather Station (AWS) measurements from Warren Farm related to this 
study are: downward and upward shortwave radiation, downward and upward longwave 
radiation, relative humidity, wind speed and air temperature at heights of approximately 1.5 
above the ground (Finch, 2011). Rainfall data is available from a raingauge located in the 
same field. Both measurement systems log the data at hourly intervals (Finch & Haria, 2006). 
53 
 
The available climate data that will be used in JULES are: downward longwave and 
shortwave radiation, windspeed, air temperature, rainfall, snowfall, specific humidity and air 
pressure. The start date is 20 October 2002 and the end date is 28 December 2008. 
 
Soil moisture (θ) data were collected using a Neutron Probe, with measurements taken at 10, 
20, 30, 40, 50, 60, 80, 100, 120, 140, 160, 180, 200, 230, 260 and 290, 320, 350, 380, and 
410 cm depths. Soil water content observations were obtained on an almost fortnightly basis, 
from 3 January 2003 to 18 December 2008. 
 
Water pressure (ψ) observations at Warren Farm were obtained using Pressure Transducer 
Tensiometers (ATEN) at 20, 40, 60, 80, 100 and 120 cm depths and using Equitensiometers 
(ETEN) at 100, 200, 300 and 400 cm depths. The data were collected every 15 minutes and 
the observations started on 11 May 2003 and finished on 1 February 2006. Both measurement 
techniques are required because for ψ values < -8.5 m H2O the tensiometers fail due to 
cavitation, whereas the equitensiometers are unreliable for ψ values > -1.2 m (Ireson, 2008). 
 
 
3.2 Kennet catchment description 
 
3.2.1 An overview 
 
The River Kennet is one of England’s main chalk streams, much of it is classified as a Site of 
Special Scientific Interest (SSI) due to its chalk stream habitats and associated wildlife 
(Parker et al., 2012). The catchment stream network is presented in Figure 3.5. The 
catchment has been affected by human activities over the past 50 years, where the 
construction of the M4 motorway gave rise to urban development and tripled the population 
(Parker et al., 2012). As a result, flow in the river has been reduced due to water abstraction 
that had to meet the increased water demand. Also, expansion of the urbanised area has 
increased the runoff, changing the catchment’s response to heavy rainfall events (Parker et 
al., 2012). Moreover, agriculture practice in the catchment during the past 50 years 
experienced a major switch from pasture to arable (Parker et al., 2012).  
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The catchment area above Theale gauging station is 1033 km
2 
(Limbrick et al., 2000), which 
is located almost 6 km west from Reading. The River Kennet, shown in Figure 3.5, is a 
typical chalk stream that flows in a predominantly eastern direction to its confluence with the 
River Thames at Reading. As reported by Limbrick et al. (2000) the maximum stream length 
is 98 km from the source to its confluence. The main tributaries of the River Kennet are the 
River Lambourn, joining from the north, the River Enborne (joining from the south) and the 
Rivers Dun, Shalbourne, Aldbourne and Og (Limbrick et al., 2000; Whitehead et al., 2002; 
Parker et al., 2012). 
 
The Standard Average Annual Rainfall for the whole catchment is 764 mm/year, with a range 
from 900 mm/year on the Hampshire Downs to 650 mm/year in Reading (Limbrick et al., 
2000). The majority of the precipitation is percolated in the Chalk aquifer, and, therefore, the 
flow response is reduced, except from the in the clay-lined River Enborne tributary (Wade et 
al., 2002). 
 
 
Figure 3.5: Kennet catchment overview (from Parker et al. (2012)) 
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3.2.2 Topography and Digital Terrain Model (DTM) data 
 
As stated in Limbrick et al. (2000), the elevation of the River Kennet at its source near 
Marlborough is 190 m AOD and at its confluence in Reading is 50 m AOD. The Berkshire 
Downs represent the northern interfluve of the catchment with an average height of 200 m 
AOD in the west and 150 m AOD in the east. The southern interfluve is represented by the 
Hampshire Downs, which reach a height of 270 m AOD and the western interfluve is 
represented by the Marlborough Downs that reach an average height of 290 m AOD 
(Limbrick et al., 2000; Whitehead et al., 2002). 
The DTM data were obtained from http://digimap.edina.ac.uk/digimap/home. The product 
was the Land-Form PANORAMA DTM, with a scale of 1:50,000. The heights are given at 
the intersections of a horizontal 50 m grid, where each height is given to the nearest 1 m. The 
accuracy of the heights in this DTM is 5 m (Digimap, 2011). Figure 3.6 below illustrates the 
DTM of the Kennet catchment synthesised from the above dataset. 
 
 
Figure 3.6: DTM of the Kennet catchment (Land-Form PANORAMA DTM, scale 1:50,000, EDINA Digimap 
Ordnance Survey Service, <http://edina.ac.uk/digimap>, downloaded: October 2011) 
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3.2.3 Land use data 
 
The Kennet is a mainly rural catchment, with arable agriculture being the dominant land use 
(Wade et al., 2002). 
The land cover data needed for this study were obtained from 
http://webmap.ornl.gov/wcsdown/wcsdown.jsp?dg_id=10004_31 (NASA, 2007) and they 
have a resolution of 50 m. This dataset contains 17 land use types: Inland water, Evergreen 
needleleaf, Evergreen broadleaf, Deciduous needleleaf, Deciduous broadleaf, Mixed forest, 
Closed shrub, Open shrub, Woody Savanna, Savanna, Grassland, Permanent wetland, 
Cropland, Urban, Cropland/natural mosaic, Snow and ice and Barren. 
 
 
3.2.4 Geological and soils data 
 
As reported by Limbrick et al. (2000) and Whitehead et al. (2002), the underlying geology of 
the Kennet catchment is 80% Upper Cretaceous Chalk. In the south east, the chalk is overlain 
by the sands and the impervious Tertiary clays of the London basin Syncline (Limbrick et al., 
2000). The Chalk aquifer acts as a large storage unit and it supplies 95% of the water in the 
Kennet (Whitehead et al., 2002). In the north and the west of the catchment, the aquifer is 
unconfined; i.e. there are no overlying impermeable rock strata (Environment Agency, 2004). 
In the lower part of the Kennet is confined by Palaeogene deposits. 
 
The source of the soil data in this study is the National Soil Resources Institute (NSRI) 
database (Cranfield University, 2012). The product used is the NATMAP 1000, which is a 1 
km gridded version of the National Soil Map, where each grid square/cell is attributed with 
the percentage of the various soil series/classes present in the grid. Figure 3.7 depicts soils 
covering the majority of each grid cell (dominant soil classes) of the Kennet catchment. 
There are 25 different dominant soil classes in the Kennet. 
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Figure 3.7: The dominant soil types located in the Kennet catchment are enclosed within the blue line. The 
legend below depicts the dominant soil types of the whole Thames catchment. 
 
Table 3.1 below describes the 25 different dominant soil types included in the Kennet 
catchment boundaries. In this Table the name of each soil type together with its description, it 
NSRI code and its correspondent BFI are illustrated. 
 
Table 3.1: Description of the soil types located in the Kennet catchment 
NSRI code Name Description BFI 
20 Ardington 
glauconitic medium loamy material passing to 
loam (or soft sandstone, shale or siltstone) 
0.78 
31 Andover silty lithoskeletal chalk 0.98 
109 Batcombe medium silty over clayey drift with siliceous stones 0.52 
156 Bursledon 
medium loamy material passing to loam (or soft 
sandstone, shale or siltstone) 
0.52 
160 Bearsted 
light loamy material passing to sand or soft 
sandstone 
0.88 
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196 Blewbury clayey material over lithoskeletal chalk 0.98 
214 Charity medium silty drift with siliceous stones 0.64 
237 Coombe medium silty chalky drift 0.98 
258 Carstens medium silty over clayey drift with siliceous stones 0.98 
510 Frilsham medium loamy material over lithoskeletal chalk 0.98 
518 Frilford 
medium or coarse sandy material passing to sand 
or soft sandstone 
0.88 
537 Frome silty alluvium over calcareous gravel 0.52 
705 Hamble silty stoneless drift 0.64 
710 Harwell 
grey siliceous medium loamy or medium silty over 
clayey material passing to loam with interbedded 
sandstone 
0.78 
773 Hornbeam 
medium loamy over clayey drift with siliceous 
stones 
0.52 
784 Hucklesbrook light loamy material over non-calcareous gravel 0.88 
745 Hurst light loamy material over non-calcareous gravel 0.52 
800 Icknied loamy lithoskeletal chalk 0.98 
1308 Newmarket light loamy lithoskeletal chalk 0.98 
1835 Sonning light loamy material over non-calcareous gravel 0.88 
1836 Southampton sandy gravelly very hard siliceous stones 0.88 
1911 Thames clayey river alluvium 0.73 
2004 Upton loamy lithoskeletal chalk 0.98 
2204 Wantage loamy material over lithoskeletal chalk 0.98 
2227 Wickham 
medium loamy or medium silty drift over clayey 
material passing to clay or soft mudstone 
0.17 
 
In the NSRI database 70% of the soil types presented in it are characterised from the ground 
surface until a depth of approximately 1.50 m with properties given for different soil horizons 
(soil layers). Whereas the rest 30% of the soil types have soil characteristics that extend until 
a depth of approximately 60-70- cm. Moreover, each soil type depends on land use with 
Arable, Ley grass, Permanent grass and Other land use types being available.  
 
 
3.2.5 Hydro-meteorological data 
 
The data needed to run the hydrological simulations of the catchment were obtained from the 
CHESS dataset (Blyth, 2012), which has a 1 km spatial resolution. CHESS data were 
developed for the period between 1971 and 2007 on a daily timestep. The available data are: 
downward longwave and shortwave radiation, precipitation, specific humidity, air 
temperature and windspeed. 
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Chapter 4 
 
Model overview 
 
4.1 Introduction 
 
Due to widespread interest in current and future global environmental problems, as a result of 
global environmental change, there is a growing need for holistic models, which can be also 
tested against observations. There is also a need for these models to include all the relevant 
processes necessary for the evaluation of the future global environment (Blyth et al., 2006). 
In order to satisfy this need, the Land Surface Model JULES Joint UK Land Environment 
Simulator (JULES) has been established since 2006 as a community tool. It is a joint 
initiative by the Natural Environment Research Council (NERC) through the Centre of 
Ecology and Hydrology (CEH), Climate and Land-Surface Systems Interaction Centre 
(CLASSIC) (a NERC’s research centre) 
http://neodc.nerc.ac.uk/?option=displaypage&Itemid=115&op=page&SubMenu=-1 (Natural 
Environment Research Counclil, n.d.), Quantifying and Understanding the Earth System 
(QUEST) (a NERC’s research programme) (Natural Environment Research Counclil & 
University of Bristol, 2007) and the Met Office. 
 
JULES is a community land surface model developed from the Met Office Surface Exchange 
Scheme (MOSES). JULES can be used as a stand-alone land surface model driven by 
observed forcing data or coupled to an atmospheric global circulation model (GCM) (Best et 
al., 2011). JULES has been coupled to the Met Office Unified Model (MetUM), which is a 
numerical modelling system that has been implemented from the MetOffice for weather and 
climate prediction since 1990 http://www.metoffice.gov.uk/research/modelling-
systems/unified-model (MetOffice, 2014). 
 
MOSES, as well as JULES, is a scheme that can be used in a stand-alone representation of 
the surface hydrology (Shaw et al., 2010), driven by observed forcing data, or coupled to an 
atmospheric Global Circulation Model (GCM). According to Smith et al. (2006), MOSES 
was initially developed for the General Circulation Models (GCMs) purposes in order to 
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calculate the surface-to-atmosphere fluxes of heat and water in order to update the surface 
and subsurface variables which affect these fluxes (Cox et al., 1999). 
 
The structure of JULES comprises two main components (Blyth et al., 2006); MOSES, the 
land surface energy exchange scheme, and 'Top-Down Representation of Interactive Foliage 
and Flora Including Dynamics' (TRIFFID), which is a dynamic global vegetation model that 
updates the plant distribution and soil carbon based on the climate sensitive carbon dioxide 
fluxes at the land-atmosphere interface (Cox, 2001). 
 
In simple terms, JULES simulates how soil and vegetation respond to atmospheric changes in 
precipitation, temperature, humidity, sunshine and wind. JULES predicts soil temperature and 
moisture, which, in turn, influence plant transpiration, soil evaporation, plant growth and soil 
respiration (Blyth et al., 2006). Consequently, as an outcome of these changes, the surface 
fluxes of heat, water vapour and carbon (carbon dioxide and methane) are calculated (Blyth 
et al., 2006). Within JULES, there are various processes that lead to the calculation of these 
variables mentioned above and therefore JULES’s code has been divided into different 
modules, which are represented schematically in Figure 4.1 below, where the blue colour 
denotes the energy and water cycle processes, while the green colour illustrates the carbon 
exchanges and the vegetation dynamics. 
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Figure 4.1: Modular structure of the JULES model. The boxes show each of the physics modules whilst the lines 
between the boxes show the physical processes that connect these modules. (from Best et al. (2011)) 
 
JULES generally operates on an hourly or sub-hourly timestep (Blyth et al., 2006) and 
requires the following forcing data to be specified for each timestep: downward shortwave 
radiation, downward longwave radiation, mean rainfall rate, mean snowfall rate, mean air 
temperature, mean windspeed, mean air pressure and mean specific humidity. The height 
where air temperature, windspeed and humidity are measured is also required. 
 
The version of JULES used in this study is 2.2, as it was the most recent one at the start of the 
project. Although JULES allows the user to set the number and thicknesses of soil layers for 
a model run, in its standard configuration it consists of four soil layers of thicknesses 0.1 m, 
0.25 m., 0.65 m and 2.0 m, giving a total depth of 3.0 m. As reported in Blyth & Daamen 
(1997) these thicknesses were initially chosen in order to minimize errors in the heat flux 
calculations. According to Best et al. (2005) and Best et al. (2011) this scheme is able to 
capture the soil variation of soil temperature from sub-daily to annual timescales. 
 
On the surface of a grid box there is a tiled representation of heterogeneous surfaces (Essery 
et al., 2003). There are nine distinct surface types that consist of: five vegetated surfaces 
(Broadleaf trees, Needleleaf trees, Temperate C3 grass, Tropical C4 grass and Shrubs) and 
four non-vegetated surfaces (Urban, Inland water, Bare soil and Ice) https://jules.jchmr.org/ 
(MetOffice et al., 2012). Except for those surface types that are classified as land ice, a land 
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grid box can consist from any combination of the rest eight surface types. A representation of 
the nine different surface types in a JULES grid box is depicted in Figure 4.2 below. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2: Schematic representation of JULES soil column 
 
For each surface type within a grid box, separate surface temperatures, short-wave and 
longwave radiative fluxes, sensible and latent heat fluxes, canopy moisture content, snow 
masses and snow melt rates are calculated (Essery et al., 2003; MetOffice et al., 2012). By 
contrast, air temperature, humidity, windspeed above the surface and soil temperatures and 
moisture contents below the surface are treated as homogeneous across a grid box (MetOffice 
et al., 2012). 
 
In total, there are 43 parameters for the different Plant Functional Types (PFTs), 10 
parameters for the non-vegetated surfaces types, 9 soil parameters, 9 parameters for the Met 
Office Reading Urban Surface Exchange Scheme (MORUSES) – an option in JULES, where 
the surface parameters are determined from the morphology and material properties of the 
city, 15 snow parameters, as well as 7 TRIFFID parameters and 15 miscellaneous parameters 
for surface, carbon and vegetation. 
 
As already mentioned in Chapter 2 under section 2.2.1, only the MOSES component of 
JULES will be implemented. This project focuses on the surface exchange processes, surface 
hydrology and soil moisture, described in the MOSES component and it will not deal with the 
climate sensitive CO2 fluxes at the land-atmosphere interface, which are linked with the 
photosynthesis and the plant respiration processes included in TRIFFID (Cox, 2001). Thus, 
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the modules described below are the surface exchange processes, surface hydrology and soil 
moisture. 
 
 
4.2 Evaporation in JULES 
 
4.2.1 Evaporating surfaces 
 
Evaporation is incorporated within JULES through different physical mechanisms. These 
include: transpiration (i.e. water extracted from the soil through vegetation) and bare soil 
evaporation, both of which include a surface resistance term, from which the restrictions in 
availability of water at the surface are expressed (Best et al., 2011). The rest of the 
evaporation sources come directly from moisture stores and, thus, have no surface resistance. 
These sources are: evaporation from open water surfaces, evaporation from surface water 
held in the canopy of vegetation or ponding on urban water surfaces and sublimation from 
snow (Essery et al., 2001; Best et al., 2011). 
 
If evaporation from water held within the vegetation canopy consumes the canopy water 
store, then this would result in all water being removed within a timestep. In that case the 
moisture unlimited evaporation is set to the available canopy water. Similarly, if evaporation 
from the soil moisture store depletes the available soil moisture, then the evaporation rate 
from the soil moisture store is set equal to the available soil water content. This is also 
described in section 4.2.2 below. 
 
 
4.2.2 Evapotranspirative demand and Root water uptake 
 
The equations presented in section 4.2.2 are obtained from Essery et al. (2001), as well as 
from the source JULES code. 
For an upward total moisture flux 𝐸 the rate of evaporation from the canopy store is 
𝐸𝑐 = 𝑓𝑎
𝛦
𝜓
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.1) 
and the rate of evaporation from the soil moisture store is  
64 
 
𝐸𝑠 = (1 − 𝑓𝑎)𝜓𝑠
𝛦
𝜓
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.2) 
Fraction 𝑓𝑎  is the fraction of the tile that is saturated. For a vegetated tile with canopy 
moisture content 𝐶 and canopy capacity 𝐶𝑀=0.5+0.05𝛬, fraction 𝑓𝑎 is equal to 
𝑓𝑎 =⁡𝐶 𝐶𝑀⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁄ ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.3) 
and for lake, ice or snow covered tiles 𝑓𝑎is equal to 1.0. 
Also, fraction 𝜓 is equal to  
𝜓 = 𝑓𝑎 + (1 − 𝑓𝑎)
𝑔𝑠
𝑔𝑠 + 𝐶𝐻𝑈1
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.4) 
where the surface exchange coefficient 𝐶𝐻 is presented in section below,  
𝜓𝑠 =
𝑔𝑠
𝑔𝑠 + 𝐶𝐻𝑈1
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.5) 
and 𝑈1 is the windspeed at the reference level. 
 
In case the predicted canopy evaporation would use up the available canopy moisture store 𝐶 
during a timestep 𝛥𝑡, i.e. if canopy demand, which is equal to 𝐸𝐶𝛥𝑡, exceeds supply , then 
soil evaporation is reassigned to: 
𝐸𝑠 = (1 −
𝑓𝑎𝐶
𝐸𝐶𝛥𝑡
)𝜓𝑠⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.6) 
and canopy evaporation 𝐸𝑐 is reset to 𝐶/𝛥𝑡. 
 
The root water uptake component which will be used as a sink term in Richards’ equation, is 
described below. The model compares the total soil moisture 𝑚  available against the 
evaporative demand ⁡𝐸𝑠⁡𝛥𝑡 . In case the total evaporative demand, exceeds the total soil 
moisture supply, then the supply corrected evaporative demand 𝑃𝐸 is limited to 𝑚/𝛥𝑡. 
 
The flux extracted from soil layer 𝑘 is equal to 𝑒𝑘
0𝑃𝐸, where 𝑒𝑘
0⁡is equal to 
𝑒𝑘
0 =
𝑟𝑘𝛽𝑘
∑ 𝑟𝑘𝛽𝑘𝑘
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 
 
Root density is assumed to follow an exponential distribution with depth (Essery et al., 2001; 
Best et al., 2011). The fraction of roots in soil layer 𝑘 that extends from the depth 𝑧𝑘−1 to 𝑧𝑘 
is 
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𝑟𝑘 =
exp (−
2𝑧𝑘−1
𝑑𝑟
) − exp (−
2𝑧𝑘
𝑑𝑟
)
1 − exp (−
2𝑧𝑡
𝑑𝑟
)
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.7) 
where 𝑑𝑟 is the root depth for the specific type of vegetation, defined in Table 4.1 below, and 
𝑧𝑡 is the total depth of the of the soil model. 
 
Table 4.1: Rootdepth values (from Essery et al. (2001)) 
  dr (m) 
Broadleaf trees 3 
Needleleaf trees 1 
C3 grass 0.5 
C4 grass 0.5 
Shrubs 0.5 
 
Factor 𝛽𝑘 is a soil moisture availability factor given by 
𝛽𝑘 =
{
 
 
1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑜𝑟⁡𝜃𝑘 ≥⁡𝜃𝑐
⁡
𝜃𝑘 − 𝜃𝑤
𝜃𝑐 − 𝜃𝑤
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡
0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑜𝑟⁡⁡⁡𝜃𝑘 ≤ 𝜃𝑤
𝑓𝑜𝑟⁡⁡𝜃𝑤 <⁡𝜃𝑘 < 𝜃𝑐⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.8) 
where 𝜃𝑐  and 𝜃𝑤  are the critical point and wilting point volumetric soil moisture 
concentrations and 𝜃𝑘 is the unfrozen volumetric soil moisture concentration at soil layer 𝑘. 
The critical and the wilting points correspond to soil water suctions equal to 0.033 MPa and 
1.5 MPa, respectively (Cox et al., 1999). 
 
 
4.3 Surface fluxes in JULES 
 
Section 4.3.1 is presented below due to the fact that the surface exchange coefficient 𝐶𝐻 for 
sensible and latent heat fluxes is used in section 4.2 describing the evaporation processes in 
JULES. Thus, section 4.3 is limited to the definition of the coefficient⁡𝐶𝐻. 
 
 
4.3.1 Surface roughness and exchange coefficients 
 
The equations of section 4.3.1 are obtained from Essery et al. (2001). 
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The surface exchange coefficient for sensible and latent heat fluxes between the lowest 
atmospheric level at height 𝑧1 and the surface over each tile is calculated as 
𝐶𝐻 = 𝑓ℎ𝐶𝐻𝑛⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.9) 
The variable 𝐶𝐻𝑛⁡is given by 
𝐶𝐻𝑛 = 𝑘
2 [ln⁡(
𝑧1 + 𝑧0
𝑧0
) ln⁡(
𝑧1 + 𝑧0
𝑧0ℎ
)]
−1
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.10) 
 
The momentum roughness length 𝑧0 is fixed to ℎ/20 for trees at height ℎ and ℎ/20 for the 
rest of the vegetation types (Essery et al., 2001). The values of roughness lengths 𝑧0  for 
unvegetated surface types are given in Table 4.2 below. Scalar roughness length 𝑧0ℎ is equal 
to 𝑧0/10. Also k is the von Karman’s constant equal to 0.40 (Andreas & Murphy, 1986; 
Smith, 1995; Smedman et al., 2007). 
 
Table 4.2: Roughness lengths for unvegetated surface types (from Essery et al. (2001)) 
  z0 (m) 
Urban 1.5 
Water 3 x 10
-4
 
Soil 3 x 10
-4
 
Ice 1 x 10
-4
 
 
The neutral exchange coefficient 𝑓ℎ is calculated by 
𝑓ℎ = {
(1 + 10𝑅𝑖𝐵/𝑃𝑟)
−1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑜𝑟⁡⁡𝑅𝑖𝐵 ≥ 0⁡⁡
1 − 10𝑅𝑖𝐵(1 + 10𝐶𝐻𝑛√−𝑅𝑖𝐵/𝑓𝑧)
−1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑓𝑜𝑟⁡𝑅𝑖𝐵 < 0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.11) 
where 𝑅𝑖𝐵 is the bulk Richardson number.  
Fraction 𝑓𝑧 is calculated by 
𝑓𝑧 = 0.25 (
𝑧0
𝑧1 + 𝑧0
)
0.5
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.12) 
 
Finally, Prandtl number is calculated by equation 4.13 below 
𝑃𝑟 = 𝑙𝑛 (
𝑧1 + 𝑧0
𝑧0
) [𝑙𝑛 (
𝑧1 + 𝑧0
𝑧0h
)]
−1
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.13) 
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4.4 Hydrology in JULES 
 
4.4.1 Canopy and Surface Hydrology 
 
The partitioning of precipitation into interception, throughfall, runoff and infiltration is 
illustrated in Gregory et al. (1994) and in JULES it is applied separately on each surface type 
(MetOffice et al., 2012). Regarding the treatment of precipitation within JULES, in order for 
the model to consider for the size of the convective storms compared to gridsize, rainfall rate 
is assumed to fall on a fraction 𝜀  of the grid. For the large-scale precipitation and point 
studies, the fraction 𝜀 is set to 1.0 (Best et al., 2011), whereas the convective precipitation 
takes lower values and 𝜀 is set to 0.3 (Gregory et al., 1994). The derivations of equations 4.14 
to 4.33 are obtained from Gregory et al. (1994). 
 
 
Canopy Interception 
 
Within the fractional area ⁡𝜀 , the local water fall rate 𝑅𝐿  is assumed to be exponentially 
distributed 
𝑓(𝑅𝐿) =
𝜀
𝑅
exp (−
𝜀𝑅𝐿
𝑅
)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.14) 
where R is the gridbox average water fall rate. Note that the fractional area 𝜀 is not relevant 
to the point scale modelling. 
The local throughfall rate from the base of the canopy to the surface depends on the canopy 
water content 𝐶and canopy water capacity 𝐶𝑀 and is given by 
𝑇𝐹𝐿 = 𝑅𝐿
𝐶
𝐶𝑀
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.15) 
Canopy water content is considered to be uniformly distributed over the entire gridbox 
(Gregory et al., 1994), which implies that canopy capacity has no evidence of where water 
previously fell. 
 
Equation 4.15 though applies if the local canopy is not filled by the amount of water being 
intercepted, which is when 
𝐶𝐿 = 𝐶 + 𝛥𝑡(𝑅𝐿 − 𝑇𝐹𝐿) ≤ 𝐶𝑀⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.16) 
where 𝐶𝐿 is the local canopy water content after interception and 𝛥𝑡 is the model timestep. 
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By combining equations 4.15 and 4.16, the resulting equation is: 
𝑅𝐿 ≤
𝐶𝑀
𝛥𝑡
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.17) 
 
On the other hand, if more water is intercepted than that being able to be supported by the 
local canopy, i.e.  
𝐶𝐿 = 𝐶 + 𝛥𝑡(𝑅𝐿 − 𝑇𝐹𝐿) > 𝐶𝑀⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.18) 
By combining equations 4.15 and 4.18, it is indicated that 
𝑅𝐿 >
𝐶𝑀
𝛥𝑡
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.19) 
In that case, the excess water is added to the local throughfall and hence, the local throughfall 
is calculated by equation 4.20. 
𝑇𝐹𝐿 = 𝑅𝐿
𝐶
𝐶𝑀
+
[𝐶 + 𝑅𝐿 (1 −
𝐶
𝐶𝑀
) 𝛥𝑡 − 𝐶𝑀]
𝛥𝑡
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.20) 
By setting 
𝐶𝑀 − 𝐶
𝛥𝑡
= 𝑃𝑀⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.21) 
equation 4.20 becomes 
𝑇𝐹𝐿 = 𝑅𝐿 − 𝑃𝑀⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.22) 
Hence, by combing equations 4.15 with 4.17 and 4.19 with 4.22, the amount of the local 
throughfall is given by 
𝑇𝐹𝐿 =
{
 
 𝑅𝐿
𝐶
𝐶𝑀
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡⁡𝑅𝐿 ≤
𝐶𝑀
𝛥𝑡
⁡
𝑅𝐿 − 𝑃𝑀⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡⁡𝑅𝐿 >
𝐶𝑀
𝛥𝑡
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.23a, b) 
 
The total throughfall, averaged over the total area of the gridbox is where rain occurs is 
calculated by equation 4.24 below 
𝑇𝐹 = ∫ 𝑇𝐹𝐿𝑓(𝑅𝐿)
∞
0
𝑑𝑅𝐿⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.24) 
By taking into account equation 4.23, the above equation 4.24 can be written as a sum: 
𝑇𝐹 = ∫ 𝑅𝐿
𝐶
𝐶𝑀
𝑓(𝑅𝐿)
𝐶𝑀/𝛥𝑡
0
𝑑𝑅𝐿 +∫ (𝑅𝐿 − 𝑃𝑀)𝑓(𝑅𝐿)
∞
𝐶𝑀/𝛥𝑡
𝑑𝑅𝐿⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.25) 
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The integrals of equation 4.25 are evaluated and then multiplied by the fractional area 𝜀 over 
which water is falling, the end product is the throughfall averaged over the grid box: 
𝑇𝐹
𝐴 = 𝑅 (1 −
𝐶
𝐶𝑀
) exp (
−𝜀𝐶𝑀
𝑅𝛥𝑡
) + 𝑅
𝐶
𝐶𝑀
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.26) 
(In equation 4.36 the variable 𝑇𝐹
𝐴 will be called 𝑇𝐹 and it is the throughfall corresponding to 
the vegetated surfaces (Best et al., 2011)). 
Finally, as reported in Best et al. (2011), the tile updated canopy water content is: 
𝐶𝑛+1 = 𝐶𝑛 + (𝑅 − 𝑇𝐹)𝛥𝑡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.27) 
 
 
Surface Hydrology 
 
Precipitation is partitioned into throughfall, stemflow, where precipitation flows along the 
stems to the ground and evaporation of intercepted precipitation. The water reaching the soil 
surface is divided between infiltration into the soil and surface runoff. Throughfall can be 
different for various types within the mosaic representation, whereas the soil infiltration is a 
grid-box aggregate as the soil is treated as homogeneous (Best et al., 2011). Thus, surface 
runoff is calculated by combining equations for both throughfall and grid-box infiltration. 
The water from the canopy when reaching the surface infiltrates the soil with rate 𝐾, which is 
equal to 𝛽𝑠𝐾𝑠, where 𝛽𝑠 is an infiltration enhancement factor and 𝐾𝑠 is the saturated hydraulic 
conductivity of the soil (Best et al., 2011). If the infiltration rate is less than the throughfall 
rate, then there is a surplus water on the surface that runs off (Gregory et al., 1994). 
 
The local surface runoff is calculated by equation 4.28 
𝑌𝑆𝐿 = {
𝑇𝐹𝐿 − 𝐾⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡⁡𝑇𝐹𝐿 > 𝐾⁡⁡
0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡⁡𝑇𝐹𝐿 ≤ 𝐾
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.28a, b) 
 
Combining equations 4.28 with equations 4.23, local surface runoff is: 
𝑌𝑆𝐿 = {
𝑅𝐿 − 𝑃𝑀 − 𝐾⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡𝑅𝐿 > 𝐾 + 𝑃𝑀⁡⁡𝑎𝑛𝑑⁡⁡⁡𝑅𝐿 > 𝐶𝑀/𝛥𝑡
0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡⁡𝑅𝐿 ≤ 𝐾 + 𝑃𝑀⁡⁡𝑎𝑛𝑑⁡⁡⁡𝑅𝐿 > 𝐶𝑀/𝛥𝑡
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.29a, b) 
𝑌𝑆𝐿 =
{
 
 𝑅𝐿 (
𝐶
𝐶𝑀
) − 𝐾⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡𝑅𝐿 > (
𝐶𝑀
𝐶
)𝐾⁡⁡⁡⁡𝑎𝑛𝑑⁡⁡⁡𝑅𝐿 ≤ 𝐶𝑀/𝛥𝑡
0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡⁡𝑅𝐿 ≤ (
𝐶𝑀
𝐶
)𝐾⁡⁡𝑎𝑛𝑑⁡⁡⁡𝑅𝐿 ≤ 𝐶𝑀/𝛥𝑡
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.29c, d) 
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The surface runoff averaged over the grid box area where rain falls is given by 
𝑌𝑆 = ∫ 𝑌𝑆𝐿𝑓(𝑅𝐿)
∞
0
𝑑𝑅𝐿⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.30) 
Equation 4.30 can be written as a sum: 
𝑌𝑆 = ∫ 𝑌𝑆𝐿𝑓(𝑅𝐿)
𝐶𝑀/𝛥𝑡
0
𝑑𝑅𝐿 +∫ 𝑌𝑆𝐿𝑓(𝑅𝐿)
∞
𝐶𝑀/𝛥𝑡
𝑑𝑅𝐿⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.31) 
By expanding equation 4.31, we get: 
𝑌𝑆 =
{
 
 
𝑅𝐶
𝜀𝐶𝑀
𝑒𝑥𝑝 (
−𝜀𝛫𝐶𝑀
𝑅𝐶
) +
𝑅
𝜀
(1 −
𝐶
𝐶𝑀
) 𝑒𝑥𝑝 (
−𝜀𝐶𝑀
𝑅𝛥𝑡
) ⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡𝐾𝛥𝑡 ≤ 𝐶
𝑅
𝜀
𝑒𝑥𝑝 (
𝜀𝐾 + 𝑃𝑀⁡
𝑅
) ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡𝐾𝛥𝑡 > 𝐶
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.32a, b) 
 
Thus, the gridbox average surface runoff 𝑌𝑆
𝐴 is estimated by multiplying equations 4.32 by 
the fractional area 𝜀: 
𝑌𝑆
𝐴 =
{
 
 
𝑅𝐶
𝐶𝑀
𝑒𝑥𝑝 (
−𝜀𝛫𝐶𝑀
𝑅𝐶
) + 𝑅 (1 −
𝐶
𝐶𝑀
) 𝑒𝑥𝑝 (
−𝜀𝐶𝑀
𝑅𝛥𝑡
) ⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡𝐾𝛥𝑡 ≤ 𝐶
𝑅𝑒𝑥𝑝 (−
𝜀(𝐾𝛥𝑡 + 𝐶𝑀 − 𝐶⁡
𝑅𝛥𝑡
) ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡⁡𝐾𝛥𝑡 > 𝐶
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.33a, b) 
(In equation 4.36, the variable 𝑌𝑆
𝐴 from equation 4.33 is called 𝑌). 
 
 
4.4.2 Soil Hydrology and Hydraulic Characteristics 
 
The soil hydrology component of JULES is based on a finite difference approximation of 
Richards’ equation (Richards, 1931). 
The moisture content of each soil layer is calculated as: 
𝑑𝜃𝑘
𝑑𝑡
= 𝑊′𝑘−1 −𝑊′𝑘 − 𝐸′𝑘⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.34) 
where 𝑊′𝑘−1 and 𝑊′𝑘  are diffusive fluxes flowing in from the layer above and out to the 
layer below (Essery et al., 2001), as shown in Figure 4.3 below. Variable 𝐸′𝑘  is the 
evapotranspiration extracted from each soil layer, described in section 4.2.2 above. 
The diffusive fluxes of soil moisture between the soil layers are governed by Darcy’s law: 
𝑊′ = 𝐾 (
𝑑𝜓
𝑑𝑧
+ 1)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.35) 
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Figure 4.3: Structure of numerical discretisation of the soil layers 
 
As far as the boundary conditions are concerned, the top boundary condition of equation 4.35 
is equal to the infiltration into the soil is found by summing the components of throughfall, 
snowmelt and surface runoff for each of the surface types by using the water balance at the 
surface and is equal to: 
𝑊0 =∑𝑣𝑗(𝑇𝐹𝑗 + 𝑆𝑚𝑗 − 𝑌𝑗)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.36)
𝑗
 
where 𝑣𝑗  denotes the fraction of the gridbox covered by surface type 𝑗  and 𝑆𝑚  refers to 
snowmelt. 
The boundary condition of the lowest layer corresponds to free drainage (the water flux is 
equal to the hydraulic conductivity of the lowest layer) (Cox et al., 1999). That means that 
the drainage from the lowest soil layer is equal to the hydraulic conductivity of this layer, i.e. 
𝑊4 = 𝐾4⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.37) 
Due to the free drainage lower boundary condition, water is allowed to drain constantly out of 
the bottom of the soil column. Hence, this would imply that water content could be 
underestimated, especially at the lower part of the column. 
 
In JULES, there are two options of relating water pressure, hydraulic conductivity and soil 
moisture between them. In JULES the user is able to vary soil parameters between different 
soil layers. 
The first option refers to the Brooks and Corey relationships (Brooks & Corey, 1964). 
Effective saturation 𝑆𝑒 is defined as: 
𝑆𝑒(𝜓) =
𝜃 − 𝜃𝑟
𝜃𝑠 − 𝜃𝑟
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.38) 
where 𝜃𝑟 is the residual water content and 𝜃𝑠 is the saturated water content.  
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Water pressure and soil moisture are related through: 
𝑆𝑒(𝜓) = {
(
𝜓
𝜓𝑠
)
−1/𝑏
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡⁡𝜓 < 𝜓𝑠 ⁡
1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡⁡⁡𝜓 ≥ 𝜓𝑠 ⁡⁡⁡
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.39a, b) 
 
where 𝜓 is the soil water suction, 𝜓𝑠 is the saturated soil water suction and 𝑏 is the Brooks 
and Corey parameter.  
Hydraulic conductivity is given by: 
𝐾 = 𝐾𝑠𝑆𝑒
2𝑏+3⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.40) 
Due to its simplicity, Brooks and Corey parameterisation has been commonly used in land 
surface models. 
 
The second option is related to the van Genuchten formulas (van Genuchten, 1980). 
𝑆𝑒(𝜓) = ⁡
1
[1 + |α𝜓|𝑛]m
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.41) 
where 𝛼, 𝑛 and 𝑚 = 1 − 1/𝑛 are empirical parameters.  
Hydraulic conductivity is given by 
𝐾 = 𝐾𝑠𝑆𝑒
𝜉
[1 − (1 − 𝑆e
1
m)
m
]2⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(Eq. 4.42) 
In JULES environment, parameter 𝜉 is set to 0.5 (Best et al., 2011). 
 
 
Numerical solution of soil water equation 
 
JULES uses an implicit scheme in order to update soil moisture equations (equation 4.34), 
which remains numerically stable and accurate at longer timesteps and higher vertical 
resolutions than the explicit scheme (Essery et al., 2001). 
 
 
4.4.3 Supersaturation for soil moisture 
 
There are two options for the user that prevent the soil layers from being oversaturated. The 
first option, in case a layer becomes oversaturated, then the soil water content in that layer is 
set to the saturation point and the excess water is moved upwards. If the top soil layer 
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becomes also oversaturated, then that excess water is added to the surface runoff (Best et al., 
2011). 
In the second option, used in this thesis, the excessive water content is driven down to lower 
layers and in case the bottom layer becomes oversaturated, then the excess water is added to 
the subsurface runoff component (Best et al., 2011). 
Best et al. (2011) noted that the PIPLPS2d Valdai data illustrated that by directing the excess 
water in the downwards direction led to a poor surface runoff simulation and excessive soil 
moisture. On the contrary, global simulations showed that in areas of partially frozen soils, 
when the excess water was directed upwards, excessive surface runoff or snowmelt was 
produced, leading to a dry soil. When though the excess water was directed to lower layers, 
the lower unsaturated soil layers were becoming moister and the excessive surface runoff or 
snowmelt was reduced. 
 
 
4.4.4 Soil moisture heterogeneity 
 
As far as the heterogeneity in soil moisture is concerned, JULES can optionally use either 
TOPMODEL (Beven & Kirkby, 1979), which represents the heterogeneity throughout the 
entire soil column, or the Probability Distributed Model (PDM) (Moore, 1985), which 
examines heterogeneity only in the top soil layer and, hence, it cannot be used for the 
representation of the water table depth. Nevertheless, it can be implemented in order to 
increase surface runoff. 
TOPMODEL was originally designed to include a groundwater model, where the height of 
the saturated zone can oscillate and is controlled by the recharge into it and by the baseflow 
out of it (Best et al., 2011). Consequently, as water table becomes higher, more of the surface 
area becomes saturated and vice versa. The alternative option to TOPMODEL is PDM, where 
the distribution of soil storage capacity within a gridbox is simulated through a Probability 
Density Function and the saturated fraction of the gridbox is a function of the gridbox soil 
water content, the storage at saturation and a shape parameter. Finally, the calculations of 
infiltration excess and sub-surface runoff do not change in case PDM option is selected. 
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Chapter 5 
 
Model resolution and sensitivity analysis of the model parameters 
at the point scale 
 
Starting from the minimum scale possible, the point scale, JULES is explored in the Warren 
Farm site, where data are available, as described in Chapter 3. Chapter 5 starts with an 
investigation of whether the refinement of the vertical grid resolution of the model could 
affect the model performance. The majority, though, of that Chapter is dealing with the 
sensitivity analysis of some key model parameters, which could potentially have an impact on 
the model outputs examined. The purpose of the sensitivity analysis in this context is not the 
determination of an optimal parameter set and the identification of the effect of variability in 
a parameter on the optimal solution, but as a tool that could provide a better insight of the 
correspondence between the model and the physical processes being simulated (McCuen, 
1973). 
 
 
5.1 Exploring the model vertical resolution at the point scale in Warren 
Farm site 
 
5.1.1 Methodology of exploring the model vertical resolution at the point scale in 
Warren Farm site 
 
In this section, JULES is tested with a finer discretisation scheme in order to identify whether 
possible errors are arising due to the spatial discretisation. JULES is first tested with the 
default four layer vertical scheme (0.1 m, 0.25 m, 0.65 m and 2.0 m) and then with a finer 
one. The finer vertical resolution scheme consist of 17 soil layers that correspond to the top 
layer plus the 16 Neutron Probe measurement depths in Warren Farm, so that each 
measurement would be located in the midpoint or close to the midpoint of the soil layer. This 
is illustrated graphically in Figure 5.1 below. The blue dots in Figure 5.1 represent the points 
where soil moisture observations were collected. In Figure 5.1, the dimensions and the layer 
numbers on the left side correspond to the default JULES 4-layers grid, while the dimensions 
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and the layers on the right side of the figure, correspond to the 17-layer model. The green, 
purple and light blue meshes illustrate an example of how soil water content observations are 
interpolated. This methodology is explained in detail in section 5.1.2 below. The analysis 
with the refined model grid employs the same datasets and parameters as this with the four 
default layers. 
 
 
Figure 5.1: JULES 17-layering scheme. The blue dots represent the positions where soil moisture observations 
were collected by Neutron probes. The dimensions and the layer numbers on the left side correspond to the 
default JULES 4-layers grid, while the dimensions and the layers on the right side, correspond to the 17-layer 
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model. A red line is drawn at 0.15 m BGL. The green, purple and light blue meshes illustrate an example of how 
soil water content observations are interpolated when the 4-layers model is applied. 
 
As mentioned in Chapter 3 in section 3.1.2, the JULES driving data in Warren Farm started 
on the 20
th
 October 2002 and finished on the 28
th
 December 2008. Those data were collected 
on an hourly basis, while the soil water content data, which were collected from 3
rd
 January 
2003 until 18
th
 December 2008, were measured approximately every 15 days, which was also 
mentioned in section 3.1.2 of Chapter 3. The analysis below uses the six years of data that 
started on 20 October 2002 and finished on 28 December 2008, where a three-month spin-up 
period from 20 October 2002 to 20 January 2003 is included, in order to minimise the effect 
of the estimated initial conditions on model outputs. 
 
The values of the soil parameters used in section 5.1 below are obtained from the study of 
Cox et al. (1999) for fine soils. As reported by Cox et al. (1999), the values of sand, silt and 
clay are originated from the study of Wilson & Henderson-Sellers (1985), which provides 
data at a resolution of 1° latitude x 1° longitude. The soil classification is based on a 
combination of three colour, three texture and three drainage categories. The texture is 
defined by the fractions of sand, silt and clay in the top 30 cm of the soil profile and the 
texture is divided in the fine, intermediate and coarse categories (Wilson & Henderson-
Sellers, 1985). The values of the soil parameters are determined from the percentages of sand, 
silt and clay using the regression analysis of Cosby et al. (1984). 
As far as the vegetation parameters is concerned, these are specified in Cox et al. (1999) for 
each of the 23 different land types illustrated in Wilson & Henderson-Sellers (1985). 
 
The hydraulic characteristics related soil and the heat related soil parameters used below are 
derived from the fine soil texture portrayed in Cox et al. (1999) and are presented in Tables 
5.1 and 5.2 with their definitions and units obtained from Clark et al. (2010) and the values 
are illustrated in Table 5.3. 
 
Table 5.1: JULES hydraulic characteristics related soil parameters with their definitions 
Parameter Definition 
b Exponent in soil hydraulic characteristics [-] 
ψsat 
If the van Genuchten model is used, then ψsat=1/α (m
-1), where α is a parameter of the 
van Genuchten model. If the Brooks and Corey model is used, then ψsat is the absolute 
value of the soil matric suction at saturation (m). 
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Ksat Saturated Hydraulic Conductivity [kg m
-2
 sec
-1
] 
θsat Volumetric soil moisture concentration at saturation [m
3
 water per m
3
 soil] 
θcrit Volumetric soil moisture concentration at critical point [m
3
 water per m
3
 soil] 
θwilt Volumetric soil moisture concentration at wilting point [m
3
 water per m
3
 soil] 
 
Table 5.2: JULES heat related soil parameters 
Parameter JULES symbol Definition 
Cs Cs Dry soil volumetric heat capacity  [J K
-1
 m
-3
] 
λdry λdry Dry soil thermal conductivity [W m
-1
 K
-1
] 
 
Table 5.3: JULES soil parameters values obtained from the fine soil texture from Cox et al. (1999) 
Parameter Values 
b 11.2 
ψs 4.53 x 10
-2
 
Ksat 3.63x 10
-3
 
θsat 0.456 
θcrit 0.310 
θwilt 0.221 
Cs 1.23 x 10
6 
 
λdry 0.218 
 
 
5.1.2 Results from exploring the model vertical resolution at the point scale in 
Warren Farm site 
 
Moving to the analysis of the results part, for both layering schemes, the observed soil water 
content values did not have the same timestep with the simulated soil moisture values, which 
are produced on an hourly basis. Therefore, the latter are interpolated in order to match the 
observation times. As far as the comparison between simulated and observed water content 
values in the spatial scale is concerned, it need to be noted that the observed values 
correspond only to the neutron probe sampling depths and integrate over the probe’s sphere 
of influence, whereas the simulated values refer to the depth of each soil layer. The radius of 
the sphere of influence of the Neutron Probes depends on the soil water content; it is about 
0.15 m in a very wet soil and about 0.5 m in a very dry soil (Ireson, 2008). For that reason, it 
is assumed that every point in the simulated soil column is best represented by the nearest 
neutron probe sampling depth. 
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The way that the soil water content observations are treated in order to match the units of the 
simulated soil moisture values, when using the four layers grid, is shown below. The 
equivalent observed water content values are based on the idea that each observation is 
covering a certain depth above and below it, usually half of the depth until the next available 
observation. 
For example, as shown in Figure 5.1 above and Equation 5.1.b below, the equivalent 
observed water content for layer 2 of the default 4-layers JULES scheme, is calculated by 
taking into account the observations at 10 cm, 20 cm and 30 cm and multiplying them by 
0.05 m (green mesh), 0.10 m (purple mesh) and 0.10 m (light blue mesh), respectively. 
The symbols sm_layer1_4layers, sm_layer2_4layers, sm_layer3_4layers and 
sm_layer4_4layers refer to those equivalent observed soil moisture values for each of the 
four soil layers when the actual water content observations are incorporated. Moreover, the 
symbols sm_01, sm_02, sm_03, sm_04, sm_05, sm_06, sm_sm_08, sm_10, sm_12, sm_14, 
sm_16, sm_18, sm_20, sm_23, sm_26 and sm_29 correspond to the Neutron probe 
observations at 10, 20, 30, 40, 50, 60, 80, 100, 120, 140, 160, 180, 200, 230, 260, 290 cm, 
respectively. 
 
Thus, it is calculated that: 
sm_layer1_4layers = sm_01 x 0.1                                                                                (Eq. 5.1a) 
 
sm_layer2_4layers = (sm_01 x 0.05) + (sm_02 x 0.10) + (sm_03 x 0.10)                  (Eq. 5.1b) 
 
sm_layer3_4layers = (sm_04 x 0.10) + (sm_05 x 0.10) + (sm_06 x 0.15) + (sm_08 x 0.20) + 
(sm_10 x 0.10)                                                                                                              (Eq. 5.1c) 
 
sm_layer4_4layers = (sm_10 x 0.10)+(sm_12 x 0.20)+(sm_14 x 0.20)+(sm_16 x 
0.20)+(sm_18 x 0.20)+(sm_20 x 0.25)+(sm_23 x 0.30)+(sm_26 x 0.30)+(sm_29 x 0.25) 
                                                                                                                                      (Eq. 5.1d) 
 
Similarly to the above, when the 17-layers model is implemented, the observed soil moisture 
values need to be treated in such a way in order to match the units of the simulated values. 
The symbols sm_layer1_17layers, sm_layer2_17layers.....sm_layer17_17layers correspond 
to the observed soil moisture values for each of the 17 soil layers when the actual water 
content observations are incorporated. 
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sm_layer1_17layers = sm_01 x 0.1                                                                              (Eq. 5.2a) 
sm_layer2_17layers = sm_02 x (0.1+0.05)                                                                 (Eq. 5.2b) 
sm_layer3_17layers = sm_03 x (0.05+0.05)                                                               (Eq. 5.2c) 
sm_layer4_17layers= sm_04 x (0.05+0.05)                                                                (Eq. 5.2d) 
sm_layer5_17layers= sm_04 x (0.05+0.05)                                                                (Eq. 5.2e) 
sm_layer6_17layers= sm_06 x (0.05+0.10)                                                                 (Eq. 5.2f) 
sm_layer7_17layers= sm_08 x (0.10+0.10)                                                                (Eq. 5.2g) 
sm_layer8_17layers= sm_10 x (0.10)                                                                          (Eq. 5.2h) 
sm_layer9_17layers= sm_10 x (0.10)                                                                           (Eq. 5.2i) 
sm_layer10_17layers= sm_12 x (0.10+0.10)                                                               (Eq. 5.2j) 
sm_layer11_17layers= sm_14 x (0.10+0.10)                                                              (Eq. 5.2k) 
sm_layer12_17layers= sm_16 x (0.10+0.10)                                                               (Eq. 5.2l) 
sm_layer13_17layers= sm_18 x (0.10+0.10)                                                             (Eq. 5.2m) 
sm_layer14_17layers= sm_20 x (0.10+0.15)                                                              (Eq. 5.2n) 
sm_layer15_17layers= sm_23 x (0.15+0.15)                                                              (Eq. 5.2o) 
sm_layer16_17layers= sm_26 x (0.15+0.15)                                                              (Eq. 5.2p) 
sm_layer17_17layers= sm_29 x (0.15+0.10)                                                              (Eq. 5.2q) 
 
In order to be consistent between the JULES 4-layer and JULES 17-layer model, the layers of 
the 17-layer model are summed in such a way so that they could match the layers of the 4-
layer model. This applies both to the layers dealing with the simulated soil water content 
values, as well as with the 'dummy' layers presented in equations 5.2a-5.2q. Therefore, for the 
17-layer model: 
'Layer 1 aggregated' is layer 1 (of the 17-layering scheme) 
'Layer 2 aggregated' is the sum of layers 2 and 3 (of the 17-layering scheme) 
'Layer 3 aggregated' is the sum of layers 4, 5, 6, 7 and 8 (of the 17-layering scheme) and 
finally 
'Layer 4 aggregated' is the sum of layers 9, 10, 11, 12, 13, 14, 15, 16 and 17 (of the 17-
layering scheme). 
 
The selected objective function that is calculated initially for each soil layer is RMSE, due to 
the fact that it incorporates both the systematic and the random differences present in an 
individual pair of observations (Hay & Wardle, 1982). Within JULES/MOSES framework, 
RMSE has been implemented at the point scale in the studies of Finch & Haria (2006) and 
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Rooney & Claxton (2006), who used this fitting criterion in order to measure the goodness of 
fit between soil moisture observations and model outputs. The 17-layer model performance 
for each individual layer is presented in Table 5.4 below, where it is depicted that the RMSE 
values are generally low, due to the fact that in this fine gridded scheme, in which each 
observation is included in every soil layer, the depth of each layer ranges between 10 and 30 
cm, i.e. they are quite shallow. 
 
Table 5.4: Performances of each layer of the JULES 17-layers scheme  
  RMSE [m]     RMSE [m] 
Layer 1 0.005   Layer 10 0.02 
Layer 2 0.006   Layer 11 0.02 
Layer 3 0.002   Layer 12 0.01 
Layer 4 0.003   Layer 13 0.01 
Layer 5 0.003   Layer 14 0.02 
Layer 6 0.008   Layer 15 0.03 
Layer 7 0.01   Layer 16 0.02 
Layer 8 0.008   Layer 17 0.02 
Layer 9 0.008       
 
The different time series for the period 3 January 2003 to 18 December 2008 between the 
observed soil moisture accumulated for each of the four layers of the default scheme, the 
simulated water content arising from the JULES default-4 layers gridded scheme and the 
simulated water content from the 17-layers resolution model, aggregated to four layers, are 
illustrated in Figures 5.2a-5.2e below. Figures 5.2 to 5.2d present the timeseries for layers 1 
to 4 respectively and Figure 5.2e shows the timeseries corresponding to the total depth of 3.0 
m of the soil column. 
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Figure 5.2a: Time series of soil water content for layer 1, comparing the 'default' 4-layering scheme with the 
refined 17-layering scheme and the observed values for Warren Farm for the period 3 January 2003 to 18 
December 2008 
 
 
Figure 5.2b: Time series of soil water content for layer 2, comparing the 'default' 4-layering scheme with the 
refined 17-layering scheme and the observed values for Warren Farm for the period 3 January 2003 to 18 
December 2008 
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Figure 5.2c: Time series of soil water content for layer 3, comparing the 'default' 4-layering scheme with the 
refined 17-layering scheme and the observed values for Warren Farm for the period 3 January 2003 to 18 
December 2008 
 
 
Figure 5.2d: Time series of soil water content for layer 4, comparing the 'default' 4-layering scheme with the 
refined 17-layering scheme and the observed values for Warren Farm for the period 3 January 2003 to 18 
December 2008 
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Figure 5.2e: Time series of soil water content for the whole soil column, comparing the 'default' 4-layering 
scheme with the refined 17-layering scheme and the observed values for Warren Farm for the period 3 January 
2003 to 18 December 2008 
 
Table 5.4 below compares the performances of the two layering schemes; the default 4-layer 
model and the 17-layer model, in which the 17-layers are aggregated to four, in the way 
presented above Table 5.4, in order to be comparable with the default 4-layers format. The 
performances demonstrated in Table 5.5 are calculated during the period between 3 January 
2003 and 18 December 2008. 
 
Table 5.5: JULES 17-layer aggregated model performance compared with the 'default' 4-layering scheme, for 
each of the four soil layers and for the whole soil column layer 
  JULES 4-layer   
JULES 17-layer 
(aggregated) 
  RMSE [m]   RMSE [m] 
Layer 1 0.005   0.005 
Layer 2 0.006   0.008 
Layer 3 0.04   0.03 
Layer 4 0.14   0.15 
Total 0.17   0.18 
 
Figures 5.2, as well as Table 5.5, depict that JULES performance in the upper two layers can 
be considered as quite satisfactory (Figures 5.2a and 5.2b), whereas the performances of the 
third (Figure 5.2c) and the fourth layer (Figure 5.2d) are deteriorating. As far as the 
comparison between the two different model resolutions is concerned (standard 4-layer and 
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aggregated 17-layer), Table 5.5 above indicates that those two layering configurations agree 
closely with each other. The same can be also justified from Figures 5.2a-e, where the 4-layer 
resolution compared to the aggregated 17-to-4 layers model time series of soil water content 
illustrates minimal differences. If the focus of the study was solely on the Warren Farm 
location, then it would be useful to use the finer 17-layer scheme, instead of the aggregated-
17-layer model or the default 4-layering one; however, as later on the focus will be moved to 
the Kennet catchment, the fine 17-layer model will not be used. The fact that the aggregated 
4-layer model, resulting from the refined 17-layer scheme, agrees so well with the default 4-
layer model, supports the use of the 4-layer model at Warren Farm. 
 
 
5.2 Sensitivity analysis at the point scale in Warren Farm site 
 
As mentioned in the beginning of that Chapter, the main aim of the sensitivity investigation is 
not necessarily to obtain an optimum parameter set for the Warren Farm site, but more 
importantly to gain a better understanding of the impact of some parameters to some of the 
investigated model outputs, such as soil water content, drainage out of the lower boundary 
and evapotranspiration. Section 5.2.1 below presents the methodology of the sensitivity 
analysis implemented in Warren Farm and 5.2.2 exhibits the findings of this analysis. 
 
 
5.2.1 Sensitivity analysis methodology at the point scale in Warren Farm site 
 
The analysis presented below utilises in total six years of the forcing data from Warren Farm; 
from October 2002 until 28 December 2008. The parameter sensitivity analysis period as well 
as the calibration period lasts from 20 October 2002 until 28 December 2006, where a two-
month spin-up period is included, in order to minimise the effect of the estimated initial 
conditions on model outputs. The validation period starts on December 28, 2006 and finishes 
on December 28, 2008, where again a two-month spin-up period is included. 
 
The analysis is divided into two main parts;  
 An initial study of sensitivity analysis and parameter calibration with a small amount of 
samples (in total 1,000) and 
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 A more detailed sensitivity analysis. 
 
The general approach for both parts consists of the following steps: 
 Estimation of the default parameter values 
 Sensitivity analysis to define the most influential parameters 
 Parameter calibration 
 Testing performance against soil moisture observations using default and calibrated 
parameter values 
 Assessing performance  
 
In fact the way that section 5.2 is structured is the following: 
The Methodology section 5.2.1 describes the methodology implemented in the preliminary 
sensitivity analysis (5.2.1.1), the methodology used for detailed sensitivity analysis (5.2.1.2) 
and the sensitivity exploration for both the preliminary and detailed sensitivity analyses 
(5.2.1.3). 
The Results section 5.2.1 is divided into subsections 5.2.2.1 with the Results from the 
preliminary sensitivity analysis and 5.2.2.2 with the Results from the detailed sensitivity 
analysis. The latter subsection 5.2.2.2 describes the three analysis processes A, B and C 
(which will be presented below in 5.2.1.2) and finally it illustrates the parameter calibration 
and performance measuring arising from those three stages. 
In the end, section 5.2.3 summarises the findings from the above preliminary and detailed 
analyses. 
 
The JULES parameters tested are divided into three main categories; the hydraulic 
characteristics related soil parameters, the heat related soil parameters and some of the 
vegetation parameters. The hydraulic characteristic related soil parameters (b, ψsat, Ksat, θsat, 
θcrit, θwilt) have been already defined in Tables 5.1 the heat related soil parameters (Cs and 
λdry) were illustrated in Table 5.2. The examined vegetation parameters and their definitions 
from Clark et al. (2010) are given in Table 5.6 below. JULES contains 43 parameters for the 
plant functional types (Clark et al., 2010). From those, the six parameter presented in Table 
5.6 were assumed to be more relevant to the soil processes investigated. 
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Table 5.6: Some of the JULES vegetation parameters 
Parameter Definition 
canht 
The height of each PFT (m), also known as the canopy 
height. 
lai The leaf area index (LAI) of each PFT. 
catch0 
Minimum canopy capacity (kg m
-2
). This is the minimum 
amount of water that can be held on the canopy. 
dcatch_dlai 
Rate of change of canopy capacity with LAI (kg m
-2
). 
Canopy capacity is calculated as catch0 + dcatch_dlai*lai. 
infil_f 
Infiltration enhancement factor. The maximum infiltration 
rate defined by the soil parameters for the whole gridbox may 
be modified for each PFT to account for tile-dependent 
factors, such as macro-pores related to vegetation roots. 
rootd_ft Root depth (m). 
 
The methodology of each part (the preliminary and the detailed analysis) is presented below. 
 
 
5.2.1.1 Preliminary sensitivity analysis methodology 
 
The eight parameters for which sensitivity is investigated in this preliminary analysis are 
shown in Tables 5.1 and 5.2. The values of the default parameters used here in the 
preliminary analysis with the 1,000 samples are coming from the study of Cox et al. (1999) 
for fine soils and are shown in Table 5.8 of section 5.2.2.1 under 'Parameter calibration and 
performance measuring (Preliminary sensitivity analysis)' sub-section later. Regional 
Sensitivity Analysis (Spear & Hornberger, 1980; Demaria et al., 2007) employing Monte 
Carlo sampling is implemented in order to explore the sensitivity of the model outputs over 
the parameter space. For each parameter the upper and lower boundaries are defined, which 
are established according to the recommendations of Cox et al. (1999) and are also depicted 
in Table 5.8. The eight selected parameters are sampled 1000 times and each parameter 
obtains the same value through the soil column. A number of JULES outputs (described 
below) are recorded and analysis of how these vary over the parameter samples is used to 
gauge sensitivities. One of these outputs is the RMSE performance with respect to soil 
moisture measurements. The sampled minimum of the objective function of RMSE of every 
soil layer, as well as for the whole soil column, identifies an approximation to the optimum 
parameter set. 
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5.2.1.2 Detailed sensitivity analysis methodology 
 
In the preliminary analysis part, the eight soil parameters are calibrated. Nevertheless, there 
are two limitations in that initial analysis; firstly, only 1,000 samples are used; for example, 
the scatter plots shown in section 5.2.2.1 'Results from a preliminary sensitivity analysis' 
under the 'Scatter plots' sub-section may not have an adequately clear response surface. 
Furthermore, vegetation parameters were not incorporated in the analysis. 
 
The following analysis is divided into three main stages: 
 Sensitivity analysis and parameter calibration of the soil parameters of Table 5.1 with 
5,000 samples (Stage A) 
 Sensitivity analysis and parameter calibration of the heat related soil parameters of Table 
5.2 with 1,000 samples (Stage B) 
 Sensitivity analysis and parameter calibration of the vegetation parameters of Table 5.6 
with 5,000 samples (Stage C) 
 
The reason why Stage B, which includes the investigation of the heat related soil parameters, 
contains only 1,000 samples, instead of 5,000 as the other two Stages, is that in the Results 
part of the preliminary analysis, which will be presented later on, it was identified that the 
change of those parameters did not play an important effect on JULES outputs. However, as 
it was considered beneficial to both include them in the more detailed following analysis, and 
to save computational time as well, the number of samples was restricted to 1,000. 
 
The actual implementation of this three-stage study has the following structure: 
As mentioned in the methodology of preliminary analysis part, Monte Carlo sampling inside 
the Regional Sensitivity Analysis framework is employed. For each parameter the upper and 
lower boundaries are defined and are depicted in Tables 5.11, 5.12 and 5.13 of the 'Results 
from a detailed sensitivity analysis' section for Stages A, B and C, respectively. 
 Starting with Stage A, the soil parameter default values used are derived from the NSRI 
spatial datasets for the Warren Farm location and are shown in Table 5.11 in section 
5.2.2.2 'Results from a detailed sensitivity analysis' under the sub-section 'Parameter 
Calibration and performance measuring'. The dominant soil series at the site are the 
Andover series, which correspond to silty lithoskeletal chalky soil. Moreover, the land use 
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at Warren Farm is assumed to be ley grassland. The optimum parameter set found from 
the calibration part of that Stage is used as the default parameter set of Stage B. 
 The default heat related soil parameters, whose values are depicted in Table 5.12, of Stage 
B, are derived from the study of Cox et al. (1999) for fine soil classification. In the same 
manner as before, the optimum parameter set found in Stage B plays the role of the default 
parameter set of Stage C. 
 Finally, the default vegetation parameter values, whose values are obtained from Cox et 
al. (1999), are illustrated in Table 5.13, of Stage C. 
 
It needs to be noted that during the Monte Carlo process, for the first two Stages, i.e. when 
the soil and the heat related soil parameters are examined, each parameter takes the same 
value through the soil column. Finally, for Stages A and B, the sampled minimum of the 
objective function of RMSE of every soil layer, as well as for the whole soil column, 
identifies an approximation to the optimum parameter set. For the last stage (Stage C), where 
some vegetation parameters are examined, the optimum set arises from the sampled 
minimum of RMSE of the whole 3.0 m soil column. The calibrated parameter values found 
from those three Stages are shown in Tables 5.11, 5.12 and 5.13 (for Stages A, B and C, 
respectively). 
 
 
5.2.1.3 Sensitivity exploration for both the preliminary and the detailed analysis 
 
1. Scatter plots 
 
The sensitivities of three JULES output fluxes to each parameter are estimated: the average 
and standard deviation of simulated evapotranspiration; the average and standard deviation of 
drainage out of the lower boundary; and the average surface runoff coefficient. So, for every 
parameter, scatter plots are introduced to illustrate the sensitivity of these five variables to 
each parameter. 
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2. Cumulative distributions 
 
As well as analysing the sensitivity of JULES fluxes to the analysed parameters, the 
sensitivity of soil moisture performance to the parameters is analysed. Following typical 
Regional Sensitivity Analysis procedure, for each parameter the Monte Carlo simulations are 
ranked and equally divided into ten clusters based on the value of their objective functions, so 
that the first cluster contains the best 10% of the simulations, the second cluster the next best 
10% and so on. After that, the values of each objective function are normalised, so that in 
each cluster they sum up to 1 and, finally, these normalised objective function values are 
treated as values of probability mass and used to establish the cumulative distribution 
functions for each cluster and each parameter. For example, a totally insensitive parameter 
will produce a straight 45
o
 line in all clusters, while a sensitive parameter will exhibit 
deviations from this straight line (Demaria et al., 2007). The soil water content examined 
corresponds to the total soil water content of the 3.0 m soil column and the objective function 
used is RMSE. 
 
3. Sensitivity Index values 
 
To summarise the scatter plots and the Regional Sensitivity Analysis plots, the Sensitivity 
Index (S) can be calculated. Sensitivity index was used in the study of Bandara et al. (2011), 
who tried to identify the JULES parameters that were more influential upon soil water 
content. The index represents a normalised change in output relative to a normalised change 
in input. The greater the absolute value of the index, the bigger the effect of an input 
parameter to a particular output (Al-Abed & Whiteley, 2002). 
The sensitivity index is defined as: 
av
av
O
I
II
OO
S 








12
12                                                                                                       (Eq. 5.3) 
Where I1 and I2 are the smallest and the greatest input values, respectively, tested for a given 
parameter, Iav is the average of I1 and I2, O1 and O2 are the model output values 
corresponding to I1 and I2 and Oav is the average of O1 and O2. Therefore, the Sensitivity 
index is calculated for each model time step and the final single value is the average of the 
absolute values of the time series. 
The output for the calculation is again the model performance related to the total soil water 
content of the column. 
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4. Parameter calibration and performance measuring 
 
As soon as the parameters are examined for their sensitivity to JULES outputs, the calibration 
process starts. In the preliminary sensitivity analysis procedure with the 1,000 samples, the 
sampled minimum of the objective function of RMSE of every soil layer, as well as for the 
whole soil column, identifies an approximation to the optimum parameter set. The same 
applies to Stages A and B of the detailed sensitivity analysis. For the last stage (Stage C) of 
that detailed sensitivity analysis though, where some vegetation parameters are examined, the 
optimum set arises from the sampled minimum of RMSE of the whole 3.0 m soil column.  
 
In both after the preliminary, as well as after the detailed sensitivity analysis, JULES 
performance against soil moisture observations using default and calibrated parameter values 
is tested for the four distinct soil layers. The performance of the model is tested during the 
sensitivity analysis/calibration period (20 October 2002 to 28 December 2006), as well as 
during the 2 years validation period (28 December 2006 to 28 December 2008). The 
performance measure used is again the RMSE, supplemented by visually assessing the time-
series comparisons. 
 
 
5.2.2 Results from sensitivity analysis at the point scale in Warren Farm site 
 
5.2.2.1 Results from a preliminary sensitivity analysis 
 
1. Scatter plots (Preliminary sensitivity analysis) 
 
As mentioned in the Methodology section 5.2.1.3, 'Sensitivity exploration for both the 
preliminary and detailed analysis', the sensitivities of three JULES output fluxes to each 
parameter are estimated: the average and standard deviation of simulated evapotranspiration; 
the average and standard deviation of drainage out of the lower boundary; and the average 
surface runoff coefficient. Scatter plots are introduced to illustrate the sensitivity of these five 
variables to each parameter. Figures 5.3a-d, 5.4a-d and 5.5a-d below demonstrate the impact 
on JULES parameters upon the fluxes of average evapotranspiration, average drainage and 
average surface runoff coefficient, respectively. The scatter plots, whose variables are the 
standard deviation of evapotranspiration and drainage out of the lower boundary, are not 
91 
 
illustrated below, as the show the same behaviour as those portraying the average 
evapotranspiration and the average drainage. Evapotranspiration, as shown in Figures 5.3a-d 
is mostly sensitive to parameters b and θcrit; the scatter plots illustrated in Figures 5.3a and 
5.3d show that some of the variance of this output is associated with those parameters. Less 
influential are the parameters θsat (Figure 5.3c) (as well as θwilt, which is not depicted here for 
space purposes) and then ψsat (Figure 5.3b). Parameters Ksat, Cs and λdry exhibit the same 
behaviour as ψsat; i.e. do not have any clear effect on the average evapotranspiration values. 
Note that in Figures 5.3, 5.4 and 5.5 below the JULES symbols have been used to describe 
the parameters, so ψsat corresponds to the JULES symbol 'sathh', Ksat corresponds to 'satcon', 
θsat corresponds to 'thetasat', θcrit corresponds to 'thetacrit', θwilt corresponds to 'thetawilt', Cs 
corresponds to 'hcap' and λdry corresponds to 'hcon'. 
Exactly the same pattern can be identified in Figures 5.4a-d, where drainage is mostly 
affected by parameters b and θcrit and less by the rest of the parameters (ψsat, Ksat, θsat, θwilt, Cs 
and λdry). Finally, as demonstrated in Figures 5.5a-c, parameter b has the largest influence on 
the surface coefficient, followed by parameter Ksat, whereas the remaining parameters ψsat, 
θsat, θcrit, θwilt, Cs and λdry do not show any visible effect on the specific variable. 
Nevertheless, it cannot be stated that the remaining parameters do not affect JULES fluxes, 
because the 1,000 samples are probably not enough to draw clearly the shape of the response 
surface. 
 
 
                                 Figure 5.3a                                                                                Figure 5.3b 
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                                 Figure 5.3c                                                                                 Figure 5.3d 
Figures 5.3: Effect of parameters b, ψsat (sathh), θsat (thetasat) and θcrit (thetacrit) on average evapotranspiration 
(preliminary sensitivity analysis) 
 
 
                                Figure 5.4a                                                                            Figure 5.4b 
 
                                Figure 5.4c                                                                            Figure 5.4d 
Figures 5.4: Effect of parameters b, ψsat (sathh), θsat (thetasat) and θcrit (thetacrit) on average drainage out of the 
lower boundary (preliminary sensitivity analysis) 
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                                Figure 5.5a                                                                            Figure 5.5b 
 
Figure 5.5c 
Figures 5.5: Effect of parameters b, ψsat (sathh) and Ksat (satcon) on average surface runoff coefficient 
(preliminary sensitivity analysis) 
 
 
2. Cumulative distributions (Preliminary sensitivity analysis) 
 
Figures 5.6a-h below illustrate the Regional Sensitivity Analysis results for the eight 
examined parameters. Soil moisture performance is visibly sensitive to parameter b, less 
sensitive to parameters ψsat (sathh), Ksat (satcon), θsat (thetasat), θcrit (thetacrit), θwilt (thetawilt) 
and even less sensitive to parameters Cs (hcap) and λdry (hcon). 
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                               Figure 5.6a                                                                             Figure 5.6b 
 
                               Figure 5.6c                                                                             Figure 5.6d 
 
                               Figure 5.6e                                                                                Figure 5.6f 
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                               Figure 5.6g                                                                                Figure 5.6h 
Figures 5.6: Cumulative distribution results for all the examined parameters of the preliminary sensitivity 
analysis. Cumulative distribution of the best 10% performing parameters (blue line) and cumulative distribution 
of the worst 10% performing parameters (pink line). Dashed green lines represent cumulative curves for the rest 
of the bins. The examined variable is the total soil water content of the soil column. 
 
 
3. Sensitivity Indices (Preliminary sensitivity analysis) 
 
The Sensitivity Index calculation was presented in section 5.2.1.3 'Sensitivity exploration for 
both the preliminary and detailed analysis'. Table 5.7 below presents the sensitivity indices 
for all the examined parameters of this initial sensitivity analysis. 
 
Table 5.7: Sensitivity Index values of the parameters used in the preliminary sensitivity analysis 
Parameter S Parameter S 
b 0.35 θcrit 0.44 
ψsat 0.15 θwilt 0.07 
Ksat 0.04 Cs 3.84 
θsat 0.4 λdry 0.45 
 
The findings up to now agree with the high values of the Sensitivity Index (S) for parameters 
b and θcrit, which exhibit the bigger influence on soil moisture. Also, the low values of S for 
parameters ψsat, Ksat, θsat and θwilt also show an agreement with what was demonstrated 
before. 
Regarding parameter Cs, there is a discrepancy between the findings of (i) Figures 5.3-5.5 and 
5.6g, which show that Cs does not have any effect of any of the JULES examined outputs and 
(ii) Table 5.7, which exhibits that the parameter does influence soil water content. 
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As described in Equations 5.4-5.7 below, Cs is mostly affecting the calculation of the 
temperature of the soil layers, and not directly the calculation of soil moisture. 
 
Parameter Cs is implemented in equation 5.4 below for the calculation of the term CA, which 
is defined as the 'apparent' volumetric heat capacity (Cox et al., 1999). 
T
LTccccCC ufiwwfiiuwwsA




 ])[(                                                (Eq. 5.4) 
The terms θf and θu  are defined as the volumetric concentrations of frozen and unfrozen soil 
moisture, ρi and ci are the density and the specific heat capacity of ice (Cox et al., 1999) and 
Lf  is the latent hat of fusion for water. 
 
This 'apparent' volumetric heat capacity is then used in the calculation of the temperature T of 
the n
th
 soil layer, of thickness Δzn. 
znnnn
sn
znA JGG
dt
dT
C  1                                                                                    (Eq. 5.5) 
The temperature of the n
th
 layer is calculated by the diffusive fluxes in and out of the layer 
Gn-1 and Gn and the net heat flux Jn advected from the layer by the moisture flux (Cox et al., 
1999).  
The diffusive and advective fluxes are given by equations (5.6) and (5.7) below. 
z
T
G


                                                                                                                         (Eq. 5.6) 
z
T
WcJ w


                                                                                                                   (Eq. 5.7) 
W is defined as the vertical flux of soil moisture, calculated within the soil hydrology module 
(Eq. 4.35) in Chapter 4, z is the vertical coordinate, cw is the specific heat capacity of water 
and λ is the local soil thermal conductivity. 
 
Thus, the findings of Table 5.7, regarding Cs, will not be taken into account, as they do not 
agree with the results of this initial sensitivity analysis with the 1,000 samples that illustrated 
that Cs, is not an influential parameter neither regarding evapotranspiration, drainage, surface 
runoff (Figures 5.3-5.5), nor regarding soil water content (Figure 5.6g). 
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4. Parameter calibration and performance measuring (Preliminary sensitivity 
analysis) 
 
All the examined parameters of the above preliminary sensitivity analysis were calibrated as 
well. Their optimised values for every soil layer are shown in Table 5.8 below. 
 
Table 5.8: Monte Carlo parameter ranges, default parameter values and optimised parameter values (preliminary 
sensitivity analysis) 
Parameter Range Default values Optimised values 
b 3.0 - 13.0 11.2 
(Layer 1) 10.9 
(Layer 2) 11.1 
(Layer 3) 12.8 
(Layer 4) 12.5 
ψsat 0.03 - 0.06 0.0453 
(Layer 1) 0.0342 
(Layer 2) 0.0412 
(Layer 3) 0.0501 
(Layer 4) 0.0372 
Ksat 0.003 - 0.08 0.00363 
(Layer 1) 0.0281 
(Layer 2) 0.0555 
(Layer 3) 0.0637 
(Layer 4) 0.036 
θsat 0.435 - 0.550 0.456 
(Layer 1) 0.472 
(Layer 2) 0.514 
(Layer 3) 0.535 
(Layer 4) 0.550 
θcrit 0.245 - 0.430 0.31 
(Layer 1) 0.246 
(Layer 2) 0.348 
(Layer 3) 0.430 
(Layer 4) 0.424 
θwilt 0.07 - 0.24 0.221 
(Layer 1) 0.098 
(Layer 2) 0.135 
(Layer 3) 0.235 
(Layer 4) 0.0815 
Cs 1184000 - 1260000 1230000 
(Layer 1) 1244800 
(Layer 2) 1208000 
(Layer 3) 1204800 
(Layer 4) 1198000 
λdry 0.15 - 0.35 0.218 
(Layer 1) 0.290 
(Layer 2) 0.230 
(Layer 3) 0.159 
(Layer 4) 0.284 
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Table 5.9 below lists the model performances, in terms of soil moisture, where the fitting 
criterion is RMSE, for four different runs; the calibration period with the default parameters, 
the calibration period with the optimised parameters, the validation period with the default 
parameters and the validation period with the optimised parameters. During the calibration 
period the value of RMSE for the soil water content for the total soil column is 0.15 m when 
the default parameters for fine soils from Cox et al. (1999) are employed, whereas when the 
calibrated parameters are applied the RMSE becomes 0.08 m. During the final two years of 
the validation period, JULES performance with the application of the optimised parameter 
set; i.e. the RMSE value for the total soil moisture content falls from 0.15 m to 0.07 m, is 
considered to be satisfactory, with regards to the sensitivity analysis, which identifies the 
model parameters that have a substantial effect on model outputs and leads to the 
parameterisation at the point scale. Consequently, the parameterisation at the point scale sets 
the ground for the model parameterisation at larger spatial scales within the Kennet 
catchment and ultimately, for the exploration of the model at larger scales for potential 
climate change studies. 
 
Likewise, Figures 5.7 and 5.8 demonstrate the soil moisture time series for observed and 
modelled values for every soil layer, with the default and the optimised parameters of Table 
5.8, respectively. Figures 5.7a-d show that JULES performance for the upper two layers is 
considered adequate, however it starts deteriorating in the lower layers. Nonetheless, when 
the optimised parameter set is applied, as depicted in Figures 5.8, JULES performance is 
improved a lot, especially for layer 3, nevertheless is as good for the lowest layer 4, which 
could be the result of the JULES lowest free-drainage boundary. 
 
Table 5.9: Model performance for the Calibration and Validation periods with the default and with the optimised 
parameter set for Warren Farm (preliminary sensitivity analysis) 
  
Calibration period 
(with default 
values) 
Calibration period 
(with optimised values) 
Validation period 
(with default values) 
Validation period         
(with optimised 
values) 
RMSE [m]         
Layer 1 0.006 0.005 0.003 0.006 
Layer 2 0.006 0.006 0.007 0.006 
Layer 3 0.04 0.01 0.03 0.007 
Layer 4 0.12 0.07 0.11 0.05 
All layers 0.15 0.08 0.15 0.07 
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Figure 5.7a                                                                 Figure 5.7b 
 
 
 
 
 
 
 
 
Figure 5.7c                                                                 Figure 5.7d 
Figures 5.7: Time series of soil water content observational and simulated values for layers 1 to 4 for Warren 
Farm for the period 3 January 2003 to 18 December 2006 with soil parameters derived from Cox et al. (1999) 
for fine soils (preliminary sensitivity analysis) 
 
 
 
 
 
 
 
 
 
Figure 5.8a                                                                 Figure 5.8b 
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Figure 5.8c                                                                Figure 5.8d 
Figures 5.8: Time series of soil water content observational and simulated values for layers 1 to 4 for Warren 
Farm for the period 3 January 2003 to 18 December 2006 using the optimised parameters of Table 5.8 
(preliminary sensitivity analysis) 
 
 
5.2.2.2 Results from a detailed sensitivity analysis 
 
A. ANALYSIS OF STAGE A 
 
1. Scatter plots (Detailed sensitivity analysis – STAGE A) 
 
The scatter plots of Figures 5.9a-d, 5.10a-d and 5.11a-d below, demonstrate the resulting 
effect of the change of each parameter to, some of the most relevant to our study, JULES 
variables; average evapotranspiration, average drainage and average surface runoff 
coefficient, respectively. The figures that depict the standard deviation of the above 
mentioned JULES outputs are not shown below, as the information interpreted by both the 
average and the standard deviation values is exactly the same. 
Mean evapotranspiration is clearly sensitive to parameter b and then less sensitive to 
parameters θsat and θcrit, as depicted in Figures 5.9a, 5.9c and 5.9d, respectively. On the other 
hand, parameter ψsat, shown in Figure 5.9b, does not demonstrate any specific change of 
behaviour against average evapotranspiration. Parameters θwilt and Ksat, whose scatter plots 
are not shown here for space purposes, display the same behaviour as θsat and ψsat 
respectively; i.e. they do have a little and not any clear result on evapotranspiration values, 
respectively. 
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Almost the same behaviour can be seen in Figures 5.10a-d for the drainage scatter plots. 
Parameter b (Figure 5.10a) seems to be the most influential, in terms of the average values of 
drainage, followed by parameter θcrit (Figure 5.10c). Less influential is the parameter θwilt 
(Figure 5.10d) and finally ψsat seems that it does not affect drainage at all (Figure 5.10b). 
Results for parameters Ksat and θsat are in accordance with the ψsat result. 
Closing with the scatter plots regarding the surface runoff coefficient, it is clear that b (Figure 
5.11a) and Ksat (Figure 5.11c) exhibit some defined shapes, whereas the rest of the parameters 
(ψsat and θsat as shown in Figures 5.11b and 5.11d, respectively, as well as θcrit and θwilt) do 
not influence a lot the surface runoff coefficient values. 
 
 
Figure 5.9a                                                                             Figure 5.9b 
 
Figure 5.9c                                                                         Figure 5.9d 
Figures 5.9: Effect of parameters b, ψsat (sathh), θsat (thetasat) and θcrit (thetacrit) on average evapotranspiration 
(detailed sensitivity analysis / Stage A) 
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Figure 5.10a                                                                    Figure 5.10b 
 
Figure 5.10c                                                                                 Figure 5.10d 
Figures 5.10: Effect of parameters b, ψsat (sathh), θcrit (thetacrit) and θwilt (thetawilt) on average drainage out of 
the lower boundary (detailed sensitivity analysis / Stage A) 
 
 
Figure 5.11a                                                                              Figure 5.11b 
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Figure 5.11c                                                                              Figure 5.11d 
Figures 5.11: Effect of parameters b, ψsat (sathh), Ksat (satcon) and θsat (thetasat) on average surface runoff 
coefficient (detailed sensitivity analysis / Stage A) 
 
 
2. Cumulative distributions (Detailed sensitivity analysis – STAGE A) 
 
In the same manner as explained in section 5.2.1.3 'Sensitivity exploration for both the 
preliminary and the detailed analysis - (2) Cumulative Distributions', the cumulative 
distributions of RMSE are constructed, with the examined variable corresponding again to 
the total soil moisture of the JULES column. 
JULES, in terms of the total soil water content output, is clearly sensitive to parameter b, as 
highlighted in Figure 5.12a, and less sensitive to parameters θsat and Ksat, illustrated in 
Figures 5.12d and 5.12c, respectively. To the contrary, the remaining parameters ψsat, θcrit and 
θwilt show no visible effect on soil moisture. 
 
 
Figure 5.12a                                                                         Figure 5.12b 
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Figure 5.12c                                                                         Figure 5.12d 
 
Figure 5.12e                                                                          Figure 5.12f 
Figures 5.12: Cumulative distribution results for all the examined parameters of the detailed sensitivity analysis 
(Stage A). Cumulative distribution of the best 10% performing parameters (blue line) and cumulative 
distribution of the worst 10% performing parameters (pink line). Dashed green lines represent cumulative curves 
for the rest of the bins. The examined variable is the total soil water content of the soil column. 
 
 
3. Sensitivity indices (Detailed sensitivity analysis – STAGE A) 
 
The Sensitivity Index values are shown in Table 5.10 below. Parameter b has the biggest 
influence towards the soil water content of the whole 3.0 m soil column and parameter ψsat is 
the least dominant. According to Table 5.10, the remaining parameters Ksat, θsat, θcrit and θwilt 
exhibit a medium significance towards the specific JULES output. 
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Table 5.10: Sensitivity Index values of the detailed sensitivity analysis (Stage A) 
Parameter S 
b 0.5 
ψsat 0.04 
Ksat 0.20 
θsat 0.26 
θcrit 0.12 
θwilt 0.22 
 
 
B. ANALYSIS OF STAGE B 
 
1. Scatter plots (Detailed sensitivity analysis – STAGE B) 
 
Figures 5.13a-b, 5.14a-b and 5.15a-b below illustrate that both of the heat related soil 
parameters Cs and λdry do not affect average evapotranspiration, average drainage out of the 
lower boundary and the surface runoff coefficient. The standard deviation plots are not shown 
here for space purposes, but the patterns that these parameters are forming do not differ 
between average and standard deviation values. The boundaries of the y-axis of Figures 
5.13a-b, 5.14a-b and 5.15a-b are chosen according to the values of evapotranspiration, 
drainage and surface runoff coefficient, respectively, from the scatter plots of the previous 
analyses; the preliminary sensitivity analysis (Figures 5.3 – 5.5) and the Stage A of the 
detailed sensitivity analysis (Figures 5.9 – 5.11). 
 
 
Figure 5.13a                                                                          Figure 5.13b 
Figures 5.13: Effect of parameters Cs (hcap) and λdry (hcon) on average evapotranspiration (detailed sensitivity 
analysis / Stage B) 
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Figure 5.14a                                                                          Figure 5.14b 
Figures 5.14: Effect of parameters Cs (hcap) and λdry (hcon) on average drainage out of the lower boundary 
(detailed sensitivity analysis / Stage B) 
 
 
Figure 5.15a                                                                          Figure 5.15b 
Figures 5.15: Effect of parameters Cs (hcap) and λdry (hcon) on average surface runoff coefficient (detailed 
sensitivity analysis / Stage B) 
 
 
C. ANALYSIS OF STAGE C 
 
1. Scatter plots (Detailed sensitivity analysis – STAGE C) 
 
As implemented for the previous two stages, the sensitivity of the JULES model outputs is 
again explored. Figures 5.16a-d below demonstrate that regarding the evapotranspiration 
values, parameter rootd (Figure 5.16d) plays the most influential role, followed by 
parameters lai (Figure 5.16b) and cathc0 (Figure 5.16c). On the other hand, parameters, such 
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as canht (Figure 5.16a), as well as infil_f and dcatch_dlai, which are not shown for space 
purposes, do not exhibit any effect on the values of average evapotranspiration. 
Exactly the same behaviour with the average evapotranspiration values has the surface runoff 
coefficient. Identically with evapotranspiration, the surface runoff coefficient is mostly 
sensitive to rootd (Figure 5.18d), less sensitive to lai (Figure 5.18b) and cathc0 (Figure 
5.18c) and almost no sensitive at all towards parameters canht (Figure 5.18a), infil_f and 
dcatch_dlai. 
The values of the mean drainage out of the lower boundary, illustrate nearly the same 
sensitivities as the average evapotranspiration and surface runoff coefficient did. Average 
drainage is again mainly sensitive to rootd (Figure 5.17d), less sensitive to lai (Figure 5.17b) 
and canht (Figure 5.17a), but it does not exhibit any particular sensitivity to the parameters 
cathc0 (Figure 5.17c), infil_f and dcatch_dlai. 
 
 
Figure 5.16a                                                                           Figure 5.16b 
 
Figure 5.16c                                                                              Figure 5.16d 
Figure 5.16: Effect of the examined vegetation parameters on average evapotranspiration (detailed sensitivity 
analysis / Stage C) 
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Figure 5.17a                                                                             Figure 5.17b 
 
Figure 5.17c                                                                             Figure 5.17d 
Figure 5.17: Effect of the examined vegetation parameters on average drainage (detailed sensitivity analysis / 
Stage C) 
 
 
Figure 5.18a                                                                              Figure 5.18b 
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Figure 5.18c                                                                           Figure 5.18d 
Figure 5.18: Effect of the examined vegetation parameters on average surface runoff coefficient (detailed 
sensitivity analysis / Stage C) 
 
 
2. Cumulative distributions (Detailed sensitivity analysis – STAGE C) 
 
The cumulative distribution plots shown in Figures 5.19a-f below support the findings of the 
scatter plots presented before. The parameter with the greatest effect on soil moisture is still 
rootd (Figure 5.19f), whereas the parameters with the smallest influence are dcatch_dlai 
(Figure 5.19d), as well as infil_f (Figure 5.19e). Finally, the remaining parameters, canht, lai 
and catch0 have a moderate effect on the simulated total soil moisture. 
 
 
Figure 5.19a                                                                           Figure 5.19b 
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Figure 5.19c                                                                           Figure 5.19d 
 
Figure 5.19e                                                                          Figure 5.19f 
Figures 5.19: Regional Sensitivity Analysis results for all the examined parameters of the detailed sensitivity 
analysis (Stage C). Cumulative distribution of the best 10% performing parameters (blue line) and cumulative 
distribution of the worst 10% performing parameters (pink line). Dashed green lines represent cumulative curves 
for the rest of the bins. The examined variable is the total soil water content of the soil column. 
 
 
D. PARAMETER CALIBRATION AND PERFORMANCE MEASURING (DETAILED 
SENSITIVITY ANALYSIS) 
 
The calibrated parameter values found from those three Stages above are shown in Tables 
5.11, 5.12 and 5.13 (for Stages A, B and C, respectively). 
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Table 5.11: Monte Carlo parameter ranges, default parameter values and optimised parameter values of the 
detailed sensitivity analysis - Stage A 
Parameter Range Default values Optimised values 
b 3.0 - 13.0 9.6105 
(Layer 1) 11.4989 
(Layer 2) 10.3033 
(Layer 3) 12.8697 
(Layer 4) 12.5798 
ψsat 0.03 - 0.06 0.0485 
(Layer 1) 0.0523 
(Layer 2) 0.0418 
(Layer 3) 0.0563 
(Layer 4) 0.0464 
Ksat 0.003 - 0.08 0.0131 
(Layer 1) 0.0077 
(Layer 2) 0.0710 
(Layer 3) 0.0746 
(Layer 4) 0.0043 
θsat 0.435 - 0.550 0.503 
(Layer 1) 0.439 
(Layer 2) 0.514 
(Layer 3) 0.542 
(Layer 4) 0.530 
θcrit 0.245 - 0.430 0.412 
(Layer 1) 0.259 
(Layer 2) 0.326 
(Layer 3) 0.411 
(Layer 4) 0.420 
θwilt 0.07 - 0.24 0.195 
(Layer 1) 0.094 
(Layer 2) 0.185 
(Layer 3) 0.236 
(Layer 4) 0.089 
 
Table 5.12: Monte Carlo parameter ranges, default parameter values and optimised parameter values of the 
detailed sensitivity analysis - Stage B 
Parameter Range 
Default 
values 
Optimised values 
Cs 1184000 - 1260000 1230000 
(Layer 1) 1185000 
(Layer 2) 1255400 
(Layer 3) 1259200 
(Layer 4) 1255400 
λdry 0.15 - 0.35 0.218 
(Layer 1) 0.349 
(Layer 2) 0.343 
(Layer 3) 0.339 
(Layer 4) 0.343 
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Table 5.13: Monte Carlo parameter ranges, default parameter values and optimised parameter values of the 
detailed sensitivity analysis - Stage C 
Parameter Range Default values Optimised values 
canht 0.4 - 1.0 0.79 0.52 
lai 1.5 - 2.5 2.00 1.56 
catch0 0.40 - 0.70 0.50 0.45 
dcatch_dlai 0.04  -0.06 0.05 0.054 
infil_f 1.50 - 2.50 2.00 2.2 
rootd_ft 0.30 - 0.70 0.50 0.34 
 
The performance of the model is tested during the sensitivity analysis/calibration, for the 4-
years calibration period and then for the 2-years validation period. The fitting criterion is 
RMSE. Table 5.14 below illustrates JULES performance in terms of soil moisture with the 
RMSE criterion for the calibration and validation periods; with the default parameters used, 
i.e. before the implementation of any calibration strategy, with the optimised soil parameters 
of Table 5.11, with the optimised soil and heat related soil parameters of Tables 5.11 and 
5.12, respectively and, finally, with the optimised hydraulic characteristics related soil 
parameters, heat related soil parameters and finally, vegetation parameters of Tables 5.11, 
5.12 and 5.13, respectively. 
 
Table 5.14: Model performance for the Calibration and Validation periods with the default and with the 
optimised parameter sets (detailed sensitivity analysis) 
  
Calibration period 
(with default 
parameters) 
Calibration period 
(with optimised soil 
parameters) 
Calibration period 
(with optimised soil 
and heat parameters) 
Calibration period (with 
optimised soil, heat and 
vegetation parameters) 
RMSE [m]         
Layer 1 0.007 0.005 0.005 0.005 
Layer 2 0.007 0.007 0.007 0.007 
Layer 3 0.02 0.01 0.01 0.01 
Layer 4 0.13 0.09 0.09 0.08 
All layers 0.14 0.10 0.10 0.08 
          
  
Validation period 
(with default 
parameters) 
Validation period 
(with optimised soil 
parameters) 
Validation period 
(with optimised soil 
and heat parameters) 
Validation period (with 
optimised soil, heat and 
vegetation parameters) 
RMSE [m]         
Layer 1 0.002 0.007 0.006 0.007 
Layer 2 0.005 0.005 0.005 0.005 
Layer 3 0.02 0.006 0.006 0.006 
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Layer 4 0.11 0.08 0.08 0.08 
All layers 0.14 0.09 0.09 0.08 
 
As illustrated in Table 5.14, as soon as the optimised hydraulic characteristics related soil 
parameters (from Table 5.11) are applied during the calibration and validation periods, there 
is a noticeable improvement in the model performance, with regards to the sensitivity 
analysis, which identifies the model parameters that have a substantial effect on model 
outputs and leads to the parameterisation at the point scale. As mentioned under section 
5.2.2.1 (4) as well, this parameterisation aims to set the basis for the application of JULES at 
larger spatial scales within the Kennet catchment. 
 
On the other hand, when the optimised heat related soil parameters (from Table 5.12) are 
added as well, JULES performance improves, but not that significantly. In a similar manner, 
when the vegetation parameters (from Table 5.13) are added, there is only a slight 
advancement in the model performance. 
 
In addition to the performances shown in Table 5.14, Figures 5.20 (for layer 1), 5.21 (for 
layer 2), 5.22 (for layer 3), 5.23 (for layer 4) and 5.24 (for the whole soil column) below 
illustrate the soil moisture time series of observed and simulated total soil water content 
values during the calibration period for four different cases; in Figures 5.20a, 5.21a, 5.22a, 
5.23a and 5.24a the default parameter set is applied, in Figures 5.20b, 5.21b, 5.22b, 5.23b and 
5.24b the optimised hydraulic characteristics related soil parameters from Stage A are 
applied, in Figures 5.20c, 5.21c, 5.22c, 5.23c and 5.24c the optimised hydraulic 
characteristics related soil and heat related soil parameters from Stages A and B are applied 
and in Figures 5.20d, 5.21d, 5.22d, 5.23d and 5.24d with the optimised soil, heat related soil 
and vegetation parameters from Stages A, B and C. It depicted that by comparing Figures 
5.20a – 5.24a with 5.20b – 5.24b, there is a distinct progression, which cannot be seen when 
Figures 5.20b – 5.24b with 5.20c – 5.24c are compared. Furthermore, by comparing Figures 
5.20c – 5.24c with 5.20 d – 5.24d, a minor enhancement can be identified. Finally, regarding 
the performance of the bottom layer 4, by comparing Figure 5.24a to 5.24b, it is noticeable 
that the performance of layer 4 improves as soon as the calibrated soil parameters of Stage A 
are included. Nevertheless, the performance of layer 4 is not as convenient as the 
performance of the uppers layers 1, 2 and 3, which as stated before, in the preliminary 
analysis results part, it might be the resulting effect of the free-drainage lower boundary 
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condition that makes the model to constantly underestimate the soil moisture values in the 
lowest soil layer. 
 
 
Figure 5.20a                                                                               Figure 5.20b 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figure 5.20c                                                                               Figure 5.20d 
Figures 5.20: Time series of soil water content observational and simulated values for layer 1 for Warren Farm 
for the period 3 January 2003 to 18 December 2006 with the (a) the default parameter set, (b) the optimised 
hydraulic characteristics related soil parameters of Stage A, (c) the optimised hydraulic characteristics related 
soil parameters and heat related soil parameters of Stages A and B and (d) the optimised hydraulic 
characteristics related soil, heat related soil and vegetation parameters of Stages A, B and C of the detailed 
sensitivity analysis 
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Figure 5.21a                                                                               Figure 5.21b 
 
Figure 5.21c                                                                               Figure 5.21d 
Figures 5.21: Time series of soil water content observational and simulated values for layer 2 for Warren Farm 
for the period 3 January 2003 to 18 December 2006 with the (a) the default parameter set, (b) the optimised 
hydraulic characteristics related soil parameters of Stage A, (c) the optimised hydraulic characteristics related 
soil parameters and heat related soil parameters of Stages A and B and (d) the optimised hydraulic 
characteristics related soil, heat related soil and vegetation parameters of Stages A, B and C of the detailed 
sensitivity analysis. 
 
 
Figure 5.22a                                                                               Figure 5.22b 
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Figure 5.22c                                                                               Figure 5.22d 
Figures 5.22: Time series of soil water content observational and simulated values for layer 3 for Warren Farm 
for the period 3 January 2003 to 18 December 2006 with the (a) the default parameter set, (b) the optimised 
hydraulic characteristics related soil parameters of Stage A, (c) the optimised hydraulic characteristics related 
soil parameters and heat related soil parameters of Stages A and B and (d) the optimised hydraulic 
characteristics related soil, heat related soil and vegetation parameters of Stages A, B and C of the detailed 
sensitivity analysis. 
 
 
Figure 5.23a                                                                               Figure 5.23b 
 
Figure 5.23c                                                                               Figure 5.23d 
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Figures 5.23: Time series of soil water content observational and simulated values for layer 4 for Warren Farm 
for the period 3 January 2003 to 18 December 2006 with the (a) the default parameter set, (b) the optimised 
hydraulic characteristics related soil parameters of Stage A, (c) the optimised hydraulic characteristics related 
soil parameters and heat related soil parameters of Stages A and B and (d) the optimised hydraulic 
characteristics related soil, heat related soil and vegetation parameters of Stages A, B and C of the detailed 
sensitivity analysis. 
 
 
Figure 5.24a                                                                               Figure 5.24b 
 
Figure 5.24c                                                                               Figure 5.24d 
Figures 5.24: Time series of soil water content observational and simulated values for the whole 3.0 m soil 
column for Warren Farm for the period 3 January 2003 to 18 December 2006 with the (a) the default parameter 
set, (b) the optimised hydraulic characteristics related soil parameters of Stage A, (c) the optimised hydraulic 
characteristics related soil parameters and heat related soil parameters of Stages A and B and (d) the optimised 
hydraulic characteristics related soil, heat related soil and vegetation parameters of Stages A, B and C of the 
detailed sensitivity analysis. 
 
 
 
 
118 
 
5.2.3 Discussion of the results from the preliminary and detailed sensitivity analysis 
 
Summarizing section 5.2, a preliminary sensitivity analysis with 1,000 samples and parameter 
calibration was firstly investigated. The reason why only 1,000 samples were used was to get 
an understanding of the more and less influential JULES parameters, but at the same time to 
minimise the computational time to the least possible. 
The parameters used in this initial phase of the sensitivity analysis were all soil dependent 
and some of those demonstrated sensitivity towards evapotranspiration, drainage out of the 
lower boundary and surface runoff coefficient. The strongest sensitivity towards those 
variables was related to the Brooks and Corey parameter b. Soil moisture was also found to 
be more influenced strongly by parameter θcrit as well. Additionally, the heat related soil 
parameters, Cs and λdry, did not exhibit any particular effect on the JULES examined outputs. 
On the contrary, Finch & Haria (2006) indicated that none of the parameters on its own had a 
strong effect on the model outputs. Moreover, by comparing the optimised values of this 
analysis with those found in Finch & Haria (2006) for the same site (where Κsat = 0.0699 
mm/sec, θsat = 0.451 m
3
 water/m
3
 soil and θwilt = 0.087 m
3
 water/m
3
 soil), it can be suggested 
that there is an agreement between the values of Κsat and θsat in these two studies; 
nevertheless the θwilt values were not that close in each of the layers examined in our study. 
Furthermore, b, ψsat, cannot be compared as Finch & Haria (2006) utilised the van Genuchten 
representations, instead of the Brooks and Corey relationships. In this section of the 
preliminary sensitivity analysis, the need of the implementation of more samples than 1,000 
was recommended. 
In terms of the model performance, it was made clear that as soon as the calibrated 
parameters were applied, JULES performance was generally enhanced; however there is 
potential scope for further improvements at the lowest layers, as discussed further later. 
 
The study continued with a more detailed sensitivity analysis, where the number of samples 
increased from 1,000 to 5,000. In the preliminary analysis, it was illustrated that the more 
influential parameters to JULES outputs belong to the group presented in Table 5.1 (the 
hydraulic characteristics related soil parameters) and that the less influential parameters were 
the heat related ones, depicted in Table 5.2. For consistency purposes, the parameters 
obtained from Table 5.2 were included again, but with a small amount of samples. 
Furthermore, the vegetation parameters, which have not been used in the preliminary 
analysis, were also included in the analysis with 5,000 samples. Although the three-stage 
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sensitivity analysis could give a more clear picture of the more and less sensitive model 
parameters than the preliminary analysis, as it included a large number of samples, the latter 
gave an introductory idea of which soil parameters were more sensitive than others. For 
example, the preliminary analysis illustrated that the dry soil volumetric heat capacity and the 
dry soil thermal conductivity do not exhibit any major effect on JULES outputs and, 
therefore, in the detailed analysis, a much smaller sampler of these two parameters compared 
to the rest of the examined parameters, was used. 
 
The fact that the detailed analysis was divided into three main parts and that model 
performance was examined after the incorporation of the calibrated parameters of each Stage, 
was helpful in terms of understanding which are the most important JULES parameters that 
lie on our study’s interest. 
Summarising the findings of Stage A, and starting with the sensitivity analysis, the Brook and 
Corey parameter b was the one that is the most influential towards average evapotranspiration 
and average drainage, followed by parameter θcrit. The Brook and Corey b parameter had also 
a big effect on the surface runoff coefficient, followed this time by parameter Κsat. Moreover, 
it was observed that for those three variables, parameters ψsat and θsat played the least 
important role. Looking at the Regional Sensitivity Analysis Results, supplemented with the 
Sensitivity Indices, having the total soil water content as the output, it was highlighted that 
the Brooks and Corey b parameter exhibited the largest effect and that, on the contrary, ψsat 
exhibited the smallest. Hence, although it is not a straightforward process to rank the 
parameters examined in Stage A in an order according to their effect on JULES outputs, as 
there are multiple outputs, it can be indicated that the model outputs were mostly sensitive to 
parameter b and least sensitive to parameters ψsat. The four remaining parameters were 
illustrated to have a medium effect on JULES outputs. 
It was decided that all of those six soil parameters should be calibrated and the optimised 
parameter set found is in a very close agreement to what was already found in the initial 
study with the 1,000 samples, except from the Ksat values of the bottom layer. 
Furthermore, regarding the values of the optimised parameters of Stage A, presented in Table 
5.11, it was illustrated that for each layer each parameter got a different value and that those 
values were not following any known statistical distribution. So, even though the differences 
for every parameter between each soil layer were subtle, it was exhibited that the soil is 
heterogeneous in the vertical dimension. Also, none of those values was very different – by 
orders of magnitude - from the default suggested parameter values. So, as mentioned before, 
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the Brooks and Corey parameter b, which is related to the pore size distribution and 
theoretically it approaches to infinity for a medium with a uniform pore size distribution, 
whereas it approaches a lower limit of zero for soils with a wide range of pore sizes, was the 
most influential regarding JULES outputs. Parameter ψsat, which represents the air entry 
pressure of the largest pore with significant presence, exhibited the smallest effect on JULES 
outputs. Saturated hydraulic conductivity Κsat had a medium effect on model outputs. The soil 
structure in Warren Farm consists of drift deposits for almost the upper 20 cm. Below these 
deposits, Chalk (Seaford formation) extends and the optimised values of Κsat agree with the 
optimised values of saturated hydraulic conductivity of Finch & Haria (2006). These 
optimised values were also close to the Κsat values presented in Ireson et al. (2009) for flow 
in fractures (2.83 m/day = 0.033 mm/sec) in the Warren Farm site. However, regarding the 
Monte Carlo sampling boundaries of Κsat, the lower boundary could be much lower in order 
to capture the possibility of obtaining a value that could correspond to the saturated hydraulic 
conductivity of the matrix. The same could apply in the Monte Carlo sampling boundaries set 
for ψsat. The parameter ranges of that stage were chosen in such as way so that they could be 
as closer to the fine soil texture class of Cox et al. (1999). From another point of view, ψsat 
and Κsat could potentially vary in more orders of magnitude than the ones set. This will be 
also discussed in Chapter 8 under section 8.1. Between the remaining three parameters, θsat, 
θcrit and θwilt, θcrit was found to be the most influential parameter upon model outputs. For 
each of those three parameters, the maximum and the minimum values were not obtained in 
the same vertical order; for example θsat obtains its maximum value at soil layer 3, while θcrit 
gets it at layer 4 and θwilt at layer 3. Nevertheless, as stated before, the differences between 
the values of each soil layer are that small that is difficult to define a relationship between the 
optimised values of those parameters. 
Moreover, from the performances in Table 5.14, it was shown that the incorporation of this 
calibrated parameter set, enhanced the model performance a lot, for each soil layer 
individually, as well as for the whole 3.0 m soil column, for both the calibration and 
validation periods. For example, the RMSE value for the calibration period for the whole soil 
column was 0.14 m when the default parameterisation was used and it improved as soon as 
the calibrated parameter set was applied and became 0.10 m. The validation period results 
were also quite encouraging; RMSE from 0.14 m falls to 0.09 m, when the optimised 
parameter set of Stage A was incorporated in the analysis. 
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Reviewing what was indicated in Stage B, and firstly regarding the sensitivity analysis of the 
two heat related soil parameters, both of them were found to be hardly significant in terms of 
the three examined variables, as well as for soil moisture. Both parameters were calibrated; 
however this optimised parameter set, when applied, did not exhibit any special improvement 
in the model performance. This comes to an agreement with the preliminary study of 
sensitivity analysis with the 1,000 samples as well, where parameters Cs and λdry displayed a 
minimum impact on the model outputs. 
 
Outlining the most important aspects of the Stage C analysis, it was illustrated that the root 
depth parameter rootd, followed by the Leaf Area Index lai, played the most dominant role 
on the model outputs (evapotranspiration, drainage, surface runoff and soil water content). 
On the other hand the infiltration enhancement factor infil_f did not exhibit any specific effect 
on those JULES outputs. As far as the calibrated values are concerned, Table 5.13 depicted 
that those optimised values exhibited minimal differences from the default values shown in 
Cox et al. (1999). Parameters canht, lai, catch0 and rootd_ft got slightly lower values than 
those suggested, while just two parameters dcatch_dlai and infil_f obtained a bit larger values 
that the default ones. 
Furthermore, regarding the model performance, it was shown that even though the 
improvement was not as significant, as when the optimum parameter set of the soil 
parameters of Stage A, was incorporated, there was a slight boost in the performance as soon 
as the calibrated parameters of Stage C were applied. This improvement occurred in both the 
calibration and validation periods; i.e. for the calibration period RMSE for the whole 3.0 m 
column, turned from 0.10 m (when the optimised hydraulic characteristics related soil and 
heat related soil parameters were introduced) to 0.08 m (when the calibrated vegetation 
parameters were applied as well). Finishing with the validation results, RMSE value 
enhanced from 0.09 m 0.08 m. 
Nevertheless, due to the fact that model performance improved slightly as soon as these 
optimised vegetation parameter values were introduced, it cannot be stated that the vegetation 
parameters were as equally influential, as far as the sensitivity towards JULES outputs is 
concerned, as the above-mentioned soil parameters of Stage A. 
From the above, it is suggested that mostly the soil related parameters, and most importantly 
the Brooks and Corey parameter, were those that could drive JULES performance to an 
enhanced level. The saturated hydraulic conductivity, the volumetric soil moisture 
concentrations at saturation, critical and wilting points as well, and probably some of the over 
122 
 
mentioned influential vegetation parameters, such as the root depth and Leaf Area Index had 
also a small influence on JULES outputs.  
 
 
5.3 Key outcomes of Chapter 5 
 
In Chapter 5 the implementation of a fine vertical grid, designed for the Warren Farm site, 
was studied. The chapter continued with a sensitivity analysis of some key model parameters, 
which could potentially have an impact on the model outputs explored. The main goal of the 
sensitivity analysis was not primarily to identify an optimum parameter set for the Warren 
Farm location, but to provide an insight into the relationship between model parameterisation 
and the simulated physical processes. 
 
 The performance of the refined grid was compared to the JULES 4-layer default 
representation. A 17-layer model was constructed and applied in order to simulate the data 
at Warren Farm, where volumetric soil water content measurements were available at 16 
depths. The examined variable was soil moisture and the fitting criterion selected to assess 
the performance of each scheme was RMSE and the performance of both schemes was 
investigated in each of their respective soil layers. As expected, the model performance for 
each layer in the refined grid was better than that for the 4-layering scheme, as in the 
former the observed values were compared with the simulated values at the same depth; 
i.e. equal with equal was compared. However, as soon as the 17-layer model was 
aggregated in such a way so that it could match the JULES default scheme, then the 
performances of the aggregated 17-layer model were comparable with the default gridded 
scheme performances. The fact that the aggregated 4-layer model, resulting from the 
refined 17-layer scheme, agrees so well with the default 4-layer model, supports the use of 
the 4-layer model at Warren Farm. 
 
 Moving on to the sensitivity analysis, parameters related to the soil characteristics, heat 
related soil parameters and some vegetation parameters were examined for their sensitivity 
on the outputs of soil water content, evapotranspiration and lower boundary drainage from 
the model. It was shown that these outputs were not sensitive to volumetric heat capacity 
or to thermal conductivity, which was expected as these parameters are specifically related 
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to soil thermodynamics. In a similar manner, model outputs were found to be only slightly 
sensitive to the selected vegetation parameters, exhibited in Table 5.13, particularly in 
comparison to those parameters used to characterise soil moisture properties, shown in 
Table 5.11. This result highlights the importance of correctly characterising the soil 
hydraulic properties when undertaking hydrological simulations using JULES in Chalk 
catchments. 
 
 As far as parameters related to the soil hydraulic properties are concerned, it was indicated 
that the Brooks and Corey exponent appeared to have the greatest effect on the model 
outputs compared to the rest of the examined soil hydraulic parameters. The parameter 
ranges in the preliminary sensitivity analysis, shown in Table 5.8, were chosen in such as 
way so that they could be as close to the fine soil texture class of Cox et al. (1999). In the 
detailed sensitivity analysis, the parameter ranges, shown in Table 5.11, were selected in 
such a way so that they would be representative of the Andover soil series presented in the 
NSRI database. Due to the fact that the objective of this study was to get an insight 
between the model parameters and their effect on model outputs, but at the same time, to 
stay as close as possible to the chalk properties, the upper and lower boundaries of the 
examined parameters were constrained to reflect this. One could argue that ψsat and Κsat 
could potentially vary in more orders of magnitude than the ones set. For example, as 
presented in the NSRI database and from some example soil types exhibited in Tables 
7.3a, 7.3b and 7.4, which do not have the same characteristics with Chalk though, 
parameter b could vary between 3 and 20. Similarly, as shown in the same Tables, ψsat 
could potentially range between 0.6 and 35 cm. Finally, these tables indicate that Κsat 
could vary in many orders of magnitude; e.g. from 0.1 to 600 cm/day. Nevertheless, as 
stated before, the parameter ranges were not selected to be that wide, in order to be 
representative of Chalk properties. In summary the Brooks and Corey exponent b 
exhibited a significant effect on the model outputs, even though the calibrated values were 
closer to the default value of 9.6, as shown in Table 5.11. Moreover, the saturated 
hydraulic conductivity Κsat did vary within orders of magnitude between the different soil 
layers. Thus, it could be indicated that there is not just a single parameter that would have 
an impact on the model output variables, but the combination of the parameters. 
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Chapter 6 
 
Chalk parameter estimation at the point scale 
 
6.1 Introduction to the Chalk parameter estimation at the point scale 
 
One of the goals of the following Chapter 7 is the investigation of the behaviour of the 
various soil types included in the Kennet catchment. As it will be presented later on, more 
attention will be given to the chalk soils included in the catchment boundaries. 
 
The source of the soil data is the National Soil Resources Institute (NSRI) database 
(Cranfield University, 2012). The NSRI database was described in Chapter 3 under section 
3.3.4. In this database 70% of the soil types include soil characteristics that extend from the 
ground surface until a depth of approximately 1.50 m and they are given for different soil 
horizons (soil layers), whereas the rest 30% of the soil types have soil characteristics that 
extend until a depth of approximately 60-70- cm. For example, for the Agney soils series, the 
soil properties are given for the soil blocks: 0-25 cm, 25 cm – 50 cm, 50 cm – 70 cm and 70 
cm -150 cm. Moreover, each soil type is associated with four available land use types 
(Arable, Ley grass, Permanent grass and Other) and, therefore, the characteristics of a soil 
type within an area can be chosen according to the land use type of the specified area. 
The NSRI soil hydraulic properties are distributed along JULES layers, until the depth where 
the NSRI properties are available, and below that depth the hydraulic properties of the 
deepest layer are used. However, the NSRI dataset gives little information about the Chalk 
soils and their parameterisation, i.e. mainly the parameterisation a few centimetres close to 
the surface is given. Hence the parameters for the Chalk soils need to be specified externally. 
The soils that appear as dominant in the Kennet catchment boundaries and are classified as 
Chalk are: Andover, Blewbury, Frilsham, Icknield, Newmarket, Upton and Wantage, whose 
properties will be described in Chapter 7. 
 
As mentioned in the introductory Chapter 1, due to the fact that there is little information in 
the NSRI database about the hydraulic behaviour of the chalk soils mentioned just above, 
their parameterisation needs to be specified somehow else. One approach is to identify those 
parameters by the soil water content (θ) and soil water pressure (ψ) data that are available. 
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These available θ-ψ data, which are representative of a chalk soil, were collected from the 
Warren Farm site. The advantage of the selection of Warren Farm is that there are detailed 
soil moisture and water suction datasets available starting near the surface and going down to 
4.1 m. So, for Warren Farm, where the main soil type in the 1km x 1km grid square of the 
NSRI database, where the site is located, is the Andover soil series, the NSRI database 
provides soil parameters up to 25 cm depth. Thus, the remaining of the soil column needs to 
obtain its parameterisation from the available θ-ψ data. 
 
An important aspect related to the implementation of the NSRI database has arisen; whether 
the use of this database is adequate to describe the Warren Farm site in particular (until the 
depth of 25 cm where the NSRI parameters are available) or it would be more accurate to 
describe the upper 25 cm of the site with the existing θ-ψ data.  
The parameterisation that will be identified from Warren Farm site in this Chapter will be 
applied to all of the chalk soils included in the Kennet catchment. Due to data limitations, it 
would not be possible to derive different chalk parameterisations from each site that has 
underlying chalk soils, and, therefore, every chalk soil in the Kennet catchment will 
incorporate the same parameterisation as this derived from the Warren Farm location. This 
application will be discussed later in Chapter 7. 
 
 
6.2 Data availability for the Chalk parameterisation 
 
Information for Warren Farm regarding instrument installation is taken from Ireson (2008). A 
description of the solid and drift geology in Warren Farm was presented in Chapter3 under 
section 3.2.1. According to Finch (2007), the soils at Warren Farm are typical of the chalk 
with a thin, 0.2 m, superficial layer, including a significant fraction of flints, overlying the 
weathered chalk which turns into unweathered chalk between 1.0 and 3.0 m depth. The 
names and the percentages of the soil types found in the 1 km grid square where Warren 
Farm is located, according to the NSRI dataset, are displayed in Table 6.1 below. 
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Table 6.1: Soil types in the 1 km grid square where Warren Farm is located 
  
Soil type 
Percentage within 
the 1 km grid 
square 
1 Andover 36% 
2 Carstens 15% 
3 Panholes 10% 
4 Charity 9% 
5 Coombe 7% 
6 Upton 7% 
7 Hornbeam 5% 
8 Givendale 2% 
9 Winchester 2% 
10 Marlow 2% 
 
The description of the soil moisture (θ) and water pressure (ψ) observations was given in 
Chapter 3 under section 3.2.2. 
 
As discussed in the previous Chapters, JULES in its default configuration, consists of four 
soil layers, which - from top to bottom - are 0.1, 0.25, 0.65 and 2.0 m deep. A finer grid is 
implemented for the purpose of allowing a comparison between similar components; i.e. 
between the observed soil moisture values at each depth and the simulated soil moisture 
extracted from each finer layer. As exhibited in Chapter 5, under section 5.1.2, the model 
performances from each fine layer are quite satisfactory. Therefore, the soil column is 
divided to a finer grid with 17 soil layers, where each soil water content measurement point 
would be either exactly in the middle of the soil layer, or close to the middle of that layer. 
The minimum depth of the examined layers is 10 cm and the maximum is 30 cm. The 
structure, as well as the sketch of that fine grid, are shown in Table 6.2 and in Figure 6.1, 
respectively. The 3.0 m soil column consists of two main areas indicated in Figure 6.1; the 
soil and the chalk parts. The soil part starts from the ground level and reaches 35 cm below 
ground level, in order to be consistent with the default JULES 4-layer model, whose upper 
two layers are 0.10 and 0.25 m deep. The chalk area starts from the depth of 35 cm and 
finishes at the end of the soil column, i.e. at 3.0 m. 
Table 6.2 shows the depth where each observation was collected, the starting and ending 
depth of each of the 17 layers and the depths of those layers. 
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Figure 6.1: Sketch of the structure of the JULES fine grid 
 
Table 6.2: Structure of the JULES finer grid (17 layers) 
Layers 
Soil water content 
observation at (cm): 
Upper boundary depth 
(cm) – Lower boundary 
depth (cm) 
Layer depth (in cm) 
Layer 1 
does not contain any 
observation 
0 to 5 5 
Layer 2 10 5 to 15 10 
Layer 3 20 15 to 25 10 
Layer 4 30 25 to 35 10 
Layer 5 40 35 to 45 10 
Layer 6 50 45 to 55 10 
Layer 7 60 55 to 70 15 
Layer 8 80 70 to 90 20 
Layer 9 100 90 to 110 20 
Layer 10 120 110 to 130 20 
Layer 11 140 130 to 150 20 
Layer 12 160 150 to 170 20 
Layer 13 180 170 to 195 25 
Layer 14 200 195 to 220 25 
Layer 15 230 220 to 245 25 
Layer 16 260 245 to 270 25 
Layer 17 290 270 to 300 30 
 
Regarding the JULES forcing data, the six years of data corresponding to the Warren Farm 
location are utilized; from 20 October 2002 until 28 December 2008. Those data are: 
downward shortwave radiation, downward longwave radiation, rainfall rate, snowfall rate, air 
temperature, windspeed, air pressure and specific humidity, given on an hourly basis. 
 
Soil part 
0.35 m 
Chalk part 
3.00 m 
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Finally, regarding the land use data, Warren Farm is a grassland site where livestock were 
grazed (Ireson et al., 2006). The soil parameters extracted from the NSRI database 
correspond to an arable land use type. Within JULES, the land use type is specified as 
grassland.  
 
 
6.3 Parameter estimation methodology for the soil and chalk parts 
 
The Brooks and Corey soil related parameters that should be identified inside the JULES 
environment are shown in Table 6.3 below. Except from the parameters depicted in Table 
6.3, the residual water content (θr) is also estimated. Residual water content is not 
implemented directly into JULES; however it is used for the estimation of the parameters θsat 
(effective), θcrit (effective) and θwilt (effective). 
 
Table 6.3: JULES parameters soil related (Brooks and Corey expressions are used) 
Parameter Definition Units 
b Exponent in soil hydraulic characteristics - 
ψsat Absolute value of the soil matric suction at saturation m 
Ksat Saturated Hydraulic Conductivity kg m
-2
 sec
-1
 
θsat (effective) 
Effective volumetric soil moisture concentration at 
saturation point. It is defined as the total volumetric soil 
moisture concentration at saturation point when the 
residual soil moisture is subtracted. 
m
3
/m
3
 
θcrit (effective) 
Effective volumetric soil moisture concentration at critical 
point. It is defined as the total volumetric soil moisture 
concentration at critical point when the residual soil 
moisture is subtracted. 
m
3
/m
3
 
θwilt (effective) 
Effective volumetric soil moisture concentration at 
wilting point. It is defined as the total volumetric soil 
moisture concentration at wilting point when the residual 
soil moisture is subtracted. 
m
3
/m
3
 
 
The parameterisation of the soil column is divided and implemented into two parts; the soil 
and the chalk parts (Figure 6.1). Starting with the parameterisation of the soil part, the NSRI 
soil parameterisation is available until the depth of 25 cm and these parameters are assumed 
to be valid until the depth of 35 cm, which is the depth that they are applied. The parameters 
taken from the database are shown in Table 6.3. 
Furthermore, the adequacy of the saturated hydraulic conductivity parameter from NSRI is 
investigated. Ireson (2008), who examined the Warren Farm and West Ilsley sites and 
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modelled the chalk matrix and fractures separately, concluded that the saturated hydraulic 
conductivity of the matrix is the most important parameter for assessing the model 
performance in fitting the observations near the surface. The actual methodology of 
investigating the saturated hydraulic conductivity of the soil part is described later in that 
section. 
However, as mentioned in the beginning of this Chapter, the adequacy of the implementation 
of the 1 km gridded NSRI database for the description of the Warren Farm site is explored. 
For that reason the actual θ-ψ data that are included in the soil part (0-35 cm) are tested in 
order to acquire the parameters of Table 6.3. The 0.2 m data are selected for the soil part 
parameterisation. The exact methodology of deriving the necessary parameters from the θ-ψ 
data will be illustrated below. 
 
As far as the chalk part (0.35 – 3.00 m) is concerned, the parameterisation is derived from the 
θ-ψ data included in that part. The 1.0 m data are selected for the chalk part parameterisation, 
as observations were available for both the wet and the dry range (Ireson, 2008). 
 
Following the above, there are three methods that can be applied for the parameter 
identification for the soil and chalk parts.  
 
 
Method 1 
For the soil part: 
 The NSRI parameters for Andover series, where the land use type is defined as arable, are 
applied down to 35 cm. The obtained parameters from the NSRI database are: b, ψsat, θr, 
θsat and Ksat. 
 Parameters θcrit and θwilt are calculated by the Brooks and Corey relationships for matric 
potentials corresponding to suctions of 33 KPa and 1500 KPa, respectively (Cox et al., 
1999). 
For the chalk part: 
 Parameters b, ψsat, θr and θsat are derived from fitting the Brooks and Corey relationships 
to the 1.0 m θ-ψ data forming the soil moisture characteristic curve. 
 Parameters θcrit and θwilt are calculated by the Brooks and Corey relationships for matric 
potentials corresponding to suctions of 33 KPa and 1500 KPa, respectively. 
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 The only parameter that is optimised through a Monte Carlo modelling process is Ksat_chalk. 
This Monte Carlo modelling process is using the 1.0 m soil water content data to validate 
the results. 
 
 
Method 2 
For the soil part: (same as Method 1 – soil part, except from the estimation of Ksat_soil) 
 The NSRI parameters for Andover series, where the land use type is defined as arable, are 
applied down to 35 cm. The parameters taken from the NSRI database are: b, ψsat, θr and 
θsat. 
 Parameters θcrit and θwilt are calculated by the Brooks and Corey relationships for matric 
potentials corresponding to suctions of 33 KPa and 1500 KPa, respectively. 
 Ksat_soil is optimised together with Ksat_chalk through a Monte Carlo modelling process. 
 
For the chalk part: (same as Method 1 – chalk part, except from the estimation of Ksat_chalk) 
 Parameters b, ψsat, θr and θsat are derived from fitting the Brooks and Corey relationships 
to the 1.0 m θ-ψ data forming the soil moisture characteristic curve. 
 Parameters θcrit and θwilt are calculated by the Brooks and Corey relationships for matric 
potentials corresponding to suctions of 33 KPa and 1500 KPa, respectively. 
 As stated in Method 2 - soil part, the parameter Ksat_chalk is optimised together with Ksat_soil 
through a Monte Carlo modelling process. 
 
 
Method 3 
For the soil part: 
 Parameters b, ψsat, θr and θsat are derived from fitting the Brooks and Corey relationships 
to the 0.2 m θ-ψ data forming the soil moisture characteristic curve. 
 Parameters θcrit and θwilt are calculated by the Brooks and Corey relationships for matric 
potentials corresponding to suctions of 33 KPa and 1500 KPa, respectively. 
 Ksat_soil is optimised together with Ksat_chalk through a Monte Carlo modelling process. 
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For the chalk part: (same as Method 2 – chalk part) 
 Parameters b, ψsat, θr and θsat are derived from fitting the Brooks and Corey relationships 
to the 1.0 m θ-ψ data forming the soil moisture characteristic curve. 
 Parameters θcrit and θwilt are calculated by the Brooks and Corey relationships for matric 
potentials corresponding to suctions of 33 KPa and 1500 KPa, respectively. 
 Parameter Ksat_chalk is optimised together with Ksat_soil through a Monte Carlo modelling 
process. 
 
As illustrated by the descriptions of the three methods above, there are some mechanisms that 
are individual for each methodology, while there are some processes that are repeated. The 
steps that are the same for all the methods are shown below. For example, the 
parameterisation of the chalk part for Method 1 is depicted below and is the same for 
Methods 2 and 3.  
 
A review regarding the chalk parameterisation was illustrated in Chapter 2 under section 
2.2.3. Moving on to our study, the parameters b, ψsat and θsat for the chalk part of Figure 6.1 
are derived by fitting the Brooks and Corey relationships to the 1.0 m θ-ψ dataset, due to the 
fact that it contains both the dry and the wet ranges. In relation to the residual water content 
θr, which needs to be identified too, from the definition of Fredlund & Xing (1994) given 
above, θr appears to be an ambiguous parameter. In our study θr is set equal to zero, 
according to the recommendations of Ireson et al. (2009), who set the residual water content 
of the both the matrix and the fractures for the Warren Farm and West Ilsley sites, equal to 
zero. Only recently, Sorensen et al. (2014), whose work involved the Warren Farm site, as 
well as the sites of Grimsbury Wood, Beche Park Wood and Highfield Farm, and modelled a 
3.0 m deep soil zone, assumed that the residual water content is the half of the volumetric 
water content at the wilting point. 
The fit for the parameters b, ψsat and θsat is implemented through the command 'fminsearch' in 
MATLAB. The examined variable is water content at 1.0 m and the objective function used 
for fitting the Brooks and Corey relationships in order to identify those parameters is RMSE. 
The fitting to the 1.0 m data is shown in Figure 6.2 below and the relevant parameterisation is 
illustrated in Table 6.4. Parameters θcrit and θwilt are calculated by the Brooks and Corey 
relationships for matric potentials corresponding to suctions of 33 KPa and 1500 KPa, 
respectively (Cox et al., 1999). 
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Figure 6.2: Fit of the Brooks and Corey relationships to the 1.0 m θ-ψ data from Warren Farm. The parameters 
optimised are b, ψsat and θsat. 
 
Table 6.4: Chalk parameters derived from fitting the Brooks and Corey relationships to the 1.0 m θ-ψ data from 
Warren Farm. The parameters optimised are b, ψsat and θsat. Those parameters are applied on the chalk parts of 
the parameterisation Methods 1, 2 and 3. 
Parameter Value Units 
b 2.06 - 
ψsat 12.95 m 
Ksat 
? 
? 
m/day 
mm/sec 
θr 0.0 m
3
/m
3
 
θsat 
θsat (effective) 
0.44 
0.44 
m
3
/m
3
 
m
3
/m
3
 
θcrit 
θcrit (effective) 
0.44 
0.44 
m
3
/m
3
 
m
3
/m
3
  
θwilt 
θwilt (effective) 
0.13 
0.13 
m
3
/m
3
 
m
3
/m
3
 
 
Another aspect that is repeated is that the saturated hydraulic conductivity for 
 the chalk part (Ksat_chalk) in Method 1 
 the soil (Ksat_soil)  and the chalk parts in Method 2 
 the soil and the chalk parts in Method 3 
are all identified through a Monte Carlo process. In Method 1, only Ksat_chalk is optimised, 
whereas in Methods 2 and 3, the parameters Ksat_soil and Ksat_chalk are both optimised at the 
same time. The general mechanism of that Monte Carlo process is illustrated below and the 
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details that are unique for Methods 1, 2 and 3 are presented in the sections 6.3.1, 6.3.2 and 
6.3.3, respectively.  
 
At first, the numbers of random samples, as well as the sampling boundaries used in the 
Monte Carlo optimisation, are selected. The number of the samples is different for Method 1, 
2 and 3. The parameter values between the selected boundaries are sampled uniformly in the 
log-transformed space, so that there is no more weighting on the higher values. The 
calibration period for every Monte Carlo sampling in each method, starts on 20 October 2002 
and finishes on 28 December 2005. 
 
In every Method, for each realization, an error function needs to be calculated in order to 
assess the optimum parameter value(s) from that error function. The variable used for the 
calculation of the objective function is soil water content. Soil water content is the output 
from each JULES 17 soil layers and due to the fact that there are 16 depths where soil water 
content was collected, the objective function used can be calculated separately for each layer. 
The performances from each individual layer are added, as the ultimate goal is to identify the 
performance of the whole soil column. 
The final form of the used objective function is presented in equations 6.1a and 6.1b, is the 
sum of the RMSE’s from each soil layer and, hereafter, it will be called Sum of the Root 
Mean Square Errors (SRMSE). 
 
𝑆𝑅𝑀𝑆𝐸⁡(𝑖𝑛𝑐𝑙. 10⁡𝑐𝑚) = √
∑ (𝜃10𝑐𝑚,𝑜𝑏𝑠−𝜃𝑙𝑎𝑦𝑒𝑟2,𝑠𝑖𝑚)
2𝑛
1
𝑛
⁡+ ⁡√
∑ (𝜃20𝑐𝑚,𝑜𝑏𝑠−𝜃𝑙𝑎𝑦𝑒𝑟3,𝑠𝑖𝑚)
2𝑛
1
𝑛
+⋯+
⁡√
∑ (𝜃290𝑐𝑚,𝑜𝑏𝑠−𝜃𝑙𝑎𝑦𝑒𝑟17,𝑠𝑖𝑚)
2𝑛
1
𝑛
                                                                                          (Eq. 6.1a) 
 
𝑆𝑅𝑀𝑆𝐸⁡(𝑛𝑜𝑡⁡𝑖𝑛𝑐𝑙. 10⁡𝑐𝑚) = √
∑ (𝜃20𝑐𝑚,𝑜𝑏𝑠−𝜃𝑙𝑎𝑦𝑒𝑟3,𝑠𝑖𝑚)
2𝑛
1
𝑛
⁡+ ⁡√
∑ (𝜃30𝑐𝑚,𝑜𝑏𝑠−𝜃𝑙𝑎𝑦𝑒𝑟4,𝑠𝑖𝑚)
2𝑛
1
𝑛
+⋯+
⁡√
∑ (𝜃290𝑐𝑚,𝑜𝑏𝑠−𝜃𝑙𝑎𝑦𝑒𝑟17,𝑠𝑖𝑚)
2𝑛
1
𝑛
                                                                                          (Eq. 6.1b) 
 
The difference between the objective functions 6.1a and 6.1b lies in the fact that in the former 
the water content observations at 10 cm, and the corresponding simulated soil moisture 
values from soil layer 2, are included, whereas in the latter, they are not. The soil water 
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content observation at 10 cm depth could be possibly considered as ambiguous, as it is 
collected quite close to the ground surface. 
Furthermore, it is shown that the error function used is applied to the total soil column depth 
and is a sum of the errors resulting from each soil layer. Therefore, due to the fact that these 
sums comprise of errors arising from different depths across the 3.0 m column, it could be 
useful to smooth out the effect of the data variability. Consequently, another objective 
function is in addition to RMSE; the Mean Square Error (MSE) is calculated for each soil 
layer and is divided by the variance of the observed data at the corresponding depth and 
hereafter is called normalised MSE (normMSE). Similarly to SRMSE, those values are added 
together, so that they would represent the whole soil column and hereafter is called 
SnormMSE. The final form of SnormMSE is exhibited in equations 6.2a and 6.2b. Similarly, 
to equations 6.1a and 6.1b, equations 6.2a and 6.2b differ from the fact that equation 6.2b 
does not include the water content observations at 10 cm, and the corresponding simulated 
soil moisture values from soil layer 2, while 6.2a does. 
 
𝑆𝑛𝑜𝑟𝑚𝑀𝑆𝐸⁡(𝑖𝑛𝑐𝑙. 10⁡𝑐𝑚) = ⁡
∑ (𝜃10𝑐𝑚,𝑜𝑏𝑠−𝜃𝑙𝑎𝑦𝑒𝑟2,𝑠𝑖𝑚)
2𝑛
1
𝑛
∙
1
∑ (𝜃10𝑐𝑚,𝑜𝑏𝑠−𝜃10𝑐𝑚,𝑜𝑏𝑠,𝑚𝑒𝑎𝑛)
2𝑛
1
+
⁡
∑ (𝜃20𝑐𝑚,𝑜𝑏𝑠−𝜃𝑙𝑎𝑦𝑒𝑟3,𝑠𝑖𝑚)
2𝑛
1
𝑛
∙
1
∑ (𝜃20𝑐𝑚,𝑜𝑏𝑠−𝜃20𝑐𝑚,𝑜𝑏𝑠,𝑚𝑒𝑎𝑛)
2𝑛
1
+⋯+⁡
∑ (𝜃290𝑐𝑚,𝑜𝑏𝑠−𝜃𝑙𝑎𝑦𝑒𝑟17,𝑠𝑖𝑚)
2𝑛
1
𝑛
∙
1
∑ (𝜃290𝑐𝑚,𝑜𝑏𝑠−𝜃290𝑐𝑚,𝑜𝑏𝑠,𝑚𝑒𝑎𝑛)2
𝑛
1
                                                                                         (Eq. 6.2a) 
 
𝑆𝑛𝑜𝑟𝑚𝑀𝑆𝐸⁡(𝑛𝑜𝑡⁡𝑖𝑛𝑐𝑙. 10⁡𝑐𝑚) = ⁡
∑ (𝜃20𝑐𝑚,𝑜𝑏𝑠−𝜃𝑙𝑎𝑦𝑒𝑟3,𝑠𝑖𝑚)
2𝑛
1
𝑛
∙
1
∑ (𝜃20𝑐𝑚,𝑜𝑏𝑠−𝜃20𝑐𝑚,𝑜𝑏𝑠,𝑚𝑒𝑎𝑛)
2𝑛
1
+
⁡
∑ (𝜃30𝑐𝑚,𝑜𝑏𝑠−𝜃𝑙𝑎𝑦𝑒𝑟4,𝑠𝑖𝑚)
2𝑛
1
𝑛
∙
1
∑ (𝜃30𝑐𝑚,𝑜𝑏𝑠−𝜃30𝑐𝑚,𝑜𝑏𝑠,𝑚𝑒𝑎𝑛)
2𝑛
1
+⋯+⁡
∑ (𝜃290𝑐𝑚,𝑜𝑏𝑠−𝜃𝑙𝑎𝑦𝑒𝑟17,𝑠𝑖𝑚)
2𝑛
1
𝑛
∙
1
∑ (𝜃290𝑐𝑚,𝑜𝑏𝑠−𝜃290𝑐𝑚,𝑜𝑏𝑠,𝑚𝑒𝑎𝑛)2
𝑛
1
                                                                                        (Eq. 6.2b) 
 
The resulting minimums from the Monte Carlo realizations, calculated from equations 6.1a, 
6.1b, 6.2a and 6.2b identify the optimum value of Ksat_chalk (for Method 1) or for the 
combination Ksat_soil and Ksat_chalk for Methods 2 and 3. Finally, it should be noted that 
simulated water content values for the examined calibration period start on 20 October 2002 
and finish on 28 December 2005 are given on an hourly basis, while the actual water content 
measurements, which started on 3 January 2003 and lasted until 21 December 2005, were 
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measured almost fortnightly. Hence, the simulated values need to be adjusted to match the 
timestep of the observed. 
 
Finally, the last procedure that is common for all the examined methodologies is the 
assessment of the model performance with the resulting parameterisation during the 
calibration and the validation periods. As pointed out previously, the calibration period starts 
on 20 October 2002 and finishes on 28 December 2005, while the soil moisture 
measurements started on 3 January 2003 and lasted until 21 December 2005. Moreover, the 
validation period starts on 28 December 2005 and lasts up to 28 December 2008 and the 
water content measurement for that period started on 16 January 2006 and finished on 18 
December 2008. For both calibration and validation periods, the simulated values need to be 
adjusted to match the timestep of the observed, as the simulated water contents are given on 
an hourly basis, whereas the observed data were measured almost fortnightly. The 
performance measures that assess the model performance during the calibration and 
validation periods are those exhibited in Equations 6.1a, 6.1b, 6.2a and 6.2b. 
 
 
6.3.1 Parameterisation processes with Method 1 
 
As already stated in the beginning of the section 6.3, the parameterisation of the soil part for 
Method 1 comes directly from the NSRI database from the 1 km x 1km grid square that 
corresponds to Warren Farm. In Figure 6.3 below, the θ-ψ data at 0.2 m in Warren Farm are 
depicted, together with a few θ-ψ values, which are provided by the NSRI database and 
correspond to the Warren Farm location. Also the soil moisture characteristic curves that are 
produced from the Brooks and Corey parameterisations are illustrated. Between the Brooks 
and Corey and the van Genuchten parameterisations that are available in NSRI, the former 
could give a much closer fit to the 0.2 m observed θ-ψ data and, thus, it is implemented as a 
parameterisation method hereafter. The NSRI parameters related to the Brooks and Corey 
relationships and correspond to the location of Warren Farm site are shown in Table 6.5 
below. 
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Figure 6.3: θ-ψ data at 0.2 m (green dots) in Warren Farm, together with some θ-ψ values, provided by the 
NSRI database and correspond to the Andover soil (purple dots). The soil moisture characteristic curves that are 
produced from the Brooks and Corey (blue line) parameterisations are also shown. 
 
Table 6.5: NSRI parameters related to the Brooks and Corey relationships corresponding to the Andover soil at 
Warren Farm location applied to the soil part of the JULES column 
Parameter Value Units 
b 9.38 - 
ψsat 0.042 m 
Ksat 
1.46 
0.017 
m/day 
mm/sec 
θr 0.088 m
3
/m
3
 
θsat 
θsat (effective) 
0.52 
0.43 
m
3
/m
3
 
m
3
/m
3
 
θcrit 
θcrit (effective) 
0.36 
0.27 
m
3
/m
3
 
m
3
/m
3
 
θwilt 
θwilt (effective) 
0.27 
0.18 
m
3
/m
3
 
m
3
/m
3
 
 
The parameterisation of the chalk part was described and illustrated in the beginning of 
section 6.3 and the parameters for the chalk part are taken from Table 6.4. 
The next step is the identification of the Ksat for the chalk part (Ksat_chalk). A Monte Carlo 
sampling with 300 random Ksat values is used, where the values vary from 10
-10
 mm/sec 
(lower boundary) to 10
0
 mm/sec (upper boundary). The rest of the details of the Monte Carlo 
analysis are exhibited in the beginning of section 6.3. As mentioned the objective functions 
derived from equations 6.1a, 6.1b, 6.2a and 6.2b are calculated for each one of the 
realizations. One visual example, where the variation of the objective function 
SRMSE(including the 10 cm data and soil moisture from the corresponding layer 2) against 
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Ksat_chalk is depicted and the minimum of SRMSE is highlighted, is shown in Figure 6.4 
below. 
 
 
Figure 6.4: Variation of objective function SRMSE (including the 10 cm data and soil moisture from the 
corresponding layer 2) against parameter Ksat_chalk (Parameterisation from Method 1) 
 
The actual optimum values of Ksat_chalk for each objective function type (equations 6.1a, 6.1b, 
6.2a and 6.2b) are arrayed in Table 6.6 below. It is clear that the optimum value of Ksat_chalk is 
not affected at all by the choice of the objective function and it is always equal to 6.30 x 10
-6
 
mm/sec (or 0.54 mm/day).  
 
Table 6.6: Optimum values of Ksat_chalk for different objective functions and the corresponding minimum 
objective function values (Parameterisation from Method 1) 
 
Ksat_chalk 
[mm/sec] 
Minimum 
Objective 
function value 
SRMSE (including the 10 cm data and corresponding soil 
moisture from layer2) 
6.30 x 10
-6
 0.55 
SRMSE (not including the 10 cm data and corresponding 
soil moisture from layer2) 
6.30 x 10
-6
 0.48 
  
 
SnormMSE (including the 10 cm data and corresponding 
soil moisture from layer2) 
6.30 x 10
-6
 1.32 
SnormMSE (not including the 10 cm data and 
corresponding soil moisture from layer2) 
6.30 x 10
-6
 1.31 
 
All the parameter values coming from Method 1 are presented in the summary Table 6.11 at 
the end of section 6.3. 
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6.3.2 Parameterisation processes with Method 2 
 
As discussed in the beginning of section 6.3, the only distinction between parameterisation 
Methods 1 and 2 is that in Method 2, the saturated hydraulic conductivity of the soil part is 
also unknown. The parameterisation of the soil part (all the parameters, except Ksat_soil) is 
illustrated in Table 6.7 below. The parameterisation of the chalk part is arrayed in Table 6.4 
of section 6.3, where parameter Ksat_chalk is not yet defined. 
 
Table 6.7: NSRI parameters corresponding to the Andover soil in Warren Farm location, applied to the soil part 
of the JULES column used in parameterisation Method 2 (Ksat_soil is not yet defined) 
Parameter Value Units 
b 9.38 - 
ψsat 0.042 m 
Ksat 
? 
? 
m/day 
mm/sec 
θr 0.088 m
3
/m
3
 
θsat 
θsat (effective) 
0.52 
0.43 
m
3
/m
3
 
m
3
/m
3
 
θcrit 
θcrit (effective) 
0.36 
0.27 
m
3
/m
3
 
m
3
/m
3
 
θwilt 
θwilt (effective) 
0.27 
0.18 
m
3
/m
3
 
m
3
/m
3
 
 
In Method 2, two parameters are randomly sampled; Ksat_soil and Ksat_chalk. For that reason, it 
would be beneficial to restrict the sampling boundaries of Ksat_soil and Ksat_chalk to a certain 
area where the performances would be better. Hence, the next action is to narrow the upper 
and lower boundaries during the Monte Carlo optimisation of the saturated hydraulic 
conductivities for soil and chalk. 
 
The parameter upper and lower limits restriction starts with both parameters Ksat_soil and 
Ksat_chalk taking the values: 10
-10 
(minimum), 10
-9
, 10
-7
, 10
-6
, 10
-5
, 10
-4
, 10
-3
, 10
-2
, 10
-1
 and 10
0
 
(maximum) mm/sec, and, as follows, there are 121 different combinations of Ksat_soil - 
Ksat_chalk. From those 121 combinations of Ksat_soil - Ksat_chalk, 121 JULES runs are produced 
and hence, the simulated water content is examined and the relevant objective functions are 
calculated.  
 
In Figure 6.5 below, the heat contours of the objective functions against the two examined 
parameters are depicted. The boundaries of Ksat_soil and Ksat_chalk range from 10
-10
 to 1 
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mm/sec. The objective functions portrayed in Figure 6.5 are calculated from equations 6.1b 
and 6.2b. 
 
 
Figure 6.5: Heat contours of the objective functions SRMSE and SnormMSE (calculated from equations 6.1b and 
6.2b) against the parameters Ksat_soil and Ksat_chalk. The boundaries of Ksat_soil and Ksat_chalk range from 10
-10
 to 1 
mm/sec. (Parameterisation from Method 2) 
 
From Figure 6.5, it is indicated that better performances are achieved as soon as Ksat_soil 
values vary from 10
-4
 to 1 mm/sec and, additionally, Ksat_chalk values vary from 10
-7
 to 10
-3
 
mm/sec. Figure 6.5 also suggests that the contours related to Ksat_soil are not closing near the 
upper boundary values. 
 
The next step is to limit to a greater extent the saturated hydraulic conductivity boundaries.  
The boundaries of Ksat_soil are restrained between 10
-4
 and 10
2
 mm/sec, and hence, the Ksat_soil 
values are: 10
-4
, 10
-3
, 10
-2
, 10
-1
, 10
0
, 10
1
 and 10
2
 mm/sec. The boundaries of Ksat_soil are 
extended to 10
2
 mm/sec in order to detect whether the contours for the upper boundaries are 
closing. The limits of Ksat_chalk range between 10
-8
 and 10
-2
 mm/sec, and so, Ksat_chalk gets the 
values: 10
-8
, 10
-7
, 10
-6
, 10
-5
, 10
-4
, 10
-3
 and 10
-2
 mm/sec. Along those lines, 49 combinations of 
Ksat_soil - Ksat_chalk and 49 runs are formulated. As it was explained in the previous boundaries 
restriction section, the parameterisation of the soil and chalk parts comes from Tables 6.7 and 
6.4, respectively and those 49 runs cover the calibration period. The simulated soil moisture 
is examined and the relevant objective functions are calculated. 
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In Figure 6.6 below, the heat contours of the objective functions against the two examined 
parameters are depicted. Similarly to the previous mechanism of boundary restriction, the 
objective functions are calculated from equations 6.1b and 6.2b. 
 
 
Figure 6.6: Heat contours of the objective functions SRMSE and SnormMSE (calculated from equations 6.1b and 
6.2b) against the parameters Ksat_soil and Ksat_chalk. The boundaries of Ksat_soil are varying from 10
-4
 to 10
2
 mm/sec 
and the boundaries of Ksat_chalk range from 10
-8
 to 10
-2
 mm/sec. (Parameterisation from Method 2) 
 
Figure 6.6 shows that the model obtains more advanced performances when Ksat_soil values 
fluctuate between 10
-4
 to 10
1
 mm/sec and Ksat_chalk values vary from 10
-7 
to 10
-4
 mm/sec. 
 
The next step is to identify the exact values of Ksat_soil and Ksat_chalk. The boundary limits used 
for the Monte Carlo sampling are extracted from the results of Figure 6.6; i.e. the upper and 
lower boundaries of Ksat_soil vary from 10
-4
 to 10
1
 mm/sec, while the boundaries of Ksat_chalk 
range from 10
-7 
to 10
-4
 mm/sec. The values are sampled uniformly in the log-transformed 
space, and, hence, there is no more weighting on the higher values. A Monte Carlo sampling 
with 2,000 random samples of Ksat_soil and 2,000 random samples of Ksat_chalk is implemented. 
From the 2,000 realizations, the objective functions presented in equations 6.1a, 6.1b, 6.2a 
and 6.2b are calculated. Table 6.8 below displays the minimum objective functions calculated 
together with the corresponding Ksat_soil - Ksat_chalk pairs. 
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Table 6.8: Optimum values of Ksat_chalk for different objective function types and the corresponding minimum 
objective function values (Parameterisation from Method 2) 
 
Ksat_soil 
[mm/sec] 
Ksat_chalk 
[mm/sec] 
Minimum Objective 
function value 
SRMSE (including the 10 cm data and 
corresponding soil moisture from layer2) 
0.029 6.45 x 10
-6
 0.55 
SRMSE (not including the 10 cm data and 
corresponding soil moisture from layer2) 
0.014 6.42 x 10
-6
 0.48 
  
 
 
SnormMSE (including the 10 cm data and 
corresponding soil moisture from layer2) 
0.036 6.23 x 10
-6
 1.31 
SnormMSE (not including the 10 cm data and 
corresponding soil moisture from layer2) 
0.036 6.23 x 10
-6
 1.29 
 
From Table 6.8, three resulting optimum pairs are identified;  
Pair 1: Ksat_soil = 0.029 mm/sec and Ksat_chalk = 6.45 x 10
-6
 mm/sec 
Pair 2: Ksat_soil = 0.014 mm/sec and Ksat_chalk = 6.42 x 10
-6
 mm/sec 
Pair 3: Ksat_soil = 0.036 mm/sec and Ksat_chalk = 6.23 x 10
-6
 mm/sec 
 
The parameterisation coming from Method 2 is illustrated in the summary Table 6.11 at the 
end of section 6.3. 
 
 
6.3.3 Parameterisation processes with Method 3 
 
The parameterisation Method 3 for the soil part is derived from fitting the Brooks and Corey 
relationships to the 0.2 m θ-ψ data. The parameters that are optimised through the fitting are 
b, ψsat, θsat and θr. For that fit the command 'fminsearch' in MATLAB is implemented and the 
objective function used to fit the Brooks and Corey relationships to the 0.2 m data is RMSE. 
The fitted curve (black line) to the 0.2 m data is illustrated in Figure 6.7 below and the 
resulting parameterisation is shown in Table 6.9. Figure 6.7 shows some pairs of θ-ψ data, 
provided by the NSRI database corresponding to the Warren Farm site ('purple dots'). The 
soil moisture characteristic curve produced from the Brooks and Corey parameterisation from 
the NSRI database for the Andover soil series (blue line) is also drawn in Figure 6.7. 
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Figure 6.7: Fit of the Brooks and Corey relationships to the 0.2 m θ-ψ data from Warren Farm (black line). The 
parameters optimised are b, ψsat, θsat and θr. The θ-ψ data at 0.2 m (green dots) in Warren Farm, together with 
some θ-ψ values, provided by the NSRI database and correspond to the Andover soil (purple dots) are 
illustrated. The soil moisture characteristic curves that are produced from the Brooks and Corey (blue line) 
parameterisations are also shown 
 
Table 6.9: Parameters derived from fitting the Brooks and Corey relationships to the 0.2 m θ-ψ data from 
Warren Farm. The parameters optimised are b, ψsat, θsat and θr. 
Parameter Value Units 
b 8.55 - 
ψsat 1.34 m 
Ksat 
? 
? 
m/day 
mm/sec 
θr 0.017 m
3
/m
3
 
θsat 
θsat (effective) 
0.36 
0.35 
m
3
/m
3
 
m
3
/m
3
 
θcrit 
θcrit (effective) 
0.33 
0.31 
m
3
/m
3
 
m
3
/m
3
 
θwilt 
θwilt (effective) 
0.22 
0.20 
m
3
/m
3
 
m
3
/m
3
 
 
As depicted in Table 6.9, Ksat_soil is not yet defined. The parameterisation of the chalk part is 
arrayed in Table 6.4 in the beginning of section 6.3, where parameter Ksat_chalk is not yet 
defined as well. 
 
Similarly to Method 2, in Method 3 parameters Ksat_soil and Ksat_chalk are randomly sampled 
and therefore, the sampling boundaries will be restricted again to a certain area, where the 
model performances would be improved. Similarly to Method 2, described in section 6.3.2, a 
Monte Carlo optimisation is implemented in order to limit the upper and lower boundaries of 
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the saturated hydraulic conductivities of soil and chalk. Parameters Ksat_soil and Ksat_chalk 
obtain the values: 10
-10 
(minimum), 10
-9
, 10
-7
, 10
-6
, 10
-5
, 10
-4
, 10
-3
, 10
-2
, 10
-1
 and 10
0
 
(maximum) mm/sec, and, thus, there are 121 different combinations of Ksat_soil - Ksat_chalk. 
From those 121 combinations, 121 JULES runs are produced and consequently, the simulated 
water content and the relevant objective functions are calculated.  
 
Figure 6.8 below portrays the heat contours of the objective functions SRMSE and 
SnormMSE, calculated by the equations 6.1b and 6.2b, against the parameters Ksat_soil and 
Ksat_chalk. 
 
  
Figure 6.8: Heat contours of the objective functions of SRMSE and SnormMSE (calculated from equations 6.1b 
and 6.2b) against the parameters Ksat_soil and Ksat_chalk. The boundaries of Ksat_soil and Ksat_chalk range from 10
-10 
to 1 
mm/sec. (Parameterisation from Method 3) 
 
Figure 6.8 illustrates that the more reasonable performances are achieved as soon as Ksat_soil 
ranges from 10
-5
 to 1 mm/sec and Ksat_chalk varies from 10
-7
 to 10
-3
 mm/sec. Figure 6.8 that 
depicts the objective function SnormMSE, also suggests that the as Ksat_soil contours do not 
close near the upper boundary parameter values. 
 
Along those lines, the boundaries of the saturated hydraulic conductivities for the soil and the 
chalk parts are limited even more, so that the boundaries of Ksat_soil vary between 10
-5
 to 10
1
 
mm/sec, so as to identify where its upper boundaries are closing, and the boundaries of 
Ksat_chalk are restrained between 10
-8
 and 10
-2
 mm/sec. Consequently, 49 combinations of 
Ksat_soil - Ksat_chalk and 49 JULES runs during the calibration period are formed. Hence, the 
simulated water content and the relevant objective functions are calculated. 
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Figure 6.9 below illustrates the heat contours of the objective functions against Ksat_soil and 
Ksat_chalk and the portrayed objective functions are calculated by equations 6.1b and 6.2b.  
 
 
Figure 6.9: Heat contours of the objective functions of SRMSE and SnormMSE (calculated from equations 6.1b 
and 6.2b) against the parameters Ksat_soil and Ksat_chalk. The boundaries of Ksat_soil vary between 10
-5
 and 10
1
 
mm/sec and the boundaries of Ksat_chalk range from 10
-8
 to 10
-2
 mm/sec. (Parameterisation from Method 3) 
 
The succeeding step is to determine the exact values of Ksat_soil and Ksat_chalk. A Monte Carlo 
sampling with 2,000 random realizations is used, where the limits of Ksat_soil range between 
10
-4
 to 10
1
 mm/sec, while the boundaries of Ksat_chalk vary between 10
-7
 to 10
-4
 mm/sec. In the 
same manner as in parameterisation Method 2, the values are sampled uniformly in the log-
transformed space. From those 2,000 samples, 2000 JULES runs are then produced and 
consequently, the relevant objective functions from equations 6.1a, 6.1b, 6.2a and 6.2b are 
calculated. Table 6.10 below displays the minimum objective function found and the 
corresponding Ksat_soil - Ksat_chalk pairs.  
 
Table 6.10: Optimum values of Ksat_soil and Ksat_chalk for different objective function types and the corresponding 
minimum objective function values. (Parameterisation from Method 3) 
 
Ksat_soil 
[mm/sec] 
Ksat_chalk 
[mm/sec] 
Minimum Objective 
function value 
SRMSE (including the 10 cm data and 
corresponding soil moisture from layer2) 
4.94 x 10
-4
 6.56 x 10
-6
 0.73 
SRMSE (not including the 10 cm data and 
corresponding soil moisture from layer2) 
4.94 x 10
-4
 6.56 x 10
-6
 0.64 
  
 
 
SnormMSE (including the 10 cm data and 
corresponding soil moisture from layer2) 
4.89 x 10
-4
 6.18 x 10
-6
 2.10 
SnormMSE (not including the 10 cm data and 
corresponding soil moisture from layer2) 
4.89 x 10
-4
 6.18 x 10
-6
 2.08 
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From that Table there are two resulting optimum pairs;  
Pair 1: Ksat_soil = 4.94 x 10
-4
 mm/sec and Ksat_chalk = 6.56 x 10
-6
 mm/sec 
Pair 2: Ksat_soil = 4.89 x 10
-4 
mm/sec and Ksat_chalk = 6.18 x 10
-6
 mm/sec 
 
The differences between Ksat_soil from pairs 1 and 2 are minimal and the exactly the same 
applies to Ksat_chalk from pairs 1 and 2 of and therefore it would not make any difference 
which pair would be chosen in order to assess the model performance later on. (Pair 2 is 
selected for the model performance assessment). 
 
The parameters identified in the aforementioned three different methodologies are depicted in 
the summary Table 6.11 below. 
 
Table 6.11: Summary table of parameters resulting from the parameterisation Methods 1, 2 and 3 
 Parameters Units Method 1 Method 2 Method 3 
Soil 
part 
b - 9.38 9.38 8.55 
ψsat m 0.042 0.042 1.34 
Ksat mm/sec 0.017 
0.014 (from SRMSE – pair 2) 
0.036 (from SnormMSE – pair 3) 
4.89 x 10
-4
 
θr m
3
/m
3
 0.088 0.088 0.017 
θsat m
3
/m
3
 0.52 0.52 0.36 
θsat (effective) m
3
/m
3
 0.43 0.43 0.35 
θcrit 
 
m
3
/m
3
 0.36 0.36 0.33 
θcrit (effective) m
3
/m
3
 0.27 0.27 0.31 
θwilt m
3
/m
3
 0.27 0.27 0.22 
θwilt (effective) m
3
/m
3
 0.18 0.18 0.20 
     
Chalk 
part 
b - 2.06 2.06 2.06 
ψsat m 12.95 12.95 12.95 
Ksat mm/sec 6.30 x 10
-6
 
6.42 x 10
-6
 (from SRMSE – pair 2) 
6.23 x 10
-6
 (from SnormMSE – pair 3) 
6.18 x 10
-6
 
θr m
3
/m
3
 0 0 0 
θsat m
3
/m
3
 0.44 0.44 0.44 
θsat (effective) m
3
/m
3
 0.44 0.44 0.44 
θcrit m
3
/m
3
 0.44 0.44 0.44 
θcrit (effective) m
3
/m
3
 0.44 0.44 0.44 
θwilt m
3
/m
3
 0.13 0.13 0.13 
θwilt (effective) m
3
/m
3
 0.13 0.13 0.13 
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6.4 Model performance comparison from different parameterisation 
Methods 
 
The model performance is evaluated during the calibration and validation periods, which are 
described in the beginning of section 6.3. Section 6.4.1 below shows the model performance 
during the calibration period and section 6.4.2 illustrates the performances during the 
validation period for the three different parameterisation methodologies. 
 
 
6.4.1 Model performance comparison from different parameterisation Methods 
during the calibration period 
 
Table 6.12 below summarizes the model performance during the calibration period for the 
different parameters 
 
Table 6.12: Model performances during calibration period calculated by the objective functions SRMSE and 
SnormMSE (from equations 6.1a, 6.1b, 6.2a, 6.2b) with the three different parameterisation Methods 
CALIBRATION PERIOD 
Performances 
from Method 1 
Performances from 
Method 2 
Performances 
from Method 3 
  With pair 2 With pair 3  
SRMSE (including the 10 cm data and 
corresponding soil moisture from layer2) 
0.551 0.552 0.553 0.727 
SnormMSE (including the 10 cm data and 
corresponding soil moisture from layer2) 
1.318 1.329 1.302 2.097 
  
 
  
SRMSE (not including the 10 cm data and 
corresponding soil moisture from layer2) 
0.477 0.478 0.480 0.643 
SnormMSE (not including the 10 cm data 
and corresponding soil moisture from 
layer2) 
1.308 1.319 1.292 2.0838 
 
Also, the soil water content time series for some soil layers are exhibited below. The example 
layers shown are layers 3, 9, 11 and 15, with their corresponding observed depths at 0.2 m, 
1.0 m, 1.4 m and 2.3 m. Figures 6.10, 6.11, 6.12 and 6.13 below depict the soil moisture time 
series for soil layers 3, 9, 11 and 15, respectively. 
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Figure 6.10: Time series of soil water content during the calibration period for the parameterisation Methods 1, 
2 (with pairs 2 and 3) and 3. Soil layer 3 is illustrated together with the respective observed water content time 
series at 0.2 m 
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Figure 6.11: Time series of soil water content during the calibration period for the parameterisation Methods 1, 
2 (with pairs 2 and 3) and 3. Soil layer 9 is illustrated together with the respective observed water content time 
series at 1.0 m 
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Figure 6.12: Time series of soil water content during the calibration period for the parameterisation Methods 1, 
2 (with pairs 2 and 3) and 3. Soil layer 11 is illustrated together with the respective observed water content time 
series at 1.4 m 
 
 
 
Figure 6.13: Time series of soil water content during the calibration period for the parameterisation Methods 1, 
2 (with pairs 2 and 3) and 3. Soil layer 15 is illustrated together with the respective observed water content time 
series at 2.3 m 
 
 
6.4.2 Model performance comparison from different parameterisation Methods 
during the validation period 
 
Table 6.13 below summarizes the model performance during the validation period for the 
different parameters from the different parameterisation techniques. Moreover, Figures 6.14, 
6.15, 6.16 and 6.17 below portray the water content time series for soil layers 3, 9, 11 and 15, 
150 
 
respectively. The layers 3, 9, 11 and 15 are illustrated together with their corresponding 
observed depths at 0.2 m, 1.0 m, 1.4 m and 2.3 m. 
 
Table 6.13: Model performances during validation period calculated by the objective functions SRMSE and 
SnormMSE (from equations 6.1a, 6.1b, 6.2a, 6.2b) with the three different parameterisation Methods 
VALIDATION PERIOD 
Performances 
from Method 1 
Performances from 
Method 2 
Performances 
from Method 3 
  With pair 2 With pair 3  
SRMSE (including the 10 cm data and 
corresponding soil moisture from layer2) 
0.540 0.542 0.543 0.817 
SnormMSE (including the 10 cm data and 
corresponding soil moisture from layer2) 
2.207 2.267 2.052 3.963 
  
 
  
SRMSE (not including the 10 cm data and 
corresponding soil moisture from layer2) 
0.490 0.494 0.485 0.705 
SnormMSE (not including the 10 cm data 
and corresponding soil moisture from 
layer2) 
2.190 2.252 2.030 3.880 
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Figure 6.14: Time series of soil water content during the validation period for the parameterisation Methods 1, 2 
(with pairs 2 and 3) and 3. Soil layer 3 is illustrated together with the respective observed water content time 
series at 0.2 m 
 
 
 
Figure 6.15: Time series of soil water content during the validation period for the parameterisation Methods 1, 2 
(with pairs 2 and 3) and 3. Soil layer 9 is illustrated together with the respective observed water content time 
series at 1.0 m 
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Figure 6.16: Time series of soil water content during the validation period for the parameterisation Methods 1, 2 
(with pairs 2 and 3) and 3. Soil layer 11 is illustrated together with the respective observed water content time 
series at 1.4 m 
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Figure 6.17: Time series of soil water content during the validation period for the parameterisation Methods 1, 2 
(with pairs 2 and 3) and 3. Soil layer 15 is illustrated together with the respective observed water content time 
series at 2.3 m 
 
 
6.5 Discussion of results 
 
The main objective of this Chapter was to identify which of the three parameterisation 
methodologies, Methods 1, 2 or 3, illustrated is considered more appropriate for reproducing 
the model performance.  
Initially, the cumulative model performances during the calibration and the validation periods 
are presented in Tables 6.12 and 6.13, respectively. 
Table 6.12 shows that the objective function SRMSE gives much similar objective functions 
from parameterisation Methods 1 and 2 (pairs 2 and 3) during the calibration period, where 
the performance from Method 1 is slightly better from the abovementioned. On the other 
hand, Method 3 gives lower performances compared to the rest of the methods. When the 
objective function SnormMSE is used, then performance given by Method 2 (with pair 3) is 
marginally better than the performances given by Methods 1 and 2 (with pair 2). Similarly to 
the results derived from the objective function SRMSE, the performances resulting from 
Method 3 as soon as the SnormMSE is implemented, are inferior to the others. 
Table 6.13, which presents the model performances during the validation period, shows that 
with all the calculated objective functions, Method 3 gives a bit worse performances than 
Methods 1 and 2 (with pairs 2 and 3). Also for each objective function, Methods 1 and 2 
(with pairs 2 and 3) exhibit almost similar performance measure values, where the objective 
functions SRMSE (without 10 cm observations), SnormMSE (with 10 cm observations) and 
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SnormMSE (without 10 cm observations) are marginally better for Method 2 (pair 3) 
compared to Methods 1 and Method 2 (pair 2), whereas SRMSE (with 10 cm observations) is 
slightly better for Method 1 compared to Methods 2 (pairs 2 and 3). 
Due to the fact that the performance measures for parameterisation Methods 1 and 2 (pairs 2 
and 3) are giving quite similar values, the parameterisation Method 1 can be considered as 
adequate for the representation of the chalk. It should be noted that the saturated hydraulic 
conductivity value produced from Method 1, which was found equal to 6.3 x 10
-6
 mm/sec is 
almost identical to the matrix saturated hydraulic conductivity (6.1 x 10
-6
 mm/sec) identified 
in Ireson et al. (2009). It should be noted here that, the data used in the study of Ireson et al. 
(2009) and in this study, for the calculation of the objective function through which the 
saturated hydraulic conductivities were identified, were similar; however the models that 
these two studies used were different, a Chalk Unsaturated Zone in Ireson et al. (2009) and 
JULES in this study. 
In fact, as mentioned in Chapter 2, under section 2.2.3, in Ireson et al. (2009), in order for the 
saturated hydraulic conductivities of the matrix and the fractures to be identified, an inverse 
modelling process using a rainfall and measured actual evaporation as input data, was 
implemented, which reproduced timeseries of pressure and soil moisture at the top 4.0 m of 
the profile, at 0.2, 0.4, 0.6, 1.0, 2.0 and 3.0 m. In order to determine the values of the above 
mentioned parameters, the objective function, presented in section 2.2.3, was calculated with 
the pressure and water content data presented just above. 
In this study here, only the soil water content data at 16 different depths (0.1, 0.2 0.3, 0.4 0.5, 
0.6, 0.8, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.3, 2.6 and 2.9 m) were implemented for the 
identification of parameter Ksat in the calculation of the objective functions exhibited in 
Equations 6.1 and 6.2. 
 
Figures 6.10-6.17 show that the simulated water content values for the depicted layers do not 
have a large range and they oscillate between 0.23 m to 0.42 m; starting from smaller values 
at the top layers e.g. 0.28 m – 0.38 m, for layer 3, (Figure 6.10 – Method 1) and moving 
towards slightly higher ones, i.e. 0.31 m – 0.42 m, for layer 9, (Figure 6.11 – Method 1), 0.32 
m – 0.42 m, for layer 11 (Figure 6.12 – Method 1) and 0.34 m – 0.42 mm for layer 15 (Figure 
6.13 – Method 1), implying that there could possibly be a change in soil properties varying 
with depth. Also, by observing the Figures 6.10-6.13 and 6.14-6.17 showing the soil water 
content time series during the calibration and validation periods, respectively, there is a 
pattern that can be identified. For example, Figures 6.10 and 6.14, which depict the simulated 
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soil moisture time series from layer 3 and the observed water content time series at 0.2 m, 
show that the values of the objective functions RMSE and normMSE tend to be quite similar 
when the parameterisation Methods 1 and 2 (pairs 2 and 3) are used, while when the 
parameterisation Method 3 is implemented, then RMSE is approximately double and 
normMSE is almost 5 - 6 times higher than the rest of the Methods. Moreover, Figures 6.11, 
6.12, 6.13 related to the calibration period, presenting the water content time series of layers 
9, 11 and 15 respectively, exhibit, that the values of the performance measures RMSE and 
normMSE resulting from the layers 9, 11 and 15 are quite comparable, when the 
parameterisation from Methods 1 and 2 (pairs 2 and 3) are implemented, whereas when the 
parameterisation from Method 3 is used, then RMSE is up to approximately 40% higher and 
normMSE is just below twice as than the rest of the methods. Identical behaviour to Figures 
6.11, 6.12 and 6.13, exhibit Figures 6.15, 6.16 and 6.17. The reason why Method 3 does not 
exhibit as good performances as the other two Methods could be explained by the 
parameterisation used in Method 3 in the soil part. Table 6.11 shows that the main differences 
in the parameter values of the third methodology in comparison with Methods 1 and 2 are the 
parameters of the soil part: ψsat and Ksat. In fact, ψsat, which is identified from the fit of the 
Brooks and Corey expressions to the soil moisture characteristic curve at 0.2 m, is two orders 
of magnitude larger than the ψsat implemented in the previous two methodologies and, finally, 
Ksat is, on the contrary, roughly two orders of magnitude smaller than those implemented in 
Methods 1 and 2, which could imply that - for Method 3 - water is not flowing from the soil 
part to the chalk part of the model as quickly as in Methods 1 and 2. 
 
 
6.6 Key outcomes of Chapter 6 
 
The purpose of Chapter 6 was to deal with the parameterisation of Chalk, which would be 
suitable for application within JULES. The parameterisation was derived using observations 
from the Warren Farm field site and these parameters were then applied to all soils classified 
in the NSRI database as Chalk in the Kennet catchment. It should be noted here that it would 
useful for this study, regarding the accuracy of the modelled fluxes and states, if soil moisture 
and water pressure data were available for more, if not possible for all the Chalk sites. 
Although that would be more time consuming, compared to applying the same soil 
parameters to all the modelled Chalk locations, each of the Chalk sites would be able to be 
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parameterised separately and not with the same soil parameters derived from the Warren 
Farm data. In this Chapter three parameterisation schemes were tested. It was found that the 
best scheme was using the NSRI parameterisation for the upper two layers of the default 
JULES 4-layer model combined with parameters derived from the model calibrations for the 
lower two layers. 
 
One of the key findings was that the saturated hydraulic conductivity for the lower two layers 
(0.35 – 1.0 m and 1.0 - 3.0 m depths), was very similar to the saturated hydraulic conductivity 
for the matrix identified in Ireson et al. (2009). Ireson et al. (2009) showed that 'fracture' or 
preferential flow could typically occur until a depth of 1.0 m, but below this flow was 
generally only transmitted through the matrix. They also demonstrated that fracture flow 
generally occurred during the winter period, but also occurred in the top 0.5 m after a large 
rainfall event. In the same study, it was also exhibited that the saturated hydraulic 
conductivity of the matrix was the factor that largely determined the model performance, 
which was measured by taking into consideration the available water pressure and soil water 
content data. The findings of Ireson et al. (2009) support the fact that in our study the 
implemented saturated hydraulic conductivity obtained the value of the matrix saturated 
hydraulic conductivity identified in Ireson et al. (2009). 
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Chapter 7 
 
Heterogeneity in the Kennet catchment 
 
Chapters 5 and 6 dealt extensively with the point scale modelling. Moving from the point 
scale modelling, this Chapter focuses on the investigation of larger spatial scales. Three key 
questions are investigated in Chapter 7. 
 
The first question arose from the forcing data applied into the Kennet catchment. As 
mentioned in Chapter 3, under section 3.3.5, the JULES forcing data available are developed 
in a daily resolution, and are internally disaggregated to a sub-daily timestep, so that each 
variable is kept constant throughout the day, which could imply that the variability pattern 
within a day is not captured in forcing data variables, such as temperature. The question that 
needs to be answered is whether these internally disaggregated forcing data are able to 
provide accurate estimates of JULES fluxes or whether the use of a different time resolution 
input dataset is necessary. 
 
The second question is related to the applicability of the dominant soil class within the 1 km 
grid squares of the NSRI database. Various studies in the literature review explored the effect 
of the use of the dominant soil type; i.e. the soil type that covers the majority of the examined 
area, on model outputs. For example, Singh et al. (2005), whose case study area was of a 
similar size to the Kennet, did not notice any problem due to the implementation of the 
dominant soil class. On the other hand though, in Arnold et al. (1999), where the study area 
was almost 8,000,000 km
2
 and the grid size was approximately 100 km
2
, the implementation 
of the dominant class was a possible reason of causing runoff errors. Moreover, in the study 
of Ghan et al. (1997), where a 300 km x 300 km was modelled and the soils database had a 1 
km resolution – same resolution as the NSRI – the surface runoff and the evaporation was 
better as soon as the parameterisation from the soils database was used instead of the 
dominant soil parameters of the area. It can be understood that the issue of the 
implementation of the dominant class is associated with the area of the modelled area and the 
resolution of the soils database. It is also related though with the absence (or not) of the 
heterogeneity of the catchment. The aspect of the implementation of the dominant class in the 
Kennet catchment within the NSRI database, is also explored below. Thus, the second 
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question to be answered is whether the dominant class in each of the 1 km x 1km grid squares 
of the NSRI database is a good descriptor of the cell’s hydrological behaviour or whether all 
the available soil classes included in those cells have to be implemented instead. 
Finally, as mentioned in the introductory chapter, when moving from point scale to larger 
scale modelling, there is the issue of whether there are critical scales at which spatial 
variations in the surface properties should be explicitly represented in the land-atmosphere 
models (Entekhabi et al., 1999). Hence, the last question arising from above is what is the 
optimum scale that should be implemented in order not to discard information from 
catchment heterogeneity? 
 
 
7.1 Data availability 
 
The source of the soil data is the National Soil Resources Institute (NSRI) database 
(Cranfield University, 2012). Figure 3.11, shown in Chapter 3 under section 3.3.4, illustrates 
all the dominant soils of the Kennet catchment, where each colour represents the dominant 
soil class within each grid square. Table 7.1 below describes the 25 different dominant soil 
types included in the Kennet catchment boundaries. In Table 7.1 the name of each soil type 
together with its description, it NSRI code and its correspondent Baseflow Index (BFI) 
(Boorman et al., 1995) are listed. 
 
Table 7.1: Description of the dominant soil types located in the Kennet catchment 
NSRI code Name Description BFI 
20 Ardington 
glauconitic medium loamy material passing to 
loam (or soft sandstone, shale or siltstone) 
0.78 
31 Andover silty lithoskeletal chalk 0.98 
109 Batcombe medium silty over clayey drift with siliceous stones 0.52 
156 Bursledon 
medium loamy material passing to loam (or soft 
sandstone, shale or siltstone) 
0.52 
160 Bearsted 
light loamy material passing to sand or soft 
sandstone 
0.88 
196 Blewbury clayey material over lithoskeletal chalk 0.98 
214 Charity medium silty drift with siliceous stones 0.64 
237 Coombe medium silty chalky drift 0.98 
258 Carstens medium silty over clayey drift with siliceous stones 0.98 
510 Frilsham medium loamy material over lithoskeletal chalk 0.98 
518 Frilford 
medium or coarse sandy material passing to sand 
or soft sandstone 
0.88 
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537 Frome silty alluvium over calcareous gravel 0.52 
705 Hamble silty stoneless drift 0.64 
710 Harwell 
grey siliceous medium loamy or medium silty over 
clayey material passing to loam with interbedded 
sandstone 
0.78 
773 Hornbeam 
medium loamy over clayey drift with siliceous 
stones 
0.52 
784 Hucklesbrook light loamy material over non-calcareous gravel 0.88 
745 Hurst light loamy material over non-calcareous gravel 0.52 
800 Icknied loamy lithoskeletal chalk 0.98 
1308 Newmarket light loamy lithoskeletal chalk 0.98 
1835 Sonning light loamy material over non-calcareous gravel 0.88 
1836 Southampton sandy gravelly very hard siliceous stones 0.88 
1911 Thames clayey river alluvium 0.73 
2004 Upton loamy lithoskeletal chalk 0.98 
2204 Wantage loamy material over lithoskeletal chalk 0.98 
2227 Wickham 
medium loamy or medium silty drift over clayey 
material passing to clay or soft mudstone 
0.17 
 
As mentioned in the section 6.1 of Chapter 6, due to the fact that there is very little 
information in the NSRI database about the hydraulic behaviour of the chalk soils, i.e. 
parameters are available until a few centimetres below the ground; their parameterisation 
needs to be specified externally. Hence, below those shallow depths, the parameterisation of 
the Chalk soils is assumed to be based on the methodology investigated before. Therefore, the 
hydraulic properties of the Andover soil type located in the Warren Farm site derived from 
the 1.0 m soil moisture and soil water pressure data are applied to each of the chalk soil types 
found in the Kennet catchment, below the depth where the NSRI properties are available. The 
parameter values are illustrated in Table 6.11 of Chapter 6. 
 
The forcing dataset is the CHESS (Blyth, 2012), which has a 1 km spatial resolution and is on 
a daily time step. The simulated period starts on 1 January 1998 and finishes on 30 December 
2007. As described later in sections 7.2 and 7.4, forcing data for 1 km x 1 km grid cell with 
NGR coordinates [450000, 162000] (hereafter called 'Grid Square 1' or 'GC1', Figure 7.1) 
were selected as representative to investigate the behaviour of the 24 principal soil types. 
 
 
160 
 
 
 
 
 
 
Figure 7.1: Soil map of the Kennet catchment illustrating the modelled grid square GC1 
 
Finally, the land use data are derived from the 50 m land cover map from IGBP 
(http://webmap.ornl.gov/wcsdown/wcsdown.jsp?dg_id=10004_31) (NASA, 2007). The IGBP 
data were described in section 3.3.3 of Chapter 3. The 17 different IGBP land use classes are 
transformed to the JULES 9 land use types (Broadleaf tree, Needleleaf tree, C3 Grass, C4 
Grass, Shrubs, Urban, Inland water, Bare soil, Ice) through the methodology exhibited in 
Smith et al. (2006). The land use type used that corresponds to the grid cell GC1, is grassland 
and in JULES is specified as 100% C3G land use type. 
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7.2 Forcing data temporal disaggregation 
 
7.2.1 Methodology related to the forcing data temporal disaggregation 
 
There is an aspect of the CHESS data that is important to investigate; this is the fact that the 
CHESS dataset is provided on a daily time step. JULES was initially run using the daily 
CHESS dataset. The input datasets are internally disaggregated within JULES environment, 
so that each variable is kept constant for the sub-daily timesteps throughout the day. 
However, as mentioned above, this internal disaggregation that leads to variables with 
constant values, neglects the sub-daily weather patterns. A sub-daily input data 
disaggregation code, which takes into account the sub-daily patterns, is provided by the CEH 
(Clark, personal communication, June 28, 2012) and it is incorporated into the standard 
model. Hereafter in this thesis, the forcing data that are internally disaggregated within 
JULES and their values are kept constant through the day will be referred to as 'uniformly 
disaggregated' data, whereas the term 'non-uniformly disaggregated' data will refer to the data 
produced by the disaggregation technique, which takes the sub-daily patterns into 
consideration. 
According to the disaggregation code subroutines, as far as temperature variation is 
concerned, a cosine function is assumed, which is a function of the daily average temperature 
and the daily diurnal temperature range. The sub-daily incoming longwave radiation is 
determined using the average daily surface longwave radiation, the daily and the sub-daily 
temperatures. Moreover, the sub-daily downward shortwave radiation is calculated as a 
function of the daily average downward shortwave radiation and the normalised fraction of 
the daily total solar radiation. The sub-daily specific humidity is the minimum of the 
saturated specific humidity for a sub-daily temperature and the mean daily specific humidity. 
The two variables that do not have a sub-daily variation are wind speed and air pressure. 
Finally, regarding the precipitation disaggregation, precipitation is divided into large scale 
rainfall, convective rainfall and large scale snowfall. This differentiation is based on the mean 
daily temperature, the near-surface air temperature above which precipitation is assumed to 
be convective and the near-surface air temperature below which precipitation is assumed to 
be snowfall. Precipitation is set to a random starting time and continues for a specified 
number of hours. The duration of the convective precipitation is set to occur for two hours, 
whereas the duration of the large scale rainfall and large scale snowfall are set to five hours. 
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The sub-daily large scale rain is a function of the number of timesteps per day, the number of 
precipitation periods and the daily total precipitation. 
In that disaggregation scheme the user defines the temperature limit above which rainfall is 
assumed to be convective and below which is assumed to be large scale, which in this study 
is set to 300 K (≈ 27°C). Also the user defines the upper to lower temperature range, which in 
this case is equal to 7°C, according to the recommendations of 
http://www.metoffice.gov.uk/climate/uk/so/ (MetOffice, 2015).  
 
The implemented dataset has been already described in section 7.1. Forcing climate data for 
the grid cell 'GC1', shown in Figure 7.1 are selected as representative to investigate the 
behaviour of the two different soil types illustrated in section 7.2.2 below, in order to 
minimise the effect of the forcing data heterogeneity. For that particular grid cell, the forcing 
data consisted of two time series of climate data (datasets using the two different 
disaggregation methodologies, presented above), the spatially variable, time- invariant land 
use grid and two set of soil properties derived from the soils database described in section 7.1 
above. Hence, this results in four separate simulations; two climate data time series and two 
sets of soil properties. 
 
 
7.2.2 Effect of the input data disaggregation on model outputs 
 
The effect of the temporal disaggregation of the forcing data on the model outputs is shown 
in Figures 7.2a, 7.2b, 7.2c and 7.2d below. The output fluxes illustrated are the cumulative 
evapotranspiration, the cumulative canopy evaporation, the total cumulative evaporation and 
the cumulative drainage out of the soil column. Surface runoff is insignificant and, therefore, 
is not presented below. Two different soil types are selected in order to demonstrate the 
differences in terms of the input data disaggregation; the Andover and the Wickham series. 
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Figure 7.2a                                                                               Figure 7.2b 
  
Figure 7 .2c                                                                                Figure 7.2d 
Figure 7.2: a) Effect of input data disaggregation on cumulative Evapotranspiration for Andover and Wickham 
soil series 
b) Effect of input data disaggregation on cumulative Canopy Evaporation for Andover and Wickham soil series 
c) Effect of input data disaggregation on cumulative Total Evaporation for Andover and Wickham soil series 
d) Effect of input data disaggregation on cumulative Drainage out of the soil column for Andover and Wickham 
soil series 
 
Figure 7.3 below shows the proportions of cumulative evapotranspiration, cumulative canopy 
evaporation and cumulative drainage out of the soil column over cumulative precipitation for 
Andover and Wickham soil series. Cumulative surface runoff is not depicted as it is 
negligible and the reasons of that will be analysed later, in Chapter 8. 
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Figure 7.3: Fractions of cumulative evapotranspiration, cumulative canopy evaporation and cumulative drainage 
out of the soil column over cumulative precipitation for Andover and Wickham soil series when uniformly 
disaggregated forcing data and non-uniformly disaggregated forcing data, which represent the daily patterns, are 
used 
 
From Figures 7.2a – 7.2d it is indicated that the non-uniform disaggregation, which 
reproduces the daily patterns, does have an impact on the cumulative fluxes of 
evapotranspiration, canopy evaporation and drainage. Regarding the evapotranspiration 
fluxes, as depicted in Figure 7.2a, as soon as the model is forced with the aforementioned 
disaggregated data that simulate the daily behaviour, the values are getting higher; i.e. for 
Andover they are increased from 300 mm per year to 470 mm per year and for Wickham are 
increased from 320 per year to 480 per year. Expressing cumulative evapotranspiration in 
terms of fraction of the cumulative precipitation, Figure 7.3 shows that, when those non-
uniformly disaggregated forcing dataset is implemented, then the percentage of cumulative 
evapotranspiration over cumulative precipitation rises from 36% to 57% for the Andover soil 
series and 39% to 58% for Wickham soil series. 
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On the contrary, comparing the canopy evaporation fluxes from Figure 7.2b, when the model 
is driven with the non-uniformly disaggregated dataset, the canopy evaporation values are 
reduced from 160 mm to approximately 75 mm annually. The effect of that decrease was also 
demonstrated in (Lu 2011). Figure 7.3 illustrates that the fraction of cumulative canopy 
evaporation over cumulative precipitation decreases from 20% to 9%, when the 
abovementioned disaggregated input data are used. 
 
Moreover, Figure 7.2c depicts the total evaporation fluxes, i.e. the sum of the canopy 
evaporation and evapotranspiration. It is shown that the disaggregation of the data that 
simulates the daily behaviour leads to an increase of the total evaporation; total evaporation 
changes from 460 mm per year for Andover and 480 mm per year for Wickham to 
approximately 545 mm per year for Andover and 555 mm per year for Wickham. In terms of 
fractions, as soon as the abovementioned non-uniformly disaggregated forcing data are 
implemented, the percentage of the cumulative total evaporation over the cumulative 
precipitation for Andover increases from 56% to 66% (10% increase), while for Wickham it 
increases from 59% to 67% (8% increase).  
 
Finally, in relation to drainage out of the soil column (Figure 7.2d), the effect of the non-
uniform data disaggregation is almost the opposite than that exhibited in the total evaporation 
fluxes. As soon as the non-uniformly disaggregated forcing data are implemented, then for 
Andover the drainage from the column decreases from 360 mm to 280 mm annually and for 
Wickham is changes from 340 mm to 270 mm per year. Expressing cumulative drainage 
fluxes in terms of fraction of the cumulative precipitation, as soon as the model is forced with 
this non-uniformly disaggregated dataset, the percentage falls from 44% to 34% (10% 
decrease) for Andover and from 41 % to 33% (8% decrease) for Wickham soil series. Exactly 
the same percentages, i.e. 10% for the Andover and 8% for the Wickham soil series, were 
identified as an increase in the total evaporation values. 
Figures 7.2, as well as Figure 7.3, illustrate that evaporation is higher for disaggregated data, 
which reproduce the daily patterns, compared to evaporation resulting from uniformly 
disaggregated forcing data. Compton & Best (2011) noted that the relationship that relates 
evaporation with specific humidity is non-linear, as the term that connects saturated specific 
humidity with temperature is non-linear too, and it increases even more quickly at higher 
temperatures. Moreover, the surface temperature increases are largely affected by the 
incoming shortwave radiation. For longer forcing data timestep, and consequently for 
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datasets that do not reproduce the peaks of the diurnal variations, the peaks of the incoming 
shortwave radiation cannot be reached. On the other hand, for shorter forcing data timestep, 
which can reproduce the daily variations, those peaks can be reached, and therefore, the use 
of that type of shorter forcing data timestep leads to a more efficient estimation of 
evaporation (Compton & Best, 2011). 
Also, Figure 7.3 summarises that for both sets of data, uniformly and non-uniformly 
disaggregated, evapotranspiration is larger for the Wickham soil series than for Andover. On 
the other hand, and again for both forcing dataset types, it is illustrated that the drainage 
values coming from the Wickham soil series are lower than those resulting from the Andover 
soil series. Table 7.3a, presented under section 7.3.2 later on, and Table 6.11, in Chapter 6, 
exhibit, amongst others, the saturated hydraulic conductivities of those two soil types. It is 
shown that the Ksat values for Wickham and Andover for the upper 25 cm are similar, 159 
cm/day and 146 cm/day, respectively, while between 25 cm and 35 cm depth, the Ksat  of 
Wickham is decreasing, reaching 85 cm/day, while for Andover, it remains the same and 
equal to 146 cm/day. Therefore, within Wickham soil series, there is more water available for 
evapotranspiration and thus, evapotranspiration values of Wickham are larger than those of 
Andover. On the other hand, this is compensated by the larger values of drainage from 
Andover compared to those resulting from Wickham. 
 
To sum up the results of section 7.2, the key question that has arisen is whether the use of the 
disaggregated forcing data from daily to half hourly that reproduce the diurnal patterns would 
be advantageous. As illustrated in Chapter 2, Bormann et al. (1996) proved that even the 
implementation of a disaggregated dataset, simulating the diurnal patterns, would be more 
beneficial compared to the coarser resolution one, as those diurnal variations of each variable 
are taken into account. As described just above, Compton & Best (2011) also recommended 
the use of forcing data with shorter timestep that can reproduce the daily patterns, which 
would result to a more efficient estimation of evaporation. Finally, a comparison between the 
output variables, when the uniformly and non-uniformly disaggregated datasets are used, is 
demonstrated below and the Kennet basin information from the study of Limbrick et al. 
(2000) are implemented as the observed variables. In Limbrick et al. (2000) it was presented 
that the subcatchment potential evaporation varies between 521 and 526 mm per year. Figure 
7.2c illustrates that for the Andover soil type, the annual total evaporation is near 545 mm for 
the non-uniformly disaggregated data and drops to 460 mm when the uniformly 
disaggregated dataset is implemented. For the Wickham soil series, total evaporation is 
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approximately 555 mm per year with the non-uniformly disaggregated dataset and decreases 
to roughly 480 mm, when the model is forced with the uniformly disaggregated data. For 
both soil types, it is shown that the potential evaporation values presented in Limbrick et al. 
(2000) are closer to the total evaporation calculated with the disaggregated data that simulate 
the diurnal variations. Continuing with the drainage outputs, Figure 7.2d depicts that for the 
Andover soil type, the cumulative flux is 280 mm per year when the model is driven with the 
non-uniformly disaggregated data and reaches up to around 360 mm when the uniformly 
disaggregated dataset is implemented. Moreover, for the Wickham soil type, the annual 
drainage flux is near 270 mm, as soon as the non-uniformly disaggregated data are used and 
increases up to approximately 340 mm when the model is forced with the uniformly 
disaggregated dataset. The subsurface runoff annual volume given in Limbrick et al. (2000) 
for the Kennet subcatchments oscillates between 278 and 326 mm. The sole purpose of the 
comparison between the catchment runoff values from Limbrick et al. (2000) and the 
modelled drainage values resulting from the Andover and Wickham soil series is to have a 
guideline for comparing the simulated drainage results from the non-uniform temporal 
disaggregation scheme with the drainage results coming from the original uniformly 
disaggregated daily forcing data for those two soil types. For the Andover soil type, the 
drainage value of 280 mm resulting from the non-uniformly disaggregated dataset, which 
reproduces the diurnal variations, lies within the boundaries given in Limbrick et al. (2000). 
Similarly, for the Wickham soil type the drainage of 270 mm per year, driven with the 
abovementioned disaggregated data, is approaching the subsurface runoff values suggested 
by Limbrick et al. (2000), than the annual drainage of 340 mm forced with the uniformly 
disaggregated data. Therefore, from the above, it is suggested that JULES produces results 
(total evaporation and drainage) that agree better with literature values as soon as it is driven 
with the disaggregated dataset that reproduce the diurnal patterns. 
 
 
7.3 Importance of the dominant soil type in each grid cell in the Kennet 
 
As indicated in the introduction of this chapter, the second aim is to identify whether the 
common mechanism of applying the dominant soil type in catchment modelling is also valid 
in the Kennet catchment. In order to explore that each one of the 1 km x 1 km grid cells of the 
Kennet catchment is modelled individually assuming two cases; that (a) the dominant soil 
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type covers the whole square and (b) the soil classes included in each square are covering 
their corresponding fraction. Hence, those grid cells that exhibit a different behaviour 
between cases (a) and (b), are identified and examined. 
 
 
7.3.1 Methodology for the investigation of the importance of the dominant soil type 
in each grid cell in the Kennet 
 
The input data used in that stage are the JULES forcing climate data, the land cover data and 
the soils data. These datasets are applied over the whole Kennet basin. The climate data used 
are the non-uniformly disaggregated half hourly timeseries coming from the daily time series. 
Within the NSRI database, each 1 km x 1 km grid cell usually consists of different soil types 
and the fractions that those soil types are covering in each cell are given. In this study, only 
the first twelve different soil types of each grid cell are used, as the fractions below the 
twelfth class in each cell were very low. 
 
The output variables produced from each grid cell are drainage out of the soil column and 
evapotranspiration. Surface runoff is not investigated, as it is quite low. The reasons of those 
low values of surface runoff will be analysed later, in Chapter 8. The outputs variables for 
each grid square correspond to model runs where 
 Only the dominant class from each grid cell is considered; i.e. the dominant class covers 
the 100% of the cell (homogeneous cells). 
 The (up to) twelve soil classes from each 1 km grid square covering the corresponding 
fractions of each specific grid cell (heterogeneous cells). 
 
As already mentioned, those heterogeneous cells that exhibit an outlying behaviour from the 
homogeneous ones need to be identified and examined. Therefore, a measure of how 
'different' that behaviour is, in other words a tolerance level, is required. Hence, the 
timeseries of each modelled output from each grid cell, for both the homogeneous and the 
heterogeneous cases, are produced and are summed up, so that a single value for each grid 
square is formed.  
Thus, the tolerance indices illustrated in equations 7.1 and 7.2 below are produced; 
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𝑇𝑜𝑙𝑒𝑟. 𝑖𝑛𝑑. 1 =
|(𝑆𝑢𝑚⁡𝑜𝑓⁡𝑡𝑖𝑚𝑒𝑠𝑒𝑟𝑖𝑒𝑠⁡(ℎ𝑒𝑡𝑒𝑟. 𝑐𝑒𝑙𝑙𝑠) − ⁡𝑆𝑢𝑚⁡𝑜𝑓⁡𝑡𝑖𝑚𝑒𝑠𝑒𝑟𝑖𝑒𝑠⁡(ℎ𝑜𝑚𝑜𝑔. 𝑐𝑒𝑙𝑙𝑠))/
(𝑆𝑢𝑚⁡𝑜𝑓⁡𝑡𝑖𝑚𝑒𝑠𝑒𝑟𝑖𝑒𝑠⁡(ℎ𝑒𝑡𝑒𝑟. 𝑐𝑒𝑙𝑙𝑠)⁡)|⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡                                                            (Eq. 7.1) 
 
Due to the fact that the outputs of evapotranspiration and drainage from the lower boundary 
produce fluxes in different magnitudes, the need to have a normalised tolerance measure 
arose. The normalised over the sum of precipitation tolerance index for each grid cell is 
shown in equation 7.2 below. 
 
𝑇𝑜𝑙𝑒𝑟. 𝑖𝑛𝑑. 2 =
|(𝑆𝑢𝑚⁡𝑜𝑓⁡𝑡𝑖𝑚𝑒𝑠𝑒𝑟𝑖𝑒𝑠⁡(ℎ𝑒𝑡𝑒𝑟. 𝑐𝑒𝑙𝑙𝑠) − ⁡𝑆𝑢𝑚⁡𝑜𝑓⁡𝑡𝑖𝑚𝑒𝑠𝑒𝑟𝑖𝑒𝑠⁡(ℎ𝑜𝑚𝑜𝑔. 𝑐𝑒𝑙𝑙𝑠))/
(𝑆𝑢𝑚⁡𝑜𝑓⁡𝑝𝑟𝑒𝑐𝑖𝑝𝑖𝑡𝑎𝑡𝑖𝑜𝑛⁡(ℎ𝑒𝑡𝑒𝑟. 𝑐𝑒𝑙𝑙𝑠)⁡)|                                                                     (Eq. 7.2) 
 
 
7.3.2 Results from the investigation of the importance of the dominant soil type in 
each grid cell in the Kennet 
 
For the tolerance indices shown in equations 7.1 and 7.2, for each of the examined JULES 
output variables, the number of the outlying grid cells is calculated. Table 7.2 below depicts 
the numbers of those deviating grid cells and the fraction that these deviating cells cover in 
relation to the 1049 grid squares included in the Kennet catchment. 
 
Table 7.2: Number of diverging grid cells in the Kennet catchment for the two different tolerance indices for 
drainage out of the soil column and evapotranspiration 
  Drainage  Evapotranspiration 
Tolerance index 1 
15% → 1 cell 
(less than 1‰) 
15% → 1 cell  
(less than 1‰) 
10% → 4 cells 
(~4‰) 
10% → 1 cell  
(less than 1‰) 
5% → 80 cells 
(~8%) 
5% → 2 cells 
(~2‰) 
4% → 159 cells 
(~15%) 
4% → 6 cells 
(~6‰) 
      
Tolerance index 2 
3% → 1 cell  
(less than 1‰) 
3% → 1 cell    
(less than 1‰) 
2% → 16 cells 
(less than 2%) 
2% → 11 cells 
(~1%) 
1% → 264 cells 
(~26%) 
1% → 228 cells 
(~23%) 
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As expected, Table 7.2 shows that as the tolerance level is increased, there are fewer cells 
that exhibit a divergent behaviour between the homogeneous and heterogeneous cases. 
 
The composition of those outlying cells is analysed below and three example grid cells are 
examined. These are: 
Grid Cell a (GC-a), which is the one that illustrated the major diversion between the 
homogeneous and the heterogeneous cases. This grid square is a cell appearing for drainage 
for tolerance indices 1 and 2 equal to 15% and 3%, respectively, and for evapotranspiration 
for tolerance indices 1 and 2 equal to 15% and 3%, respectively. 
The next investigated square is the Grid Cell b (GC-b) appears for tolerance level 2 equal to 
2% for both output variables and also for evapotranspiration for tolerance level 1 equal to 
5%. 
The parameterisation (b, ψsat, Ksat and θsat) that corresponds to the various soil classes that are 
included in the squares GC-a and GC-b are illustrated in Tables 7.3a and 7.3b below. 
Parameters θcrit and θwilt are not shown in the following two Tables, as they can be calculated 
from the Brooks and Corey expressions. Except from the parameterisation, Tables 7.3a and 
7.3b show the fractions that those soil series cover in the specific grid cells, their BFI, as well 
as the various depths that the parameters correspond to. 
 
Furthermore, some grid cells, which appear to have the same behaviour in terms of model 
outputs when they are modelled both as homogeneous and heterogeneous cells, are shown. 
The parameterisation of a grid square that exhibits quite similar evapotranspiration values 
when simulated as a homogeneous and as a heterogeneous cell, is presented in Table 7.4 
below. In order to identify that grid square, hereafter called GC-c, tolerance indices 1 and 2 
are set less than 0.01%. 
 
Table 7.3a: Parameters b, ψsat, Ksat and θsat of the different soil classes included in the square GC-a 
Soil classes  Fraction  BFI  
Depths 
[cm] 
            
Wickham  48% 0.17 
0-25, 25-
40, 40-
70, 70-
110, 110-
150 
b [-] 11 10.6 14 14.6 10.3 
ψsat [cm] 3.4 10.0 18.1 35.4 23.8 
Ksat [cm/day]  159 85 9 0.5 0.6 
θsat [m
3
/m
3
] 0.54 0.45 0.48 0.48 0.46 
                    
Denchworth  15% 0.17 
0-15, 15-
50, 50-
b [-] 14.2 16.8 16.2 15.4 15.1 
ψsat [cm] 2.8 42.1 65.7 45.3 40.2 
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70, 70-
135, 135-
150 
Ksat  [cm/day]  124 2 0.5 0.4 0.3 
θsat [m
3
/m
3
] 0.56 0.53 0.50 0.48 0.47 
                    
Windsor  15% 0.17 
0-20, 20-
50,  50-
65, 65-
150 
b [-] 12.2 18.4 18.4 23.2   
ψsat [cm] 4.3 202.2 202.2 212.4  
Ksat [cm/day]  107 0.1 0.1 0.1   
θsat [m
3
/m
3
] 0.54 0.49 0.49 0.47   
                    
Fladbury  8% 0.73 
0-15, 15-
50, 50-
70, 70-
100, 100-
150 
b [-] 18.4 16.2 13.1 13.1 14.5 
ψsat [cm] 2.4 20.5 10.9 10 14 
Ksat [cm/day]  109 20 58 65 33 
θsat [m
3
/m
3
] 0.58 0.52 0.49 0.48 0.52 
                  
 
Sonning  3% 0.88 
0-30, 30-
50, 50-
70, 70-
150 
b [-] 5.6 4.6 6.3 4.4   
ψsat [cm] 5.5 7.2 3.5 1.4  
Ksat [cm/day]  326 311 209 283   
θsat [m
3
/m
3
] 0.53 0.41 0.40 0.37   
 
Table 7.3b: Parameters b, ψsat, Ksat and θsat of the different soil classes included in the square GC-b 
Soil classes  Fraction  BFI  
Depths 
[cm] 
            
Batcombe  26% 0.52 
0-15, 15-
55, 55-
95, 95-
150 
b [-] 9.1 8 17.5 23.1   
ψsat [cm] 2.9 12.3 22.8 43.2   
Ksat [cm/day]  194 72 2 0.1   
θsat [m
3
/m
3
] 0.56 0.49 0.46 0.41   
                    
Bursledon  14% 0.52 
0-20, 20-
35, 35-
75, 75-
150 
b [-] 7 6.6 11.6 9.6   
ψsat [cm] 5.7 16.1 8.4 20.9   
Ksat [cm/day]  246 177 35 49   
θsat [m
3
/m
3
] 0.51 0.40 0.37 0.40   
                    
Hornbeam  8% 0.52 
0-20, 20-
35, 35-
55, 55-
105, 
105-150 
b [-] 8.6 9 11.3 16.8 13.9 
ψsat [cm] 5.6 14.1 12 16.3 16.1 
Ksat [cm/day]  188 100 57 7 8 
θsat [m
3
/m
3
] 0.52 0.45 0.44 0.44 0.45 
                    
Wickham  8% 0.17 
0-25, 25-
40, 40-
70, 70-
110, 
110-150 
b [-] 11 10.6 14 14.6 10.3 
ψsat [cm] 3.4 10 18.1 35.4 23.8 
Ksat [cm/day]  159 85 9 0.5 0.6 
θsat [m
3
/m
3
] 0.54 0.45 0.48 0.48 0.46 
                    
Curdridge  7% 0.52 
0-20, 20-
45, 45-
70, 70-
100, 
100-150 
b [-] 6.1 5.9 7.6 4.5 3.1 
ψsat [cm] 6.1 27.7 21.7 31.1 6.2 
Ksat [cm/day]  290 243 129 304 290 
θsat [m
3
/m
3
] 0.52 0.43 0.41 0.41 0.38 
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Ellingham  7% 0.98 
0-20, 20-
50, 50-
90, 90-
150 
b [-] 5.4 4.5 7.5 6.4   
ψsat [cm] 9.8 15.5 17.2 15   
Ksat [cm/day]  269 376 144 172   
θsat [m
3
/m
3
] 0.50 0.44 0.41 0.39   
 
Table 7.4: Parameters b, ψsat, Ksat and θsat of the different soil classes included in the square GC-c 
Soil classes  Fraction  BFI  Depths             
Southampton  29% 0.88 
0-15, 15-
40, 40-50, 
50-85, 85-
150 
b [-] 3.6 3 2.8 6.5 2.8 
ψsat [cm] 3.7 20.7 3.1 0.6 1.8 
Ksat [cm/day]  421 335 533 212 736 
θsat [m
3
/m
3
] 0.58 0.41 0.48 0.41 0.37 
                    
Sonning  14% 0.88 
0-30, 30-
50, 50-70, 
70-150 
b [-] 5.6 4.6 6.3 4.4   
ψsat [cm] 5.5 7.1 3.5 1.4   
Ksat [cm/day]  325 311 209 283   
θsat [m
3
/m
3
] 0.53 0.41 0.40 0.37   
                    
Redlodge  8% 0.88 
0-25, 25-
40, 40-
120, 120-
150 
b [-] 2.9 2.6 2.4 2.4   
ψsat [cm] 1.4 2.3 2.1 3.1  
Ksat [cm/day]  370 399 512 865   
θsat [m
3
/m
3
] 0.54 0.38 0.43 0.40   
                    
Wickham  7% 0.17 
0-25, 25-
40, 40-70, 
70-110, 
110-150 
b [-] 11 10.6 14 14.6 10.3 
ψsat [cm] 3.4 10 18.1 35.4 23.8 
Ksat [cm/day]  159 85 9 0.5 0.6 
θsat [m
3
/m
3
] 0.54 0.45 0.48 0.48 0.46 
 
From Table 7.3a it is identified that parameter Ksat obtains values with quite different orders 
of magnitude. For example for the depths between approximately 20 and 40 cm, Ksat is 
around 85 cm/day for Wickham, then it drops to 2 and 0.1 cm/day for Denchworth and 
Windsor, respectively and then it rises up to circa 20 cm/day and 310 cm/day for Fladbury 
and Sonning, respectively. For the lower depths (between approximately 100 and 150 cm), 
for the Wickham, Denchworth and Windsor soil classes, Ksat oscillates around 0.5 cm/day, 
whereas for Fladbury and Sonning, it increases to around 50 cm/day and 280 cm/day, 
correspondingly. 
The same observation can be made for Table 7.3b, where the heterogeneity in the Ksat is seen 
between 100 and 150 cm, where Ksat is 0.1 cm/day for the Batcombe soil type, rises up to 50 
cm/day for Bursledon, then drops again 8 and 0.6 cm/day for Hornbeam and Wickham soil 
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classes, correspondingly and finally increases up to 290 and 170 cm/day for the Curdridge 
and Ellingham soil types. 
In contrast to Tables 7.3a and 7.3b, Table 7.4 shows that the differences in the magnitude of 
Ksat are much more subtle than that these indicated in Tables 7.3a and 7.3b. For example, for 
depths below approximately 1.0 m, Ksat is almost 735 cm/day for the Southampton soil series, 
decreases up to 280 cm/day for Sonning, rises again up to 865 cm/day for the Redlodge soil 
type and finally, drops to 0.6 cm/day for the Wickham soil class, which is a big difference 
compared to the Ksat values of the rest of the soil classes; however Wickham covers only a 
7% of the whole grid cell, whereas the rest of the examined soil classes cover 51% of this 
grid cell. 
A comparison between the difference of orders of magnitude of the Ksat values for the first 
three soil classes between Tables 7.3a and 7.4 for the first three soil classes is also made. 
Instead of the actual Ksat values, the ratio between the parameter values is illustrated. So, in 
Table 5.3a, for depths between around 20 and 40 cm, Ksat decreases forty times when moving 
from the first class to the second class and decreases again twenty times, when moving from 
the second to the third. In Table 7.4 for the same depths, by going down from the first soil 
class to the second, Ksat remains almost the same and it decreases approximately 1.3 times 
when moving from the second soil class to the third. For the depths between around 100 to 
150 cm - regarding the outlying grid cell portrayed in Table 7.3a - by moving from the first 
class to the second, Ksat becomes two times smaller and by going down to the third from the 
second, it becomes three times smaller. In Table 7.3b for depths below 1.0 m, which 
illustrates another grid cell with a diverging behaviour, Ksat rises up to 500 times when going 
from the dominant class to the second and then it decreases six times. On the contrary, for 
depths between 100 and 150 cm, Table 7.4 depicts that parameter Ksat becomes 2.5 times 
smaller by going down from the dominant to the second least dominant soil series and, 
finally, for the transition between the second and the third class, it increases up to three times. 
As far as the ψsat values are concerned, Table 7.3a illustrates that below 1.0 m, ψsat oscillates 
around 15 and 40 cm for the Wickham, Denchworth and Fladbury soil types, while for 
Windsor for the same depth is around 200 cm. A smaller difference in the orders of 
magnitude in the ψsat values is shown in Table 7.3b, where between approximately 100 and 
150 cm, ψsat is 40 cm for the Batcombe soil category, around 20 cm for the Bursledon, 
Hornbeam and Wickham soil series, and 6 cm for Curdridge.  
As far as parameter ψsat is concerned, Table 7.4 indicates that for depths below 100 cm, ψsat 
does not vary as much as it does in Table 7.3a. Parameter ψsat obtains the values 1.8, 1.4 and 
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3.1 for the first three soil types Southampton, Sonning and Redlodge accordingly, and it 
increases up to 24 cm for the Wickham soil series, which, however, Wickham covers only 
7% of the grid square. 
Comparing the ratios between the first three soil classes, for depths that vary between 20 and 
40 cm, Table 7.3a shows that ψsat becomes four times larger when moving up from the 
dominant to the next dominant soil series and five times larger when as moving from the 
second to the third class. Tables 7.4, which corresponds to the grid square with the smallest 
deviation between the heterogeneous and the homogeneous covering, illustrates that, when 
going down from the first class to the second, ψsat decreases three times and from the second 
to the third, it becomes four times smaller. For lower depths, between 1.0 to 1.5 m, Table 7.3a 
shows that by moving from the dominant class to the second least dominant, ψsat increases 
twice and then, it increases five times as moving from the second to the third class. Finally, in 
Table 7.4 it is depicted that for the depths between 100 and 150 cm, ψsat remains the same 
when proceeding from the dominant soil type to the second and it is increased twice when 
moving from the second to the third class. 
Regarding the exponent b values, there are not great differences in the orders of magnitude as 
depicted in Table 7.3a. For all the depths below 100 cm, for the first two dominant classes b 
varies between 10 and 15, then it rises up to circa 23 for Windsor and drops back to 15 for the 
fourth least dominant soil class. A similar pattern can be identified in Table 7.3b for depths 
below 1.0 m; for the Batcombe soil series, b is above 20, whereas for the Bursledon, 
Hornbeam and Wickham soil types b is around 10, and then for the Curdridge and Ellingham 
soil classes falls back to 3 and 6, respectively. Table 7.4 does not illustrate any major 
differences in the b values as well. For example, below 1.0 m, b is near 3 for the dominant 
soil class, it rises up to 5 for the second least dominant, falls back to 2 for the third class and 
increases a lot for the fourth class, for which it is almost 10, however though the fourth class 
does covers only 7% of the total grid cell. 
Finally, there is very little variation observed in θsat values, as shown in Tables 7.3a and 7.3b, 
where θsat fluctuates between 0.4 and 0.6 m
3
/m
3
. 
 
Summarising section 7.3, the key question needed to be explored is whether the dominant soil 
class of each 1 km x 1km grid square of the Kennet catchment is adequate to exhibit the 
behaviour of that grid cell, and, hence, on a larger scale, whether each grid cell within the 
Kennet catchment could be represented solely by its dominant soil series. In order to identify 
that a limit for the tolerance levels 1 and 2 presented above was set. Thus, the fact of whether 
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the dominant classes (homogeneous covering) are able to present the same behaviour as the 
heterogeneous covering for each grid cell, depends on the number of the diverging cells 
shown in Table 7.2. When the tolerance index 1 is 5%, there are 8% of Kennet’s grid cells 
that exhibit a diverging behaviour when the examined variable is drainage and there are 
approximately 2‰ of Kennet’s grid squares that show an outlying behaviour when the 
examined variable is evapotranspiration. As soon as tolerance level 2 is equal to 2%, then the 
amount of outlying grid cells in the Kennet is quite small; i.e. 2% and 1% of the total amount 
of grid cells in the Kennet show a deviating behaviour for drainage and evapotranspiration 
respectively. When tolerance level 2 drops to 1%, then those fractions become 26% and 23% 
correspondingly. Hence, the final outcome to be drawn is that if it is accepted that the value 
of 2% for the normalised tolerance level (i.e. tolerance index 2) is a sufficiently low limit, 
then there would be no need to use any other soil classes, apart from the dominant ones.  
 
 
7.4 Exploring heterogeneity in the Kennet by using a single grid cell 
 
Following what was mentioned, the last goal of this chapter is to investigate the heterogeneity 
of the soils in the Kennet basin by examining the behaviour of each of soil type previously 
identified in the catchment. 
For the grid cell GC1, the forcing data consist of the time series of non-uniformly 
disaggregated half hourly climate data, the spatially variable, time- invariant land use grid 
and the soil properties derived from the soils database described in section 7.1. As a result, 
the soil properties are the sole inputs that varied in order to assess the effect of changes of soil 
type on JULES fluxes. The soil type 'Hurst' is only omitted from the modelling process, as it 
lies on the Kennet boundaries and it marginally covers two grid cells of the catchment. 
 
 
7.4.1 Results from the investigation of the heterogeneity in the Kennet by using a 
single grid cell 
 
Figures 7.4a, 7.4b, 7.4c and 7.4d below illustrate the output fluxes (cumulative 
evapotranspiration, cumulative canopy evaporation, cumulative total evaporation; i.e. the sum 
of cumulative evapotranspiration and canopy evaporation, cumulative drainage out of the 
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soils column and cumulative surface runoff) of the 24 dominant soil types appearing in the 
Kennet catchment. The forcing data of those simulations are the CHESS daily data, which 
have been disaggregated using with the non-uniform weather generator. 
 
 
Figure 7.4a: Cumulative Evapotranspiration of the 24 dominant soil types appearing in the Kennet catchment 
 
 
Figure 7.4b: Cumulative Canopy Evaporation of the 24 dominant soil types appearing in the Kennet catchment 
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Figure 7.4c: Cumulative Total Evaporation of the 24 dominant soil types appearing in the Kennet catchment 
 
 
Figure 7.4d: Cumulative Drainage out the soil column of the 24 dominant soil types appearing in the Kennet 
catchment 
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Figure 7.4e: Cumulative Surface Runoff of the 24 dominant soil types appearing in the Kennet catchment 
 
Comparing Figures 7.4a (cumulative evapotranspiration) or 7.4c (cumulative total 
evaporation) with 7.4d (cumulative drainage out of the soil column), an inverse relationship 
between the presented soil types is identified. For example the 'Newmarket' soil type 
(denoted with a blue arrow in Figures 7.4a, 7.4c and 7.4d), which exhibits the minimum 
cumulative evapotranspiration, shows the maximum cumulative drainage out of the soil 
column. 
Also, the cumulative canopy evaporation values for all the soil series are almost the same, 
reaching up to approximately 730 mm during the 10 years, i.e. 73 mm/year, as indicated in 
Figure 7.4b. The values of cumulative evapotranspiration over the period of 10 years vary 
between 4500 mm, which correspond to the 'Newmarket' soil type (light loamy lithoskeletal 
chalk), denoted with a red arrow in Figures 7.4a, 7.4c and 7.4d, and just below 5000 mm, 
which correspond to 'Sonning' soil type (light loamy material over non-calcareous gravel). 
The majority of the soil types presented in Figure 7.4a of cumulative evapotranspiration tend 
to reach the value of 4750 mm during the 10 years; i.e. approximately 475 mm/year. Thus, 
the sum of evapotranspiration and canopy evaporation is close to 548 mm annually, which is 
also portrayed in Figure 7.4c of cumulative total evaporation. Limbrick et al. (2000) 
suggested that the annual potential evaporation in various subcatchments of the Kennet 
catchment is nearly 522 mm that is comparable with the one identified by JULES. 
Regarding the cumulative drainage values, the minimum cumulative value observed in Figure 
7.4d is about 2550 mm and the maximum is roughly 3000 mm over the 10 year period. The 
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majority of the soil types depicted in Figure 7.4d illustrate that the cumulative drainage out of 
the soil column is around 2800 mm during the 10 years (or 280 mm per year). The surface 
runoff component is almost negligible (less than 2 mm annually), as exhibited in Figure 7.4e, 
which depicts that surface runoff is an event-driven output flux. In Limbrick et al. (2000) the 
estimated annual subcatchment runoff varied between 278 mm and 326 mm, and, hence, the 
JULES modelled value of total annual runoff of 282 mm is within those limits. 
 
Moreover, Figures 7.5a, 7.5b, 7.5c, 7.5d, 7.5e and 7.5f below demonstrate cumulative 
evapotranspiration, cumulative canopy evaporation, cumulative total evaporation, cumulative 
drainage out of the soil column, cumulative surface runoff and soil water content time series 
from the whole soil column, respectively, of the seven different dominant chalk soil types 
(Andover, Blewbury, Frilsham, Icknield, Newmarket, Upton and Wantage) appearing in the 
Kennet catchment. 
 
 
                                       Figure 7.5a                                                                                 Figure 7.5b 
 
 
                                       Figure 7.5c                                                                               Figure 7.5d 
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                                       Figure 7.5e                                                                                    Figure 7.5f  
Figure 7.5: a) Cumulative Evapotranspiration of the chalk soil types appearing in the Kennet catchment 
b) Cumulative Canopy Evaporation of the chalk soil types appearing in the Kennet catchment 
c) Cumulative Total Evaporation of the chalk soil types appearing in the Kennet catchment 
d) Cumulative Drainage out of the soil column of the chalk soil types appearing in the Kennet catchment 
e) Cumulative Surface Runoff of the chalk soil types appearing in the Kennet catchment 
f) Soil water content time series from the whole soil column of the chalk soil types appearing in the Kennet 
catchment 
 
As far as the chalk soil types are concerned, Figures 7.5a – 7.5e do not present any outlying 
behaviour. Only from Figure 7.5f, which portrays the soil water content time series for the 
chalk soils appearing as dominant in the Kennet, it could be indicated that those chalk soil 
types could be potentially be grouped into two categories; one with higher and one with 
lower values of soil water content. Thus, the first group could include the soil types: 
Andover, Icknield, Newmarket and Upton, which are classified as silty lithoskeletal chalk, 
loamy lithoskeletal chalk, light loamy lithoskeletal chalk and loamy lithoskeletal chalk, 
respectively. The remaining soil types with the lower values of soil water content are: 
Blewbury, Frilsham and Wantage, which are classified as clayey material over lithoskeletal 
chalk, medium loamy material over lithoskeletal chalk and loamy material over lithoskeletal 
chalk, correspondingly. 
 
The key question need to be investigated at that stage is whether the dominant soils of each of 
the 1 km x 1 km grid cells of the Kennet exhibit considerable heterogeneity within the 
catchment. By observing Figure 7.4a, which illustrates the cumulative evapotranspiration 
values for each of the 24 different dominant soil series, it can be identified that the difference 
in evapotranspiration between the soil types that give the minimum and the maximum flux 
over the average behaviour is around 11% at the end of each year, which can be considered as 
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a significant difference. For example in 2008, the difference in the flux between the soil types 
that give the maximum and the minimum evapotranspiration values is around 500 mm and 
the larger part of the soil types reaches up to 4750 mm; that would give a fraction of 500 mm 
/ 4750 mm, which is equal to approximately 11%; a noticeable degree of divergence between 
the mean evapotranspiration and the upper and lower evapotranspiration values. On the other 
hand, this difference can be considered as not that substantial, as the errors in 
evapotranspiration measurements can be even much higher than that; for example, according 
to Shuttleworth (2008) the errors in evapotranspiration measurements can fluctuate between 
10 and 20%. In a similar manner to evapotranspiration, the cumulative drainage out of the 
soil column, shown in Figure 7.4d, the deviation between the soil types that present the 
minimum and the maximum drainage over the mean drainage fluctuates between 9% and 
14% at the end of each year along the 10 year period, which are again not that significant 
discrepancies between the mean drainage and the upper and lower drainage values. The 
cumulative surface runoff, depicted in Figure 7.4f, is so small, so that no clear result could be 
drawn. Moving on to Figures 7.5a and 7.5d, which depict solely the chalk soils, in terms of 
evapotranspiration and drainage out of the soil column respectively, the deviations of the 
average behaviour, calculated in the same manner as above, these vary between 9% and 11% 
at the end of each year along the 10 year period for evapotranspiration and vary between 8% 
and 13% at the end of each year for drainage. So, although the discrepancies in 
evapotranspiration and drainage shown above are varying from 8% to 14%, could be 
regarded as important differences, if the error estimates in measuring the hydrological 
variables of evapotranspiration and runoff are taken into consideration, then those differences 
can be assumed to be relatively minor. Therefore, from the above, it is suggested that the 
dominant soil series included in the Kennet do not display a reasonable degree of 
heterogeneity. Coming from those degrees of variability presented above though, it can be 
considered that the Kennet basin could be potentially simulated as a whole through a single 
cell. However, this will be further analysed in the following Chapter. 
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7.5 Key outcomes of Chapter 7 
 
Chapter 7 dealt with the time resolution of the forcing climate dataset and the effect of the 
heterogeneity in the Kennet catchment; first at a representative scale for a model grid cell and 
secondly at the basin scale. 
Due to the nature of the forcing data climate dataset, which was initially provided at a daily 
time resolution, the impact of the time-resolution of the forcing climate data on the model 
outputs was first examined. This was followed by an investigation into the effect of soil 
variability, the effect of assuming the dominant soil type as being representative of properties 
of a grid cell at the 1 km x 1 km scale using data provided from the NSRI database. Finally, 
the effect of heterogeneity in the Kennet was studied. The geological variability of the 
catchment was the focus of the study, as it was assumed that there was a minimum amount of 
heterogeneity in the land use and the climate data over the Kennet. Hence, the issue of 
whether there could be a critical scale that could be implemented up to which no information 
from the catchment heterogeneity would be lost, was investigated. 
 
 As far as the effect of the climate data disaggregation on the model outputs is concerned, it 
was illustrated that for both investigated soil types, with the non-uniform disaggregation of 
the climate dataset from daily resolution to subdaily, which could represent the diurnal 
patterns, evapotranspiration increased, canopy evaporation decreased, and drainage from 
the lowest layer decreased as well. Also, as soon as the model was forced with this non-
uniformly disaggregated dataset, the simulated outputs of total evaporation and drainage 
agreed more with the literature values, than those simulated variables coming from the 
uniformly disaggregated climate datasets. Thus, the use of a fine resolution climate 
dataset, which is represents the daily variations, would be advisable in the implementation 
of JULES in the Kennet catchment. 
 
 The question of whether the dominant soil class in each of the 1 km x 1 km grid squares in 
the Kennet catchment was able to exhibit the hydrological behaviour of each specific grid 
cell, without the need of all the soil series included in that grid cell was investigated. Both 
the use of the dominant soil type in each of the grid squares (homogeneous cover), as well 
as up all the soil classes up to the 12
th
 available class in each grid square (heterogeneous 
cover) were examined and their resulting modelled outputs of evapotranspiration and 
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drainage were compared. A tolerance level was chosen in order to illustrate the differences 
between the outputs coming from the homogenous and the heterogeneous covers. It was 
assumed that the tolerance level for both model outputs was sufficiently low and, 
therefore, the implementation of the dominant soil type of each 1 km cell is supported for 
the representation of Kennet’s average hydrological fluxes. 
 
 In order to identify the amount of the heterogeneity present in the Kennet, a single grid 
cell was used to model the 24 different dominant soil types appearing in the Kennet 
catchment, so that the effect of the heterogeneity of the climate and land use data would be 
minimised. It was found that between the 24 different soil types, the deviation between 
those soil types that gave the maximum and the minimum annual evapotranspiration 
divided by the average annual evapotranspiration is 11% and the same ratio for drainage 
out of the lower boundary is around 12%. So, although those deviations from the average 
behaviour could be considered as significant, by taking into account the errors in 
evapotranspiration and runoff measurements, which are similar or even higher than those 
percentages, these differences can be assumed to be slightly significant. Hence, this could 
suggest that the dominant soil series in the Kennet catchment do not exhibit a large degree 
of heterogeneity. However, this conclusion will be further investigated under Chapter 8. 
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Chapter 8 
 
Representing soil heterogeneity with JULES-PDM 
 
Chapter 7, in particular section 7.4, dealt with soil heterogeneity representation by JULES for 
the Kennet catchment, where it was demonstrated that hydrological responses of the soil 
types present in the catchment, do not exhibit a considerable amount of heterogeneity. 
Throughout the analysis it was also shown that the surface runoff produced by all the 
examined soil types is extremely low. For example, Figure 7.4e illustrates that surface runoff 
component for a variety of soil types is less than 3% of the total runoff produced by each of 
the 1 km
2
 grid cells. This is not physically realistic since the Baseflow Index (BFIHOST) for 
the soils in the Kennet varies between 0.17 and 0.98. The Baseflow Index was developed at 
CEH during the Low Flow Study (Institute of Hydrology, 1980) to assess low flow 
characteristics of UK rivers. It is the ratio of baseflow to total flow calculated using daily 
mean flows and is considered as a measure of the proportion of the river runoff that derives 
from stored sources (National Flow River Archive, 2015a). In catchments dominated by 
baseflow the index is close to 1.0, whereas in those with a flashy response it can be as low as 
0.15 (Boorman et al., 1995). According to National Flow River Archive (2015b) the BFI is a 
measure of catchment responsiveness derived using the 29-class Hydrology Of Soil Types 
(HOST) classification. The HOST database is available at a 1 km grid and the BFI of each 
catchment is estimated through a multiple regression methodology, in which BFI is the 
dependent variable and the independent variables are the fractions of the various HOST 
classes occurring within the topographic catchment boundary (Boorman et al., 1995). 
The following chapter addresses the limitation presented above by including an additional 
component, the PDM module within JULES, to represent surface runoff. Runoff sensitivity to 
the PDM model parameters is investigated; and the parameters are selected to match the 
regionalised information on BFI (BFIHOST). Further, the chapter evaluates whether the 
inclusion of PDM affects the findings about soil heterogeneity drawn in Chapter 7 at both 1 
km grid and catchment scales. 
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8.1 Methodology summary 
 
To assess the significance of soil heterogeneity on various modelled hydrological fluxes in 
JULES when the PDM option is switched on, the following steps are implemented: 
 
1. Sensitivity analysis for the PDM model parameters 𝒅𝒛𝑷𝑫𝑴 and B  
A sensitivity analysis of Base Flow Index to the depth 𝑑𝑧𝑃𝐷𝑀 and the shape parameter B is 
carried out for some representative soil types in the catchment. 
 
As mentioned in the literature review, under section 2.4, in the majority of the examined 
literature the parameter 𝑑𝑧𝑃𝐷𝑀 is set to 1.0 m, without any specific justification (Smith et al., 
2006; Clark & Gedney, 2008; Clark et al., 2010; Le Vine et al., 2015). The assumption of 
𝑑𝑧𝑃𝐷𝑀 being equal to 1.0 m is investigated by examining three representative soil types of the 
Kennet catchment: with BFIHOST values of 0.17 (Wickham soil type), 0.78 (Ardington soil 
type) and 0.98 (Andover soil type). For those three soil types, 𝑑𝑧𝑃𝐷𝑀  and B values are 
sampled and Base Flow Indices are calculated and analysed from the corresponding JULES-
with PDM-option simulations. These Base Flow Indices derived from JULES with PDM 
simulations are calculated by dividing the average drainage flux of the examined period over 
the average total runoff of the same examined period. 
Parameter 𝑑𝑧𝑃𝐷𝑀 obtains the values of 0.1, 0.25, 0.35, 0.5, 0.65, 0.80, 1.0, 1.5, 2.0, 2.5 and 
3.0 m and parameter B takes values between 0 and 2.0 with 0.1 step according to the 
recommendations of Le Vine et al. (2015). The actual B values used are: 0, 0.1, 0.2, 0.3, 0.4, 
0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.2, 1.4, 1.6, 1.8 and 2.0. 
Meteorological data and land use are fixed to those from a randomly sampled and fixed 1 km
2
 
grid cell GC1, shown in Figure 7.1. The forcing data used are: the meteorological data 
starting on 1 January 1998 and finishing on 30 December 2007, and the 50 m IGBP land 
cover data, both described under section 7.1. Soil parameterisation is derived from the NSRI 
database. The only exception to that are the chalk soils, for which the parameter values 
derived in Section 6 (Table 6.11) are applied. The saturated hydraulic conductivity and the 
volumetric moisture content at saturation, of the three explored soil types are illustrated in 
Table 8.1. 
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Table 8.1: Saturated hydraulic conductivity and volumetric soil water content at saturation of the three examined 
soil types 
Soil type BFIHOST Depths [cm] Ksat [cm/day] θsat [-] 
Wickham 0.17 
0-25 104 0.41 
25-40 72 0.37 
40-70 5.1 0.37 
70-110 0.2 0.35 
110-300 0.4 0.36 
     
Ardington 0.78 
0-25 141 0.38 
25-30 356 0.38 
30-65 218 0.35 
65-100 322 0.36 
100-300 239 0.35 
     
Andover 0.98 
0-25 146 0.43 
25-300 0.05 0.44 
 
 
2. Selection of the PDM shape parameter B for each soil type in the Kennet 
PDM model shape parameter B is selected based on the corresponding BFIHOST value for 
each soil type in the Kennet, following Le Vine et al. (2015); while 𝑑𝑧𝑃𝐷𝑀 is fixed to 1 m. 
Moreover, for each of the 12 dominant soil classes appearing in the Kennet and for each soil 
type within each class, the shape parameter B is calibrated. The ratio of the total drainage out 
of the lower boundary to the total runoff calculated over the 10 years is representative of the 
Base Flow Index; and the parameter B is selected by minimising the absolute difference 
between the calculated BFI and the regionalised BFIHOST value for each soil type. 
 
3. Simulating hydrological behaviour of the Kennet with the calibrated B values 
Simulations based on a dominant soil type for each model grid are compared with multi-soil 
simulations. The PDM model parameter B is selected for each soil type and each model grid 
for the Kennet; and the impact of soil heterogeneity representation is investigated for soil 
moisture, evapotranspiration, canopy evaporation, drainage and surface runoff at both 
catchment and 1 km grid scales (note, soil moisture is investigated only at a point scale). 
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8.2 Results and discussion 
 
8.2.1 Sensitivity analysis of the PDM parameters 𝒅𝒛𝑷𝑫𝑴 and B  
 
Figures 8.1a, 8.1b and 8.1c below, show the effect of parameters 𝑑𝑧𝑃𝐷𝑀 and B on JULES 
output ratio of average drainage to average total runoff over the examined period. 
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Figure 8.1: Effect of parameters 𝑑𝑧𝑃𝐷𝑀 and B on JULES output ratio of drainage over total runoff for a soil type 
with BFIHOST (a) 0.17, (b) 0.78 and (c) 0.98 
 
When parameter 𝑑𝑧𝑃𝐷𝑀 is set to 1, the modelled BFI range is representative of the whole 
(with unrestricted parameter 𝑑𝑧𝑃𝐷𝑀) simulated BFI range (Figures 8.1a, b and c). Further, 
when 𝑑𝑧𝑃𝐷𝑀  is set to 1, it is possible to match BFIHOST by selecting 𝑑𝑧𝑃𝐷𝑀  only: B is 
approximately 0.7 for the soil with BFIHOST=0.17 (Figure 8.1a), B is approximately 0.1 for 
the soil with BFIHOST=0.78 (Figure 8.1b), and B is approximately 0 for the soil with 
BFIHOST=0.98 (Figure 8.1c). This agrees with the other findings that higher values of the 
shape parameter B result in more rapid production of surface runoff (MacKellar et al., 2013). 
Based on the findings and due to the lack of information to restrict both PDM model 
parameters, it is considerate reasonable to fix the value of 𝑑𝑧𝑃𝐷𝑀 to 1 and to calibrate only 
parameter B. 
 
 
8.2.2 Selection of the PDM parameter B  
 
Figures 8.2a-b show a correspondence between the values of BFIHOST and values of 
calibrated parameter B for dominant soil types in the Kennet (defined for each 1 km grid). 
The western part of the catchment dominated by Chalk (BFIHOST is 0.98) is assigned B = 0; 
the middle part with BFIHOST = 0.52 is assigned parameter B of 0.2 or 0.3; the southern part 
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with BFIHOST=0.78 is assigned parameter B = 0.1; and the eastern part with BFIHOST = 
0.17 is assigned parameter B of either 0.5 or 0.6.  
 
 
Figure 8.2a: BFIHOST values for each of the 1 km x 1 km grid cells of the Kennet catchment (The coordinate 
reference system is the British National Grid) 
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Figure 8.2b: Optimised parameter B values for each of the 1 km x 1 km grid cells of the Kennet catchment (The 
coordinate reference system is the British National Grid) 
 
As illustrated in the maps 8.2a and 8.2b, the majority of the catchment grids (almost 60%) 
obtain shape parameter B = 0. Moreover, B values of 0.1, 0.2, 0.3, 0.4 0.5 and 0.6 are found 
in the 10%, 13%, 2% 6%, 5% and 4% of the Kennet, respectively. Lastly, B values of 0.7, 
0.8, 1.5 and 2.0 correspond to 2, 2, 1 and 1 cells, respectively. 
 
Figure 8.3 illustrates the correspondence between BFIHOST for all 12 soil types present in 
each of the model grids and the calibrated values of parameter B. On each of the boxplots the 
central point of the box represents the median of the data, the edges of the box are the 25
th
 
(q1) and the 75
th
 (q3) percentiles, the whiskers extend to the most extreme data points that are 
not considered outliers and the outliers are plotted individually. So, points in the boxplots are 
pictured as outliers if they are larger than q3+1.5(q3-q1) or smaller than q1-1.5(q3-q1).  
In Figure 8.3 it can be seen that as the BFIHOST values increase to 0.98 the variability of the 
calibrated B values decreases. In contrast, for BFIHOST equal to 0.17, there is a big 
fluctuation in B values, with the median at B = 0.5 and the outliers reaching up to 2.0. 
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Figure 8.3: Boxplots for all the examined soil classes illustrating the relationship between the BFIHOST values 
and the optimised B parameters 
 
Figure 8.4 below shows the relationship between the calibrated shape parameters and their 
corresponding BFI values. Similar to Figure 8.3, Figure 8.4 illustrates that smaller parameter 
B values tend to result in larger BFI values. The calculated BFIs are highly sensitive to 
parameter B. For values of B greater than 0.6 BFI is approximately 0.17, with a small amount 
of variation around that value. Hence, it can be assumed that a range of B values between 0 
and 0.6 will appropriately represent the wide BFI spread in the Kennet. It should be noted 
that the default value of the shape parameter in JULES is set to 1.0 (Blyth, 2002; Clark et al., 
2010), which would result in an overestimation of the surface runoff component in the 
catchment. Finally, Figure 8.4 shows that if the PDM module is not implemented within 
JULES (equivalent to setting B = 0), the calculated BFI ranges between 0.8 and 1.0 and 
would therefore result in an underestimation of surface runoff. Furthermore, if the Kennet 
was represented by a single grid cell based on the dominant soil type in the catchment (i.e. 
chalk), a negligible amount of surface runoff would result. This is unrepresentative of the 
observed amount, which is approximately 12% of the total runoff (National Flow River 
Archive, 2015c) and corresponds to a BFI value of 0.88. 
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Figure 8.4: Boxplots for all the examined soil classes illustrating the relationship between the optimised B 
parameters and their corresponding calculated BFI values 
 
The low variability of BFIHOST and BFI when B is high (Figures 8.3 and 8.4) is also 
illustrated in Figure 2.2 of the literature review, which shows that the saturated fraction 
becomes less sensitive to parameter B when B is greater than approximately 0.7. 
 
 
8.2.3 Impact of soil heterogeneity in the Kennet 
 
8.2.3.1 Hydrological fluxes at a catchment scale 
 
Firstly, the annual Kennet catchment fluxes of the outputs of evapotranspiration, canopy 
evaporation, drainage and surface runoff are calculated. Those fluxes are determined from 
JULES analyses for cases where only the dominant, then the first two, then the first three etc. 
soil classes in each of the Kennet’s grid cells are taken into consideration. The flux values for 
each of the output variables are presented in Table 8.2 below. The numbers in the brackets 
correspond to the annual fluxes of those outputs where PDM was not implemented. 
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Table 8.2: Annual fluxes for the Kennet catchment of the output variables of evapotranspiration, canopy 
evaporation, drainage and surface runoff. The numbers in brackets correspond to the fluxes when the PDM 
module is not used. 
  
Evapotranspiration 
(mm/year) 
Canopy Evaporation 
(mm/year) 
Drainage 
(mm/year) 
Surface Runoff 
(mm/year) 
Class 1 433 (443) 117 (117) 233 (289) 72 (2) 
Classes 1 to 2 433 (") " (") 234 (289) 72 (") 
Classes 1 to 3 433 (") " (") 235 (290) 71 (") 
Classes 1 to 4 434 (") " (") 236 (") 69 (") 
Classes 1 to 5 " (") " (") 236 (") 69 (") 
Classes 1 to 6 " (") " (") 236 (") 69 (") 
Classes 1 to 7 "  (") " (") 236 (") 69 (") 
Classes 1 to 8 " (") " (") 237 (") 69 (") 
Classes 1 to 9 " (") " (") " (") 69 (") 
Classes 1 to 10 " (") " (") " (") 68 (") 
Classes 1 to 11 " (") " (") " (") " (") 
Classes 1 to 12 " (") " (") " (") " (") 
 
Comparing the annual fluxes for drainage and surface runoff when taking into account only 
the most frequent soil class vs. all the available classes (classes 1 to 12), the difference is 
insignificant; equal to 4 mm per year. The same applies to evapotranspiration, where the 
annual difference between the abovementioned two cases is 1 mm; an insignificant amount. 
These results are similar to those where PDM is turned off; for example when the annual 
drainage fluxes in the cases where only the most dominant soil class vs the 12 soil classes are 
implemented, are compared, the difference is infinitesimal, 1 mm per annum. In fact, as soon 
as more than three soil classes were added in the 'non-PDM simulations', the annual fluxes of 
the investigated variables did not change.  
 
Also, Figure 8.5 below summarises the quantitative differences between the 
evapotranspiration, canopy evaporation, drainage and surface runoff outputs, divided by 
precipitation, when only the dominant class of each grid cell is applied vs. all the soil classes 
are applied (1 to 12), in the two cases when PDM is on or off. The values of the examined 
fluxes are summed over the 10 simulated years. As expected canopy evaporation stays 
exactly the same when PDM is on or off. Evapotranspiration is slightly higher when the PDM 
module is not implemented, drainage increases when PDM is not used and surface runoff 
increases significantly (in relative terms) when PDM is applied. The change in all 
hydrological fluxes investigated is relatively small when all 12 soil classes are considered (as 
compared to the outputs derived using dominant soil class only soil representation). 
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Figure 8.5: Fractions of the JULES fluxes of evapotranspiration, canopy evaporation, drainage out of the lower 
boundary and surface runoff, divided by precipitation, when PDM module is used/not used and in the cases 
when only the most dominant class in each cell is used vs. the 12 soil classes of each cell are used 
 
Hence, Table 8.2 and Figure 8.5 show that dominant soil type for each JULES 1 km grid can 
be used to accurately represent average hydrological fluxes at a catchment scale. 
 
 
8.2.3.2 Hydrological fluxes and states at a 1 km grid scale 
 
Similarly to Table 7.2 of Chapter 7, Table 8.3 shows the number of grid cells where the 
difference between drainage and evapotranspiration fluxes simulated using a grid cell 
dominant soil type and all 12 soil types is large. The difference is calculated using the two 
tolerance indices (equations 7.1 and 7.2). For example, 70% → 5 cells (~0.5%) in the table 
means that 5 cells out of 1049 model cells (about 0.5% of all cells) had tolerance index above 
70%. Tables 7.2 and 8.3 show that the difference between the drainage fluxes is much greater 
when PDM model is switched on (8% of model cells have differences in drainage above 
50%), while the differences in evapotranspiration are similar when PDM is either switched on 
or off.  
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Table 8.3: Number of grid cells in the Kennet catchment with large flux differences when the PDM option is 
implemented 
  
Drainage  Evapotranspiration 
Tolerance index 1 
70%→ 5 cells 
(~0.5%) 
10% → 1 cell (less 
than 0.1%) 
60%→ 44 cells 
(~4%) 
5% → 25 cells 
(~2%) 
50%→ 84 cells 
(~8%) 
4% → 64 cells 
(~6%) 
Tolerance index 2 
19%→ 1 cell (less 
than 0.1%) 
4% → 1 cell (less 
than 0.1%) 
15%→ 7 cells (less 
than 1%) 
3% → 16 cells 
(~2%) 
10%→ 60 cells 
(~6%) 
2% → 83 cells 
(~8%) 
 
Table 8.4 describes soil composition for a grid cell that resulted in the largest difference in 
annual average drainage flux. BFIHOST values for soils present in the cell exhibit a large 
variability ranging from 0.17 to 0.98. Table 8.4 shows that the soil with the lowest 
BFIHOST=0.17 drains on average 38 mm/year, while the soil with the highest 
BFIHOST=0.98 drains approximately 220 mm/year. Due to the soil fraction distribution in 
the grid, the drainage differences result in a large discrepancy between simulations that use 
the dominant soil or all 12 soils in the grid.  
 
Table 8.4: Soil Composition for a cell exhibiting the largest difference in drainage 
  
Soil type BFIHOST 
Fraction 
covered 
Annual 
drainage 
(mm/year)  
1 Wickham 0.17 14% 38 
2 Southampton 0.88 11% 170 
3 Hucklesbrook 0.88 9% 171 
4 Maplested 0.88 9% 187 
5 Ebstree 0.88 8% 160 
6 Kings Newton 0.17 7% 50 
7 Frilsham 0.98 5% 220 
8 Curdridge 0.52 5% 98 
9 Bursledon 0.52 3% 138 
10 Denchworth 0.17 3% 35 
11 Redlodge 0.88 3% 226 
12 Breamore 0.79 3% 160 
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Table 8.5 shows soil composition for a grid cell (co-located with Warren Farm) exhibiting 
low difference in annual average drainage fluxes between a dominant soil type simulation 
and all soil type simulation. BFIHOST ranges between 0.52 and 0.98, where soils with 
BFIHOST=0.98 occupy 86% of the grid. While the difference in the individual soil drainages 
can be up to 150 mm/year, the all soil average annual average drainage is similar to the 
dominant soil type annual average drainage, due to the soil fraction distribution in the grid. 
 
Table 8.5: Soil Composition for a cell exhibiting low difference in drainage (co-located with Warren Farm) 
  
Soil type BFIHOST 
Fraction 
covered 
Annual 
drainage 
(mm/year) 
1 Andover 0.98 36% 269 
2 Carstens 0.98 15% 275 
3 Panholes 0.98 10% 259 
4 Charity 0.64 9% 196 
5 Coombe 0.98 7% 261 
6 Upton 0.98 7% 268 
7 Hornbeam 0.52 5% 116 
8 Givendale 0.98 2% 273 
9 Winchester 0.98 2% 272 
10 Marlow 0.98 2% 257 
 
Lastly, Figure 8.6 shows soil moisture in a 3 m column simulated by each of the soil types 
present in the grid cell co-located with Warren Farm, as well as observed soil moisture for the 
period January 2003 to December 2007. The chalk hydraulic properties for the dominant soil 
type (Andover) were calibrated to match the observations presented in Chapter 6. The derived 
chalk characteristics were used for the other chalk soils in the cell (e.g., Carstens, Panholes, 
Coombe, Upton), but starting from a different depth (as indicated by the NSRI soil database). 
Further, the near-surface soil hydraulic properties for the other chalk soils in the grid are 
different from those for Andover soil. The result shows that even though the drainage fluxes 
for all soils and dominant soil representations are similar (Table 8.5) for Warren Farm, there 
is a large difference in soil moisture between the two soil representations. 
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Figure 8.6: Comparison of the observed soil water content timeseries with the simulated water content for each  
soil type included in the grid cell where Warren Farm is located 
 
 
8.3 Key outcomes of Chapter 8 
 
An interesting finding of Chapter 7 is that all soil types examined with BFIHOST ranging 
between 0.17 and 0.98, did not produce any (significant) surface runoff. Chapter 8 
investigated this limitation by including the PDM model within JULES, in order to represent 
surface runoff. Runoff sensitivity to the PDM model parameters was analysed and the 
parameters were selected in order to match the regionalised information with BFIHOST. 
Finally, the question of whether the inclusion of PDM affects the findings regarding soil 
heterogeneity drawn in Chapter 7 at both 1 km grid and catchment scales was examined. The 
key outcomes from this work are that: 
 
 Sensitivity analysis showed that one of the two PDM model parameters – parameter 
𝑑𝑧𝑃𝐷𝑀 can be fixed to 1.0 m without (significantly) affecting the range of the PDM model 
response. 
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 By ranging the other PDM model parameter B between 0 and 0.6, the BFIHOST spread 
was appropriately represented by the model in the catchment. When the PDM module was 
not implemented (equivalent to B=0), BFI for simulated flows fluctuated between 0.8 and 
1.0 only, so that surface runoff was underestimated in the catchment.  
 
 At 1 km scale, drainage, surface runoff and soil moisture were found highly sensitive to 
the soil heterogeneity representation (i.e. using a dominant soil class vs. all soil types 
present). The sensitivity was the largest for grid soil compositions with high BFIHOST 
range and comparable fractions of soils with high and low BFIHOST values. 
 
 At a catchment scale, using dominant soil type at each 1 km grid cell was shown to 
accurately approximate annual average hydrological fluxes, when compared to the all (up 
to 12) soil type representation. 
 
 Lastly, it was highlighted that the PDM model enables surface runoff to be generated in 
situations where this is substantially underestimated when using hydraulic properties 
solely from the NSRI database. So, if the Kennet were to be represented by a single grid 
with a dominant soil type in the catchment (i.e. chalk), the model would produce an 
insignificant amount of surface runoff that is unrepresentative of that observed for the 
catchment, which is approximately 12% of the total runoff. 
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Chapter 9 
 
Conclusions 
 
Guidance to support adaptation to the changing water cycle and development of mitigation 
strategies is urgently required, yet the ability of water cycle models to represent the 
hydrological impacts of climate change is limited in several important respects. Land Surface 
Models are an essential tool in scenario development, but suffer from key limitations in the 
simulation of hydrology, such as for example the inadequate representation of groundwater 
dominated catchments. This study assessed the structure and parameterization of the JULES 
Land Surface Model at different spatial scales for a groundwater-dominated chalk catchment, 
the Kennet, in South East England. The catchment is of particular interest, since it is a part of 
a hydrological system that provides water to a densely populated part of the country, where 
groundwater recharge and flows are predicted to become reduced in the future (Jackson et al., 
2011). 
 
The study investigated two different spatial modelling scales; the point scale, at which the 
physically-based components within JULES are regarded as being applicable, and larger 
scales from 1 km
2
 to that of the catchment. 
As JULES contains a large number of parameters, some of which cannot be measured 
directly at large scales, a parameter sensitivity analysis was carried out at the point scale. 
Further, due to the lack of chalk soil hydraulic parameters in the existing NSRI soil dataset, 
site specific parameters were derived by matching JULES outputs to available observations 
from a chalk location within the catchment. 
 
The question of soil heterogeneity representation was examined at 1 km
2
 and catchment 
scales. This necessitated 1) the use of a non-uniform weather generator to disaggregate daily 
input data, as no such weather generator is available within the standard version of JULES 
(version 2.2); and 2) the use and parameterisation of the conceptual PDM rainfall runoff 
model (which is coupled within JULES) to represent the spatial variability for each individual 
soil present in the catchment. This is required as there are currently no recommendations on 
the correct parameter characterisation of the PDM model. 
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9.1 Key outcomes and conclusions 
 
 An extensive sensitivity analysis of the effects of soil, vegetation and heat parameters on 
the model outputs of evapotranspiration, drainage, surface runoff coefficient and soil water 
content took place at a point scale at a Chalk site. Except for the root depth parameter, 
which slightly affects all the above JULES hydrological fluxes, these were found to be 
mainly sensitive to soil parameters. It was found that the Brooks and Corey parameter, 
related to the pore size distribution, was particularly sensitive and has a major influence on 
all the examined outputs (and smaller effect on surface runoff coefficient). The fact that 
the soil parameters have a considerable effect on how JULES simulates hydrological 
fluxes highlights the vital importance of the correct soil characterisation.  
 Given the sensitivity of the soil properties illustrated above and due to the absence of 
Chalk properties in the NSRI soil database, it was important that these properties were 
determined in order for JULES to be appropriately applied to a major hydrological area in 
the UK. Thus, chalk properties were derived for a catchment site where observations were 
available to complement the existing database of soil properties. 
 Moving to larger scale modelling, it was portrayed that the use of a non-uniform weather 
generator leads to more realistic hydrological output patterns; and is recommended over 
the use of a constant rate / value throughout the day input disaggregation (as implemented 
in JULES 2.2). Consequently, the practice of this non-uniform weather generator, which 
allows temperature to reach its peak values throughout the day and, generally, reproduces 
the diurnal variations and patterns, is advised when applying JULES in catchments, where 
the fluxes of evapotranspiration and drainage are explored, in order to provide accurate 
estimations of those hydrological fluxes. 
 It was highlighted that the PDM model enables surface runoff to be generated in situations 
where this is substantially underestimated when using hydraulic properties from the NSRI 
database. The PDM curve parameter can be obtained through calibration against the 
corresponding soil BFIHOST value. A sensitivity analysis on the other PDM parameter- 
the depth parameter- indicated that its value of 1.0 m, which is commonly used, without 
any specific justification in various studies, can actually be implemented when applying 
JULES with PDM in the Kennet, without affecting significantly the model response. 
  The above shows clearly that the use of a physically based hydrological model, such as 
JULES, is incapable of adequately simulating surface runoff fluxes at a Chalk dominated 
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catchment, when used as a standalone model and its parameterisation is retrieved solely 
from the NSRI dataset. As a result, the use of a surface runoff generation mechanism, the 
PDM model, which, in essence, is situated just above the surface and redirects a fraction 
of the rainfall just before it enters the soil, is crucial for representing accurately the surface 
runoff component and, consequently, the water cycle dynamics. 
 Focusing on the catchment’s heterogeneity at 1 km and catchment scales, literature 
concentrating on soil spatial heterogeneity and the occasional arbitrary implementation of 
the dominant soil type of the corresponding soil database grid cell, was examined; 
however the sizes of the investigated catchments and soil datasets were much larger in 
many orders of magnitude compared to the Kennet and NSRI database. Thus, a gap in the 
examined literature was addressed, by investigating the extent of spatial heterogeneity and 
examining whether the dominant soil of the database grid cell can adequately represent the 
cumulative effect of spatial heterogeneity, in a Chalk dominated catchment much smaller 
in size than the aforementioned, with a fine 1 km resolution soil database. Hydrological 
fluxes and states were found highly sensitive to the soil heterogeneity representation at 1 
km
2
 model grid scale. On the other hand, at the catchment scale, it was depicted that the 
dominant soil type can be used at 1 km model resolution to represent catchment average 
hydrological fluxes.  
 Finally, it was highlighted that the Kennet, although 60% Chalk dominated, presents a 
considerable amount of soil heterogeneity, where, for instance, the range of BFIHOST 
values oscillates between 0.17 and 0.98, implying that a catchment representation through 
a single grid cell would be ambiguous. For example, the use of a 30 km x 30 km grid cell 
for potential RCM modelling, taking the Chalk as the most representative soil, would 
result in surface runoff being critically underestimated. Under any circumstances though, 
the implementation of the PDM runoff generation mechanism within JULES is 
fundamental for the correct characterisation of surface runoff produced by the less 
permeable parts of the catchment. 
 
 
9.2 Recommendations for future work 
 
This study investigated the application of the JULES model in the Kennet basin, a Chalk 
dominated catchment. As reported by British Geological Survey (2013), the Chalk group 
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forms an aquifer of significant importance within the Thames catchment, supplying water for 
public water supply, irrigation, and supporting river flows. Thus, an extension of this work, 
focusing on future climate change scenarios, could possibly include other chalk dominated 
basins in the Thames catchment, such as the Chilterns and the North Downs. Furthermore, 
JULES can be used to provide groundwater recharge, in order to estimate river flows in the 
Kennet (and more broadly the Thames), particularly under future conditions. So a coupled 
system of surface runoff production mechanism, JULES and a groundwater model (such as 
ZOOMQ3D developed by Jackson & Spink (2004)) can be utilized to examine possible 
effects of climate change on groundwater resources and possible adaptation strategies as a 
further development of this line of research. A very recent study that coupled JULES with 
PDM and ZOOMQ3D model in the Kennet catchment was that of Le Vine et al. (2015). 
Finally, the research could expand to regional scale climate modelling, (for instance, the 
assessment of climate change impacts on the Thames catchment), where apart from the 
groundwater model coupling, the addition of runoff routing options to JULES, such as Grid-
to-Grid (G2G) (Bell et al., 2007) or Total Runoff Integrating Pathways (TRIP) (Oki & Sud, 
1998) is necessary, so that the lateral water movement could be sufficiently represented. 
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