The paper reviews the most consequential defects and rectification of traditional mathematics and its foundations. While this work is only the tip of the iceberg, so to speak, it gives us a totally different picture of mathematics from what we have known for a long time. This journey started with two teasers posted in SciMath in 1997: 1) The equation 1 = 0.99… does not make sense.
Introduction
Four previous papers, delineated the boundary of region of validity of the real number system R and its foundations and established R on the terminating de-Advances in Pure Mathematics which collapses both the real and complex number systems.
Another vacuous concept is "the greatest integer". Suppose we want to find the greatest integer. Let N = the greatest integer. By the trichotomy axiom, one and only one of the following holds: N < 1, N = 1, N > 1. The left inequality is obviously false. It follows from the right inequality that N 2 > N which contradicts our assumption that N is the greatest integer. Therefore, N = 1, a contradiction. This is called the Perron paradox [17] .
There are two sources of this paradox; • The trichotomy axiom is false in the real number system [5] but it is true and follows from the lexicographic ordering of the constructivist real number system R* [5] .
• To avoid error constructivism requires proof of existence of solution of a problem before solving it. This is a common error, especially, in differential equations where a solution is assumed without first proving that a solution exists (e.g., let f(x) be the solution …). Such "solution" if found need not be a solution.
Ambiguity of the Concept "Irrational"
Since the binary operations addition and multiplication are defined only on terminating decimals the nonterminating decimals are ill-defined and, therefore, ambiguous in the real number system. Therefore, any concept defined in terms of nonterminating decimals is ambiguous, ill-defined. An example of such ambiguous concept is irrational number, i.e., nonperiodic nonterminating decimal.
Furthermore, periodicity or non-periodicity of a nonterminating decimal is not verifiable because verification is an endless process. Thus, an irrational number has at least two layers of ambiguity-being ill-defined and having infinite decimal digits. This ambiguity is illustrated by the fact that the sum 3 and 2 cannot be computed. Moreover, not every rational number is the quotient of two integers; only when the divisor has no prime factor other than 2 and 5. For example, 2/3 = 1.66… Thus, the rationals coincide with the terminating decimals and they are the only defined real numbers.
Infinity
In traditional mathematics a set is infinite if it can be put into one-one-correspondence with a proper subset. We modify this definition by E. E. Escultura DOI: 10.4236/apm.2018. 88044 724 Advances in Pure Mathematics identifying the concept infinity with its essential property of inexhaustibility. We take inexhaustibility as the defining quality of infinity and this clearly includes the traditional definition. For example, if we count the digits of a nonterminating decimal and label the digits we have already counted by, say, 1 2 , , , n x x x  , then a sequence, 1 2 , , , , 1, 2, n x x x n =   is generated that has no last element and the counting is never complete. This is an ambiguity. It is not the case with a terminating decimal where there is a last element so that its digits are finite. This is an example of countable infinity denoted by ∞. It is a concept that pervades mathematics and the only type of infinity that exists as we shall see later. It is neither a real number nor a counting number and, naturally, the binary additive and multiplicative operations do not apply to it and if real numbers are added to a given real number one at a time ∞ can never be reached. Thus, there is no boundary between the real numbers and infinity that can be crossed.
The Universal and Existential Quantifier
Let S be nonempty set and suppose we want to prove that "every element of S has property P". Start with an element x 1 and suppose it has this property (otherwise, the statement is outright false), then take another element x 2 and check if it has this property, etc. Then since S is inexhaustible verification of the truth of this statement is never complete, i.e., the statement is ambiguous. Similarly, by the same algorithm but starting with an element that does not have this property, it may not be possible to prove that there exists an element of S that has this property which is an ambiguity. What this all means is that the application of the universal or existential quantifier to infinite set brings in ambiguity to a mathematical space. Every infinite mathematical space is presently tainted with this type of ambiguity from the definition of limit of real analysis through the field axioms of the real number system [13] . Thus, the real number system is presently ambiguous.
Other Defects of the Real Number System and Its Foundations
We enumerate the other defects of the real number system that have some bearing on this paper:
• The trichotomy axiom, one of the field axioms of the real number system, is false; a counterexample to it is constructed in [5] .
• The axiom of choice, one of the axioms of the real number system, is false on infinite set [1] .
• Only the terminating decimals, which coincide with the rational numbers, are defined in the real number system; in particular, the nonterminating decimals are ill-defined [5] .
• The power set of a set leads to the Russell antimony; therefore, like the universal set, it does not exist [1] .
• Cantor's diagonal method generates only a countably infinite set; since the union of countably infinite sets is countable, the real numbers are countably E. E. Escultura DOI: 10.4236/apm.2018. 88044 725 Advances in Pure Mathematics infinite.
• Since the cardinality of a set is defined by the power set and the power set of the countably infinite set does not exist then the only cardinality that exists is countably infinite [1] .
• Reference [13] exhibits a non-measurable set. However, the proof uses the axiom of choice. Therefore, as of this time, there is no non-measurable set.
• Since n x is defined only when x is a perfect nth power then the fractional root of x does not exist unless x is a perfect kth power where k = the denominator of the fractional root.
Fermat's last theorem [18] says, for n > 2, the equation, n n n x y z + = (3) has no solution in integers, x, y, x ≠ 0.
For 360 years mathematicians tried to resolve this conjecture but failed. Why? Since the indirect proof is not valid, one can only attempt to look for potential solution and show that every one of them does not satisfy Fermat's Equation (3) .
But that is like looking for a black cat in a dark room and the cat may not even be there because the search cannot be completed the potential solutions being infinite. Therefore, we look for a counterexample to it, i.e., a solution of Fermat's Equation (3). We first note that the problem is formulated in the real number system. But it has no solution there in view of the defects we have noted. Partial rectification was done in 1998 [18] which resulted in the resolution of the problem by a counterexample that proved the conjecture false and it turns out that there are countably infinite counterexamples to it [1] [18] . Full rectification of foundations is done in [1] and the rectification of the real number system is the constructivist real number system [5] an overview of which is presented in the next section.
The Constructivist Real Number System
The rectification of the real number system R lies in the replacement of the field axioms by three simple consistent axioms below to build the constructivist real number system R*. Axiom 1 says that 0 and 1 are the additive and multiplicative identities defined by Table 1 and Table 2 .
The Axioms of R*
The rest of the digits are generated by or sums of 1. Thus, 2 = 1 + 1, 3 = 2 + 1, 4 = 3 + 1, 5 = 4 + 1, 6 = 5 + 1, 7 = 8 + 1 and 9 = 8 + 1. The base is 10 = 9 + 1.
Both tables are extended to large numbers and small numbers using the scientific notation (metric system or base 10 numerals). Associativity, commutativity and distributivity of multiplication with respect to addition are shown by the tables and need not be taken as axioms. 
The Inverses and Terminating Decimals
The additive inverse of an integer x, denoted by −x, satisfies the equation,
We write the product of integers a and b as a(b) or ab. The multiplicative inverse of a nonzero integer x, denoted by 1/x, satisfies, ( )
provided x does not have a prime factor other than 2 and 5. The quotient of two integers x by y, denoted by x/y satisfies,
In scientific notation we write an integer N as follows:
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where the a j 's, 1, 2, , j n =  , are digits. A terminating decimal in the metric system or scientific notation (base 10 place-value numerals) is written as follows:  the decimal part which is well-defined since 10 has only the factors 2 and 5 and its reciprocal, 1/10 = 0.1, is a terminating decimal. Thus, a terminating decimal is defined.
What happens to x/y if x and y are relatively prime, i.e., they have no common factor? In this case continued division does not yield a terminating decimal and therefore, the quotient is ill-defined. We extend the real number system to include not only the nonterminating decimals but also its closure in a suitable norm that we will introduce later. In R only division by 0 is disallowed. In R* division by a prime other than 2 and 5 yields a nonterminating decimal which is defined but should be disallowed in R.
Basic Concepts
10
where the a j 's, 1, 2, , j n =  , are digits. A terminating decimal in the metric system or scientific notation (base 10 place-value numerals) is written as follows:
( ) ( ) ( )
. .  , the decimal part which is defined since 10 has only the factors 2 and 5 and its reciprocal, 1/10 = 0.1, is a terminating decimal. Thus, a terminating decimal is defined. A decimal is defined if all of its digits are defined or there is an algorithm for finding any digit.
The Nonterminating Decimals
A sequence of terminating decimals of the form,
where N is an integer, a n a digit and there is a rule for choosing each a n , is called standard generating sequence or g-sequence. A nonterminating decimal is the g-limit (g-lim) of its nth g-term, 1 2 .
n N a a a   (12) as n  ∞, i.e.,
g-lim .
.
n n N a a a N a a a =    . Note that the g-limit of a nonterminating decimal is obtained by simply writing down is digits. This definition applies to terminating decimals. It also defines the natural g-norm or natural norm for R*, i.e., 
For the first time (12) defines a nonterminating decimal [5] . The nth g-term of (11) approximates the nonterminating decimal (12) at maximum margin of error of 10 −n provided each nth g-term is computable, i.e., there is some algorithm or rule for determining or computing the digits. The scientific calculator has this algorithm for every decimal. The g-limit of (11) is the nonterminating decimal (12) provided the nth digits are not all 0 beyond a value of n. In this case, we say that the g-sequence (11) converges to the nonterminating decimal (12) in the g-norm. Otherwise, it is terminating. A decimal consists of the integral part, the integer left of the decimal point; the decimal part is the sequence of digits to the right of the decimal point. The integers are ill-defined by the field axioms of the real number system but defined in the constructivist real number system by Axioms 1, 2 and 3 [5] as the integral parts of the decimals.
It would be an appropriate special problem for undergraduate mathematics major to study a class of nonterminating decimals with a given algorithm for computing its digits, e.g., normal decimal. Every digit in a normal decimal is taken at random from the ten digits 0, 1, 2, ···, 9. To stimulate creativity, the student may think of a certain algorithm and derive the properties of the decimal generated by it. In the real number system the rationals coincide with the terminating decimals which are periodic. Since the concept "irrational" is ill-defined there are only two types of real numbers-terminating and nonterminating. The scientific calculator which has the algorithm for approximating all decimals by truncation at desired margin of error. Ramanujan's continued fraction is equivalent to a nonterminating decimal when the denominator has prime factor other than 2 or 5.
We define the nth distance r n between two decimals a, b as the numerical value of the difference between their nth g-terms, a n , b n , i.e., n n n r a b = − , and their g-distance is the g-limit of r n . The nth g-term of a nonterminating decimal repeats every preceding g-term so that if finite initial g-terms are deleted the g-terms and g-limit of the remaining g-sequence are unaltered. Thus, a nonterminating decimal has many g-sequences belonging to the equivalence class of its g-limits.
Since addition and multiplication and their inverse operations, subtraction and division, are defined only on terminating decimals computing nonterminating decimals is done by approximating each term or factor by its nth g-term (n-truncation) which is a terminating decimal and using their approximation to find the nth g-term of its sum or product. The same approximation holds for the difference and quotient (if defined). Thus, we have retained standard computation but avoided the ambiguity and contradictions of the real number system.
We have also avoided vacuous approximation because nonterminating decimals are g-limits of their g-sequences which exist and belong to R*. Moreover, we have contained the ambiguity of nonterminating decimals by approximating them by their nth g-terms. This is called truncation at the nth g-term. Approxi- As we raise n in (12) , the tail digits of the nth g-term of any decimal recedes to the right indefinitely, i.e., it becomes steadily smaller until it is indistinguishable from the tail digits of the rest of the decimals. Although it tends to 0 in the standard norm it never reaches 0 in the g-norm since the tail digits are never all equal to 0; it is also not a decimal since the digits are not fixed. We refer to it as an algebraic continuum distinct from the topological continuum.
At present the natural numbers are defined as 0; its successor, 1; 2, the successor of 1; 3, the successor of 2; etc. There is no axiom defining them. We take a surjection of the natural numbers onto the integers, n ↔ N, N the integral part of a decimal and 0,1, N =  , which makes them equivalent mathematical spaces since they have exactly the same properties with respect to the binary operations + and × [19] . We define a natural number as the integral part of some decimal.
The g-norm simplifies computation considerably [5] since the result is obtained digit by digit and avoids radicals which are ill-defined.
The Dark Number d*
Consider the iterated product or power,
it defines the sequence 0.1, 0.01, 0.001,
This is not a g-sequence since the g-terms do not repeat; we call it d-sequence. 
Consider the sequence,
n k a a a n k
where a k is any of the decimals, 0, 0. 
The standard limit of (17) is 0 but its d-limit d* is greater than 0 according to (18) . Therefore, they differ by d*. The d-limit has special properties not shared by other elements of R*. In fact, it has a different arithmetic.
If x is a nonzero decimal, terminating or nonterminating, there is no difference between (0.1) n and x(0.1) n , as n  ∞, because they become indistinguishably small. This is analogous to the sandwich theorem of calculus that says, [20] ).
In R*, the natural norm is the g-norm, i.e., if x ∈ R*, g-norm(x) = x. The nth g-term differs from x by the tail end in the truncation of x at the nth digit. The standard limit of the tail end differs from the g-limit by d*. Every mathematical space has its natural norm that facilitates computation and enhances research.
Samples of Digital or g-Computation
Approximation makes sense only when we know the number we are approximating and the error is bounded above by a desired number.
• Let x = 4.57628… The truncation (Tr) of x at the 3 rd g-term is 4.576. The distance from x or error in the truncation is 0.00028 and d* < 0.00028.
• The standard distance between points ( ) . Among the digits, find the largest digit whose cube does not exceed 7. Obviously, it is 1 since 1 3 < 7 and 2 3 > 7. Thus, the integral part of 3 7 is 1.
Step 2 We can repeat the calculation to find as many decimal digits as we wish in evaluating 3 7 . The scientific calculator can do this in split second because it has this algorithm for it. The computation avoids radicals which are ill-defined.
For purposes of computation we denote the nth g-term of a decimal by the functional notation n-ξ(x) called n-truncation. Since a g-sequence defines or generates a decimal we call the latter its g-limit. Since nonterminating decimals cannot be added, subtracted, multiplied or divided, they must be n-truncated first to carry out the operations on them. The margin of error at each step in the computation must be consistent (analogous to the requirement of number of significant figures in physics, the rationale being that the result of computation cannot be more accurate than any of the approximations of the terms). While we can start division by terminating decimal since it starts on the left digits the quotient does not exist when the divisor has a prime factor other than 2 or 5. Let
provided n-ξ(y) ≠ 0 as divisor. Consider the function ( )
of several variables; we n-truncate f as follows:
( )
-, , -, , -.
If f is a composite function of several variables,
, , , , , ,
This formalizes standard computation now based on the new real numbers. The computation itself uses the g-terms of the decimals involved and provides the result directly, digit by digit; it approximates the result to within any d-term of d*, the closest approximation one can ever get to is d*. Computation using the g-norm applies to monotone increasing function since the g-terms of a decimal is monotone increasing. However, a monotone decreasing function can be converted to a monotone increasing one and g-norm computation applies to the 
Theorems of R*
The following theorems follow from (5) and (6) This means that that we cannot insert a decimal between 0 and d* (the interval is full). This is true of every interval of R*, i.e., the whole R* is an algebraic continuum (no gap). A decimal integer has the form N.99…; we shall prove later that they are isomorphic to the integers, i.e., the integral parts of the decimals.
Theorem. If x is an integer, 
The equation
*
x d x + = in the theorem says that d* cannot be separated from an integer. Note that x + d* ∈ R*. It also shows that every element of R* has the dark component d*. Recall that the g-closure of R, i.e., its closure in the g-norm, is R*. This is true of the additive inverses, the defined multiplicative inverses and d*. The reciprocal of d* is u* and the reciprocal of u* is d*. The the upper bounds of divergent sequences of terminating decimals and integers (a sequence is divergent if the nth terms are unbounded as n  ∞, e.g., the sequence 8, 88, …). This unbounded number u* is countably infinite since the countable union of countable sequences is. Like d* it is set-valued. We follow the same convention for u*: whenever we have a statement "u has property P for every element u of u*" we can simply say "u* has property P". Then u* satisfies these dual properties: for all x, * * * * ; for 0, .
Note the duality of the statements x + d* = x and xd* = d* from Equation (25) and the statements x + u* = u* and xu* = u*. Neither d* nor u* is a decimal; their properties are solely determined by their sequences. Then d* and u* have the following dual or reciprocal properties and relationship:
Numbers like u* − u*, d*/d* and u*/u* are still indeterminate but indeterminacy is avoided by computation with the g-or d-terms. Thus, standard g-computation applies to these non-standard elements. Moreover, we now have a defined arithmetic of infinitesimal and infinity of the traditional real number The decimals are linearly ordered by the lexicographic ordering "<" defined as follows: two elements of R* are equal if corresponding digits are equal. Let
Then,
and, if x is any decimal we have,
The trichotomy axiom follows from the lexicographic ordering of the R* which is linear since there is no gap. This is the natural ordering mathematicians sought among the real numbers but it does not hold in R because there is no linear ordering of the real numbers since d* is missing. This is what the counterexample to the trichotomy axiom [5] says. By inserting d* in these gaps (d* lies between predecessor and successor elements of R) we obtain the closure R*. Then we have the following theorem.
Theorem. The closure of R in the g-norm is R*.
An open problem is whether R can be well-ordered by <. The answer is no since there are gaps in R. However, R* is well-ordered.
Decimal Integers
Decimal integers are elements of R* form .99 ,
We show the isomorphism between the integers and the decimal integers to justify the name in the sense of [19] . However, before doing so we first note that 1 + 0.99… is not defined in R since 0.99… is nonterminating but we can write 
Thus, addition of decimal integers is the same as addition of integers. Next, we show that multiplication is also an isomorphism.
( ) 
We include in the isomorphism the map d* → 0, so that its kernel is the set {d*, 1} from which follows, 
To verify that 2(0.999...) = 1.99…, we note that (1.99…)/2 = 0.99… 
Adjacent Decimals and Recurring 9s
Two decimals are adjacent if they differ by d*. Predecessor-successor pairs and twin integers are adjacent. In particular, 74.5700… and 74.5699… are adjacent.
Since the decimals have the form
, the digits are identifiable and, in fact, countably infinite and linearly ordered by the lexicographic ordering. Therefore, they are discrete or digital and the adjacent pairs are also countably infinite. However, since their tail digits form a continuum, R* is a continuum with the decimals its countably infinite discrete subspace.
A decimal is called recurring 9 if its tail decimal digits are all equal to 9. For Since adjacent decimals differ by d* and there is no decimal between them, i.e., we cannot split d* into nonempty disjoint sets, we have another proof that d* is a continuum. This is equivalent to the topological continuum. The counterexample to the trichotomy axiom debunks the idea that a terminating can be expressed as the limit of sequence of rationals since the closest it can get to it is some rational interval containing rationals whose relationship to it is unknown.
The g-sequence of a nonterminating decimal reaches its g-limit, digit by digit. This is one of the advantages of computation in the g-norm. Moreover, a nonterminating decimal is an infinite series of its digits: 
R* and Its Subspaces
We add the following results to the information we now have about the various subspaces of R* to provide a full picture of the structure R*. The next theorem is a definitive result about the continuum R*.
Theorem. In the lexicographic ordering R* consists of adjacent predecessor-successor pairs (each joined by d*); hence, the g-closure R* of R is a continuum.
Proof. For each , 0,1, N N =  , consider the set of decimals with integral part N. Take any decimal in the set, say, . N a a  be fixed and let it be the larger decimal. We take the average of the nth g-terms of 1 2 . N a a  and the second decimal; then take the average of the nth g-terms of this average and . N a a  and we have proved that this g-limit and Corollary. R* is non-Archimedean but Hausdorff in both the standard and the g-norm and the subspace R of decimals is countably infinite, hence, discrete but Archimedean and Hausdorff. Clearly, R or the set of decimals is a subspace of the constructivist real number system R*.
The following theorem is true in R (standard norm). Therefore, we do not bring in d* in the proof so that this is really a theorem about the decimals in the standard norm but not so in the g-norm where the decimals merge into a continuum at their tail digits and cannot be separated.
Theorem. Every real number is isolated from the rest [20] .
Proof. Let p ∈ R be a nonterminating decimal and {q n } a sequence of rationals converging to p from the left. Let d n be the distance from q n to p and take an open ball of radius d n /10 n , with center at q n . Note that q n tends to p but distinct from it for any n. Take an open ball of radius d n /10 n , centered at p and take the union of open balls, centered at q n , as n  ∞ and call it U. If r is any decimal to the left of p, then r is separated from p by at least d* which is isolated from the rest of the real numbers. The same result holds for any r distinct from and to the right of p.
Here is another surprise that contradicts a theorem in the real number system.
Theorem. The rationals and nonterminating decimals are separated, i.e., they are not dense in their union (the first indication of discreteness of the decimals [21] ).
Proof. Let p ∈ R* be a nonterminating decimal, and let , 1, 2, n q n =  be a sequence of rationals towards and left of p, i.e., n > m implies q n > q m ; let r n be the distance from q n to p and take an open ball of radius r n /10 n , center at q n .
Note that q n tends to p but distinct from it for any n. Let
then U is open and if q is any real number, rational or nonterminating to the left of p then q is separated from p by disjoint open balls, one in U, center at q and the other in the complement of U, center at p. Since the rationals are countable union of open sets U for all the rationals, the nonterminating decimal p is separated from all the rationals.
We use the same argument if p were rational and since the reals has countable basis we take q n a nonterminating decimal, for each n, Proof. Let C n be the nth term of the g-sequence of 0.99… For each n, let I n be open segment (segment that excludes its endpoints) of radius 10 −2n centered at C n . Since C n lies in I n for each n, C n lies in (0,1) as n increases indefinitely.
Therefore, the decimal 0.99… lies in the open interval (0,1) and never reaches 1.
To prove that 0.99… is the largest decimal in the open interval (0,1) let x be any point in (0,1). Then x is less than 1. Since C n is strictly increasing n can be chosen so that x is less than C n and this is so for all subsequent values of n. Therefore, x is less than 0.99… and since x is any decimal in the open interval (0,1) then 0.99… is, indeed, the largest decimal in the interval and is itself less than 1.
To prove that 1 − 0.99… is the smallest element of R, we note that the g-sequence of 1 − 0.99… is steadily decreasing. Let K n be the nth term of its g-sequence. We note first that an integer is a prime if it leaves a positive remainder when divided by another integer other than 1. We retain this definition of a prime in R* but the remainder is d* which is not a real number. Proof. The conjecture is not vacuous since it is true when p = q = 2. In fact, it is true when n < 10. Let n be an even number greater than 10. Then there is some prime number p greater than 3 and another number q such that p + q = n. If q is prime then the theorem is proved; otherwise, it must be divisible by some integer (0 remainder) other than 1 and q. Then we add to q the dark number d* > 0 and we have q + d* = q and division of q by any nonzero integer yields nonzero remainder d*, i.e., q is prime.
It follows from the proof that every element of R* greater than 3 is a prime. In R with all its defects, every real number is composite since if x ∈ R, x x x = , where x is some decimal. In this sense R and R* are dual. For example, ( )( ) 4 is not a perfect fourth power.
The Structure of R*
We now have a sense of how the decimals are arranged by the lexicographic ordering. Below is a sequence of successor-predecessor pairs at the boundaries of a rational and nonterminating decimals.
.4999100
.4998999
. sor-successor pairs also joined by d* so that their union is a continuum. Clearly, R* is linearly ordered by <, the lexicographic ordering; d* joins every decimal to its successor and d* cannot be split from either.
Resolution of a Paradox and Other Important Results
Every convergent sequence has a g-subsequence defining a decimal adjacent to its standard limit [5] .
If a decimal is terminating it is the standard limit itself. We express this as a theorem:
Theorem. The difference between the standard limit and the g-limit is d*. ( 2) It follows from (1) that the standard limit of a sequence of terminating decimals can be found by evaluating the g-limit of its g-subsequence which is adjacent to it. This is an alternative way of computing the limit of ordinary sequence.
(3) In [22] several counterexamples to the generalized Jourdan curve theorem for n-sphere are shown where a continuous curve has points in both the interior and exterior of the n-sphere, 2,3, n =  , without crossing the n-sphere. Our explanation is: the functions cross the n-sphere at dark numbers.
(4) Given two decimals and their g-sequences and respective nth g-terms A n , B n we define the nth g-distance as the g-norm n n A B − of the difference between their nth g-terms. Their g-distance is the g-lim n n A B − , as n  ∞, which is adjacent to the standard norm of the difference. Advantage: the g-distance is the g-norm of their decimal difference; the difference between nonterminating decimals cannot be evaluated otherwise. Moreover, this notion of distance can be extended to n-space, 2,3, n >  , and the distance between two points can be (6) Well-ordering Theorem. Every sequence R* bounded below has a greatest lower bound and every sequence in R* bounded above has a least upper bound (the bound in either case is a decimal, terminating or nonterminating).
Proof. If the sequence has a lower bound it has standard limit S. Then S + d* = S is the greatest lower bound because any number to the right of S will not be a lower bound. The proof is similar for the least upper bound.
The proof of this theorem in R is flawed because it uses a variant of the axiom of choice. It also involves vacuous concepts.
(7) If the standard limit of a sequence of decimals exists then it is constructible since it is adjacent to the g-limit of some g-sequence.
We have clearly identified the ambiguous concepts of R, defined some of them in R* and discarded some that cannot be fixed, e.g., the irrationals. We have also identified certain theorems in R that are false in R*. All theorems in real analysis that relies on the axiom of choice are not true, e.g. the Heine-Borel theorem and the existence of non-measurable set [13] .
Advantages of the G-Norm
• Avoids indeterminate forms.
• In computation, the g-norm yields the answer directly, digit by digit, and avoids intermediate computation.
• Since the standard limit is adjacent to the g-limit of some g-sequence, evaluating it reduces to finding some nonterminating decimal adjacent to it. A decimal is approximated by the appropriate nth g-term (n-truncation).
• Calculation of distance between two decimals with the g-norm is direct, digit by digit, and involves no root.
• In computation, taking root of a prime is avoided by using n-truncation; the error < 10 −n .
• The g-norm is the natural norm for R*. It simplifies computation and provides the best approximation.
• Most of all, while the standard norm brings in the nonexistent radicals the g-norm does not. Thus, the g-norm is the natural norm for R*. Every mathematical space has its natural norm that simplifies computation and enhances discovery. Gadgets for computation are designed based on the natural norm. For example, in computation the scientific calculator gives the result in decimal. This means that the calculator works in such a way that the digits are given in the metric system (scientific notation). In other words, the cal- culator has the algorithm for computing the g-sequence of a decimal and, naturally, the g-limit as well. This is true of the computer. The algorithm defines an exponential function directly and without a flaw. Extension to fractional exponent is easy since the calculator approximates the g-limits of roots.
We conclude this section with the resolution of Fermat's last theorem.
The Counterexamples to FLT
Given the contradiction in negative statement, we use Fermat's equation in place of Fermat's last theorem; its solutions are counterexamples to FLT. We summarize the properties of the digit 9.
1) A finite string of 9 s differs from its nearest power of 10 by 1, e.g., 
for n = NT > 2. Moreover, for 1, 2, k =  , the triples (kx, ky, kz) also satisfy Fermat's equation. They are the countably infinite counterexamples to FLT that prove the conjecture false. This is the original resolution of FLT in [18] . (One counterexample is, of course, sufficient to disprove the conjecture)
Transcendental Functions
Algebraic functions are defined only when their domains are terminating decimals. Those that are undefined we include them under transcendental functions where the argument ranges through R*. There are special functions which do not presently belong to the class of transcendental functions. They will be treated in a sequel part of under the mathematics of the grand unified theory [23] .
The limiting process is taken along a g-sequence. There are, of course, functions which do not have g-sequences. They are special functions which require a different treatment. This will be discussed in a different paper. Consider the exponential function. Let 
It follows from (2) (43) Equations (2)- (5) Since the exponential and logarithmic functions base e are convertible to exponential and logarithmic functions base 10, we have now defined transcendental functions.
We can approximate sums and products of these functions at a given point by suitable truncations. For example:
• To compute e x at x = a, we calculate the g-limit(f(x)), as x → a; e x is approximated by suitable truncation.
• To evaluate π up to the 5 th decimal digit, we use the infinite series expansion of π which is π = 3.14159… Then we truncate it at the 5 th digit and the error will be less than (0.1)
5
. The standard decimal expansion of π is the closest approximation of its g-limit and differs from the g-limit by d*. Of course, the scientific calculator can calculate π quickly by its algorithm.
• We illustrate the algorithm for calculating the nth root of a decimal using 3 .
Step 1. The largest integer n such that such that n 2 < 3 is 1. Therefore, the integral part of 3 is 1.
Step 2. Divide the interval [0,1] into subintervals at the following points: 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.5, 0.6, 0.7, 0.8, 0.9, 1. The largest division point n such that (1.n) 2 < 3 is n = 0.7. Therefore, the truncation of 3 at the first decimal digit is 1.7.
We continue the calculation and find that 1.7320 8 3 5080 =  . This is exactly how the scientific calculator computes nth roots. Then calculation with fractional exponents, terminating or nonterminating, is known. The only requirements for valid approximation is: what is being approximated is known and the error is bounded away from 0 by d*.
Theorem. The decimals are ordered by the lexicographic ordering in R* and the trichotomy axiom is true in R* and follows from the lexicographic ordering.
Proof. The closure of R in the g-norm which is R* fills in the gaps in R with d* that allows the linear ordering of R* by the lexicographic ordering.
Theorem. Let K be an integer, M.99··· and N.99··· decimal integers. Then ( )
.99 0.99 0.99
.99
Theorem. In the lexicographic ordering R* consists of adjacent predeces- d*) ; therefore, the g-closure R* of R is a continuum.
Corollary. The average between the predecessor and its successor is the successor.
Corollary. R* is non-Archimedean but Hausdorff in both the standard and the g-norm and the subspace R of decimals is countably infinite, hence, discrete but Archimedean and Hausdorff.
Theorem. R* is a continuous linear array of predecessor-successor pairs with d* inserted between them.
The Complex Vector Plane
The complex vector plane C* is the rectification of the complex number system C. It the circular functions as a subspace.
The Element j as Operator on Plane Vectors
The rectification of C involves the replacement of the vacuous concept i by the left-right plane vector operator j, rotation of the clockwise or positive rotation (x,0) about the origin by π/2. Then the coordinate axes are generated by applying j on the x-axis, i.e., j(x,0) = jy (rotation of the x-axis by π/2), applying j on the jy-axis, i.e., jj(y,0) = (−x,0) (rotation of the −x-axis by π/2) to obtain the negative x-axis, and j on the -x-axis, i.e., jjj(−x,0) = j(−y,0) (rotation of the negative x-axis by π/2) to obtain the −y-axis and applying j on the negative y-axis, i.e. jjjj(−x,0) = (x,0) (rotation of the negative y-axis by π/2) to obtain the x-axis.
Thus, we have the cyclic values of the composites of j with itself: 
The complex vector plane is generated by applying j on (x,0) through θ, 0 ≤ θ ≤ 2π. We define the operator −j as inverse operator of j, i.e., when applied on a vector v we rotate it clockwise by π/2 so that −j(1) = j(−1). Applying composite mappings on the unit vector 1 along the x-axis successively, we have the four cyclic images of 1 in (1) in reverse order. For n > 4, the cycle is repeated and we obtain j n = j(j n−1 ), n = 1, 2, ···, where we define j 0 = 1.
Scalar and Vector Operations
For completeness, we introduce scalar multiplication. If α is an element of R* (scalar), αj is a vector of modulus α along the y-axis. Note that scalar multiplication commutes with j. If β is another scalar,
which follows from j being left-right operator and the commutativity of multiplication in R*. From commutativity and associativity of multiplication we have,
α βγ αβ γ βα γ γβα γβα 
Thus, we have retrieved the basic properties of the complex plane. We call j the complex vector operator. Every vector in the complex vector number system has new real and complex components; conversely, a vector is the vector sum of its new real and complex components. Thus, a vector z in it has standard form,
The arithmetic of the complex plane holds provided that whenever 1 appears as a factor we interpret it as a unitary vector operator so that 1α = α, the vector of modulus 1 along the x-axis. Thus, we retain in the complex vector plane and the vector algebra of the complex plane, the latter isomorphic to the former. All concepts of the complex plane except i which is replaced by j carry over to the complex vector plane. For example, the norm or modulus of the complex vector v = α + βj, denoted by |v|, is given by, 
where θ ∈ R*.
Two parallel vectors with the same norm are equivalent. Therefore, a vector can be translated to a standard vector with initial point at the origin.
The vector additive and multiplicative identities are the vectors 0 and 1, respectively, where the latter called the unit vector coincides with its real component 1. The scalars are subject to the operations in R* and scalar multiplication on vectors which are both commutative and associative. With the complex vector arithmetic now defined we have verified that the operator j applies to any vector in the complex vector plane. Applying j on the vector z of (5), we have,
a positive rotation of vector z by π/2.
The Operator hθ
We introduce the more general complex left-right operator h θ on the complex vector plane appropriate for analytical work:
where a, b ∈ R*, r is the radius vector of re jθ represented by an arrow with initial point at the origin forming an angle φ with the x-axis and using the calculator algorithm for square root 
If r 0 = 1, (1) reduces to the equation of the unit circle with center at the origin. This operator applied on a vector along the x-axis rotates it by θ, reducing to operator j when θ = π/2.
In the solution of the gravitational n-body problem [24] , the operator that generates the spiral covering of a vortex is a variant of h θ and has the form,
where η is given by the expression,
depending on the specific cases and phases of the evolving boundary conditions of the problem; here λ is the constant of integration in the solution of the constraint equation of the associated optimal control formulation of this problem [25] . Suppose vector z has initial and terminal points (α,jβ) and (γ,jζ), respectively.
, ,
Therefore,
α γβ γ ζ α γ ζ β ζ β α γ
is a counterclockwise rotation of z by π/2. In general, a polygon of n edges 
which, restricted to the complex plane, reduces to standard complex vector multiplication with j replaced by i. This is a particularity of the complex vector plane . Note that the operator h θ is really equivalent to the old notation e iθ and the latter may be used in place of h θ when convenient.
Again, the operator j played a crucial role in solving the gravitational n-body problem [26] by generating the spiral covering of the underlying vortex by the gravitational flux streamlines as solutions of the conjugate equations obtained by the integrated Pontrjagin maximum principle [24] from the optimal control formulation of this problem. The n bodies and their rotating trajectories were obtained along specific spiral streamlines by the fractal-reverse-fractal algorithm [25] using a body at the core of the cosmological vortex as fractal generator. Elliptical orbit in the underlying spinning vortex is attained when the gravitational flux pressure balances the centrifugal force, its ellipticity being due to radial fluctuation of this balance by virtue of the oscillation universality principle [27] , another expression of perfect balance being unstable which accounts for the fact that orbits of cosmological bodies are elliptical.
The extension to n-space using the orthogonal unit vectors 1 , , n  e e as bases is quite obvious. This section establishes the complex vector plane as extension of R*.
Introduction to Discrete Calculus
With the g-norm we set up the mechanism for discrete differentiation and integration since both involve limits. We introduce some concepts of discrete differentiation and integration. Discrete the domain is R*.
To find the derivative at x = s, where s is terminating decimal, we find the nth g-term of ∆f/∆x, as ∆x  0, where x  s, ∆x = x -s and ∆x ≠ 0. This is simply done by steady division to generate the g-sequence of the derivative and its One advantage of discrete function is: we need not differentiate it to find a maximum or minimum; naturally, problems of optimization unsolvable in calculus may be solved here. This technique applies to some functions with set-valued derivatives such as the schizoid or curve with cusp. It is also applicable to set-valued functions. We call an ordinary function well behaved function.
An example of a function that is not well behaved is the wild oscillation
 . Such function is raw material for building the generalized integral and derivative [28] . 
where a = x 1 , b = x s . Take refinements of {x m } of {x k } ({x m } relabeled suitably) until the values of L m tapers to a constant Γ; we call Γ the length of the curve of y = f(x) over [a,b] . In calculus the right derivative of a curve at point P is obtained by drawing a line from P to a point Q nearby and moving Q towards P from the right along the curve, the derivative being the limit of the slope of the line PQ as Q moves towards P (actually, Q moves along discrete points, i.e., approximation of "continuous" curve by polygonal line). We find the right discrete derivative similarly by taking Q to move along discrete set of points, the advantage being that this is discrete computation. The right discrete derivative is found in the same manner by taking the limit of the quotient Δf(x)/Δx, as Δx  0 + , along suitable refinement. When the right and left derivatives at a point are equal then we say that the curve is discretely regular there. To find the left discrete derivative of the 
We take successive refinements of {x k } to obtain the g-sequence of a decimal.
Then D L is either terminating, nonterminating or zero taking approximation in each case. The right derivative D R can be computed similarly. When the function is discretely regular at x we denote its discrete derivative at x by D x . Here we can find the left minimum and right minimum which need not be equal. The same is true of the left maximum and right maximum, left minimum and right maximum and left maximum, right minimum. Thus, the optimization applies to functions that have no optimum in the traditional sense including non-smooth functions.
We introduce the notion of locally approximating the shape of a monotone increasing function on [a,b] at a point by its derivative at P, as P traces the arc over [a,b] obtained by finding the limit of the minimum of the maximum horizontal distance between the derivative function and the function itself as P traces the arc [27] . Computation is straight forward for well-behaved functions. The limit gives the shape of the curve in a small neighborhood of P expressed by the following theorem for smooth curves that applies as well to discrete curves since the gaps are dark.
The Minimax Principle. When the minimum of the maximum horizontal distance between two simple smooth arcs with no inflection point can be made arbitrarily small then an element of arc and variation of derivative at a point on one approximates the other [27] .
We define the integral of f(x) over the interval [a,b] 
from k = 1 to k = s, and find its limit through successive refinements of {x m }, as m  ∞.
From these examples, we find that computation in the standard norm reduces to finding the nonterminating decimal adjacent to the result and, therefore, approximable to any desired margin of error. This is just a framework for building discrete calculus appropriate for computing and simulation. Simulation is important for finding ballpark estimate of 
Conclusions
It would appear that the rectification of R only offered mathematical peace of mind. There is a universe of difference between R and R*. For example, the 360-year-old Fermat's last theorem [18] has no solution in R since R is inconsistent. However, R* has countably infinite counterexamples to it proving that FLT is false [18] . We list some of the major achievements.
• The 250-year-old Goldbach's conjecture [31] has no proof in R for the same reason but it has a proof in R*.
• Many fields of traditional mathematics, aside from R, e.g., number theory, set theory and symbolic logic, are dead or almost dead because there is practically no research going on and, naturally, there is paucity of publications in those fields. They share most of the defects of R and its foundations and the fields of their applications application inherit their defects. For example, since mathematics is the language of science, traditional physics, especially, quantum physics, is near the point of stagnation according to Lee Smolin [32] . This is due to the fact that most of modern physics, particularly, quantum physics, is still framed by Einstein's theory of relativity.
• The theory is at the point of extinction. In fact, it is difficult to find a paper on relativity during the last 100 years beyond the early work of Einstein and Hawking.
• Consequently, physicists are still looking for the fundamental building block of matter at CERN [33] unaware of the fact that it was discovered in 1997 and was the key to the solution of the gravitational n-body problem.
• It was the discovery of the superstring that launched the development of the grand unified theory (GUT) which was completed in 2008 [23] .
• Discovery of an error and its rectification becomes a milestone in the development of a field. We have seen this in mathematics. In physics, the weakness of Einstein's special and general theory of relativity, particularly, the lack of adequate method and, in general relativity, ambiguity of physical concepts such as black hole and curvature of space pushed them towards extinction.
• The introduction of qualitative mathematics and modelling [34] led to the development of GUT. Its development was proposed by Einstein to unify gravity with the weak and strong forces of quantum physics through GUT but it fell through because the theory is anchored on the wrong premise that there was no absolute frame of reference for our universe. There is-dark matter.
• The discovery of the stable and indestructible dark matter debunks Relativity's premise of absence of matter in space and returns the ether, which was vanished by Einstein's theory of relativity, with a new name-the super- [60] . All told over 70 papers and books have been published in these fields by the author since the application of qualitative mathematics and modeling to sole the gravitational n-body problem n 1997.
• The most significant achievement of qualitative mathematics is the resolution of Hilbert's 23 problems in mathematics [61] . The solution of Problem 6 is GUT [23] .
• L C. Young did not simply extend the methods of the calculus of variations required by Problem 23, he introduced the generalized curves and surfaces and a new norm now called the Young Measure [24] [62] [63] that he applied to functional analysis and optimal control theory in R n , n ≥ 3, and solved the calculus of variations problem using constructivist method.
The good news here is that every new field that opens up in the rectification yields a robust and fertile field for research. Analysis alone has hundreds of active fields. R* and the complex vector field are only an introduction to real and complex analysis. Complex analysis is an endangered species but turning it into a constructivist mathematical space, rewriting the correctportion, discovering new theorems and sorting and discarding erroneous ones would require graduate students in the tens of thousands.
Finally, one might ask: With all those defects, how come we have built such giant and indispensable discipline as mathematics? The reason: mathematicians are smart enough to induce its offspring-approximation, perturbation and optimization to remedy or contain its defects so that they do not restrain the development of mathematics and science.
Note. What used to be called dynamic modeling in the references is now qualitative modeling.
