We show that the functions constructed by the collocation methods with Wendland kernels converge to unique viscosity solutions of the corresponding fully nonlinear parabolic equations. The key ingredients in our proof are the stability property of Wendland kernels that states the norms of the interpolation operators are bounded provided that the inverses of the interpolation matrices exhibit good decays, and the max-min representations of the nonlinearities of the equations. Several numerical experiments support our assumption and result.
Introduction
In this paper, we are concerned with the rigorous convergence of the kernel-based collocation methods for the terminal value problems of the parabolic partial differential equations:
(1.1)
#´B
t v`F pt, x, vpt, xq, Dvpt, xq, D 2 vpt, xqq " 0, pt, xq P r0, T qˆR d , vpT, xq " f pxq,
where F : r0, T sˆR dˆRˆRdˆSd Ñ R, and S d stands for the totality of symmetric dˆd real matrices. Here we have denoted by B t the partial differential with respect to the time variable t, by D and D 2 the gradient and Hessian with respect to the spatial variable x, respectively. Under suitable conditions including the degenerate ellipticity on F , the terminal value problem (1.1) has a unique viscosity solution v. In the case where (1.1) is of Hamilton-Jacobi-Bellman type, it is well known that we can obtain an optimal policy for a stochastic control problem by solving (1.1). Popular numerical methods for (1.1) include the finite difference methods (see, e.g., Kushner and Dupuis [11] and Bonnans and Zidani [2] ), the finite-element like methods (see, e.g., Camilli and Falcone [3] and Debrabant and Jakobsen [5] ), and the probabilistic methods (see, e.g., Pagès et al. [15] , Fahim et al. [6] , Guo et.al [7] and Nakano [13] ). The collocation methods analyzed in the present paper consist of the kernel-based interpolation applied backward recursively in time. Given a points set Γ " tx p1q , . . . , x pN q u Ă R d such that x pjq 's are pairwise distinct, and a positive definite function Φ : R d Ñ R, the function
interpolates f on Γ. Here, A " tΦpx pjq´xpu j, "1,...,N , f | Γ is the column vector composed of f px j q, j " 1, . . . , N , and pzq j denotes the j-th component of z P R N . Thus, with time grid tt 0 , . . . , t n u such that 0 " t 0 ă¨¨¨ă t n " T , the function v h pt n ,¨q defined by
approximates f , where v h n " f | Γ . Then, for any k " 0, 1, . . . , n´1, with a vector v h k`1 P R N of an approximate solution at tt k`1 uˆΓ, we set
where
This is the kernel-based (or meshfree) collocation method proposed by Kansa [9] . Although the method gains popularity since it allows for simpler implementation in multidimensional cases, rigorous convergence issue remains unresolved completely. Hon et.al [8] obtains an error bound for a special heat equation in one dimension. Nakano [14] shows the convergence for fully nonlinear parabolic equations of the form (1.1) under some normative assumptions on the kernel-based interpolations.
In the present paper, we show that the function v h defined above converges to v in the cases where Φ is a Wendland kernel such that the matrix A´1 exhibits a good decay. The key ingredients in our proof are the stability property of Wendland kernels that states the norms of the interpolation operators are bounded provided that A´1 satisfies the property mentioned above, and the max-min representations of the nonlinearities of the parabolic equations. The former is proved in Nakano [12] where the kernel-based collocation method for Zakai equations is analyzed. The latter is an analogous result obtained in [14] where the representation is used to develop the viscosity solution method in Barles and Souganidis [1] . This paper is organized as follows. The next section presents a brief summary of interpolation theory with reproducing kernels. We explain the kernel-based collocation methods in details in Section 3. The main convergence theorem is described and proved in Section 4. In Section 5 we perform several numerical experiments. Section 6 concludes.
Multivariate interpolation with reproducing kernels
In this section, we recall the basis of the multivariate interpolation theory with reproducing kernels. We refer to [16] for a complete account. In what follows, we denote |a| " p ř m i"1 ř k j"1 pa ij q 2 q 1{2 for a " pa ij q P R mˆk . Let O be an open hypercube in R d , and let Φ : O Ñ R be a radial and positive definite function, i.e., Φp¨q " φp|¨|q for some φ : r0, 8q Ñ R and for every P N, for all pairwise distinct y 1 , . . . , y P O and for all α " pα i q P R zt0u, we have
Then, by Theorems 10.10 and 10.11 in [16] , there exists a unique Hilbert space N Φ pOq with norm }¨} N Φ pOq , called the native space, of real-valued functions on O such that Φ is a reproducing kernel for N Φ pOq.
Let Γ " tx p1q ,¨¨¨, x pN q u be a finite subset of O such that x pjq 's are pairwise distinct and put A " tΦpx piq´xpjq qu 1ďi,jďN . Then A is invertible and thus for any g : O Ñ R the function
Suppose that Φ is a C 2κ -function on O. Then there exists a positive constant C Φ,O depending only on Φ and O such that for any g P N Φ pOq and multi-index α " pα 1 , . . . , α d q with |α| 1 :" α 1`¨¨¨`αd ď κ we have
provided that the Hausdorff distance ∆x between Γ and O, given by
is sufficiently small. Here, the differential operator D α is defined as usual by
See Theorem 11.13 in [16] .
The so-called Wendland kernel is a typical example of radial and positive definite functions on R d , which is defined as follows: for a given τ P N Y t0u, set the function
ν dr 1 dr 2¨¨¨d r τ , r ě 0 for τ ě 1 and φ d,τ p|x|q " maxt1´r, 0u ν for τ " 0 with ν " maxtm P Z : m ď τ`d{2`1u. Then, it follows from Theorems 9.12 and 9.13 in [16] that the function φ d,τ is represented as
where p d,τ is a univariate polynomial with degree ν`2τ having representation
The coefficients in (2.2) are given by
in a recursive way for 0 ď s ď τ´1. Further, it is known that
where . " denotes equality up to a positive constant factor (see Chernih et.al [4] ). For example,
The function Φ d,τ is of C 2τ -class on R d , and the native space N Φ d,τ pR d q coincides with H τ`pd`1q{2 pR d q where H θ pR d q is the Sobolev space on R d of order θ ě 0 based on L 2 -norm. Further, the native space norm }¨} N Φ pR d q and the Sobolev norm }¨} H τ`pd`1q{2 pR d q are equivalent. Thus, the error estimation (2.1) works on the familiar space H θ pR d q. Actually, in this case, the constant C Φ,O can be independent of O and the rate of convergence can be slightly improved. See (4.2) below.
Collocation methods
We shall recall from [12] the kernel-based collocation methods for (1.1). In what follows, the function Φ is assumed to be the Wendland kernel Φ d,τ divided by some positive constant with fixed τ ě 2. Let h ą 0 be a parameter that describes approximate solutions, Γ " tx p1q , . . . , x pN q u Ă p´R, Rq d with R ą 1, and tt 0 , . . . , t n u the set of time grid points such that 0 " t 0 ă t 1 ă¨¨¨ă t n " T . Then think of the interpolant
. . , v h k,N q T P R N to be specified below. Substituting this into the time discretized equation
we derive the following equation for tv h k u:
Here, for any
and
Consequently, we define the function v h pt k , xq, a candidate of an approximate solution of (1.1), by (3.1) with tv h k u determined by the equation (3.2). Remark 3.1. The linearity of the interpolant yields, for
where by abuse of notation we denote Ipξqpxq " ř N j"1 pA´1ξq j Φpx´x pjfor ξ P R N . Let us describe our collocation methods in a matrix form. To this end, we assume here that the nonlinearity F can be written as
where K is a set, b : 
Thus,
Similarly,
Notice that φ p2q d,τ is also continuous on r0, 8q and supported in r0, 1s. Thus,
is given by
d,τ p|x piq´xpjq |qu 1ďi,jďN and Q m pπq " diagpa m px p1q , πq, . . . , a m px pN q , πqq. Consequently, we obtain
Thus, if the matrix inversion and product require S 1 pd, N q time and S 2 pN q time, respectively, and if the both are greater than OpN 2 q, then the total time for our algorithm is OpS 1 pd, N q`nd 2 S 2 pN qq.
Convergence
We study a convergence of the approximation method described in Section 3 under the conditions where (1.1) admits a unique viscosity solution. To this end, first we recall the notion of the viscosity solution and describe our standing assumptions for (1.1). An R-valued, upper-semicontinuous function u on r0, T sˆR d is said to be a viscosity subsolution of (1.1) if the following two conditions hold:
(i) for every pt, xq P r0, T qˆR d and every smooth function ϕ such that 0 " puφ qpt, xq " max ps,yqPr0,T qˆR d pu´ϕqps, yq we havé
Similarly, an R-valued, lower-semicontinuous function u on r0, T sˆR d is said to be a viscosity supersolution of (1.1) if the following two condions hold:
(i) for every pt, xq P r0, T qˆR d and every smooth function ϕ such that 0 " puφ qpt, xq " min ps,yqPr0,T sˆR d pu´ϕqps, yq we havé B t ϕpt, xq`F pt, x, upt, xq, Dϕpt, xq, D 2 ϕpt, xqq ě 0;
(ii) upT, xq ě f pxq, x P R d .
We say that u is a viscosity solution of (1.1) if it is both a viscosity subsolution and a viscosity supersolution of (1.1). We consider the terminal value problem (1.1) under the following assumptions:
Assumption 4.1. There exists a positive constant C 0 such that the following are satisfied:
(ii) There exists a continuous function F 0 on r0, T s such that
The function f is Lipschitz continuous and bounded on R d .
We assume that the following comparison principle holds:
Assumption 4.2. For every bounded, upper-semicontinuous viscosity subsolution u of (1.1) and bounded lower-semicontinuous viscosity supersolution w of (1.1), we have upt, xq ď wpt, xq, pt, xq P r0, T sˆR d .
Assumptions 4.1 and 4.2 are sufficient for which there exists a unique continuous viscosity solution v of (1.1). See [10] .
To discuss the convergence, set ∆t " max 1ďkďn pt k´tk´1 q and consider the Hausdorff distance ∆ 1 x between Γ and p´R, Rq d , and the separation distance ∆ 2 x defined respectively by
Then suppose that ∆t, R, N , ∆ 1 x and ∆ 2 x are functions of h. In what follows, #K denotes the cardinality of a finite set K. (ii) There exist c 1 , c 2 , c 3 , c 4 and λ, positive constants independent of h, such that for
and that c 3 p∆ 2 xq´p 1`λqd ď R 1{2 ď c 4 p∆ 1 xq´p τ´3{2q{d .
Remark 4.4. It can be seen that ∆ 2 x ď ∆ 1 x holds (see Chapter 14 in [16] ). Thus the condition ∆ 1 x Ñ 0 implies ∆ 2 x Ñ 0 as h OE 0. Now we are ready to state our main result, which claims the convergence of our collocation methods. Remark 4.6. In [14] , the convergence result as in Theorem 4.5 is proved under more normative assumptions. Here, we reveal explicit conditions under which the convergence is guaranteed.
Remark 4.7. If Γ is quasi-uniform in the sense that
{d hold for some positive constants c 5 , c 6 , c 1 5 , c 1 5 , then a sufficient condition for which the latter part of 4.3 (ii) holds is
with τ ě 3{2`p1`λqd 2 for some constants c 7 , c 8 ą 0. Remark 4.8. As stated in [12, Remark 3.8] , it seems to be nontrivial to find a simple sufficient condition for which Assumption 4.3 (ii) holds. However, as suggested by the numerical experiments in the next section, we conjecture that Assumption 4.3 (ii) does hold under some additional conditions. The rest of this section is devoted to the proof of Theorem 4.5. In what follows, by C we denote positive constants that may vary from line to line and that are independent of h and pt, xq P r0, T sˆR d .
The following result is a stronger version of the sampling inequality (see, e.g., Wendland and Rieger [17] ). For a proof we refer to [12] . The previous lemma leads to the stability of v h .
Lemma 4.10. Suppose that Assumptions 4.1 and 4.3 and τ ě 3 hold. Then there exists a constant C 1 P p0, 8q such that for h ď h 0 we have the following:
Proof. For |α| 1 ď 3 and x P p´R, Rq d , it follows from Remark 3.1, Lemma 4.9, and Assumption 4.1 that
This leads to, for k " 0, 1, . . . , n´1,
Here we have used Lemma 4.9 again to derive the last inequality. Thus the claim (i) follows. Lemma 4.9 and the linearly growth condition on F imply max
Applying the claim (i) to the inequality just above, we obtain the claim (ii).
Next, we show that for bounded and Lipschitz continuous functions, the kernel-based interpolation is still effective. We will use the Lipschitz space C 0,1 pR d q that collects all functions u : R d Ñ R such that
As shown in [12] , under Assumption 4.3 and the condition τ ě 3, for any multi-index α with |α| 1 ď 2 and u P H τ`pd`1q{2 pR d q, we have, for almost every x P p´R, Rq d ,
for some h 0 P p0, 1q. Then we obtain a bound of the interpolation error for functions in C 0,1 pR d q, described in terms of ∆ 1 x, R, τ , and κ :" mintm P Z : m ě τ`pd`1q{2u.
Lemma 4.11. Suppose that Assumption 4.3 and τ ě 3 hold. Then, for u P C 0,1 pR d q,
Proof. Let ρ be a C 8 -function on R d with compact support and unit integral. For ε ą 0, set ρ ε pxq " ε´dρpx{εq, x P R d . Then, the function
This and Lemma 4.9 yield, for x P R d ,
Now consider the functionũ ε given byũ ε pxq " u ε pxqζpx{Rq, where ζ is a C 8 -function on R d with compact support such that 0 ď ζ ď 1 on R d , ζ " 1 on tx " px 1 , . . . , x d q : max i"1,...,d |x i | ď 1u, and ζ " 0 on tx " px 1 , . . . , x d q : max i"1,...,d |x i | ą 1`cu for some c ą 0. Then, by (4.2), for x P p´R, Rq d ,
This leads to
Minimizing the right-hand side in the inequality just above over ε ą 0, we obtain the claim of the lemma.
Let C 1 as in Lemma 4.10 and fix θ P p0, 1{6q. For δ ą 0 define
Then we have the following key lemma, which is similar to Lemma 3.12 in [14] . Then there exist δ 1 P p0, 8q and β P p0, 8q such that for pt, x, zq P r0, T sˆOˆR, C 3 -function ϕ on O with ř |α| 1 ď3 sup yPO |D α ϕpyq| ď C 1 , and δ P p0, δ 1 s,ˇˇˇϕ
Proof. The proof is almost the same as that of [14, Lemma 3.12 ], but we give it for completeness. First, fix arbitrary C 3 -function ϕ on O with ř |α| 1 ď3 sup yPO |D α ϕpyq| ď C 1 and pt, x, zq P r0, T sˆOˆR. Then set p 0 " Dϕpxq, γ 0 " D 2 ϕpxq. Also, for simplicity, we write F pp, γq " F pt, x, z, p, γq for pp, γq P D.
Next, take δ 1 P p0, 1s such that x`?δw P O for all w P X δ,θ , and δ ď δ 1 . By Taylor expansion of ϕ up to the second term, we have
Then, considering p " p 0 and γ " γ 0 , we find that the right-hand side in the above inequality is greater than ϕpxq´Cδ 1`β´δ F pp 0 , γ 0 q with β " 1{2´3θ ą 0.
To show the reverse inequality, let pp, γq P D. Suppose that the minimum eigenvalue of γ 0´γ is greater than or equal to´δ θ . Then γ ď γ 0`δ θ I d so that
where I d is the d-dimensional identity matrix. The last inequality follows from Assumption 4.1 (ii), i.e., the Lipschitz continuity of F pp, γq. Thus,
In case p " p 0 we take w " 0 so that the right-hand side in (4.4) becomes´δF pp 0 , γ 0 qC 0 δ 1`θ . Otherwise, by the choice w "´δ θ pp 0´p q{|p 0´p |, the right-hand side in (4.4) becomes´δ
for any sufficiently small δ since there exists δ 1 1 P p0, δ 1 s such that´δ 1{2`θ`C 0 δ ď 0 for all δ ď δ 1 1 . Suppose that the minimum eigenvalue µ of γ 0´γ is less than´δ θ . Then take w ‰ 0 as an eigenvector with respect to µ such that |w| " δ´θ and pp 0´p q T w ď 0. This choice yields
and the right-hand side in the last inequality just above is at most´δF pp 0 , γ 0 q for any sufficiently small δ since there exists δ 2 1 P p0, δ 1 1 s such that´δ 1´θ`8 C 0 C 1 δ ď 0 for all δ P p0, δ 2 1 s. Therefore, we have proved that for any pp, γq P D,
Combining this with Taylor expansion of ϕ up to the second term, we obtain
which completes the proof of the lemma. To implement the collocation method, we use the matrix representation described in Section 3, by noting inf 0ďσď1{5 pσ 2 yq "´p1{5q 2 maxp´y, 0q, with the uniform time grid. We examine the cases of n " 2 8 and n " 2 12 . Figures 5.3 and 5.4 show the resulting maximum errors and root mean squared errors, defined by Max error " max
respectively, where Γ 0 is the set of 10 d -evaluation points constructed by a Sobol' sequence on r´1, 1s d for each d " 1, 2. We can see that for d " 1 with n " 2 8 , the curves of the both errors become flat after N " 150. Similar phenomenons are observed in the cases of d " 2 with n " 2 8 and n " 2 12 . For N belonging to those ranges, increasing the number of time steps give visible effects for the convergence.
As an comparison, we examine the explicit Euler finite difference method on the same collocation points where the gradient is computed by the central difference and the Dirichlet boundary condition is set to be zero. Figure 5 .5 shows that the resulting ratios of Max (resp. RMS) errors for the finite difference to Max (resp. RMS) errors for our collocation method in the case of d " 1, where the set of evaluation points is taken to be Γ itself. We can see that our collocation method is competitive with the finite difference method with respect to Max errors and is superior to that one with respect to RMS errors under the same conditions.
Conclusion
In this paper, we have shown that the kernel-based collocation methods converge to the unique viscosity solutions of the corresponding fully nonlinear parabolic equations provided that Wendland kernels are adopted and the inverses of the interpolation matrices have certain decay property, which can be checked by countable procedures. The nonlinearities for the equations considered in this paper are sufficiently general so that a standard class of Hamilton-Jacobi-Bellman equations are included.
The key ingredients in our proof are the stability property of Wendland kernels that states the norms of the interpolation operators are bounded provided that the interpolation matrices satisfy the property mentioned above, and the max-min representations of the nonlinearities of the parabolic equations.
In the numerical experiments, we have confirmed the condition on the interpolation matrix numerically holds for pd, τ q " p1, 4q and pd, τ q " p2, 15q, as well as the decreases of the maximum and root mean squared errors for some fully nonlinear equations up to two dimension, as the numbers of collocation points and time steps become large.
The cases of higher dimensions and another kernels such as Gaussian ones need to be investigated in future studies. 
