Humans do not have an accurate representation of the probability information in the 21 environment but distort it in a surprisingly stereotyped way ("probability distortion"), as 22 shown in a wide range of judgment and decision-making tasks. Many theories 23 hypothesize that humans automatically compensate for the uncertainty inherent in 24 probability information ("representational uncertainty") and probability distortion is a 25 consequence of uncertainty compensation. Here we tested whether the 26 representational uncertainty of probability is really quantified by the human brain and 27 how its encoding contributes to probability distortion. Human subjects kept tracking 28 the relative frequency of one color of dots in a sequence of dot arrays while their brain 29 activity was recorded by magnetoencephalography (MEG). We found converging 30 evidence from neural entrainment and time-resolved decoding that a 31 mathematically-derived measure of representational uncertainty is automatically 32 computed in the brain, despite it is not explicitly required by the task. In particular, the 33 encodings of relative frequency and its representational uncertainty respectively occur 34 approximately 300 ms and 400 ms after stimulus onset. Moreover, the relative 35 strength of the brain responses to these two quantities predicts the subject's 36 probability distortion behavior. The automatic and fast encoding of the 37 representational uncertainty provides neural basis for the uncertainty compensation
170
We found that the observed difference in between the N-small and N-large Supplement S1 and Figure S1 ), with a greater implying lower representational the N-small condition.
176
The response time (RT) of reporting relative frequency (defined as the interval 177 between the response screen onset and the first mouse move) provides an additional 178 index for representational uncertainty, given that lower uncertainty would lead to 179 shorter RTs. We divided the values of p into five bins and computed RT for each bin respectively denote the N-small and N-large conditions. Shadings denote SEM across 217 subjects. The vertical line marks 3.33 Hz. Dots above the spectrum mark the frequency 218 bins whose phase coherence was significantly above chance level (permutation tests,
219
PFDR <0.05 with FDR correction across frequency bins). Insets: Grand-averaged phase 220 coherence topography at 3.33 Hz for each cycle and numerosity condition. Solid black 221 dots denote sensors whose phase coherence at 3.33 Hz was significantly above chance 
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S3A). We further confirmed that none of these variables led to different responses in 234 P-cycles and U-cycles as reported above for p and p(1-p) ( Figure S3B ).
236
Behavioral probability distortion and the neural entrainment to p and p(1-p)
237
We next examined the relationship between behavioral probability distortion and the 238 neural entrainment to p and p( 
, changed across the two numerosity conditions. Neural encoding of p and p(1-p) over time and the associated brain regions
271
Our experiment was designed such that on each trial one of the two variables of our 272 interest (p or p(1-p)) changed periodically and the other was aperiodic. The encoding 273 of a periodic variable led to periodic brain responses that were specifically 274 phase-locked to the variable, as revealed by the phase coherence analysis above.
275
However, it remained unknown how the aperiodic p(1-p) in P-cycles or aperiodic p in 276 U-cycles was encoded over time.
277
To address this issue, we performed a time-resolved decoding analysis based on 278 all 306 sensors (see Methods) using a regression approach that has been employed 279 in a variety of EEG and MEG studies (Crosse, Liberto, Bednar, & Lalor, 2016 
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showed temporal courses similar to p or p(1-p) when the same time-resolved 302 decoding procedure was applied ( Figure S3C ).
303
Based on the time windows that achieved the highest time-resolved decoding 304 performance, we further performed a similar decoding analysis at each sensor 305 location (including one magnetometer and two orthogonal planar gradiometers) 306 separately for p and p(1-p) to assess the associated brain regions (see Methods). We confidence encoding for perceptual judgments can be detected in the brain far before 406 confidence rating and even prior to the overt judgment or decision making.
407
Third, our findings shed light on the functional importance of confidence encoding 408 in information processing (Bahrami et al., 2010; Koriat, 2015; Pouget et al., 2016 ) that 409 is still not well understood but receives growing attention. In particular, we asked how 410 the neural encoding of representational uncertainty may relate to probability distortion.
411
By comparing experimental conditions under which the same individuals' distortions 412 of relative frequency differed, we found that a relatively stronger response to 413 representational uncertainty in the parietal region corresponds to a shallower slope of 414 distortion. That is, the automatic, fast encoding of representational uncertainty is not responses-has been widely used with EEG/MEG to investigate low-level perceptual processes, which sacrifices temporal information to increase the signal-to-noise ratio 422 of detecting the automatic brain responses to the stimuli. In our experiment, we 423 constructed periodic p or p(1-p) sequences and showed that SSR can also be used to 424 reveal the brain's automatic responses to these more abstract variables. Moreover,
425
we demonstrated that it is possible to perform time-resolved decoding for the other 426 aperiodic variable embedded in the same sequence. In this way, our experimental 427 design exploited the advantages of both the SSR and time-resolved decoding 428 techniques. Such design can be useful for a broad range of problems where the 429 processing of two or more variables needs to be dissociated.
430
In conclusion, we found a correlation between the neural encoding of 431 
457
Acquisition and Preprocessing for details).
458
Task. Each trial started with a white fixation cross on a blank screen for 600 ms, gray background at a rate of 150 ms per display ( Figure 1A ). Subjects were asked to relative-frequency of yellow (or cyan) dots on the last display. Half of the subjects 465 reported relative frequency for yellow dots and half for cyan dots.
466
To encourage subjects to pay attention to each display, one out of six trials were 467 catch trials whose duration followed a truncated exponential distribution (1-6 
479
Design. We adopted a steady-state response (SSR) design, which could achieve a 
591
where denotes the value of the stimulus that starts at time t, denotes 592 S t 
625
For each subject, we defined the median of all time points for which the decoding 
643
For phase coherence or decoding performance, grand averages across subjects were 644 computed and permutation tests described above were used to assess their statistical 645 significance over chance (Maris & Oostenveld, 2007 
A bounding operation (S2) is defined to confine the representation of log-odds to the interval , where and are free parameters. is referred as "truncated log-odds".
In our relative-frequency judgment task, we assume representational uncertainty partly arises from random variation of sampling. Suppose subjects may not access to all of the dots in a display. For a display of dots, a sample of dots is randomly drawn from the display without replacement and used to infer the relative frequency. The resulting variance of is thus (Cochran, 1977; Zhang et al., 2019) :
Here is modeled as an increasing function of numerosity:
,
where and are free parameters.
To compensate for this representational uncertainty, the internal representation further undergoes a non-linear contraction or expansion around a fixed point on the logodds scale so that the log-odds of the reported relative frequency ,
where is a measure of the reliability of the internal representation, and is Gaussian error on the log-odds scale with mean 0 and variance . The , , , and are free parameters. Along with the , , and , the BLO model has 8 parameters.
Finally, the scaling factor adjusts the bounded interval to the fixed Thurstone scale (Thurstone, 1927; Zhang et al., 2019) .
For each subject, we fit the BLO model to the subject's in each trial using maximum likelihood estimates. The fminsearchbnd (J. D'Errico), a function based on fminsearch in MATLAB (MathWorks), was used to search for the parameters that minimized negative log likelihood.
To summarize how the slope of distortion changed with numerosity, for each subject, we divided the trials of each numerosity condition equally into two sub-conditions according to the value of N and then estimated for each of the four sub-conditions ( Figure S1 ). The pattern of in real data was well predicted by the fitted BLO model (based on 500 times of simulations).
We also compared the goodness-of-fit of the BLO model with that of the LLO model (Eq.
2 in the main text), which separately fit the slopes of the N-small and N-large conditions (4 parameters in total, , , and ). According to the Akaike information criterion with a correction for sample sizes (AICc) (Akaike, 1974; Hurvich & Tsai, 1989 ), the BLO model outperformed the LLO model (the summed AICc difference across subjects between the LLO and BLO models was 285.33).
. Estimated slopes of distortion: data versus BLO model fits.
According to the numerosity of the last display, the trials in the N-small and N-large conditions were further divided into two equal halves, whose slopes of distortions, , 
Supplement S2. Autocorrelation analysis for periodic and aperiodic stimulus sequences
We applied an autocorrelation analysis to the stimulus sequences in each trial to confirm their periodicity or aperiodicity. Autocorrelations were calculated for individual trials and then averaged across trials in each condition. As designed, the p sequence in P-cycle trials and the p(1-p) sequence in U-cycle trials had periodic autocorrelations, while the p sequence in U-cycle trials and the p(1-p) sequence in P-cycle trials were free of autocorrelations ( Figure   S2 ).
Figure S2. Autocorrelations of stimulus sequences as functions of time lags.
Left: the P-cycle condition. Right: the U-cycle condition. Solid and dashed lines are respectively for the p and p(1-p) sequences. The stimulus sequences used for autocorrelation calculations were from the example subject whose behavior results are showed in Figure 1C . All other subjects had similar autocorrelation patterns. 
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Supplement S3. Phase coherence and time-resolved decoding analyses for confounding factors
We considered the following eight variables in the stimuli as potential confounding factors, which may covary with p or p(1-p) across displays.
(1) N: the total number of dots (numerosity) in the display, which by design was independent of both p and p(1-p).
(2) Nt: the number of dots in the target color in the display, that is, Nt = Np.
(3) No: the number of dots in the other color in the display, that is, No = N(1-p) .
(4) AvgLumi: the mean luminance of the display, which was kept constant across different displays and different trials and was thus independent of both p and p(1-p).
(5) vCIE-L*: the color variance of the display on the L* dimension in the CIELAB color space, where L* ranges from black to white.
(6) vCIE-a*: the color variance of the display on the a* dimension in the CIELAB color space, where a* ranges from green to red. (Wiebel, Singh, & Maertens, 2016) .
According to our design, most of these variables had negligible correlations with p and p(1-p) and none of the absolute values of correlation coefficients exceeded 0.53 (Pearson's r, Figure S3A ). The numerosity (N) had considerable correlations (Pearson's |r| > 0.79) with all other confounding factors except for the mean luminance (AvgLumi), which was constant across displays. We performed similar phase coherence ( Figure S3B ) and time-resolved decoding analyses ( Figure S3C ) for these variables as we did for p and p(1-p) but obtained very different patterns, which suggests that the findings we reported for p and p(1-p) in the main text are unlikely to be effects of confounding factors. The patterns of all these confounding factors expect for AvgLumi were almost identical, which may have the same origins such as the automatic encoding of numerosity (Fornaciai, Brannon, Woldorff, & Park, 2017; Park, DeWind, Woldorff, & Brannon, 2016) . 
Figure S4
Supplement S4. Explaining the "bumps" in the phase coherence spectra of the confounding factors
As shown in the Figure S3B , there was a "bump" spanning across 0-6.67 Hz in the phase coherence spectrum of N. So did all of the confounding variables we considered above that had high correlations with N. Though also centering at 3.33 Hz, these "bumps"
were much wider than the 3.33 Hz peak we observed for the p sequence in the P-cycle condition or the p(1-p) sequence in the U-cycle condition. Besides, the "bumps" were similar across all four cycle and numerosity conditions, which were unlikely due to the periodicity of p or p(1-p). We found in a simulation analysis that these "bumps" could simply result from the particular temporal course of the neural responses to the variables.
In particular, we first estimated the temporal course of stimulus-evoked brain responses to N using a computational technique known as Temporal Response Function (TRF) analysis (Crosse, Liberto, Bednar, & Lalor, 2016; Gonçalves, Whelan, Foxe, & Lalor, 2014; Lalor, Pearlmutter, Reilly, McDarby, & Foxe, 2006) . The TRF for a specific stimulus dimension describes how the brain responds to a unit change in stimulus magnitude at different time lags. The brain is modeled as a linear system, whose response at a specific time point is the summation of the responses to all previous stimuli, that is, a convolution of the stimulus sequence with TRF plus Gaussian random noise:
where t denotes time, n denotes sensor number, denotes the time lag to stimulus onset, , , and respectively denote the magnitude of sensor response, the tobe-estimated TRF, the stimulus sequence, and Gaussian noise term. The stimulus sequence was modeled as the summation of pulses at display onsets. For the TRF analysis, epoched MEG data were down-sampled to 120 Hz. The TRF was estimated for a maximum delay of 900 ms using a rectified regression method, with the ridge parameter set to 1. Both the stimulus sequence and sensor responses were normalized before the analysis.
R t,n
( ) = w τ ,n ( ) S t − τ ( ) + ε t,n ( )
We estimated the TRF for N and then convolved it with the N sequence and added a Gaussian noise to generate virtual neural responses. We then applied the phase coherence analysis to the virtual neural responses. This simulation was repeated for 500 times, based on which we computed the mean phase coherence spectrum for the simulated data. We found that the resulting phase coherence spectrum resembled that of real data, reproducing the "bump" between 0 and 6.67 Hz ( Figure S4 ).
Figure S4. Explaining the "bumps" in the phase coherence of numerosity.
Simulated neural signals were generated through convolution of TRF estimated from the MEG2521 sensor (located right occipital) with the N sequence, perturbed by Gaussian nose whose standard deviation was set to 4. The simulated neural signals were then submitted to the phase coherence analysis (see Materials and Methods).
Light and dark green curves denote the phase coherence across magnetometers of real data from one example subject. Orange curves denote the average across 500 simulations. The "bump" across 0-6.67 Hz observed in real data was reproduced in the simulated data. Figure S6 N-small N-large
Figure S5
