Introduction
Here, we analyze the charging of aqueous drops sliding down hydrophobic surfaces. This study is motivated by both applied and fundamental research. With respect to applications, the motivation is to convert the kinetic energy of a flowing liquid directly to electrical energy. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] To this end, much literature has focused on how charging affects the dynamic wetting of surfaces, the movement of drops, and contact angle hysteresis. [17] [18] [19] [20] However, the efficiency of charge separation by flowing liquids is still much lower than that of conventional electric generators. Attempts to design more efficient energy converters are hindered by a lack of fundamental understanding. It seems likely that the fundamental mechanism behind this charge separation would involve the electric double layer. However, the fact that drops become charged violates the paradigm of electroneutrality assumed in electric double layer theory. This seeming paradox has yet to be resolved.
Resolving this paradox could also have broader implications. A few authors have suggested that the charge separation in water could be at the heart of solid/solid contact electrification. [21] [22] [23] At very low humidity, the effect of contact electrification decreases, suggesting that water plays an important role. Thus, the study of charging in aqueous drops could be essential, not only to the design of efficient energy converters, but also to a full comprehension of general contact electrification.
Electric charging phenomena in connection with flowing water have been described for more than 150 years. A prominent example of charge separation by breaking streams of water is the Kelvin dropper. 24, 25 Examples from nature include the negative charge around waterfalls, 26 and the generation of charge in clouds leading to lightning. 27, 28 Water drops impacting and rebounding off of solids usually acquire a charge, although they carry no charge before the impact. 26, [29] [30] [31] [32] They leave a negative charge on the solid. Electrowetting experiments revealed charge deposition on hydrophobic surfaces. 33 Drops that condense on a surface will also ''jump'' from this surface with a net charge. 34, 35 Furthermore, water drops ejected from a nozzle are usually charged, leaving behind the opposite charge in the nozzle. 6, 8, 27, [36] [37] [38] The charge of ejected water drops depends on the surface chemistry of the tube and nozzle, 39 the flow rate, 40 the pH, 41 the salt concentration, 11 and the potential bias on the nozzle. 42 Here we are concerned with drops moving on solid surfaces, i.e., drops with moving three-phase contact lines. Water drops sliding down a hydrophobic tilted plane often acquire a charge and deposit a surface charge of opposite sign. 18, [43] [44] [45] In 1994, Yatsuzuka, Mizuno, and Asano introduced the term ''slide electrification'' for this process. 18 They dripped drops of distilled water from a grounded pipette onto a tilted polytetrafluoroethylene (PTFE) plate. After sliding down the plate, the drops were collected in a Faraday cup to measure their charge. In addition, the authors measured the Kelvin potential of the PTFE after electrification. The drops collected were positively charged, while a net negative charge was deposited on the PTFE. The charge on the PTFE was strongly negative at the impact point, then decreased with distance, and even became slightly positive at the end of the path. The net drop charge increased with path length up to at least 15 cm. The charge per drop saturated with increasing drop rate. 7 Other hydrophobic surfaces such as poly(methyl methacrylate) (PMMA) 10 or silicon oxide hydrophobized with monolayers of octadecyltrichlorosilane also induced charging. 43 The fact that charging depends on the chemical nature of the substrate was confirmed by measuring charges of drops flowing out of tubes. 11, 37, 39 Polycarbonate, 18 nylon, polyethylene, polyvinyl chloride, 11 polystyrene, and even copper or steel tubes 39 have all been observed to release positively charged drops.
These observational studies give clear evidence for charge separation, but leave the separation processes surrounding three-phase contact lines poorly understood. Explanations that have been proposed for solid tribocharging [46] [47] [48] are problematic to generalize to liquids. When two solids are rubbed against each other, real contact is only established at few asperities due to omnipresent roughness. At these asperities, extremely high shear stresses can occur and are a likely candidate for a tribocharging mechanism. For liquids, high shear stress cannot occur. There is, therefore, no theory to describe slide electrification in liquids. In addition to a lack of theory on slide electrification, there is also difficulty performing reproducible experiments. Measured charges seem to depend critically on the surface chemistry, the detailed design of the experimental setup, and how the experiment is carried out.
Here, we address both of these issues: we reproducibly measure the charge gained by drops of water sliding down a substrate, and we outline an analytical theory that quantitatively describes slide electrification. The degree of charging seems to be highest for perfluorinated surfaces, so we choose to use a glass plate coated with perfluoro octadecyltrichlorosilane (PFOTS) as our substrate. While a water drop is in contact with this substrate, surface charges form spontaneously. When the rear of a drop dewets, some fraction of this spontaneouslyformed charge is left on the surface. We call this fraction the transfer coefficient. Since the deposition of charge is a nonequilibrium process, the transfer coefficient may depend on the process itself, not only on conditions such as temperature and humidity. By comparing the experimental results with theory, we are able to fit all of our theoretical parameters for drop charging.
Experimental
Glass microscope slides (6 Â 2 cm 2 , 1 mm thick) were silanated with perfluoro octadecyltrichlorosilane (PFOTS) by chemical vapor deposition. Before silanization, the glass slides were first cleaned with acetone and ethanol, and then plasma treated for 10 minutes at 100% power (Diener Electronic Plasma Surface Technology: Femto BLS, Ebhausen, Germany). Next, the slides were placed in a vacuum desiccator containing a vial with 1 mL of trichloroperfluorooctylsilane. A magnetic stir bar was added to the vial for airflow. The desiccator was evacuated to less than 100 mbar. Then the desiccator became filled with a saturated vapor of the fluorosilane, which was allowed to coat the samples for thirty minutes. Samples had advancing and receding contact angles, as measured with a sessile drop, of (113 AE 3)1 and (75 AE 6)1, respectively. Samples were only used within the first 10 days after preparation. We used them for several days until at some point the charge, contact angle and sliding speed decreased markedly. Samples were not used past this point.
The sample surface was mounted on a grounded tilting stage within a grounded Faraday cage ( Fig. 1 ) at a default tilt angle of 401. A grounded syringe needle (stainless steel Hamilton syringe needle, 2 mm diameter, point style 3 -blunt) was mounted above the sample and was connected to a peristaltic pump (Gilson Minipuls 3, Wisconson, USA). The peristaltic pump produced water drops at variable drop rate between 0.01 and 1 s À1 . These water drops were deposited on the tilted sample surface. As the drops slid down the surface, they briefly contacted a series of two, variably-spaced electrodes (loops of 0.025 mm tungsten wire -thin enough to minimize altering the shape of the drop). The first electrode grounded the drop, and the second electrode measured the drop current via a low noise current amplifier (response time: 5 ms, FEMTO DLPCA-200, Berlin, Germany). Both the pump and the current amplifier were kept outside of the Faraday cage. Both electrodes sat just above and perpendicular to the surface such that the drop was in contact with both surface and electrode as it moved by. Care was taken so that the drop disconnected from the electrode before rolling over the end of the sample and into a collection dish. Data was collected and recorded using a National Instruments data acquisition card (NI USB-6366 X-Series) and the accompanying LabVIEW software.
Before every experiment, an Ionizing Air Blower (Simco-Ion, Aerostat PC Ionizing Air Blower, Pennsylvania, USA) was blown over the surface for 5 minutes in order to neutralize the surface. Drops were run successively over the surface and a current spike was recorded when each drop touched the probe. In all experiments, V = 45 mL drops of deionized water (Sartorius Arium Pro VF, 18.2 MO cm resistivity, Germany) were used. The drops fell approximately 0.5 cm (just far enough so that they broke from the syringe before touching the surface), and then slid approximately 1 cm before touching the grounding electrode.
The velocity was measured by viewing drop motion from the side using a high speed camera (Photron Fastcam Mini AX-100, Photron Deutschland GmbH). This was not done during experiments where charge was recorded due to the sensitivity of the charge measurements and the high noise that the camera caused.
Results
In this section, we will discuss experimental results from series of multiple drops that are moving down a tilted PFOTS substrate. We start by describing the current signal detected from a moving drop. This signal is integrated to obtain the total charge on the drop. The charges accumulated by successive drops in a given trial are not identical, therefore we always analyze a series of drops. We will discuss the effects on charge of increasing drop number, increasing interval between drops, and increasing drop slide distance. In each of these variables, we observe charge saturation. Each of these saturation behaviors yields information about the charging process that we will use in our drop charging theory.
Current generated by a moving drop
A typical sequence of current signals detected from a series of water drops is shown in Fig. 2 . When the first drop touches the detection electrode, it discharges within E0.2 ms, reaching a maximal current of 6 mA. A positive current implies that the drop is positively charged and electrons flow from the electrode into the drop. After the peak, there is a low positive current of E20 nA until the rear of the drop detaches from the electrode roughly 30 ms later. This low positive current is presumed to be from the continued deposition of negative charges on the surface as the drop moves while still in contact with the electrode.
The drop charge was calculated by integrating the current signal over the first 1 ms. In this particular example ( Fig. 2 ) it was 0.99 nC for the first drop. To calculate the average deposited surface charge density, we need to know the free sliding distance of the drop, L. This is the distance the drop slides while not being discharged by either electrode (see Fig. 1 ). From videos we determine the free sliding distance to be the electrode spacing of 20 mm minus the drop length of 6.7 mm. Assuming the initial peak is equal to the accumulated charge over a sliding distance of 13.3 mm, and that the drop is w = 5 mm wide, the average deposited surface charge density is estimated to be s S E 0.99 nC/(5 Â 13.3 mm 2 ) = 15 mC m À2 . While the sliding drop is in contact with the electrode, a current of E23 nA is detected for 30 ms. Assuming a drop width of 5 mm and a length of 6.7 mm the surface charge deposited by the drop while being in contact with the detection electrode is s S0 E 23 nA Â 30 ms/(5 Â 6.7 mm 2 ) = 21 mC m À2 . We added the index ''0'' to indicate that s S0 is the charge density deposited by an electrically neutral drop onto a neutral solid surface. Note that s S0 is higher than s S . We think that this is because the drop's continued contact with the electrode keeps it neutral, thereby allowing it to deposit more charge.
With the bare eye, we did not observe discharging effects, as have been described by Matsui et al., 49 not even when doing the experiment in the dark.
Charging of series of drops
After the first drop, the integrated charge of successive drops decreases. After 10-100 drops, the charge per drop saturates to a steady state. To demonstrate this effect, we plot the accumulated charge of each drop (that is the current peak integrated over the first 1 ms) versus the drop number ( Fig. 2C ). The first drop on this particular sample carried a charge of Q 1 = 0.99 nC. Then the charge per drop decreased. After 10-100 drops it reached a constant steady-state value. We denote this steady-state charge per drop by Q N . In Fig. 2C , the steady state charge was Q N = 0.28 nC.
Dependence on time interval
This observed steady-state charge depends on drop rate. In the particular experiment shown in Fig. 3A , we decreased the interval between drops from 4.11 s to 2.77 s after 500 drops (enough drops to reach steady-state). This decrease in drop interval reduced the steady-state drop charge, Q N . Further decreases in drop interval after 1000, 1500, and 2000 drops showed similar decreases in the steady-state charge. The reverse order was observed when starting with the short time intervals and increasing ( Fig. 3B ). In this case, the steadystate charge increased with increasing drop interval. This dependence indicates that the recovery time of the surface is important. With greater time between drops, the surface is given longer to discharge before the next drop passes. Thus, successive drops are able to deposit greater charge at greater drop intervals.
In the limit of very long drop intervals, the surface fully recovers between drops. This surface recovery time can be seen in the plot of steady-state charge, Q N , versus the time interval between two subsequent drops ( Fig. 4 ). Q N first increases, and then saturates after Dt E 10 s. In this particular experiment, the first drop carried a charge of Q 1 = 1.23 nC (shown as red circle). The steady-state charge at very long time intervals approaches the charge carried by the first drop, indicating nearly full surface recovery.
For time intervals longer than E5 s we systematically observed a higher scatter of drop charges than for shorter time intervals ( Fig. 3B ). Errors were 2-6%; the higher errors were detected for long time intervals ( Fig. 4 ) and long sliding distance. We attribute this scatter to slight fluctuations in the sliding path. It seems that once a drop has chosen a certain path, the next takes the same path unless there is enough time to ''forget'' the old path. In rare cases (not shown) the drops spontaneously changed their sliding path visibly. In these cases, the drop charge jumped up and then fell back to the same-steady state charge after 10-100 further drops.
Dependence on sliding distance
Measurements of drop charge for different sliding distances (at fixed time interval) show a monotonic increase ( Fig. 5 ). This result agrees with previous reports of sliding drops 18 or water flowing out of a tube. 11 The drop charge saturates with sliding distance. The saturation distance depends on the drop number: E40 mm for the first drops, and E80 mm for the drops in steady-state. The saturations in both drop interval and sliding (7) and (21)) using l = 8.2 mm, t = 28 s, and a 0 s L = 17.4 mC m À2 . 19.9 1C, 28% humidity. In (B) the order was reversed and we used a different sample. For the first 500 drops the interval was 1.00 s. Then it increased to 1.37, 1.91, 3.10, and 8.99 s for the next 500 drops, respectively. Finally we used a time interval of 43.6 s for the last 163 drops. The red curve was calculated with l = 5.8 mm, t = 6.3 s and a 0 s L = 44 mC m À2 . 24.7 1C, 64% humidity. The error on all drop intervals is blow 5%, except for the longest two intervals, which have 10% error. 
Potential of drops and capacitance
In order to complete our model of charge deposition, we must have an idea of the capacitance of our drops. To measure capacitance, we first measured the electric potential of sliding drops by connecting our electrode to an oscilloscope. Electric potentials were typically 2-2.5 V. Combining this value with our measured current data yields an effective drop capacitance of
We have no good explanation for the high capacitance yet. Even if we consider the whole glass plate as one plate capacitor of dielectric permittivity e S = 10, at an area of 2 Â 6 cm 2 and a thickness of d = 1 mm we only calculate a capacitance of C d = e S e 0 A/d E 0.1 nF.
Theory
Drop charging mechanism
In the following, we propose a model for a quantitative description of charging effects of moving drops. We follow an earlier proposal that surface charges, which form spontaneously in water, do not fully recombine when the rear side of the drop passes over them. 10, 11, 18, 37 As a result, some charge is left on the substrate and the counter-charge remains in the drop. The surface charge density in liquid can be large, but the charge density remaining on the substrate is only a fraction of the total charge density. We define this fraction as the transfer coefficient, a.
The whole charging process can be divided into three steps ( Fig. 6 ): (1) spontaneous charge formation in the aqueous electrolyte, (2) transfer of charge to the surface, and (3) neutralization of the charges e.g., by flow of electrons through the grounded substrate, or by ions in the air. 11, 48, 50 When a hydrophobic surface is immersed in water it charges negatively, most likely due to the adsorption of hydroxyl ions. [51] [52] [53] Therefore, in the following we use charging by adsorption of hydroxyl groups as an example.
To describe the deposition of charge behind the drop, we use our transfer coefficient, a, to link the charge density left behind on the substrate, s S , to the charge density within the tail of the drop, s L :
As the drop deposits charge, it becomes oppositely charged. With increasing sliding distance, the drop becomes more and more charged. This process, however, cannot go on forever. We suggest that an accumulation of charge within a drop is limited by the self-induced growth of electric potential. The total charge of the drop and its potential are proportional, Q = C d c d . The capacitance of the drop, C d , is the proportionality constant. The likelihood of a charge to remain on the solid surface decreases with increasing drop potential. To describe this effect, we introduce a potential-dependence in the transfer coefficient. Thus, the transfer coefficient may be approximated by a series expansion in potential. As a first approximation, we only consider the first term, which leads to a linear dependence:
Here, a 0 is the transfer coefficient at zero potential; it may still depend on other variables such as velocity, humidity, etc. a 1 can be interpreted as the first coefficient of the expansion. The potential is scaled by the thermal energy, k B T, divided by the charge deposited, q. The electric energy, qc d /k B T, is the energy needed to bring the charge-determining ion into the drop from infinite distance (in units of thermal energy). When hydroxyl (7) and (21) to obtain, l = 9 mm and t = 8 s. 24.7 1C, 64% humidity. In order to be able to also fit a complete set of results as shown in Fig. 8 we varied the charge density; it was a 0 s L = 21 mC m À2 for the first drops and a 0 s L = 12 mC m À2 for the drops in steady state. Results were obtained from the same experiment as in Fig. 8 .
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Single drop
In eqn (2) and (3) we did not yet specify the charge or potential. Now we assume that the drop potential is entirely generated by the deposited charge. As the drop moves, more and more hydroxyl ions are left on the surface. As a result, positive charge accumulates in the drop and its potential increases. With increasing potential it becomes more and more unfavorable for hydroxyl ions to leave the drop and remain on the surface. The charge density behind the drop and the transfer coefficient a gradually decrease. Counting from the initial rear side of the drop, the charge density decreases along its path. The deposited charge of the drop at every distance step dx is ws S (x)dx. Here, w is the width of the drop and x is the coordinate along the sliding path ( Fig. 6 ). With s S = as L (eqn (1)), the charge of the drop correspondingly changes by dQ 1 (x) = Àaws L dx (4)
We added the index ''1'' to indicate that this is the first drop being placed on a fresh, uncharged surface. In general, the total charge of the drop will be the charge accumulated from ions adsorbing to the surface at the front of the drop minus the charge lost from ions desorbing at the rear. Adsorbing ions will contribute a charge ws L dx, while desorbing ions will remove a charge w(1 À a)s L dx. Inserting eqn (2), we obtain a differential equation for the charge of the drop:
l is in units of meters. Note: q and s L always have the same sign; in our case both are negative because we consider hydroxyl ions.
Assuming that the initial charge of the drop is zero, Q 1 (L = 0) = 0, eqn (5) is solved by Q 1 (L) = Àa 0 lws L (1 À e ÀL/l )
The charge of the drop is opposite to the surface charge, s L . The drop charge first increases linearly and then saturates with progressing sliding distance L (black curves Fig. 7A ). The black curves were calculated assuming that discharging is negligible, Dt/t = 0. Drop charges were calculated with eqn (7), (19) and (21) . To calculate the surface charge density we used eqn (8), (20) and (22) . Red curves were calculated allowing for a charge neutralization with Dt/t = 0.2. Parameters were s L = 0.28 Â 10 À3 C m À2 , C d = 0.3 nF, a 0 = 0.05, a 1 = 0.0002, w = 5 mm, and l = 2.7 cm. Applying eqn (4), we obtain the corresponding charge density along the path of the first drop:
Thus, the charge density on the solid surface decays exponentially with a decay length l. For simplicity we assumed that the charge is distributed homogeneously over the width of the sliding path; if this is not fulfilled, s S1 needs to be interpreted as the mean charge density. We formally distinguish the coordinate x form the sliding distance L. x starts at the same position, but it describes the surface charge density along the path for a given sliding distance (Fig. 6 ).
Series of drops
As subsequent drops slide down the same path as the first drop, the initially uncharged drops encounter a charged surface. The time between two subsequent drops is assumed to be constant and denoted by Dt. For simplicity, we further assume that the time required by the drop to move along its own length is much faster than the interval between drops. To distinguish the charge of different drops and the surface charge densities left by different drops, we index using the drop-number as a subscript. For the charges of individual drops, we write: Q 1 (L), Q 2 (L), Q 3 (L), etc. For the surface charge densities left by individual drops, we write s S1 (x), s S2 (x), s S3 (x), etc.
Here we also take charge neutralization into account. We describe charge neutralization by an exponential function with a relaxation time, t: s S (t) = s S (0)e Àt/t (9) Three possible pathways for charge neutralization of the surface are: A flow of electrons through the substrate to the grounded electrode on its back side. The corresponding time constant is given by the capacitance of the substrate, e S e 0 A/d, multiplied with its resistance, r e d/A, leading to an electric discharge time constant of t e = e S e 0 r e . Here, r e is the specific resistivity of the substrate material. A is the area over which the surface charge is distributed. The relaxation time only depends on material properties. For glass, which makes up the majority of our substrate, (e S = 5-10, r e = 10 11 -10 15 O m) it ranges from t e = 4 s up to 1 day. For reference, Teflon (e S = 2.1, r e Z 10 16 O m) has a much longer relaxation time of t e Z 10 5 s.
Discharging via free ions in air. Ions in air are for example generated by cosmic rays. At sea level, air has a typical conductivity of 10 À14 S m À1 . [54] [55] [56] Though discharging in air may be slow, it is the only option for substrates like Teflon. If we denote the relaxation time for discharging through air by t a , the total relaxation time for discharging is 1/t = 1/t e + 1/t a .
Discharging via the surface. It is known that silicon oxide or glass show significant surface conduction at a humidity above E40%. [57] [58] [59] This surface conduction may lead to discharging via the back electrode, or at least to a diffusion of charge away from the area where the charges were deposited.
As a result, the charge may be distributed over the whole glass surface.
At a time, Dt, after the first drop has passed, the surface charge density has decreased by a factor e ÀDt/t . Because the surface is already partially charged, when the second drop slides a distance dx, fewer ions go from the bulk water to the solid/liquid interface. At the front of the second drop, the charge balance will be the difference between the charge that would have been deposited if the surface were neutral, and the charge that is already present on the surface: w(s L À s S1 e ÀDt/t )dx. At the rear of the second drop, a charge w(1 À a)s L dx is taken up again. Equivalent to eqn (4), we find the incremental charge on the second drop: dQ 2 (x) = w(s S1 e ÀDt/t À as L )dx (10) Inserting eqn (8) into eqn (10) leads to the differential equation
which is solved by
Again, we apply the boundary condition that the drop is initially uncharged, Q 2 (L = 0) = 0. The deposited surface charge density behind the second drop is, accordingly:
We repeat the calculation for the third, fourth, and nth drops. The general differential equations for drop charge and surface charge density are:
It is convenient to introduce the reduced sliding distance and reduced coordinate:
The following are solutions to eqn (13) and (14) for the 3rd, 4th, and nth drops: x i i! (20)
In the limit of a very large number of drops (n -N) we obtain
which yields the solution for the drop charge and surface charge density at steady-state:
and
Predictions
We will begin by considering our solutions for the special case of negligible charge neutralization, Dt { t (black curves in Fig. 7 ). If discharging is negligible, the reduced sliding distance and coordinate become Z = L/l and x = x/l. For the second drop sliding down the surface, the exponential factor, e ÀL/l , is modified by the factor (1 + L/l). It causes a delayed charge uptake of the drop. The second drop needs to slide a longer distance to acquire the same charge as the first drop. Following drops require longer and longer distances to charge. Reason: they deposit less charge when passing an area that has already been charged by previous drops. After many drops, indicated by ''Nth'', the drops do not charge at all anymore, Q N = 0. Correspondingly, for multiple drops running along the same path, the charges on the surface extend further and further along the sliding direction (black curves Fig. 7B ). After an infinite number of drops, the whole surface along the path of the drop bears a homogeneous surface charge density of a 0 s L . Neutralization of surface charges (red curves in Fig. 7A ) increases the charge picked up by the sliding drops. Even after a large number of drops, subsequent drops still acquire a charge (red curve with ''N''). Correspondingly, the surface does not reach a homogeneous surface charge density when discharging is included (Fig. 7B) . The red curve s N (x) starts with a initial descent. For a series of drops, the charge density decays exponentially with a modified decay length l/(1 À e ÀDt/t ).
Discussion

Comparison between theory and experiment
To determine the three independent parameters a 0 s L , l, and t from the experimental results, one needs to fit all of the presented data simultaneously. Specifically, we fit Q n -vs.-n with eqn (19) , Q 1 -vs.-L with eqn (7) , Q N -vs.-L with eqn (21) , and Q N -vs.-Dt also with eqn (21) .
To facilitate the fitting procedure, good starting values are helpful. To obtain good starting values we use eqn (12) , (15) and (17) and write:
With Z we can calculate l from eqn (7) and (21):
The time constant, t, and the solid surface charge density, a 0 s L , are obtained with eqn (23) and (7) or eqn (21):
A good estimate for t can be directly obtained from Q N -vs.-Dt as the time interval at which saturation is reached. When comparing the modeled curves to the experimental results, we found overall good agreement. The whole set of curves could be fitted with only three parameters (Fig. 3 ). For the two examples shown in Fig. 3 we found as L = 17.4 mC m À2 , l = 8.2 mm, and t = 28 s for Fig. 3A , and as L = 44 mC m À2 , l = 5.8 mm, and t = 6.3 s for Fig. 3B . It is not yet clear whether the differences are caused by the fact that the samples were different, or that experiments were carried out at different temperature and humidity. The surface charge density deposited, a 0 s L , agrees with the previously estimated value of s S0 = 21 mC m À2 (from Fig. 2 ).
There is, however, one small, but systematic deviation. For the first few drops, theoretical drop charges decrease slightly faster than experimental observations. We hypothesize, that this may be caused by slight deviations in drop path or drop width. In the theory, we assume that each drop follows precisely the same path as the first drop, which may not be the case in reality. Additionally, our procedure of using an ionizing air blower to discharge the surface before experiments might result in some excess ions in the air, and thus a slightly higher surface discharge rate for the first few drops. This could manifest as a slightly slower decrease in charge for the first few drops. Fig. 8 shows a comparison between theory and experiment for a full set of drops measured at different sliding lengths. Charges for the first, second, fifth, and steady-state drops are plotted. The whole set of results can be fitted with one decay length, l = 9 mm, and one relaxation time, t = 8 s. We only had to slightly adjust the deposited surface charge ranging from a 0 s L = 21 mC m À2 for the first drop to a 0 s L = 12 mC m À2 for Q N .
We cannot yet explain this gradual decrease in the deposited charge, but suggest that other variables such as changing drop velocity or changing humidity may play a role. It may also reflect an increased hydration of the glass surface underneath the silane monolayer. In most experiments, the first drops show greater variability compared to subsequent drops.
Estimation of the transfer coefficient
In water, hydrophobic surfaces charge negatively, most likely due to the adsorption of hydroxyl ions. [51] [52] [53] [60] [61] [62] [63] [64] In pure water at pH 6, typical surface potentials of PDMS and PTFE are À70 and À90 mV. For simplicity, we take the zeta potential as the surface potential, j 0 , and convert it via the Grahame equation to a surface charge density: 65
Here, e L is the dielectric permittivity of the liquid and e 0 = 8.85 Â 10 À12 C V À1 m À1 . The Debye length,
characterizes the extent of the electric double layer. Here, c À and c + are the concentrations of hydroxyl and hydronium ions in mol m À3 . N A = 6.02 Â 10 23 mol À1 . With j 0 E À0.08 V and a typical Debye length in distilled water of 300 nm, we estimate an equilibrium charge density in liquid of s L = À0.28 mC m À2 . The real surface potential may be slightly higher than the zetapotential.
In the following, we assume that the surface charge in water forms quickly. To verify the validity of this assumption, we estimate the formation time of the electric double layer. It is limited by the diffusion of ions towards and away from the interface, and can be estimated by the Debye time: [66] [67] [68] t EDL = l D 2 /(D + + D À ). Here, D + and D À are the diffusion coefficients of the cations and anions. In pure water, we consider hydronium and hydroxyl ions with D + = 9.31 Â 10 À9 m 2 s À1 and D À = 5.27 Â 10 À9 m 2 s À1 at 25 1C, respectively. With a typical Debye length in Millipore water of 300 nm, we obtain t EDL = 6 ms. This is much faster than the typical time a drop is in contact with a specific surface area, which is tens of milliseconds, even at high velocity.
Taking our estimated s L = 0.28 mC m À2 , and a 0 s L = 20 Â 10 À6 C m À2 (from the experiment in Fig. 3A) or a 0 s L = 44 Â 10 À6 C m À2 (from Fig. 3B ) we obtain a transfer coefficient at zero drop potential of a 0 = 0.062 or 0.16, respectively. Thus, our results indicate that approximately 6-16% of the charges at the solid/water interface are left behind on the surface.
The potential-dependence of the transfer coefficient can be estimated with eqn (6):
With C d = 0.3 nF, q = Àe, l E 7 mm, w = 5 mm, and s L -0.28 mC m À2 , we get a 1 = 0.00078. According to eqn (2), the complete transfer coefficient is a 0 minus the potentialdependent term scaled by a 1 . When we compare an uncharged drop to a drop with a 1 V potential, the transfer coefficient, therefore, decreases from a = 6.2% to a = 3.1%. Thus, when the potential of the drop reaches an order of magnitude around 1 V, the transfer of ions changes by a factor of two. These estimations of the transfer coefficient a 0 and in particular of the linear correction a 1 should only be taken as a first estimate. Possible sources of error are: (1) we took s L from the literature and did not measure it for this particular interface. (2) The capacitance is only measured with a large error of E30%. (3) We only considered linear terms in eqn (2) . This may only be a good approximation for small deviations of a from a 0 .
At this point, it is instructive to address one issue with respect to the definition of the transfer coefficient. One may argue that it is s L , and not the transfer coefficient that is changing with electric potential. In fact, if the drop is charged, one expects all of the charge to collect in an interfacial layer of thickness l D (like a charged conductor). Inside the drop, no electric field is present because of the mobility of ions. Thus, the surface charge density, s L , inside the drop (more than l D away from the contact line) should not be affected by the drop potential. Close to the contact line, however, countercharges are enriched. This increased concentration of counterions may indeed change the surface charge. For our theory, this effect poses no problem. In eqn (7), (8) and (11)-(22) a and s L appear as a product. This allows for two interpretations:
Either we define s L as the equilibrium surface charge at the solid/liquid interface, and we attribute any change in the number of transferred ions to the transfer coefficient. (We adopt this interpretation.)
Or we take s L as the local surface charge at the solid/liquid interface, which indeed depends on potential. In this case the transfer coefficient relates the number of charges within the drop, near the contact line to the number of charges left on the surface once the liquid has receded. Fig. 8 Charge of the first, second, fifth drop and drops in saturation measured at different sliding lengths (symbols). Continuous lines were calculated with eqn (7), (19) and (21) using l = 9 mm, t = 8 s, and a 0 s L = 21, 17.5, 15, and 12 mC m À2 for the first, second, fifth and the steady state drop, respectively. 24.7 1C, 64% relative humidity. w = 5 mm, Dt = 2.13 s. This is the same experiment as in Fig. 5 .
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One may argue that it is highly unlikely that charges are not neutralized when the liquid recedes, because it is energetically highly unfavorable. A charge e of radius a on a solid surface has a different energy depending on whether it is in a liquid or dry. This energy difference is the self-charging energy of a spherical charge with its center at the interface between the two respective media (solid/air in the first term and solid/liquid in the second):
Here, e S is the dielectric permittivity of the solid substrate. Thus, for e S = 4, e L = 78.4 (water at 25 1C), and estimating a E 0.2 nm we find DU = 53k B T. Such a large DU makes it statistically unlikely to leave charges on a dry surface. However, this value will be substantially reduced by two effects ( Fig. 9) :
At the rear of the drop, we have a vapor pressure close to saturation. It is well known that a shell of liquid molecules will remain around the ion. The presence of the charge will diminish the tendency of a drop to evaporate. On the contrary, a charge would even induce condensation of liquid molecules around it. This effect of ion-induced condensation is the basis for the Wilson cloud chamber, 69 and it is one cause for drop formation in the atmosphere. 28, [70] [71] [72] [73] For free ions, the condensation from a saturated water vapor reduces the selfcharging energy by more than a factor of two. This suggests that the surface charges may even be surrounded by tiny droplets which gradually evaporate.
A layer of water will physisorb to the surface attracted by e.g., van der Waals forces. 74 The thickness of the layer depends on the vapor pressure and can be several monolayers for a vapor pressure close to saturation.
The combined effect of ion-induced condensation (or prevention of water evaporation) and physisorption of water will provide a mainly aqueous environment for charges on solid surfaces. This means that the energy penalty for leaving ions behind could be significantly reduced as compared to leaving ions on a dry surface.
Conclusions
When a water drop moves down a hydrophobic inclined plane, it deposits a negative charge on the substrate. The total charge density deposited is roughly 6-16% of the surface charge density in water. Accordingly, drops charge positively. When series of drops slide down the surface, the charge per drop decreases and reaches a steady-state charge. The charge per drop increases with sliding length and with drop interval.
The transfer of charge at the rear of the drop can be described by a transfer coefficient. To describe experimental results accurately, we assume that the transfer coefficient decreases with increasing drop potential. In addition, we allow for a gradual neutralization of surface charges. Neutralization is characterized by a relaxation time constant. Using three independent parameters, the charge of drops can be fitted, and the deposited charge distribution can be predicted. In agreement with experiments, we predict a steady-state charge from series of drops, a saturation of the drop charge with sliding length, and a saturation of the steady-state charge with the time interval between drops.
These results also indicate why measurements of slide electrification are often difficult to reproduce. The deposited charge depends critically on many factors. It depends on the surface chemistry via the surface charge and the transfer coefficient. It depends on the specific experimental design via the decay length, and thus the capacitance of the drop. It depends on the neutralization time, which in turn may be determined by the conductivity of air or of the sample.
Contact charging of water may be much more ubiquitous than previously realized. It is very likely not to be limited to hydrophobic surfaces, but to extend to hydrophilic and conducting surfaces as well. The effect may go unnoticed because the relaxation time for neutralization is shorter in these cases. Thus far, charging has primarily been observed when the charges remained for more than a few seconds. However, even short-term charging may influence wetting dynamics and drop behavior. Additionally, water's ability to acquire charge on a wide range of materials could allow it to act as a charge-transfer bridge between surfaces. Two solid surfaces with a water bridge between them could violate electroneutrality when that bridge is quickly broken, leaving the solid surfaces charged, as in contact electrification. A thin layer of water exists on nearly every surface in our lives, revealing a diverse, uncharted field of research in water charging and slide electrification.
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