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Abstract
We focus on studying the convergence of the martingale solution to two-time-scale SDEs
subject to Le´vy noise. There exist two difficulties. Due to the coupling, the key point in
the proof of the convergence is to guarantee the exponential ergodicity of the fast compo-
nent. Besides, choice of the appropriate pertured test functions plays an decisive role in the
martingale methods. The pertured test functions are related to the averaged components in
our work. To overcome these difficulties, we go the following steps. Firstly, we investigate
SDEs driven by Le´vy noise without memory, and prove the existence and uniqueness of the
solution to the systems. Subsequently, the exponential ergodicity of the “fast component”
is exhibited by the several importent inequalities. Convergence of the martingale solution is
studied by using martingale methods, based on the exponential ergodicity of the “fast com-
ponent” and tightness obtaining by virtue of the Arzela`-Ascoli theorem. Finally we extend
some acquired results for a “fast component” with memory.
Keywords. Weak Convergence, Le´vy noise, Martingale method, Exponential Ergodicity,
Tightness.
Mathematics subject classification. 70K70, 60H99, 60G51.
1. Introduction
Based on the intensive studies of stochastic differential equations (SDEs) [1], two-time-
scale SDEs have attracted more attention due to its broad applications, such as: hybrid
competitive Lotka–Volterra ecosystems and two-time-scale hyperbolic equations [2, 3]. And
the existence and approximation properties of solutions to multi-valued SDEs are uncovered
[4, 5]. Le´vy process is a kind of important stochastic processes, characterizing stochastic
models with jumping items. In view of the existence of jump fluctuations in diverse areas,
several efforts have been made to the effective analytical method for Le´vy processes[6, 7].
A fundamental theory about Le´vy processes was introduced by Bertoin [8], Applebaum [9]
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and Sato [10]. Then stochastic systems subject to Le´vy noise and recent developments
were derived [11, 12, 13]. However, few studies have analyzed the case of the coefficients
depending on the fast component yet to date to the best of our knowledge, which motivates
us to consider two-time-scale SDEs with Le´vy noise without memory.
During the past decades, a great deal of attention has been paid to the time-delay dy-
namic systems. For example, the exponential ergodicity of functional SDEs with jumps under
dissipative conditions was presented [14]. Similarly, the Markov property and exponential
ergodicity of functional SDEs with infinite time-delay were examined [15]. And the asymp-
totics for two-time-scale functional SDEs was investigated [16]. Very recently, stochastic
partial differential equations (SPDEs) driven by fractional Brownian motion with random
delays, modulated by Markov switching processes, was considered [17]. The second work
presented here is the convergence of the martingale solution to the two-time-scale SDDEs
whose fast component is affected by memory.
The convergence, from the original slow component to the averaged component, is going
to be our focus in this work. However, the strong convergence does not hold, owing to
the coefficients of the “slow component” depending on the “fast component” in our system.
Therefore, weak convergence is considered in this work. In response to weak convergence, it
is worthy to quoting the work by White [18]. Furthermore, inspired by Kushner’s approach
[19], the martingale method mainly used in weak convergence is developed systematically.
Then the martingale method has been applied widely in the studies of the weak convergence.
For instance, the weak convergence from original systems to the averaged systems, with the
aid of weak convergence of the “fast component”, was extended [20]. Then convergence
analysis of a class of aggregated processes and random two-point boundary value problems
was considered [21, 22]. Then the martingale methods was applied in the convergence of
stochastic gene networks [23], and the diffusion approximation for self-similarity of stochastic
advection in Burgers equation [24]. Furthermore, the existence of the weak solution for SDEs
and the limit of adaptive search algorithm, with aid of the martingale representation, were
established [25, 26].
In contrast to existing references, there is scarce study on the convergence of the mar-
tingale solution to two-time-scale SDEs with Le´vy noise. Hence, motivated by the above
discussions, we attempt to investigate the convergence of martingale solution of two-time-
scale SDEs with Le´vy noise. However, there are two difficulties. The first one, due to the
coupling, exponential ergodicity of the fast component plays a key role in the proof of the
covergence. In addition, choice of the appropriate pertured test funcitons is critical to the
martingale method. To overcome these difficulties, the martingale method, the Taylor ex-
pansion, the property of the Le´vy jump measure and the Arzela`-Ascoli theorem will be used
here.
The paper is organized as follows. Section 2 presents the problem formulation and re-
quired assumptions. Then the main results, exponential ergodicity of the “fast component”,
tightness and weak convergence, are given in Section 3. Finally, we extend some results to
the case of the “fast component” with memory.
2
2. The “Component” without Memory
Firstly, we will introduce the two-time-scale SDEs driven by Le´vy noise defined in the
following form

dxε (t) = f (xε (t) , ξε (t)) dt+ σ (xε (t) , ξε (t)) dw (t)
+
∫
|z|<c g (x
ε (t) , ξε (t) , z) N˜ (dt, dz),
dξε (t) = 1
ε
f1 (x
ε (t) , ξε (t)) dt+ 1√
ε
ς (xε (t) , ξε (t)) dw1 (t)
+
∫
|z|<c g1 (x
ε (t) , ξε (t) , z) N˜ ε1 (dt, dz),
(2.1)
where ε > 0 is a small parameter. xε (t) is called the “slow component” and ξε(t) is the “fast
component”. And {w (t)}t≥0 and {w1 (t)}t≥0 are independent real-valued {Ft}t≥0-Brownian
motions, and N˜ (t, dz) and N˜ ε1 (t, dz) are compensated martingale measures associated with
given mutually independent Poisson random measures N (t, dz) and N ε1 (t, dz) respectively:
N˜ (dt, dz) = N (dt, dz)− v (dz) dt,
N˜ ε1 (dt, dz) = N
ε
1 (dt, dz)−
1
ε
v (dz) dt.
where v is a Le´vy measure, then we called [w,N ] a Le´vy noise [27].
Let Mε = {ι ∈ M : sup
t
|ι (t) | < ∞, ι(t) : F εt − measurable}, where F εt is a σ-algebra
generated by {xε(s) : s ≤ t}.
On the basis of Kurtz [28] and Kushner [19], firstly we define an infinitesimal operator
Aˆε as follows: we say that ι (·) ∈ D(Aˆε), the domain of Aˆε, and Aˆει = κ, if κ(t), ι(t) ∈ Mε
and
p-lim
δ→0
[
E
ε
t ι (t + δ)− ι (t)
δ
− κ (t)
]
= 0,
where Eεt represents the expectation conditioned on F
ε
t , and p- lim
δ→0
is defined as: ι = p- lim
δ→0
ιδ


sup
t,δ
E|ιδ (t)| <∞,
lim
δ→0
E|ιδ (t)− ι (t)| = 0,
for each t.
Kurtz [28] proved the following lemma: If ι (·) ∈ D(Aˆε), then
ι (t)−
∫ t
0
Aˆει (u) du =: M ιε (t)
is a martingale, and also
E
ε
t ι (t + s)− ι (s) =
∫ t+s
t
E
ε
tAˆει (u) du
with probability.
The following assumptions are needed in the subsequent development:
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(A2.1) There exists a c1 > 0, for any xi ∈ Rn and ξi ∈ Rn such that
|f (x1, ξ1)− f (x2, ξ2)|2 ∨ |σ (x1, ξ1)− σ (x2, ξ2)|2
∨
∫
|z|<c
|g (x1, ξ1, z)− g (x2, ξ2, z)|2v (dz)
≤ c1
(|x1 − x2|2 + |ξ1 − ξ2|2) . (2.2)
(A2.2) Let f (x, ξ), σ (x, ξ) and g (x, ξ, z) satisfy bounded and linear growth conditions.
Then for all x ∈ Rn and ξ ∈ Rn, i.e. there exists a positive constant c2 , such that
|f (x, ξ)|2 ∨ |σ (x, ξ)|2 ∨
∫
|z|<c
|g (x, ξ, z)|2v (dz) ≤ c2
(
1 + |x|2 + |ξ|2) . (2.3)
(A2.3) For any x ∈ Rn, there exist α1x, α2x, α3x, which are dependent on x and 2α1x−α2x−
α3x > 0. Then for any ξ1, ξ2, we suppose that
〈ξ1 − ξ2, f1 (x, ξ1)− f1 (x, ξ2)〉 ≤ −α1x|ξ1 − ξ2|2,
|f1 (x, ξ1)− f1 (x, ξ2)|2 ∨ |ς (x, ξ1)− ς (x, ξ2)|2 ≤ α2x|ξ1 − ξ2|2,∫
|z|<c
|g1 (x, ξ1, z)− g1 (x, ξ2, z)|2v (dz) ≤ α3x|ξ1 − ξ2|2.
There exist α′1x, α
′
2x, α
′
3x > 0, which are also dependent on x with 2α
′
1x−α′2x−α′3x > 0,
such that
〈ξ, f1 (x, ξ)〉 ≤ −α′1x|ξ|2 + α(1 + |x|2),
|f1 (x, ξ)|2 ∨ |ς (x, ξ)|2 ≤ α′2x|ξ|2 + α(1 + |x|2),∫
|z|<c
|g1 (x, ξ, z)|2v (dz) ≤ α′3x|ξ|2 + α(1 + |x|2),
where α > 0 is a constant.
(A2.4) For x ∈ Rn and u ≥ t, Eεtf (x, ξ (u; x)), Eεta (x, ξ (u; x)) and Eεt
[ ∫
|z|<cG (x, ξ (u; x) ,
z) v (dz)
]
have continuous second-partial derivatives. Eεt [V (x, ξ (u; x))] is conver-
gent uniformly on x as u → ∞, where V (x, ξ (u; x)) denotes the first-partial or
second-partial derivative of f (x, ξ (u; x)), a (x, ξ (u; x)) or
∫
|z|<cG (x, ξ (u; x) , z) v (dz),
where ai,j =
n∑
k=1
σikσkj and Gi,j =
n∑
k=1
gikgkj.
(A2.5) For G ⊂ Rm being a compact set and x ∈ G, f (x, ·), a (x, ·) and ∫|z|<cG (x, ·, z) v (dz)
are both integrable functions with respect to the measure µx (·), such that∫
f (x, ξ)µx (dξ) = f (x) ,∫
aij (x, ξ)µx (dξ) = aij (x) ,∫ ∫
|z|<c
G (x, ξ, z) v (dz)µx (dξ) =
∫
|z|<c
G (x, z) v (dz).
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(A2.6) The following averaged equation has a unique weak solution (in the sense of a distri-
bution) on [0,∞)
dx (t) = f (x (t)) dt + σ (x (t)) dw (t) +
∫
|z|<c
g (x (t) , z) N˜ (dt, dz). (2.4)
3. Convergence of Martingale Solution to Two-Time-Scales SDEs
Main results:
Theorem 3.1. Let xε (t) be Rn-valued and defined on [0,∞). Suppose the (A2.1) to (A2.6)
hold, Then, xε (·)⇒ x (·), where x (·) is the unique weak solution of (2.4).
To prove this theorem, we need the following lemmas.
Lemma 3.2. Under the conditions (A2.1) to (A2.3), and L2 [0, T ] is a space of square-
integrable functions defined on [0, T ], there exists a unique solution in L2 [0, T ] of system
{xε(·), ξε(·)}.
Proof: The proof for this Lemma is given in Appendix A.
Lemma 3.3. Under the condition (A2.3), the x-fixed process ξ (t),
dξ (t) = f1 (x, ξ (t)) dt+ ς (x, ξ (t)) dw˜1 (t) +
∫
|z|<c
g1 (x, ξ (t) , z) N˜1 (dt, dz)
has the invariant measure µx (·), and there exists λ′ > 0, such that
|EF (ξ(t))− µx (F )| ≤ e−λ′t (1 + |η|) ,
where F denotes f (x, ξ (u; x)) or a (x, ξ (u; x)).
Proof: By the Itoˆ formula, when 0 < s1 ≤ s2 < t < ∞, we denote ξ(t; s1, η) = ξ1(t) and
ξ(t; s2, η) = ξ2(t) for simplification reasons. Then it follows that
eλt
∣∣ξ1(t)− ξ2(t)∣∣2 ≤ ∣∣ξ (s2; s1, 0)− η∣∣2 +
∫ t
s2
eλu
∣∣ς (x, ξ1(u))− ς (x, ξ2(u))∣∣2du
+λ
∫ t
s2
eλu
∣∣ξ1(u)− ξ2(u)∣∣2du+
∫ t
s2
eλudM (u)
+2
∫ t
s2
〈ξ1(u)− ξ2(u), f1 (x, ξ1(u))− f1 (x, ξ2(u))〉 du
+
∫ t
s2
∫
|z|<c
eλu
∣∣g1 (x, ξ1(u), z)− g1 (x, ξ2(u), z)∣∣2v (dz)du, (3.1)
where
M (t) =
∫ t
s2
∫
|z|<c
[∣∣ξ1(u)− ξ2(u) + g1 (x, ξ1(u), z)− g1 (x, ξ2(u), z)∣∣2 − ∣∣ξ1(u)− ξ2(u)∣∣2]N˜1 (dz, du)
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+2
∫ t
0
〈ξ1(u)− ξ2(u), ς (x, ξ1(u))− ς (x, ξ2(u))〉 dw˜1 (u). (3.2)
For any λ > 0, with (A2.3) we have
E
[
eλt
∣∣ξ1(t)− ξ2(t)∣∣2] ≤ E[eλs2∣∣ξ (s2; s1, 0)− η∣∣2]
+2E
[∫ t
s2
〈ξ1(u)− ξ2(u), f1 (x, ξ1(u))− f1 (x, ξ2(u))〉 du
]
+E
[∫ t
s2
∫
|z|<c
eλu
∣∣g1 (x, ξ1(u), z)− g1 (x, ξ2(u), z)∣∣2v (dz)du]
+E
[
λ
∫ t
s2
eλu
∣∣ξ1(u)− ξ2(u)∣∣2du] + E[
∫ t
s2
eλu
∣∣ς (x, ξ1(u))− ς (x, ξ2(u))∣∣2du]
≤ E
[
eλs2
∣∣ξ (s2; s1, 0)− η (0)∣∣2]
+ (λ− 2α1x + α2x + α3x)E
[∫ t
s2
eλu
∣∣ξ1(u)− ξ2(u)∣∣2du]. (3.3)
There exists a λ∗ > 0, such that λ∗ = 2α1x − α2x − α3x, from (3.1) to (3.3), we can get that
E
[|ξ1(t)− ξ2(t)|2] ≤ e−λ∗tE[eλ∗s2|ξ (s2; s1, 0)− η|2]. (3.4)
Then we will show E
[|ξ (u; t, η)|2] ≤ (1 + |η|2).
The Itoˆ formula and (A2.3) imply that
eλ1t
∣∣ξ (t)∣∣2 ≤ ∣∣η∣∣2 + 2 ∫ t
0
eλ1u 〈ξ, f1 (x, ξ(u))〉 du
+λ1
∫ t
0
eλ1u|ξ(u)|2du+
∫ t
0
eλ1udM1 (u)
+
∫ t
0
eλ1u|ς (x, ξ(u))|2du+
∫ t
0
∫
|z|<c
eλ1u
∣∣g1 (x, ξ(u), z)∣∣2v (dz)du,
where
M1 (t) =
∫ t
0
∫
|z|<c
[
|ξ(u) + g1 (x, ξ(u), z)|2 − |ξ(u)|2
]
N˜1 (dz, du) + 2
∫ t
0
〈ξ(u), ς (x, ξ(u))〉 dw˜1 (u).
For any λ1 > 0, we have
E
[
eλ1t|ξ (t)|2
]
≤ E
[
|η|2
]
+ 2E
[∫ t
0
eλ1u 〈ξ(u), f1 (x, ξ(u))〉 du
]
+ E
[
λ1
∫ t
0
eλ1u|ξ(u)|2du
]
+E
[∫ t
0
eλ1u|ς (x, ξ(u))|2du
]
+ E
[∫ t
0
∫
|z|<c
eλ1u|g1 (x, ξ(u), z)|2v (dz)du
]
≤ E
[
|η (0)|2
]
+ (λ−2α′1x + α′2x + α′3x)E
[∫ t
0
eλ1u|ξ(u)|2du
]
+ Ctα(1 + |x|2).
We can select λ∗1 > 0, such that λ
∗
1 = 2α
′
1x − α′2x − α′3x
E
[
|ξ (t)|2
]
≤ e−λ∗1tE
[
|η|2 + Ctα(1 + |x|2)
]
≤ 1 + |x|2 + |η|2 . (3.5)
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This together with (3.4) yields that
E
[
|ξ1(t)− ξ2(t)|2
]
≤ e−λ∗(t−s2) (1 + |x|2 + |η|2) . (3.6)
Refer to the Lemma 2.4 in [29], (3.5) and (3.6), {P ηs }s≥0 is a Cauchy sequence, the proof
of the uniqueness is similar to the proof of Cauchy sequence. So x-fixed process ξ (t) has
invariant measure, ∫
R
EF (φ)µx (dφ) =
∫
R
F (φ)µx (dφ) .
Similarly, we have
E
[
|ξ (t; η)− ξ (t;φ)|2
]
≤ C (|η − φ|2) e−λ∗(t−s2). (3.7)
Similar to [16], and by the (3.5) and Remark 2.2 in [14]∫
R
|φ|2µx (dφ) ≤ C
(
1 + |φ|2 + |x|2) ,
Then
|EF (ξt)− µx (F )| ≤
∫
Rn
(
E|ξ (t; η)− ξ (t;φ)|2)1/2µx (dφ)
≤ Ce−λt2
∫
R
|η − φ|µx (dφ)
≤ Ce−λt2 (Cφ + |η|+ |x|) .
Lemma 3.4. If (A2.2) holds, then {xε (t)} is tight in D([0,∞) ;Rn), the space of Rn-valued
functions that are right-continous and have left limits on the interval [0,∞).
Proof: We have tightness on D([0,∞) ;Rn) if the results can be obtained on the interval
[0, T ]. With the conclusions in Lemma 3.2, we get that
lim
K→∞
lim sup
ε→0
P
{
sup
0≤t≤T
|xε (t)| ≥ K
}
= 0. (3.8)
Hence we only need to prove the continuity of {xε (t)} in probability. For any ε > 0, there
exists a δ = ε3 > 0, such that
xε (t + δ) = η1 (0) +
∫ t+δ
0
f (xε (s) , ξε (s))ds+
∫ t+δ
0
σ (xε (s) , ξε (s))dw (s)
+
∫ t+δ
0
∫
|z|<c
g (xε (s) , ξε (s) , z) N˜ (dz, ds).
Then we obtain that
xε (t+ δ)− xε (t) =
∫ t+δ
t
f (xε (s) , ξε (s))ds+
∫ t+δ
t
σ (xε (s) , ξε (s))dw (s)
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+∫ t+δ
t
∫
|z|<c
g (xε (s) , ξε (s) , z) N˜ (dz, ds).
With the aid of the Itoˆ isometry in [9] and the B-D-G inequality in [30], we get that
E
[
sup
0≤s≤t
|xε (t+ δ)− xε (t)|2
]
≤ 3E
[∫ t+δ
t
f (xε (s) , ξε (s))ds
]2
+3E
[
sup
0≤s≤t
∫ s+δ
s
σ (xε (u) , ξε (u))dw (u)
]2
+3E
[
sup
0≤s≤t
∫ s+δ
s
∫
|z|<c
g (xε (u) , ξε (u) , z) N˜ (dz, du)
]2
≤ cE
[ ∫ t+δ
t
(
1 + |xε (s)|2 + |ξε (s)|2)ds].
From the proof of Lemma 3.3, we have
E
[
|ξε (t)|2
]
≤ Cη,
where the constant Cη is dependent on the initial data of ξ (t). The Lemma 3.2 implies that
|xε (t)| ≤ K. Hence we get that
E
[
sup
0≤s≤t
|xε (t+ δ)− xε (t)|2
]
≤ CTE
[∫ t+δ
t
(
1 +K2 + Cη
)
ds
]
≤ CT · CK · δ = Cδ.
Now from the Borel-Cantelli lemma, it follows
P
(
sup
−τ≤t≤T
|xε (t+ δ)− xε (t)| > ε
)
≤ Cε.
Then we obtain that
lim
δ→0
lim sup
ε→0
P {|xε (t+ δ)− xε (t)| > ε} = 0.
Hence, if (A2.2) holds, {xε (·)} is tight in D([0,∞) ;Rn).
Lemma 3.5. Let xε (t) be Rn-valued and defined on [0,∞). Let {xε (·)} be tight on D([0,∞) ;Rn).
Suppose for each ι (·) ∈ C40 (Rn, R), set of C4 functions with compact support, and each
T <∞, then there exists a ιε (·) ∈ D(Aˆε), such that
p-lim
ε→0
[
ιε (·)− ι (xε (·))
]
= 0,
and
p-lim
ε→0
[
Aˆειε (·)−Aι (xε (·))
]
= 0. (3.9)
Then, xε (·)⇒ x (·).
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Proof: This is a slight extension of Theorem 2 in [19].
Proof of Theorem 3.1: Let c = 1 in (2.1) and define an infinitesimal operator as follows
Aι (x) = A˜ι (x) +
∫
|z′|<1
[
ι (x+ g(x, z′))− ι (x)−
n∑
j=1
gj(x, z
′)
∂ι (x)
∂xj
]
v (dz′) ,
A˜ι (x) =
n∑
i=1
f¯i (x)
∂ι (x)
∂xi
+
1
2
n∑
i,j=1
a¯i,j (x)
∂ι (x)
∂xi∂xj
.
We say that x (t) solves the martingale problem for the operator A if
Mι = ι (x (t))− ι (x (0))−
∫ t
0
Aι (x (s))
is a martingale.
Next, we use x to replace xε (t), and we denote g(x, y, z′) as g′ in the following proof.
For any ι ∈ C40 (Rn, R), we choose the following perturbed test functions
ιε1 (t) =
n∑
i=1
∫ T
t
ιxi (x)E
ε
t
[
fi (x, ξ
ε (u/ε; x))− f¯i (x)
]
du,
ιε2 (t) =
n∑
i,j=1
∫ T
t
ιxixj (x)E
ε
t
[
aij (x, ξ
ε (u/ε; x))− a¯ij (x)
]
du,
ιε3 (t) =
n∑
i,j=1
∫ T
t
ιxixj (x)E
ε
t
[∫
|z|<1
(
Gi,j (x, ξ
ε (u/ε; x) , z)− G¯i,j (x, z)
)
v (dz)
]
du.
We also note that for any bounded function F (u ≥ t)
E
ε
tF (ξ
ε (u, ξε (t) ; x)) =
∫
Rn
F (z)Px (ξ
ε (t) , t, dz, u),
where Px (y, t, A, u) = P (ξ
ε (u; x) ∈ A|ξε (t; x) = y).
We define
ιε (t) = ι(xε (t)) + ιε1 (t) +
1
2
ιε2 (t) +
1
2
ιε3 (t) .
Then with the virtue of Lemma 3.3, we obtain
sup
t≤T
∣∣ιε1 (t)∣∣ = ε n∑
i=1
sup
t≤T
∣∣∣∫ T/ε
t/ε
ιxi (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
du
∣∣∣
≤ εC1
n∑
i=1
sup
t≤T
∣∣∣∫ T/ε
t/ε
|ιxi (x)| e−
λu
2 du
∣∣∣
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=
2ε
λ
· C · ∣∣ιxi (x)∣∣ · (e−λt2ε − e−λT2ε )
= O (ε) .
Hence we have
∣∣ιε1 (t)∣∣→ 0 w.p.1 (ε→ 0).
Similarly, we obtain that
sup
t≤T
∣∣ιε2 (t)∣∣ = sup
t≤T
∣∣ιε3 (t)∣∣ = O (ε) ,
Hence we arrive at
p-lim
ε→0
[
ιε (·)− ι (xε (·))] = 0.
Then we only need to prove (3.9), and in order to get Aˆειε (·), firstly we compute Aˆειε1 (·).
Aˆειε1 (·) =
n∑
i=1
{
A˜ε
{
ε
∫ T/ε
t/ε
ιxi (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
du
}
+
∫
|z′|<1
{{
ε
∫ T/ε
t/ε
ιxi (x+ g
′)Eεt
[
fi (x+ g
′, ξε (u; x))− f¯i (x+ g′)
]
du
}
−
{
ε
∫ T/ε
t/ε
ιxi (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
du
}
−
n∑
j=1
g′j
∂ι (x)
∂xj
v (dz′)
}}
= I1 + I2.
Then we compute I1 and I2 respectively, and more details are presented in Appendix B.
Applying Lemma 3.3, we obtain that
I
(2)
1 =
n∑
j=1
ε
∫ T/ε
t/ε
ιxixj (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
dufj (x, ξ
ε (t/ε))
≤ ε · C · ∣∣fj (x, ξε (t/ε))∣∣ · ∣∣∣
∫ T/ε
t/ε
∣∣ιxixj (x)∣∣e−λu2 du∣∣∣
≤ 2ε
λ
· C · ∣∣ιxixj (x)∣∣ · ∣∣fj (x, ξε (t/ε))∣∣(e−λt2ε − e−λT2ε )
= O (ε) .
We can compute I
(3)
1 by Lemma 3.3. Using the assumption (A2.3), it follows that
lim
ε→0
I
(3)
1 = lim
ε→0
n∑
j=1
ε
∫ T/ε
t/ε
ιxi (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
xj
dufj (x, ξ
ε (t/ε))
=
n∑
j=1
∫ T
t
ιxi (x) lim
ε→0
[
Eεt fi (x, ξ
ε (u/ε; x))− f¯i (x)
]
xj
dufj (x, ξ
ε (t/ε))
= 0.
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In a similar way, we conclude that
lim
ε→0
I
(4)
1 = 0, lim
ε→0
I
(5)
1 = 0, lim
ε→0
I
(6)
1 = 0, lim
ε→0
I
(7)
1 = 0.
Then we estimate the I
(8)
1 by the exponential ergodicity of ξ
ε (·)
I
(8)
1 = lim
δ→0
1
δ
∫ T
t
ιxi (x)
{
E
ε
t+δ
[
fi (x, ξ
ε (u/ε; x))− f¯i (x)
]
−Eεt
[
fi (x, ξ
ε (u/ε; x))− f¯i (x)
]}
du
≤ lim
δ→0
ε→0
1
δ
∫ T
t
ιxi (x)
[
e−
λ
2 (
u+δ
ε ) − e−λu2ε ]du
= lim
δ→0
ε→0
1
δ
∫ T
t
ιxi (x) e
−λu
2ε
[
e−
λδ
2ε − 1]du
= lim
ε→0
ιxi (x)
(
e−
λt
2ε − e−λT2ε )
≤ lim
ε→0
Cιxi (x) ·
∣∣e−λt2ε ∣∣ = lim
ε→0
O (ε) . (3.10)
Hence, we obtain that
lim
ε→0
I1 = lim
ε→0
{
−ιxi (x)
[
fi (x, ξ
ε (t/ε; x))− f¯i (x)
]}
= − lim
ε→0
ιxi (x) fi (x, ξ
ε (t/ε; x)) + ιxi (x) f¯i (x) .
Then we examine I2, so that we need to estimate I
(1)
2 ,
I
(1)
2 =
1
2
∫
|z′|<1
{ n∑
j,k=1
ε
∫ T/ε
t/ε
ιxixjxk (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
du
}
G′jkv (dz
′)
≤ 1
2
Cε
∫
|z′|<1
{∫ T/ε
t/ε
∣∣ιxixjxk (x)∣∣e−λu2 du}G′jkv (dz′)
=
1
2
Cε
∫
|z′|<1
∣∣ιxixjxk (x)∣∣(e−λt2ε − e−λT2ε )G′jkv (dz′)
≤ O (ε) . (3.11)
By virtue of the assumption (A2.4),
lim
ε→0
I
(2)
2 = lim
ε→0
1
2
∫
|z′|<1
{ n∑
j,k=1
ε
∫ T/ε
t/ε
ιxixj (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
xk
du
}
G′jkv (dz
′)
=
1
2
∫
|z′|<1
{ n∑
j,k=1
∫ T
t
ιxixj (x) lim
ε→0
[
E
ε
tfi (x, ξ
ε (u/ε; x))− f¯i (x)
]
xk
du
}
G′jkv (dz
′)
= 0. (3.12)
Approximately, we conclude that
lim
ε→0
I
(3)
2 = 0, lim
ε→0
I
(4)
2 = 0.
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From the above proof, we reach
lim
ε→0
I2 = O (ε) .
In conclusion,
lim
ε→0
Aˆειε1 (·) = lim
ε→0
n∑
i=1
{
I1+I2
}
= − lim
ε→0
n∑
i=1
ιxi (x) fi (x, ξ
ε (t/ε; x)) +
n∑
i=1
ιxi (x) f¯i (x). (3.13)
Estimating Aˆειε2 (·) on a similar way, we obtain
Aˆειε2 (·) =
n∑
i,j=1
{
A˜ε
{
ε
∫ T/ε
t/ε
ιxixj (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
du
}
+
∫
|z′|<1
{{
ε
∫ T/ε
t/ε
ιxixj (x+ g
′)Eεt
[
aij (x+ g
′, ξε (u; x))
− a¯ij (x+ g′)
]
du
}
−
{
ε
∫ T/ε
t/ε
ιxixj (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
du
}
−
d∑
k=1
g′k
∂ι (x)
∂xk
}
v (dz′)
}
= I3 + I4.
Then we estimate I3 and I4 separately. Moreover, more details are given in Appendix B.
Owing to the exponential ergodicity of ξε (·), we have that
I
(2)
3 =
n∑
k=1
ε
∫ T/ε
t/ε
ιxixjxk (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
dufk (x, ξ
ε (t/ε))
≤ ε · C1 ·
∣∣fk (x, ξε (t/ε))∣∣ · ∣∣∣
∫ T/ε
t/ε
∣∣ιxixjxk (x)∣∣e−λu2 du∣∣∣
≤ 2ε
λ
· C1 ·
∣∣ιxixjxk (x)∣∣ · ∣∣fk (x, ξε (t/ε))∣∣(e−λt2ε − e−λT2ε )
= O (ε) .
Similarly, we get
I
(4)
3 = O (ε) .
With the aid of assumption (A2.4), we obtain that
lim
ε→0
I
(3)
3 = lim
ε→0
n∑
k=1
ε
∫ T/ε
t/ε
ιxixj (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
xk
dufk (x, ξ
ε (t/ε))
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=
n∑
k=1
∫ T
t
ιxixj (x) lim
ε→0
[
E
ε
taij (x, ξ
ε (u/ε; x))− a¯ij (x)
]
xk
dufk (x, ξ
ε (t/ε))
= 0.
Similarly,
lim
ε→0
I
(5)
3 = 0, lim
ε→0
I
(6)
3 = 0, lim
ε→0
I
(7)
3 = 0.
Owing to the exponential ergodicity of ξε (·), we yield the following estimation, which is
similiar to (3.10),
I
(8)
3 = lim
δ→0
1
δ
∫ T
t
ιxixj (x)
{
E
ε
t+δ
[
aij (x, ξ
ε (u/ε; x))− a¯ij (x)
]
−Eεt
[
aij (x, ξ
ε (u/ε; x))− a¯ij (x)
]}
du
≤ lim
δ→0
ε→0
1
δ
∫ T
t
ιxixj (x)
[
e−
λ
2 (
u+δ
ε ) − e−λu2ε ]du
≤ lim
ε→0
Cιxixj (x) ·
∣∣e−λt2ε ∣∣ = lim
ε→0
O (ε) .
The above proof shows that
lim
ε→0
I3 = lim
ε→0
{
ιxixj (x)
[
aij (x, ξ
ε (t/ε; x))− a¯ij (x)
]}
= − lim
ε→0
ιxixj (x) aij (x, ξ
ε (t/ε; x)) + ιxixj (x) a¯ij (x) .
Then we compute I4, and firstly compute I
(1)
4 ,
I
(1)
4 =
1
2
∫
|z′|<1
{1
2
n∑
k,l=1
ε
∫ T/ε
t/ε
ιxixjxkxl (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
du
}
G′klv (dz
′)
≤ 1
2
Cε
∫
|z′|<1
{∫ T/ε
t/ε
∣∣ιxixjxkxl (x)∣∣e−λu2 du}G′klv (dz′)
=
1
2
Cε
∫
|z′|<1
∣∣ιxixjxkxl (x)∣∣(e−λt2ε − e−λT2ε )G′klv (dz′)
≤ O (ε) .
Also we estimate I
(2)
4 with the aid of (A2.4)
lim
ε→0
I
(2)
4 = lim
ε→0
1
2
∫
|z′|<1
{ n∑
k,l=1
ε
∫ T/ε
t/ε
ιxixjxk (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
xl
du
}
G′klv (dz
′)
=
1
2
∫
|z′|<1
{ n∑
k,l=1
∫ T
t
ιxixj (x)
[
lim
ε→0
E
ε
taij (x, ξ
ε (u/ε; x))− a¯ij (x)
]
xl
du
}
G′klv (dz
′)
= 0.
Parallel to the estimation of I
(1)
4 and I
(2)
4 , we yield that
lim
ε→0
I
(4)
4 = 0, lim
ε→0
I
(3)
4 = 0.
13
Then we have the following
lim
ε→0
I4 = O (ε) .
Thus we derive
lim
ε→0
Aˆειε2 (·) = lim
ε→0
n∑
i,j=1
{
I3+I4
}
= − lim
ε→0
n∑
i,j=1
ιxixj (x) aij (x, ξ
ε (t/ε; x)) +
n∑
i=1
ιxixj (x) a¯ij (x). (3.14)
Now we compute Aˆειε3 (·) as
Aˆειε3 (·) =
n∑
i,j=1
{
A˜ε
{
ε
∫ T/ε
t/ε
ιxi (x)E
ε
t
[∫
|z|<1
(
Gi,j (x, ξ
ε (u; x) , z)− G¯i,j (x, z)
)
v (dz)
]
du
}
+
∫
|z′|<1
{{
ε
∫ T/ε
t/ε
ιxi (x+ g
′)Eεt
[ ∫
|z|<1
(Gi,j (x+ g
′, ξε (u; x) , z)
−G¯i,j (x+ g′, z)
)
v (dz)
]
du
}
−
{
ε
∫ T/ε
t/ε
ιxi (x)E
ε
t
[ ∫
|z|<1
(
Gi,j (x, ξ
ε (u; x) , z)− G¯i,j (x, z)
)
v (dz)
]
du
}
−
n∑
k=1
g′k
∂ι (x)
∂xk
}
v (dz′)
}
= I5 + I6.
where more details are given in Appendix B.
Applying Lemma 3.3, we know that
I
(2)
5 =
n∑
k=1
ε
∫ T/ε
t/ε
ιxixjxk (x)E
ε
t
[∫
|z|<1
(
Gi,j (x, ξ
ε (u/ε; x) , z)− G¯i,j (x, z)
)
v (dz)
]
fk (x, ξ
ε (t/ε)) du
≤ ε · C · ∣∣fk (x, ξε (t/ε))∣∣ · ∣∣∣
∫ T/ε
t/ε
∣∣ιxixj (x)∣∣[
∫
|z|<1
e−
λu
2 · z2v (dz)
]
du
∣∣∣
≤ 2ε
λ
· C · ∣∣ιxixj (x)∣∣ · |fk (x, ξε (t/ε))| (e−λt2ε − e−λT2ε )
= O (ε) .
We can compute I
(4)
5 via this method.
In view of the assumption (A2.4),
lim
ε→0
I
(3)
5 = lim
ε→0
n∑
k=1
ε
∫ T/ε
t/ε
ιxixj (x)E
ε
t
[∫
|z|<1
(
Gi,j (x, ξ
ε (u; x) , z)− G¯i,j (x, z)
)
v (dz)
]
xk
fk (x, ξ
ε (t/ε)) du
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=
n∑
k=1
∫ T
t
ιxixj (x) lim
ε→0
[
E
ε
t
∫
|z|<1
(
Gi,j (x, ξ
ε (u/ε; x) , z)− G¯i,j (x, z)
)
v (dz)
]
xk
fk (x, ξ
ε (t/ε)) du
= 0.
Hence, we conclude that the limit of I
(6)
5 , I
(7)
5 and I
(8)
5 are as follows:
lim
ε→0
I
(5)
5 = 0, lim
ε→0
I
(6)
5 = 0, lim
ε→0
I
(7)
5 = 0.
Then we estimate I
(8)
5 as
I
(8)
5 = lim
δ→0
1
δ
∫ T
t
ιxixj (x)
{
E
ε
t+δ
[∫
|z|<1
(
Gi,j (x, ξ
ε (u/ε; x) , z)− G¯i,j (x, z)
)
v (dz)
]
−Eεt
[∫
|z|<1
(
Gi,j (x, ξ
ε (u/ε; x) , z)− G¯i,j (x, z)
)
v (dz)
]}
du
= lim
δ→0
ε→0
1
δ
∫ T
t
ιxixj (x)
∫
|z|<1
[
e−
λ
2 (
u+δ
ε ) − e−λu2ε ] · zv (dz)du
≤ lim
δ→0
ε→0
1
δ
∫ T
t
ιxixj (x)
[∫
|z|<1
e−
λu
2ε
(
e−
λδ
2ε − 1)v (dz)]du
= lim
ε→0
ιxixj (x)
(
e−
λt
2ε − e−λT2ε )
≤ lim
ε→0
Cιxixj (x) ·
∣∣e−λt2ε ∣∣ = lim
ε→0
O (ε) .
Thus,
lim
ε→0
I5 = lim
ε→0
{
−ιxixj (x)
[∫
|z|<1
(
Gi,j (x, ξ
ε (t/ε; x) , z)− G¯i,j (x, z)
)
v (dz)
]}
= − lim
ε→0
ιxixj (x)
[∫
|z|<1
Gi,j (x, ξ
ε (t/ε; x) , z) v (dz)
]
+ ιxixj (x)
[∫
|z|<1
G¯i,j (x, z) v (dz)
]
.
Similar to the estimation of I5, then we examine I6 by using the Taylor expansion, and
obtain that
I6 = O (ε) .
Hence, we have
lim
ε→0
Aˆειε3 (·) = lim
ε→0
n∑
i,j=1
{
I5+I6
}
= − lim
ε→0
n∑
i,j=1
ιxixj (x)
[∫
|z|<1
Gi,j (x, ξ
ε (t/ε; x) , z) v (dz)
]
+
n∑
i,j=1
ιxixj (x)
[∫
|z|<1
G¯i,j (x, z) v (dz)
]
. (3.15)
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Therefore from the above discussion and (3.13), (3.14) and (3.15), we can get that
lim
ε→0
Aˆειε (t) = lim
ε→0
Aˆε{ι (xε (t)) + ιε1 (t) + 12ιε2 (t) + ιε3 (t)}
= lim
ε→0
{
Aˆει (xε (t))−
n∑
i=1
ιxi (x) fi (x
ε (t) , ξε (t/ε; x))
−1
2
n∑
i,j=1
ιxixj (x) aij (x
ε (t) , ξε (t/ε; x))
−1
2
n∑
i,j=1
ιxixj (x)
[∫
|z|<1
Gi,j (x
ε (t) , ξε (t/ε; x) , z) v (dz)
]}
+
{ n∑
i=1
ιxi (x) f¯i (x
ε (t))+
1
2
n∑
i=1
ιxixj (x) a¯ij (x
ε (t))
+
1
2
n∑
i,j=1
ιxixj (x)
[∫
|z|<1
G¯i,j (x
ε (t) , z) v (dz)
]}
= lim
ε→0
Aι (xε (t)) .
This together with Lemma 3.5 and tightness of {xε (·)} yields that xε (·)⇒ x (·).
4. The “Fast Component” with Memory
Now we extend the results from Section 3 to the case of the “fast component” with
memory. Firstly, we introduce a system in the following form

dxε (t) = f (xε (t) , ξε (t)) dt+ σ (xε (t) , ξε (t)) dw (t) +
∫
|z|<c g (x
ε (t) , ξε (t) , z) N˜ (dt, dz),
dξε (t) = 1
ε
f1 (x
ε (t) , ξε (t) , ξε (t− τ )) dt+ 1√
ε
ς (xε (t) , ξε (t) , ξε (t− τ )) dw1 (t)
+
∫
|z|<c g1 (x
ε (t) , ξε (t) , ξε (t− τ) , z) N˜ ε1 (dt, dz),
ξε (t) = η ∈ D([−τ, 0];Rn), t ∈ [−τ, 0].
(4.1)
where τ > 0 represents the time delay. Let ℓ := D([−τ, 0];Rn) equipped with the uniform
norm ‖η‖∞ := sup−τ≤θ≤0 |κ(θ)| for κ ∈ ℓ.
The following assumption is required in the subsequent development:
(A4.1) There exist α1x, α2x and α3x, which are dependent on x and 2α1x − α2x − α3x > 0.
For any ξi, ξ
′
i (i = 1, 2), we suppose that
〈ξ1 − ξ2, f1 (x, ξ1, ξ′1)− f1 (x, ξ2, ξ′2)〉 ≤ −α1x
(|ξ1 − ξ2|2 + |ξ′1 − ξ′2|2),
|f1 (x, ξ1, ξ′1)− f1 (x, ξ2, ξ′2)|2∨|ς (x, ξ1, ξ′1)− ς (x, ξ2, ξ′2)|2 ≤ α2x
(|ξ1 − ξ2|2 + |ξ′1 − ξ′2|2),∫
|z|<c
|g1 (x, ξ1, ξ′1, z)− g1 (x, ξ2, ξ′2, z)|2v (dz) ≤ α3x
(|ξ1 − ξ2|2 + |ξ′1 − ξ′2|2).
There exist α′1x, α
′
2x, α
′
3x > 0, which are dependent on x, and 2α
′
1x − α′2x − α′3x > 0,
such that
〈ξ, f1 (x, ξ, ξ′)〉 ≤ −α′1x
(|ξ|2 + |ξ′|2)+ α(1 + |x|2),
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|f1 (x, ξ, ξ′)|2 ∨ |ς (x, ξ, ξ′)|2 ≤ α′2x
(|ξ|2 + |ξ′|2)+ α(1 + |x|2),∫
|z|<c
|g1 (x, ξ, ξ′z)|2v (dz) ≤ α′3x
(|ξ|2 + |ξ′|2)+ α(1 + |x|2),
where α > 0 is a constant.
Main results:
Theorem 4.1. Let xε (t) be Rn-valued and defined on [0,∞). Suppose (A2.1) to (A2.2),
(A4.1) and (A2.4) to (A2.6) hold, then, xε (·)⇒ x (·), where x (·) is the unique weak solution
of averaged slow system.
To prove this theorem, we need the following lemmas.
Lemma 4.2. Under the conditions (A2.1), (A2.2) and (A4.2), there exists a unique solution
of system (4.2).
Proof: The proof is similar to the Lemma 3.2.
Lemma 4.3. Under the condition (A4.3), the x-fixed process ξ (t),
dξ (t) = f1 (x, ξ (t) , ξ (t− τ)) dt+ ς (x, ξ (t) , ξ (t− τ )) dw˜1 (t)
+
∫
|z|<c
g1 (x, ξ (t) , ξ (t− τ ) , z) N˜1 (dt, dz),
has the invariant measure µx (·), and there exists λ′ > 0, such that T > 0
|EF (ξ(t))− µx (F )| ≤ e−λ′t (1 + ‖η‖∞) ,
where F denotes f (x, ξ (u; x)) or a (x, ξ (u; x)).
Proof: Define {w˜2 (t)}t≥0 and {N˜2 (t)}t≥0 are independent copies of {w˜1 (t)}t≥0 and {N˜1 (t)}t≥0.
Then double-sided Wiener process and compensated Poisson random as follows
w¯ (t) =
{
w˜1 (t) , t ≥ 0,
w˜2 (−t) , t < 0,
N¯ (t, z) =
{
N˜1 (t, z) , t ≥ 0,
N˜2 (−t, z) , t < 0,
with {F¯t} = ∩
s<t
F¯0s , where F¯0s = σ({w¯(r1)− w¯(r2), N¯ ([r1, r2], z) : −∞ < r1 ≤ r2 < s}, ϑ) for
ϑ := {A ∈ F|P (A) = 0}.
Then we consider the following the x-fixed process ξ (t),
dξ (t) = f1 (x, ξ (t) , ξ (t− τ )) dt+ ς (x, ξ (t) , ξ (t− τ)) dw¯ (t)
+
∫
|z|<c
g1 (x, ξ (t) , ξ (t− τ) , z) N¯ (dt, dz).
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Let P ηsi be the distribution of ξ(t; si, η(0)) = ξi(t) with initial data η(0). For −∞ < s1 ≤
s2 < t < ∞, imitating the similiar procedure to (3.5) and (3.6), we denote ξ(t, s1, η(0)) =
ξ1(t) and ξ(t, s2, η(0)) = ξ2(t), and we get the following conclusions:
E
[|ξ1(t)− ξ2(t)|2] ≤ e−λ∗tE[eλ∗s2|ξ (s2; s1, 0)− η (0)|2], (4.2)
and
E
[|ξ (t)|2] ≤ e−λ∗1tE[|η (0)|2] ≤ 1 + ‖η‖2∞ + |x|2 . (4.3)
Together with (4.2), it yields that
E
[|ξ1(t)− ξ2(t)|2] ≤ e−λ∗(t−s2) (1 + ‖η‖2∞ + |x|2) , (4.4)
then, {P ηs }s≥0 is a Cauchy sequence, the proof of the uniqueness is similar to Cauchy se-
quence. So x-fixed process ξ (t) has invariant measure,∫
ℓ
EF (φ)µx (dφ) =
∫
ℓ
F (φ)µx (dφ) .
And similar to [16], let the K be the compact set of the ℓ, by the (4.3) and Remark 2.2 in
[14], ∫
K
‖φ‖2∞µx (dφ) ≤ C
(
1 + ‖φ‖2∞ + |x|2
)
.
So let K increase to the ℓ and applying Fatou’s lemma,∫
ℓ
‖φ‖2∞µx (dφ) ≤ C
(
1 + ‖φ‖2∞ + |x|2
)
.
Similarly, we have
E
[
|ξ (t; η)− ξ (t;φ)|2
]
≤ C (‖η − φ‖2∞) e−λ∗(t−s2).
Then we reach that
|EF (ξ(t))− µx (F )| ≤
∫
ℓ
(
E|ξ (t; η)− ξ (t;φ)|2)1/2µx (dφ)
≤ Ce−λt2
∫
ℓ
‖η − φ‖∞µx (dφ)
≤ Ce−λt2 (Cφ + ‖η‖∞ + |x|2) .
Proof for Theorem 4.1: The proof is similar to Theorem 3.1.
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Appendix A: Proof for Lemma 3.1
Proof:
Define xε (0) = η1 (0) and ξ
ε (0) = η (0), we define the following Picard sequences:
xε,n+1 (t) = η1 (0) +
∫ t
0
f (xε,n (s) , ξε,n (s)) ds+
∫ t
0
σ (xε,n (s) , ξε,n (s)) dw (s)
+
∫ t
0
∫
|z|<c
g (xε,n (s) , ξε,n (s), z) N˜ (dz, ds), (A.1)
and
ξε,n+1 (t) = η (0) +
1
ε
∫ t
0
f1 (x
ε,n (s) , ξε,n (s)) ds+
1√
ε
∫ t
0
ς (xε,n (s) , ξε,n (s)) dw (s)
+
∫ t
0
∫
|z|<c
g1 (x
ε,n (s) , ξε,n (s), z) N˜ ε1 (dz, ds), (A.2)
Step 1: xε,n (·) ∈ L2 [0, T ]
let ε = 1 for simplification, now we need to prove xn (·) ∈ L2 [0, T ]
E sup
0≤s≤t
∣∣xn+1 (s)∣∣2 ≤ 4E|η1|2 + 4E
∫ t
0
|fns |2ds
+4E sup
0≤s≤t
∣∣∣∫ s
0
σnudw (u)
∣∣∣2 + 4E sup
0≤s≤t
∣∣∣∫ s
0
∫
|z|<c
gnuN˜ (dz, du)
∣∣∣2
≤ 4E|η1|2 + 4tE
∫ t
0
|fns |2ds+ 4cpE
∫ t
0
|σns |2ds+ 4ctE
∫ t
0
∫
|z|<c
|gns |2v (dz, ds)
≤ CT + Ct
[
E
∫ t
0
sup
0≤u≤s
(
1 + |xn (u)|2 + |ξn (u)|2)ds]. (A.3)
Taking the similar procedure to the ξn+1(t), we also have
E sup
0≤s≤t
∣∣ξn+1 (s)∣∣2 ≤ CT + Ct[E
∫ t
0
sup
0≤u≤s
(
1 + |xn (u)|2 + |ξn (u)|2)ds]. (A.4)
When n → ∞, we reach the following results with Gronwall’s lemma and conclusions ob-
tained in Lemma Lemma 3.3
E
{
sup
0≤t≤T
[∣∣xn+1 (t)∣∣2 + ∣∣ξn+1 (t)∣∣2]} ≤ CTeCt <∞.
Step 2: Existence
First we show that the limits of {xn (t)}n≥1 and {ξn (t)}n≥1 both exist by using the
iterative scheme, define
xn+1 (t)− xn (t) =
∫ t
0
fn,n−1s ds+
∫ t
0
σn,n−1s dw (s) +
∫ t
0
∫
|z|<c
gn,n−1s N˜ (dz, ds), (A.5)
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where
fn,n−1s = f (x
n (s) , ξn (s))− f (xn−1 (s) , ξn−1 (s)) ,
σn,n−1s = σ (x
n (s) , ξn (s))− σ (xn−1 (s) , ξn−1 (s)) ,
gn,n−1s = g (x
n (s) , ξn (s))− g (xn−1 (s) , ξn−1 (s)) .
By the Ho¨lder inequality, Itoˆ isometry and the B-D-G inequality, we can get that
E sup
0≤s≤t
∣∣xn+1 (s)− xn (s)∣∣2 ≤ 3E∣∣∣∫ t
0
fn,n−1s ds
∣∣∣2 + 3E sup
0≤s≤t
∣∣∣∫ s
0
σn,n−1u dw (u)
∣∣∣2
+3E sup
0≤s≤t
∣∣∣∫ s
0
∫
|z|<c
gn,n−1u N˜ (dz, du)
∣∣∣2
≤ 3tE
∫ t
0
∣∣fn,n−1s ∣∣2ds+ 3ctE
∫ t
0
∣∣σn,n−1s ∣∣2ds
+3ctE
∫ t
0
∫
|z|<c
∣∣gn,n−1s ∣∣2v (dz, ds)
≤ CTE
∫ t
0
[∣∣xn (s)− xn−1 (s)∣∣2 + ∣∣ξn (s)− ξn−1 (s)∣∣2]ds,
similarly,
E sup
0≤s≤t
∣∣ξn+1 (s)− ξn (s)∣∣2 ≤ CTE
∫ t
0
[∣∣xn (s)− xn−1 (s)∣∣2 + ∣∣ξn (s)− ξn−1 (s)∣∣2]ds.
For any fixed T > 0, setting rn1 (T ) = E sup
0≤t≤T
|xn+1 (t)− xn (t)|2 and
rn2 (T ) = E sup
0≤t≤T
|ξn+1 (t)− ξn (t)|2
rn1 (T ) ≤ C ′TE
∫ t
0
[∣∣xn (s)− xn−1 (s)∣∣2 + ∣∣ξn (s)− ξn−1 (s)∣∣2]ds
≤ C ′T
∫ T
0
rn−11 (s1) ds1 + C
′′
T
∫ T
0
rn−12 (s1) ds1
≤ Cn
∫ T
0
ds1
∫ s1
o
ds2 · · ·
∫ sn−1
0
[
r01 (sn) + r
0
2 (sn)
]
dsn.
Together with B-D-G inequality, we obtain
r01 (t) = E sup
0≤t≤T
∣∣x1 (t)− x0 (t)∣∣2
≤ 3E
[∣∣∫ T
0
f
(
x0 (s) , ξ0 (s)
)
ds
∣∣2]
+3E
[∣∣ sup
0≤s≤T
∫ s
0
σ
(
x0 (u) , ξ0 (u)
)
dw (u)
∣∣2]
+3E
[∣∣ sup
0≤s≤T
∫ s
0
∫
|z|≤c
g
(
x0 (u) , ξ0 (u) , z
)
N˜ (dz, du)
∣∣2]
≤ c2E
[ ∫ T
0
(1 +
∣∣x0 (s)∣∣2 + ∣∣ξ0 (s)∣∣2)ds]
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≤ CT.
Taking the similiar argument to estimate r02 (t), we claim that
rn1 (T ) ≤
(C ′T )n
n!
.
With the Borel-Cantelli lemma, we obtain that
P
(
max
0≤t≤T
∣∣xn+1 (t)− xn (t)∣∣2 > 1
2n
)
≤ (4C
′T )n
n!
,
And
P
(
max
0≤t≤T
∣∣ξn+1 (t)− ξn (t)∣∣2 > 1
2n
)
≤ (4C
′T )n
n!
,
Hence, the limits of {xn (t)}n≥1 and {ξn (t)}n≥1 both exist on [0, T ].
Step 3: Uniqueness
Let x (t) and x′ (t) be two solutions of (A.1), ξ (t) and ξ′ (t) be two solutions of (A.2).
Imitating the process of (A.3) by the Ho¨lder inequality, B-D-G inequality and so on, we
know that for some constant CT > 0
E
[
sup
0≤s≤t
(|x (s)− x′ (s)|2 + |ξ (s)− ξ′ (s)|2)] ≤ ε.
Then, we have x (t) = x′ (t) and ξ (t) = ξ′ (t) a.e. for t ∈ [0, T ].
Then we obain that the system has a unique solution {xε(·), ξε(·)}.
Appendix B: The details of I1 to I6
The details of I
(1)
1 to I
(8)
1 are as following:
I1 = −ιxi (x)
[
fi (x, ξ
ε (t/ε; x))− f¯i (x)
]
+
n∑
j=1
ε
∫ T/ε
t/ε
ιxixj (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
dufj (x, ξ
ε (t/ε))
+
n∑
j=1
ε
∫ T/ε
t/ε
ιxi (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
xj
dufj (x, ξ
ε (t/ε))
+
1
2
n∑
j,k=1
ε
∫ T/ε
t/ε
ιxixjxk (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
duajk (x, ξ
ε (t/ε))
+
1
2
n∑
j,k=1
ε
∫ T/ε
t/ε
ιxixj (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
xk
duajk (x, ξ
ε (t/ε))
+
1
2
n∑
j,k=1
ε
∫ T/ε
t/ε
ιxixk (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
xj
duajk (x, ξ
ε (t/ε))
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+
1
2
n∑
j,k=1
ε
∫ T/ε
t/ε
ιxi (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
xjxk
duajk (x, ξ
ε (t/ε))
+ lim
δ→0
1
δ
∫ T
t
ιxi (x)
[
E
ε
t+δ
[
fi (x, ξ
ε (u/ε; x))− f¯i (x)
]
−Eεt
[
fi (x, ξ
ε (u/ε; x))− f¯i (x)
]]
du
=
8∑
m=1
I
(m)
1 ,
The details of I
(1)
2 to I
(4)
2 are as following:
I2 =
∫
|z′|<1
[
ι (x+ g′)− ι (x)−
n∑
j=1
g′j
∂ι (x)
∂xj
]
v (dz′)
=
1
2
∫
|z′|<1
{ n∑
j,k=1
ε
∫ T/ε
t/ε
ιxixjxk (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
duG′jk (x, ξ
ε (t/ε) , z′)
+
n∑
j,k=1
ε
∫ T/ε
t/ε
ιxixj (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
xk
duG′jk (x, ξ
ε (t/ε) , z′)
+
n∑
j,k=1
ε
∫ T/ε
t/ε
ιxixk (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
xj
duG′jk (x, ξ
ε (t/ε) , z′)
+
n∑
j,k=1
ε
∫ T/ε
t/ε
ιxi (x)E
ε
t
[
fi (x, ξ
ε (u; x))− f¯i (x)
]
xjxk
duG′jk (x, ξ
ε (t/ε) , z′)
}
v (dz′)
=
4∑
m=1
I
(m)
2 ,
The details of I
(1)
3 to I
(8)
3 are as following:
I3 = −ιxixj (x)
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
+
n∑
k=1
ε
∫ T/ε
t/ε
ιxixjxk (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
dufk (x, ξ
ε (t/ε))
+
n∑
k=1
ε
∫ T/ε
t/ε
ιxixj (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
xk
dufk (x, ξ
ε (t/ε))
+
1
2
n∑
k,l=1
ε
∫ T/ε
t/ε
ιxixjxkxl (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
duakl (x, ξ
ε (t/ε))
+
1
2
n∑
k,l=1
ε
∫ T/ε
t/ε
ιxixjxk (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
xl
duakl (x, ξ
ε (t/ε))
+
1
2
n∑
k,l=1
ε
∫ T/ε
t/ε
ιxixjxl (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
xk
duakl (x, ξ
ε (t/ε))
+
1
2
n∑
k,l=1
ε
∫ T/ε
t/ε
ιxixj (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
xkxl
duakl (x, ξ
ε (t/ε))
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+ lim
δ→0
1
δ
∫ T
t
ιxixj (x)
[
E
ε
t+δ
[
aij (x, ξ
ε (u/ε; x))− a¯ij (x)
]
−Eεt
[
aij (x, ξ
ε (u/ε; x))− a¯ij (x)
]]
du
=
8∑
m=1
I
(m)
3 ,
The details of I
(1)
4 to I
(4)
4 are as following:
I4 =
∫
|z′|<1
[
ι (x+ g′)− ι (x)−
n∑
k=1
g′k
∂ι (x)
∂xk
]
v (dz′)
=
1
2
∫
|z′|<1
{ n∑
k,l=1
ε
∫ T/ε
t/ε
ιxixjxkxl (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
duG′kl (x, ξ
ε (t/ε) , z′)
+
n∑
k,l=1
ε
∫ T/ε
t/ε
ιxixjxk (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
xl
duG′kl (x, ξ
ε (t/ε) , z′)
+
n∑
k,l=1
ε
∫ T/ε
t/ε
ιxixjxl (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
xk
duG′kl (x, ξ
ε (t/ε) , z′)
+
n∑
k,l=1
ε
∫ T/ε
t/ε
ιxixj (x)E
ε
t
[
aij (x, ξ
ε (u; x))− a¯ij (x)
]
xkxl
duG′kl (x, ξ
ε (t/ε) , z′)
}
v (dz′)
=
4∑
m=1
I
(m)
4 ,
The details of I
(m)
5 (m = 1, · · · , 8) are simialr to the I(m)3 (m = 1, · · · , 8) , the differences
are
∫
|z|<1 (Gi,j (x, ξ
ε (·; x) , z) −G¯i,j (x, z)
)
v (dz) in I5 but not aij (x, ξ
ε (·; x))− a¯ij (x), and
the details of I
(m)
6 (m = 1, · · · , 4) are simialr to the I(m)4 (m = 1, · · · , 4), so we omit the details
for simplification.
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