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The necessary tools for the complete resolution of the spectral theory for all 
linear two-point dilferential operators L in L’[O, l] determined by r = -D2 and by 
boundary values B,, Bz are developed. All work is based on six numerical 
parameters defined in terms of the coefficients of B,, B,. These quantities are 
utilized in the development of the characteristic determinant of L and the Green’s 
function of II-L, and in the development of the projections of L’[O, l] onto the 
generalized eigenspaces of L; they are used in the study of the decay rates of the 
resolvent operator R,(L) as 111 + m; and they are used to identify the 13 cases 
treated in developing the spectral theory for T = -D2. All results pertaining to the 
spectrum a(L) of L, to the algebraic multiplicities of the eigenvalues I E a(L), to the 
ascents of the operators II-L, to the boundedness of the family of all finite sums 
of the projections associated with L, to the denseness of the generalized eigenfunc- 
tions, and to bases consisting of generalized eigenfunctions are summarized in a 
table. The proofs of these results are the subject of the sequel (Part II). 0 1989 
Academic Press, Inc. 
1. INTRODUCTION 
Let L be a linear two-point differential operator in the complex Hilbert 
space L*[a, b] determined by an nth-order formal differential operator T 
and by n linearly independent boundary values B,, . . . . B,. The major 
ingredients which comprise the spectral theory for L are the following: 
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(1) Characterize the spectrum a(L) and resolvent set p(L) of L. In 
particular, examine the characteristic determinant of L whose zeros lead to 
the eigenvalues of L, and as such yield the points in a(L). 
(2) For each 1 E c(L) compute the ascent m(L) of the operator 
AZ- L and the algebraic multiplicity v(J) of E,, where m(n) is the smallest 
nonnegative integer such that the nullspace M( (AZ- L)““’ = 
Jv((AZ- Ly+)+l), and where v(n) is the dimension of ,N”((AZ- L)““i’), 
i.e., the dimension of the generalized eigenspace. 
(3) For each 1 E p(L) characterize the Green’s function G(., .; 1) for 
AZ- L, which yields the resolvent operator 
R,(L)u(t)=(l.I-L)~‘U(t)=SbG(t,s;~)U(S)~~, a<t<b, 
a 
for u E L2[a, b]. 
Assuming o(L) # @ and a(L) # C, so o(L) = (1, )F= i, a nonempty, 
countable subset of C with no finite limit points. 
(4) For k = 1, 2, . . . calculate the projection Pk of L’[a, b] onto the 
generalized eigenspace J(/‘( ( Lk Z - L)m(Ak)) along the range .B( (1, Z - L)“‘ik’), 
&=+.I R;.(L)& I- 
where Z is a circle about 1, containing no points of a(L) except 1,. 
(5) Study the subspaces 
and 
S,={u~L*[a,b]lu= f P,uj 
k=l 
M,={u~L*[a,b]~P,u=O,k=1,2 ,... }. 
In particular, determine if s, = L2[a, b] and if M, = (0); the former con- 
dition is equivalent to the generalized eigenfunctions of L being complete 
in L’[a, b]. 
(6) Determine if the family of all finite sums of the projections P, is 
uniformly bounded in norm. This condition and the condition M, = (0) 
are equivalent to L being spectral. 
(7) Determine if S, = s,. When S, = s, = L’[a, b], then L2[a, b] 
has a basis consisting of generalized eigenfunctions of L. 
(8) Establish the spectral relationships between L and its adjoint L*. 
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In this paper we develop the necessary tools for the complete resolution 
of the spectral theory for all differential operators L in L'[O, l] of the form 
~(L)={u~H*[O,l]~B,(u)=O,i=1,2}, Lu=zu= -u", 
where H2[0, l] denotes the Sobelev space consisting of all functions 
UE C’[O, l] with U’ absolutely continuous on [0, l] and U”E L*[O, 11, and 
where B,, B, are linearly independent boundary values given by 
B,(u)=a,u'(O)+b,u'( l)+a,u(O)+b,u(l), 
B,(u)=c,u’(O)+d,u’(l)+c,u(O)+d,u(l). 
Despite their simple appearance, these operators exhibit an exceedingly 
interesting and complicated spectral structure that must be understood 
before any complete spectral theory for arbitrary differential operators can 
be developed. In addition, the study of these operators lays the foundations 
for the comprehensive analysis of the general 2nd-order differential 
operator determined by r = -O* +pD’ + q, and eventually, for the general 
nth-order r. 
In the following we provide for the first time spectral results for those L 
having multiple eigenvalues and true generalized eigenfunctions, spectral 
results pertaining to regular nonspectral L (see [ 16]), and spectral results 
pertaining to a regular class of L previously unstudied (Case VII). Also, 
we give a complete summary, previously unavailable, of spectral results 
pertaining to the L defined above. This summary is presented in an easily 
read tabular form (see Section 7). Finally, we provide rigorous proofs of 
the spectral results pertaining to previously studied irregular L, we classify 
all the L as spectral or nonspectral operators, thereby completing the 
classification initiated in [3], we establish whether or not the generalized 
eigenfunctions of L form a basis for L*[O, 11, and we provide formulas that 
enable one to easily calculate the projections of L'[O, l] onto the 
generalized eigenspaces of L. The proofs of these results appear in both this 
paper and the sequel [ 111, with the bulk of the proofs presented in the 
sequel. 
This paper and [ 111 complete the development of the spectral theory for 
r = -D2 begun by Birkhoff [l] in 1908 and continued by Stone [14], 
Hoffman [4], and Lang [7], among others, and provide a new compre- 
hensive framework for developing the spectral theory of a general nth-order 
two-point differential operator, which was initiated by Birkhoff [l] and 
continued by Tamarkin [ 151, Coddington and Levinson [2], Dunford 
and Schwartz [3], Naimark [13], and many others too numerous to 
mention (see [3, pp. 2371-23741 for a partial listing). 
In this paper we make no use of the earlier classifications, i.e., regular or 
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irregular, but instead base all our work on six numerical parameters 
defined in terms of the coefficients of B,, B,. These quantities, initially 
introduced in [2, pp. 299-3021, lead to a complete invariant for L (Sec- 
tion 2), are utilized in the development of the characteristic determinant of 
L and the Green’s function of AZ-L (Section 3), are used in representing 
the projections P, (Section 4), play a fundamental role in the study of 
decay rates for llR;.(L)ll as IA] -+ co (Section 5) and identify the 13 distinct 
cases that we use in developing the complete spectral theory for z = -0’ 
(Section 6). 
2. THE COEFFICIENTS OF B, AND B, 
In this section we introduce six fundamental parameters which are 
formed from the coefficients of the boundary values B, and B,. These 
quantities are used to form a complete invariant for L and are utilized 
throughout this paper. Let CA? = (B,, B2) be the 2-dimensional subspace of 
boundary values on H*[O, l] spanned by B,, B,, and let 
A= aI h a0 bo 
Cl n, co do > 
be the 2 x 4 coefficient matrix for B,, B,. It is clear that B,, B, form a basis 
for g. In case b,, fi2 is any other basis for !A?‘, say with 
B, (24) =ci*u’(O) +&u’(l) +&,24(O) + &u(l), 
b*(u) = t,u’(o) +&u’(l) + ?,u(O) + ci,u(l), 
and 
then there exists a 2 x 2 nonsingular matrix R = (r,,) with y = det R # 0 such 
that 
B, = rllB, + r12B2, 
&=r21B,+r22B2, 
and 
~=RA, (2-l 1 
i.e., A and a are row equivalent. 
542 LANG AND LOCKER 
For integers i, j with 1 6 i < j < 4 let A( ij) denote the 2 x 2 submatrix of 
A obtained by retaining the ith and jth columns, and let A, denote the 
determinant of A(ij): 
A, = det A(ij). 
From (2-l) it is clear that A(ij)=RA(ij) and that 
A,=yA, V-2) 
for 1 <i<j<4, where y=detR#O. 
The above implies that starting with the differential operator L, we can 
choose any two independent boundary values B,, B, in 99 to represent L, 
form the 2 x 4 coefficient matrix A for B, , B,, and then calculate the six 
complex numbers 
A,,> An, AM> AZ, Am, A,,. 
From (2-2) we see that these six numbers are uniquely determined up to 
a nonzero constant. 
The next two theorems characterize some of the basic properties of the 
A,. Their proofs are elementary and are therefore omitted. 
THEOREM 2.1. The A, satisfy the quadratic equation 
A,,A,,-A,jA24+A14A23=0. (2-3) 
Furthermore, at least one of the A, is nonzero. 
THEOREM 2.2. If A,, =0 or A,,=0 and if A,, + A,, = T(A13 + A,,), 
then 
(a) A14-AZ3=6(A13-AZ4), where 6= +l or 6= -1, and 
(b) A,,=.424 iffA,4=A23. 
For Theorem 2.1 we can state the following converse, which shows that 
the boundary values B,, B, can be determined from the constants A,. 
THEOREM 2.3. Let au, 1 < i< j< 4, be complex numbers not all zero 
which satisfy the equation 
a12a34 -a,3a24+a,4a2,=0. 
Then there exists a 2 x 4 complex matrix A of rank 2 and a complex number 
y # 0 such that 
AV=ya, for all 1 <i< j<4. 
Moreover, the matrix A is unique up to row equivalence. 
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Proof Order the six numbers aV as 
a12, ~~3, a14, a23T a24r a34. 
Choose integers k, 1 with 1 d k < I < 4 such that ak, # 0 and such that au = 0 
for all aij which precede ak, according to the order established above. 
Choose y #O so that yak,= 1. To construct A, we examine the six possible 
cases where A is in reduced row echelon form. 
Case 1. k= 1,1=2. We look for A in the form 
A 
1 0 
a0 = ( 0 1 co 60 1do 
and impose the conditions A,= ya,. To this end we solve 
A,2 = 1 = ~12, A,3=co=ya,,, A14=do=w,,, 
A23 = ---a, = ?a233 and A 24 = -bo = YQ, 
which uniquely determine a,, bo, co, and do. Note that 
by hypothesis and the definition of y. Thus, for this case we have 
established the existence of a 2 x 4 matrix A with the desired properties. 
For uniqueness suppose B is another 2 x 4 matrix of rank 2 satisfying 
B, = claV for all 1 < i < j< 4 and some CI # 0. Let C be the reduced row 
echelon matrix for B. It is clear that 
C, = Paq = jaJy forall 1 <i<j<4 (*I 
and for some /I # 0. To show A and B are row equivalent, it is sufficient o 
show A = C. In view of (*) it is clear that 
c= 
( 
1 0 uo uo 
0 1 x0 Yo 1. 
k$ =C12=l 
Y Y l2 
7 
which implies that 
co=A1~=CI~=xo, do=Al4=Cl4=yo, 
-a, = A,, = Cz3 = -uo, -bo = A24 = C24 = -uO, 
so A = C. Therefore, A is unique up to row equivalence. 
The other five cases are treated in the same manner as Case 1. Q.E.D. 
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Let 9 be the subspace of C6 given by 
y= ((A,*, A133 Al‘43 &,A24> AM)). 
Then Theorems 2.1 and 2.3 imply that 9 is a l-dimensional subspace of 
C6 that forms a complete invariant for L. 
The next theorem, which follows easily from [2, p. 2891, establishes the 
relationship between L and its adjoint L* in terms of the A,. 
THEOREM 2.4. The adjoint operator L* is uniquely determined by the 
formal differential operator T * = -D2 and the six complex numbers given by 
AT,=& &=A,,, 
A&=X-4, A,*=A,,, (2-4) 
AL=A,,, A,*,=Zi 
or equivalently, by z* and the l-dimensional subspace 
Y* = <(Ah, A&, AL A&r A&, ATA) oft? 
It should be noted that the numbers A12, AIX, A,,, A,,, A,,, and AJ4 
correspond to the numbers A24, -A,,, A,,, -AId, -A,,, and A,, defined in 
[Z, p. 3011, respectively. 
3. THE CHARACTERISTIC DETERMINANT AND THE GREEN’S FUNCTION 
We introduce in this section the characteristic determinant A of L and 
the Green’s function G(. , .; A) of RI-L, both being expressed in terms of 
the A,. We also establish the connection between our formulations for 
these functions and those appearing in the literature. 
We begin by determining when 1 #O is an eigenvalue of L. Let 
A= p* # 0. Then the functions 
$1 (t; A) = eip’, t+b2(t; A)= e-@’ 
form a basis for the solution space of (AZ- 7) u = 0, and we know that 
A= p2 # 0 is an eigenvalue of L iff 
d(p) = det[B,(tij( .; p2))] = 0. 
The function d is given explicitly by 
A(P)= -CA,2p2-i(A,,+A23)P+A341eiP 
+CA,2P2+i(A14+A23)P+A341e-i”+2i[A,3+A,,]p (3-l) 
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[2, pp. 300-3021 and is the characteristic determinant of L. Clearly A is an 
entire function, and in view of the above, A = p2 # 0 is an eigenvalue of L 
iff p # 0 is a zero of the entire function A. 
If A(0) = 0, then it does not follow that A = 0 E a(L). For example, the 
differential operator L determined by z and boundary conditions u’(0) = 
u(0) = 0 has a(L) = 0, yet A(p) = 2ip. The reason A does not determine 
the zero eigenvalue lies in the fact that eipr -+ 1 and eP jpf + 1 as p -+ 0, and 
in these limits we do not pick up a basis for the solution space of TU = 0. 
To determine when A = 0 is an eigenvalue of L, we let 
y,(cO)= 1 and y*(t;O)=t, 
and observe that y,, y, form a basis for the solution space of ru = 0. Now 
A= 0 is an eigenvalue of L iff 
detCB,(y,(.;O))l=A,,-(A,,+A,,)-(A,,+A,,)=O. (3-2) 
It should also be noted that the characteristic determinant A* of L* is 
given by (modulo multiplication by a nonzero constant) 
A*(p)= -A(p). (3-3) 
This is immediate from (3-1) and (2-4). 
We now assume that the resolvent set p(L) # % and proceed to compute 
the Green’s function G( . , .; A) for AZ- L, where A= p2 # 0 belongs to p(L). 
Define 
4 [A,2P2--(A,4+A23)P+A34] eip(l+‘--r) 
+h [A,2PZ+i(A14+A23)P+A34]e-‘p(1+r-s) 
V(t, 3; P) = 
I 
+~[A,2p2-i(A14-A23)p-A34]eip(1prpF) (3-4) 
+iCA12P2+i(A14 -A2,)p-A,,] e-‘P(‘-f-s) 
-iA,, pek’(r-5) + i’24 pe-iP(‘-S), 
pjqt s.p)=le@(‘-s)-l. -@(r-s) 
1 5 2 2e 2 (3-5) 
and 
F(t, 3; P) = vt, s; PI for O<t<s<l, 
V(t>s;p)+A(p) Wt,s;p) for O<s<t<l. 
(3-6) 
Then in terms of the above entire functions, the Green’s function for AI-L 
is given by (see [2, pp. 300-3021) 
G( t, s; A) = Qt, s; P) 
id(p) 
for tfs in [O,l]. (3-7) 
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For future reference we observe that 
wt, s; P) 
ap 
= ~p(Lcp)+~‘(p) wt,s;P)+A(P) w,(4&P) 
1 
V,(t, 3;PI for O<t<s< 1, 
(3-g) 
for O,<s<t< 1. 
Should p0 be a zero of A of multiplicity two or more, then 
A(p,)=A’(p,)=O and 
am S; h) 
ap = v, (4 s; PO) 
for t#sin [0, 11. (3-9) 
Next, we relate results in [lo, 131 to the functions A and G( ., .; 1). 
These relations are used in the next section to obtain integral representa- 
tions of the projections associated with L corresponding to points in o(L). 
Let a E R and,set 
B(a)= (1ECIJ= IlIP#O, a<0<a+271}, 
and define 3 = 111 iI2 ei8j2 for A E Q(a). For each I E C and for i = 1,2 let 
‘pii = cp,( .; A) be the unique function in H2[0, l] which satisfies the initial 
value problem 
(AZ-z)cp,,=O, 
cP~~~'(")=d~,j+I~ j=O, 1. 
(3-10) 
In [lo, 131 it is shown that the function 
is an entire function with the property: 2 E a(L) iff D(n) = 0. Also, it is easy 
to verify that D and A satisfy 
A(&) = -2i ,,‘% D(1) for AGO(a), (3-11) 
which can be used to prove 
THEOREM 3.1. The point &, = pi #O is a zero of D of order n, iff the 
point p0 # 0 is a zero of A of order n,. 
If we assume that p(L) # 12/, then in [lo, 133 it is shown that the 
Green’s function for II- L, 1 E p(L), is given by 
G(t, s; 2) = 
H( t, s; n) 
D(n) for f # s in [0, 11, (3-12) 
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where for fixed t, S, t #s, H(t, S; .) is an entire function in 1. Note that (3-7) 
and (3-12) imply that for all lop nQ(a), 
G(t, s; A) = 
F(t, s; P) H(t, s; A) 
iPA = D(J) 
for t#sin [O,l], (3-13) 
where p = &. 
4. THE PROJECTIONS ASSOCIATED WITH L 
Assume the boundary conditions determining L are such the a(L) # 0 
and o(L) # C. Then it is well known [S, p. 4251 that a(L) = (A,},“_ i with 
the algebraic multiplicity v(ni) of 1, and the ascent m(A,) of Ail-L being 
finite for i= 1, 2, . . . . In [lo] it is shown that if 1, E a(L), if n, denotes the 
order of the zero of D at 1, (n, 2 1 ), and if k, denotes the order of the zero 
of H( ., .; A) at 1, (k, > 0), then the algebraic multiplicity and ascent satisfy 
v(no) = no and m(n,) = no -k,. (4-l) 
Furthermore, it is shown that if PO denotes the projection of L’[O, l] 
onto the generalized eigenspace JV((~,Z- L)m(‘o)) = M(L(l,)) along 
W((;1,Z- L)m(io)) = a(L(A,)), then 
pou(t) = @,- l)! ’ I,‘~(4)(1,s;1o)u(s)i, (d-2) 
for all UE L2[0, 11, t E [0, 11, where h is the entire function defined by 
D(A) = (A - Ao)no h(A). 
Using the notation of Section 3, we now determine what (4-2) looks like 
in terms of d and F(. , .; p). Indeed, Theorem 3.1 implies that if 1, = pi # 0, 
then d(p) = (p - po)“Of( p) for all p EC with f( po) # 0, and in particular, 
for all p = &, AEQ(c~). These facts, together with (3-13), imply that 
(4-3) 
for t #s in [0, l] and for all 1 E p(L) n Q(a), where p = $. Note that the 
analyticity of all the functions in (4-3) shows that (4-3) also holds for 
A=A,. 
Clearly the expression for H/h in (4-3) can be substituted into (4-2) to 
obtain a representation of PO in terms of d and F( ., .; p). This representa- 
tion has the general form 
Pou(t) = 
1 1 
s Jno’(p,) 0 
at, s; PO) u(s) h (4-4) 
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for all ueL*[O, 11, t E [0, 11, where Z(t, s; p) is an analytic function 
defined on a neighborhood of p0 for t # s in [0, 11. In particular, 
P+(t) = 
2 1 
s iA”’ 0 
Vt, s; ~0) 4s) ds 
when ~(1~) = 1, while Eq. (3-9) implies that 
v, (6 3; PO) - vt, s; PO) 
Ac3’( PO) 
34’*‘( ~0) 1 u(s) ds (4-6) 
when v(A,)=2, for all UEL*[O, 11, tE [0, 11. 
We next consider the basic properties of the projections {Pi} 2 1, where 
Pi is the projection of L*[O, l] onto Jlr(L(A,)) along W(L(1,)). Since L is 
a Fredholm operator with G(L) = {&}z i, it follows that 
(see [S]). Let 
PiPj = &Pi, i, j = 1, 2, . . . (4-7) 
s,= z4EL2[0, l]lu= g Ui,UjEM(z(A,)) 
i i=l 1 
and 
44, = fi B(L(1,)). 
i=l 
Then S, is a subspace of L*[O, l] which may or may not be closed, and 
M, is a closed zero- or infinite-dimensional subspace of L*[O, 11. S, and 
M, have the alternate representations 
s,= uEL*[O, l]lu= f PiU 
i i= 1 1 
and 
The next result, whose proof can be found in [8], relates the projections 
{Pi} z i and the subspaces S, and M, . 
THEOREM 4.1. There exists a constant M > 0 such that 
N= 1, 2, . . . . 
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iff S, = S, and 
L2[0, l]=S,@M, (topological direct sum). 
The following corollary is immediate from Theorem 4.1 and is quite 
useful for showing that S, = L*[O, l] for many of the L we consider. 
COROLLARY 4.2. Let S, = L*[O, l] and M, = (0). Then S, = S, iff 
there exists a constant A4 > 0 such that IlC;“= 1 Pi II Q M, N = 1, 2, . . . . 
If the family of all finite sums of the projections Pi is uniformly bounded, 
then trivially there exists M > 0 such that [ICY= i Pi 11 < M, N = 1, 2, . . . . 
5. THE RESOLWNT OPERATOR R,(L) 
For 1 E p(L) the resolvent operator RA (L) = (AZ- L)- ’ exists as a 
Hilbert-Schmidt operator on L*[O, 11: 
Rn(L) u(t) =J’ G(t, s; A)u(s) ds, O<t<l, (5-l 1 
for all u E L*[O, 11, where G(. , .; A) denotes the Green’s function for AZ-L. 
In the following we estimate the norm of R,(L) on a subset of C in terms 
of the A,, establishing the decay rate of /R,(L)II as 111 + co. The decay 
rates obtained help to motivate the classification scheme presented in the 
next section and are used to show that S, = L’[O, l] and M, = (0) for 
many of the L we consider. 
Fix 13, with 0 < 8, < 7c/4 and let 
i-2,= {AECIAZO and 0,<argA<2rr-60}. 
Using the representation of G(. , .; A) given in (3-7), we proceed to estimate 
1; IG(t, s; A)/ ds, 0 6 t d 1, and Jh IG(t, s; A)1 dt, 0 <s < 1, and then use these 
estimates to provide an upper bound on I( R,(L)/1 for A E p(L) n Q,. 
For A = reie E Q,, with r > 0 and 8, < 8 < 2n - 8,, we can form the square 
root 
p = 4 = J&2 with 8,/2 < 812 < x - t&/2. 
Clearly p belongs to the sector 
r,= {PECI p#O and t&/2 < arg p < 7c - 8,/2}, 
where 0 < t&,/2 < n/g. 
Consider an arbitrary point p = a+ ibc Z,. It is clear that b > 0. 
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If a > 0, then b/a = tan cp 2 tan(6,/2), so b > a tan(8,/2). Similarly, 
b > --a tan(0,/2) when a < 0, and hence, in all cases 
b = lb1 2 Ial tan(8,/2). (5-2) 
From (5-2) it easily follows that 
IPI 2 VI are IPI for all p = a + ib E r,, (5-3) 
where r0 = (l/d) tan(8,/2). 
Now take any A= p2 E p(L) n Q,, where p = $ = a + ib E r,,, and let us 
estimate s; lG(t, s; A)1 ds, 0 < t < 1. From (3-4k(3-7) we find that 
I 
1 
IG(t, s; A)/ dsd ’ 
2 IPI V(P)1 





-b(l-f+S) ds+ ' eb(l--f+s) ds 
0 s 0 1 
+ CL4121 b12+ IA,,-A,,1 IPI + IA,,11 
X e 
-b(i-r-S)&+ eb(‘-‘-S)ds 1 +2 IA,,1 IpI 
I, 
I 
x e -M-s) & + 
f 
’ eb(r-s) ds 
0 0 1 





’ eb(l+tPS)ds +2 IA,,1 Ip( 
f 1 
I 
X e -H-s) ds + ' eb(c-s) ds II , (5-4) 
and each of the integrals in (5-4) can be shown to be bounded above by 
eb/b. Thus, 
I ’ IG(t, s; A)1 ds < c(A), O<t<l, (5-5) 0 
for all ;1= p2 E p(L) n Q,, where p = $ = a + ib E r. and where 
c(A) = 2 IpI fdtp), .g 16IA12l Id’+4 IAM+A~~I IPI 
+2 lAcA23l IPI +4 IAnI IPI +4 IA241 IpI+6 lA,,I}. (5-6) 
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A similar calculation show that 
s ’ IG(t, s; A)1 dt < c(l), O<s<l, (5-7) 0 
for all L = p2 E p(L) n 52,, where p = $ = a + ib E r,. From a well-known 
theorem on integral operators [6, pp. 323-3241 we conclude that 
IIRi(L)Il G c(A) for all iEp(L)nQo, (5-8) 
where p=&=n+ibtzfo. 
It should also be noted that a similar estimate is available for the 
resolvent of the adjoint operator L*, namely 
II&. = c*(l) for all 1, E p(L*) n Q,, (5-9) 
where p = fi = a + ib E r. and where c*(L) = c(x). 
We next use (5-3) and (5-8) to estimate the rate of decay of )IRi (L)ll as 
IL1 -+ cc. Fix any point A = p* EQ, with p = $ = a + ib E f,. If 1 E p(L), 
then the behavior of IIR,(L)1I as 111 --* cc clearly depends on the interaction 
of the terms Id(p)/, 1 pi, eb, and b appearing in c(L). Now by (3-l) 
d(p)=e-‘P{A12p2+i(A14+A23)p+A34-A12p2e2rp 
+ i(A 14 + A,,) pe2@ - A34e2’P +2i(A,, + A,,) peiP} 
with 
lepiPl = eb, lewl = e-b < e--rol~I, leGI = e-2b 6 ,-2rol~l. 
From these observations it is clear that the growth rate of Id1 depends on 
whether A,,, A,,+A,,, A,,, or A,3 + A,, is zero or not. We consider four 
cases. 
Case 1. Assume A,, # 0. Then 
I&P)I 2 I PI2 ebb, 
where 
pm lA I _ IAM+A,,I IAwl 
- 12 
IPI 
--- IAl e-2rOlPl 
lPl2 
IAM +A,, I e-zro,p, _ IA34 I -2rgipI 
IPI me - 
2 lA,,+A241 e-ro,p, 
IPI . 
409/141.,2-17 
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Since /? + JAI,1 #O as (pi + co, we can choose a constant yO=y(BO)> 1 
such that 
Hence, 
lW IA121 for 14 >hor IpI a&. 
MP)I k 4 MI2 II PI* eb >O 
for all I. = p2 E Q, with 111 > yO, where p = a + ib E r,. 
From (5-10) we see that the set 
Q= WQOI 14 >Yol 
(5-10) 
is contained in p(L). Thus, if J.EQ, then R,(L) exists, and by (5-8), (5-lo), 
and (5-3), 
IIR,(~)ll G WV for all 1 E Q, (5-11) 
where 
M= -47 (6 IA,21 +4 IA,,+& 
0 12 
+2 IA,,- A231 +4 IA,,1 +4 IA,,1 +6 IA,,l). 
Case 2. Assume A ,2 = 0, A r4 + A,, # 0. Then we can proceed exactly as 
in Case 1 to show that 
MPN >i lA14+A231 IPI eb>O (5-12) 
for all L=p2eQ0 with /,I[ >yo, where p=a+iber,, and 
for all L E 52, (5-13) 
where yo, M, and 1;2 are appropriately modified. 
Case 3. Assume A,, = 0, Al4 + A23 = 0, and A,, # 0. Again we proceed 
as in Cases 1 and 2, showing that 
I&P)I 24 IAs41 eb>O (5-14) 
for all I=p2~Q0 with 121 >yo, where p=a+ibEfo, and 
lI&W)Il G WI21 I’* for all /z E 52, (5-15) 
where y,,, M, and Q are appropriately modified. Actually in this case 
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more can be said about (5-15). If A i3 = A,, = 0, then by Theorem 2.2, 
A i4 = A 23 = 0, and the above analysis yields the improved estimate 
IIRi.(L)II 6 M/lAI for all 1 E Q. (5-16) 
Case 4. Assume A,, = 0, A,, + A,, = 0, A,, = 0. In this case 
d(p)=2i(A,3+A,,)p.IfA,3+A,,#0, theno(L by(3-2).Clearlywe 
have a degenerate situation from a spectral theory viewpoint. On the other 
hand, if A,, + A,, = 0, then o(L) = C by (3-2) and R,(L) does not exist. 
This is also a degenerate situation from a spectral theory viewpoint. 
6. THE CLASSIFICATION SCHEME 
In our efforts to develop a complete spectral theory for z = -D2, we have 
found that we must treat 13 disjoint, nonempty, adjoint invariant cases. 
The cases arise naturally because of qualitative differences in algebraic mul- 
tiplicities, ascents, boundedness/unboundedness of families of projections, 
and decay rates of II R,(L)II, and because of simplifications that result from 
treating certain cases as perturbations of other analytically simpler cases. 
Each case can be identified by certain combinations of the A, appearing in 
A being zero/nonzero and/or equal/unequal. That the A, in A should play 
such a prominent role in determining these cases, and hence, the spectral 
properties of L, is not too surprising, especially if we recall that (i) the non- 
zero zeroes of A determine the nonzero eigenvalues and their multiplicities 
for L (see Theorem 3.1 and (4-l)) (ii) A influences the norms of the projec- 
tions P, because of the appearance of A(“O)( pO) in the denominator of the 
kernel of P, (see (4-4)) and (iii) A affects the decay rate of I( R,(L)11 
because of its presence in the denominator of the Green’s function (see 
(5-6) and (5-8)). 
Before presenting the 13 cases we need to introduce a quantity appearing 
in A that helps to explain why there are so many qualitatively different 
cases to be considered. Note that (3-l) can be rewritten as 
A(p)= -A,,[e2@- l] e-lpp2 + [i(A,, + A,,) eZip 
+ 2i(A,, + A,,)eiP + i(A,,+ A23)] eciPp 
- A,,[e2iP - 11 e-ip for ~EC. (6-l 1 
In this form A looks like a polynomial of degree ~2 in the variable p. 
Thus, one would expect the behavior of A to be governed by the coef- 
ficients of this “polynomial,” which clearly depend upon the relationships 
that exist between the A, appearing in them. 
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In particular, if A r2 # 0, then A is “quadratic” in p, while if A r2 = 0, then 
A is either “linear” or “constant” in p. The distinction between these latter 
two cases is determined by the value of the quantity 
i(A,,+A,,)e2’P+2i(A,3+A2,)eiP+i(A,,+A23) 
appearing in the coefficient of the p term. Setting 
Q(Z) = i(A,, + A,,)z2 + 2i(A,, + A,,)z + i(A,, + A,,), 
we see that Q is a polynomial of degree ~2. Thus, the values of the coef- 
ficient of the p term depend on the behavior of the polynomial Q. Note 
that if A,, + A,, #O, then Q is a second degree polynomial that has two 
distinct roots iff A,, + A,, # T(A,, + A,,). 
We present in Table I our classification scheme for the differential 
operator L, which is stated in terms of the A,. The motivation for the 
various cases is based on the decay rates for R,(L) given in Section 5; on 
the root structure of Q, which plays a central role in characterizing the 
Conditions on the A, 
TABLE I 
Classification Scheme 
Motivation Case number 
1. A,,#0 R,(L) decay 
A. A,3=A,4=A23=A24=A34=0 Direct methods 
B. A,,, A,,, A,,, A,,, A,, not all zero Perturbation methods 
2. A,2=0,A,,+A23#0 R,(L) decay 
A. A,,+A,,Z f(A,,+A,,) Root structure oof Q 
a. A,,=0 Direct methods 
b. A,,#0 Perturbation methods 
B. A,,+An= f(A,,+A,,) Root structure of Q 
a. Aj,=O Direct methods 
i. A,3=A24 Ascent = 1 
ii. A,, # A,, Ascent = 2 
b. A,,#0 Perturbation methods 
i. A,,=A,, Projections bounded 
ii. A,, # A,, Projections unbounded 
3. A,,=O, A,,+A,,=O, A,,#0 R, (L ) decay 
A. A,,+Az,#O Perturbation methods 
B. A,, + A,, = 0 Direct methods 
a. A,, = A,, Projections bounded 
b. A,,fA,, Projections unbounded 
4. A,,=O,A,,+A,,=O,A,,=O R, (L) decay 
A. An+A,,#O a(t) = Izl 
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zeroes of A, and hence, the eigenvalues of L; and on the actual spectral 
properties of L, e.g., the ascents being 1 or 2 and the projections associated 
with L being bounded or unbounded. Six of these cases can be treated by 
direct methods with all quantities calculated explicitly, while live cases 
require perturbation methods. The spectral results pertaining to each case 
are described in Section 7. 
The following remarks discuss some of the general properties of the 13 
cases just presented, and indicate how they relate to previous classification 
schemes and, in particular, to those of Birkhoff. 
Remark 6.1. The adjoint operator L* belongs to the same case as L. 
This fact follows directly from Theorem 2.4. 
Remark 6.2. Each of the 13 cases is nonempty. To show this, one can 
consider the 6 possible reduced row echelon forms for the 2 x 4 coefficient 
matrix A for B,, B,. It is then a simple matter to invoke the conditions 
which determine the various cases. For example, for an L belonging to 
Case IX, we find that any coefficient matrix of the form 
( 
1 6, 0 b, 
0 0 1 -b, 1 
with b, # + 1 and b, # 0 yields an L belonging to Case IX. 
Remark 6.3. With respect to Birkhoff’s original classification [ 11, 
Cases I-VIII and X correspond to regular boundary conditions, while 
Cases IX and XI-XIII are irregular boundary conditions. 
Remark 6.4. Some of the well-known boundary conditions are located 
as follows: if L satisfies periodic or antiperiodic boundary conditions, it 
belongs to Case V; if L satisfies Dirichlet boundary conditions, it belongs 
to Case X; if L satisfies Neumann boundary conditions, it belongs to 
Case I; if L satisfies separated boundary conditions, it belongs to Cases I, 
II, III, IV or X; and if L satisfies initial value conditions, it belongs to Case 
XII. 
Remark 6.5. Birkhoff originally studied the regular Cases I-IV and X. 
These studies were expanded upon by Naimark in [13], and modernized 
by Dunford and Schwartz in [3, Chap. XIX]. The latter showed that the 
operators belonging to Cases I-IV and X are spectral operators; the 
remaining regular Cases V-VIII belong to the category where /I = + 1 [3, 
p. 23241 and were never discussed. In [14] Stone studied the irregular 
Cases IX and XI. These cases were also the subject of Hoffman’s 
thesis [4], where it was shown that the operators in Case IX are nonspec- 
tral. Walker [16] showed that there exists an L that is both regular and 
nonspectral; his example belongs to Case VIII. 
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7. SPECTRAL PROPERTIES OF L 
In this section we present a table summarizing the spectral properties, 
outlined in the Introduction, for the differential operators L belonging to 
the 13 cases of Section 6. Many of these properties are appearing for the 
first time. Following the table we establish several of the results related to 
the subspaces S, and M,; the remaining proofs are the subject of our 
next paper [ 111. 
In Table II the results under the column headed by a(L) indicate if the 
spectrum of L is empty (a), all of C (C), or an infinite countable subset 
of C with no finite limit points ({A,}). The columns headed by v(A) and 
m(A) describe the algebraic multiplicity of 1. and the ascent of U-L, 
respectively, for all 1 E a(L) with Jill sufficiently large. S, = L2 describes 
whether or not S, is dense in L2[0, 11, and 44, indicates if M, is 0- or 
infinite-dimensional. The column headed by 11X Pi 11 describes whether the 
family of all finite sums of the projections Pi is uniformly bounded or not, 
in the cases where a(L) = {A;}. The column with S, = s, on top indicates 
if S, is closed (Yes) or not closed (No). It should be noted that when - - 
S, = S, and S, = L2[0, 11, then the projections {Pi} form a resolution of 
the identity, i.e., 
iz, ‘i=’ (strong convergence), (7-l) 
and L2[0, 1 ] has a basis consisting of generalized eigenfunctions of L. 
TABLE II 
Spectral Properties of L: 
9(L)={uEH*[O, 1]1B,(u)=B,(u)=O}, Lu= -ulr 
Case u(L) v(A) m(A) z= L2 ‘44, III: p, II s,=c Class 
I iA1 1 1 Yes 0 
II 14) 1 1 Yes 0 
III 141 1 1 Yes 0 
IV Yes 0 
V I:! l l Yes 0 
VI {A:} ; : Yes 0 
VII 
Ki 
l l Yes 0 
VIII 
61 
1 1 Yes 0 
IX 1 1 Yes 0 
X 
i::i l l 
Yes 0 
XI Yes 
XII ;‘A -” 
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Finally, the last column indicates Birkhoff’s original classification for the 
case and whether or not the differential operator L is spectral in the sense 
of Dunford (R = regular, IR = irregular, S = spectral, NS = nonspectral, 
and DEG = degenerate). 
Recall that L is in Case i iff L* is in Case i. Therefore, the table applies 
to L* as well. 
The column headed by a(L) indicates that c(L) = {A,} p”= 1 in Cases I-XI. 
Using this fact, we state and prove 
THEOREM 7.1. In Cases I-XI 
s, = L2[0, l] and M, = (0). (7-2) 
Proof: It is well known [12, 91 that in Cases I-XII. L is an H-S 
discrete operator. This implies that a(L) = {A,},? 1 for Cases I-XI, where 
the actual form of the li is characterized in [ 111. If we can show that there 
exist five rays, arg 1. = f3,, j= 1, . . . . 5, such that (i) the angles between 
adjacent rays are less than 7r/2, (ii) for 111 sufficiently large all points on the 
five rays belong to p(L) and llRl(L)ll is bounded for these A, and (iii) on 
at least one of these rays IIR,(L)(I -+O as 111 -+ co, then we can invoke 
Theorem 4.3 of [9], concluding that (7-2) is valid for Cases I-XI. 
To accomplish this, recall that in Section 5 we showed that 
ll~;.(L)ll d WV for all AE&? (7-3) 
for Cases I-VIII and Case X, and that 
ll~,W)II Q WI4 1’2 for all AEL~ (7-4) 
in Cases IX and XI, where 0 < 8, < 7~14, y0 > 0, and 
Q = {ke C ( 121 > yo, 8, -c arg A < 27~ - f3,} E p(L). 
Clearly these results imply conditions (i), (ii), and (iii). Q.E.D. 
The results for Case XIII follow from the discussion in Section 5, Case 
4 and Theorem 2.1 of [S]. 
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