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RESUME
L'asthme est une maladie inflammatoire chronique des voies respiratoires. Il se mani-
feste par des crises de dyspnée sifflantes durant lesquels les sons émis sont appelés sibilants.
Ces crises sont souvent nocturnes et réversibles, spontanément ou sous l'effet du traite-
ment. Les sibilants caractérisant l'asthme se superposent aux sons respiratoires normaux
et apparaissent le plus souvent à l'expiration.
Notre projet de recherche consiste à réaliser un détecteur automatique des sibilants.
Cette problématique sera traitée comme un processus de reconnaissance de formes. Le
processus de reconnaissance de formes se compose de deux modules indissociables : 1)
l'extraction des caractéristiques des signaux, et 2) la modélisation permettant la discrimi-
nation des classes. Des étapes de prétraitement ou de post traitement des données peuvent
s'ajouter pour perfectionner le système. Les performances du système de reconnaissance
dépendent des combinaisons des types de modules adoptés dans ce système.
Pour ce projet, nous avons testé plusieurs combinaisons de techniques d'extraction des
caractéristiques et de modélisation. Nous avons aussi analysé l'effet du prétraitement et du
post traitement des données. Les résultats ont été comparés à l'aide de Faire sous la courbe
(AUC - Area Under Curve) de tracés de type (ROC - Receiver Operating Characteristic).
Le meilleur résultat a été obtenu en utilisant, comme caractéristiques, 16 coefficients de
type (MFCC - Mel Frequency Cepstrum Coefficients) extraits d'un signal échantillonné
à 6000 Hz sur des segments du signal sonore de 1024 échantillons. Ces paramètres ont
été modélisés par la technique (GMM - Gaussian Mixture Model) h 8 regroupements
en utilisant des matrices de covariance de type diagonale. Aucun prétraitement, effectué
sur les paramètres, ne s'est avéré efficace. Par contre, une technique de post traitement,
effectuée sur les mesures obtenues lors de l'étape de classification, s'est avérée bénéfique.
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INTRODUCTION
L'asthme est l'une des maladies chroniques les plus répandues chez les enfants au
Canada et pose également un grave problème chez les adultes. Selon l'Enquête Nationale
sur la Santé de la Population (ENSP) de 1998-1999 M, 2.5 millions de personnes souffrent
de l'asthme (8% des adultes et 12% des enfants). Au niveau mondial, de 100 à 150 millions
de personnes souffrent d'asthme et leur nombre est en augmentation. On enregistre plus
de 180 000 décès par an dus à cette infection t2'.
L'asthme est une maladie inflammatoire chronique des voies respiratoires. Il se ma-
nifeste par des crises d'essoufflement sifflantes dont le son caractéristique est nommé
sibilant. Ces crises sont réversibles spontanément ou suite à un traitement. Le praticien
spécialiste, dans ce type de maladie, se trouve confronté à une grande difficulté pour
établir un diagnostic pertinent car la maladie d'asthme se caractérise le plus souvent par
des crises nocturnes suivies de phases de répit, essentiellement diurnes. Donc, en général,
le praticien voit son patient lors d'une phase de répit non significative de la gravité de la
maladie.
Les systèmes de surveillance de la fonction respiratoire, semblables à ceux utilisés dans
l'analyse du signal ECG (Électrocardiogramme), sont toujours en phase de développement l3
La. complexité de ce type de signaux et le manque de standardisation entre les équipes de
recherche freinent considérablement la recherche sur les signaux respiratoires en général,
et le développement des systèmes pour le diagnostic en particulier.
C'est pour répondre à cette problématique, qu'un projet de développement d'un outil
d'identification des sibilants à domicile, particulièrement utile pendant les épisodes de
crise d'asthme nocturne, a vu le jour au département de Mathématiques d'Informatique
et de Génie (DMIG) de l'Université du Québec à Rimouski (UQAR).
Notre travail consiste à mettre en place un système fiable de détection automatique
des sibilants à partir d'enregistrements acoustiques réalisés sur site, c'est-à-dire dans des
conditions réelles, généralement bruitées. Ce processus de détection sera ramené à une
problématique plus globale de reconnaissance de formes.
Dans ce mémoire nous présenterons donc, dans un premier chapitre, la problématique
générale de la reconnaissance de formes ainsi que son utilisation dans la détection des sibi-
lants. De plus, nous y introduirons les notions essentielles concernant les sons respiratoires
tels que les appréhendent les praticiens. Dans le second chapitre, nous examinerons les
techniques d'extraction des caractéristiques représentant le signal. Le troisième chapitre
comprend la description des techniques de modélisation (classification) permettant d'ob-
tenir le meilleur discriminant entre sons normaux et sons avec sibilants. Enfin, le dernier
chapitre concernera la méthodologie de l'expérimentation ainsi que les résultats obtenus.
Dans la conclusion, nous ferons le bilan de ce travail et proposerons des perspectives pour
la prochaine étape de réalisation.
CHAPITRE I
RECONNAISSANCE DE FORMES POUR CLASSIFIER LES SONS
RESPIRATOIRES
Dans ce chapitre, nous mettrons en exergue les définitions et les caractéristiques des
différents bruits respiratoires, ainsi que l'origine de leurs productions. Nous décrirons, par
la suite Tapproche de la reconnaissance de formes pour détecter les sibilants.
1.1 Nomenclature et classification des sons respiratoires
Les qualificatifs de René Laënnec, médecin français inventeur du stéthoscope, donnés
aux différents types de râles (humides, muqueuses, secs, grosses bulles...) n'étaient pas
pathognomoniques et ne permettaient pas une distinction significative entre pneumonies,
maladies pulmonaires chroniques et insuffisances cardiaques (voir le tableau 1.1). Les
difficultés, voire les erreurs de traduction de la terminologie de Laënnec et. l'introduction
de nouveaux termes ou qualificatifs, ont entraîné une grande disparité, voire une confusion
entre les écoles de médecine '14'. Une normalisation de la terminologie des sons respiratoires
a été proposée, en 1976. par VInternational Lung Sound Association (ILSA), et adoptée
l'année suivante par Y American Thoracic Society (ATS) '151. Cette nouvelle nomenclature
est résumée dans le tableau 1.2. Les sons respiratoires se divisent en deux grandes classes :
les sons normaux et les sons adventices ou anormaux. Nous donnerons les définitions et
les composantes de chacune des classes.
1.1.1 Sons respiratoires normaux
Les sons respiratoires normaux sont produits par le mouvement, de l'air dans le conduit
respiratoire lorsqu'une personne respire normalement. Selon la position où l'on mesure les
Tableau 1.1: Traduction des termes originaux de Laënnec pour la classification des sons
respiratoires(Mikami et al. ^16' selon I1'').
Description originale de Laënnec
Râle humide ou crépitation
Râle muqueux ou gargouillement
Râle sec sonore ou ronflement
Râle sibilant sec ou sifflement
Râle crépitant sec à grosses bulles ou craquement
Traduction anglaise
Wet rale, crepitation, or crackle
Mucous or gurgling rale
Dry or snoring rale
Dry whistling or wheezing rale
Dry crackling rale with large bubbles
sons respiratoires, on obtiendra les sons trachéo-bronchiques ou les murmures vésiculaires.
Les sons trachéo-bronchiques sont obtenus près de la trachée, du larynx ou des grosses
bronches alors que les murmures vésiculaires sont obtenus sur la surface thoracique.
1.1.2 Sons respiratoires adventices
Les sons adventices sont superposés aux sons respiratoires normaux ou les remplacent.
Ces sons indiquent souvent des infections du système respiratoire. Ils sont répartis en
deux classes, selon qu'ils soient continus ou discontinus '141. Les sons adventices continus
sont des bruits anormaux d'une durée supérieure à 250 ms. Dans cette classe, on trouve
les sibilants et les ronchus. Un sibilant est défini comme étant une composante sonore à
caractère musical surajouté au son respiratoire normal. Les sibilants sont principalement
présents dans la phase d'expiration. On les dira monophoniques ou polyphoniques selon
qu'ils sont composés d'un ou plusieurs harmoniques. Le mécanisme de production des
sibilants au sein des bronches semble impliquer l'interaction des parois et du courant
d'air. Pour Forgacs f19l (cité par Loudon et Murphy I18'), ces sons sont produits quand la
section des voies aériennes est resserrée à tel point que les parois opposées sont en quasi-
contact et que la vitesse du courant d'air atteint alors une valeur critique pour forcer cet
obstacle, faisant ainsi vibrer les parois des bronches. Certains auteurs i20"22! définissent le
sibilant comme étant un son continu, périodique, de fréquence fondamentale supérieure à
100 Hz et d'une durée supérieure à 100 ms. D'autres auteurs l16-18) utilisent la définition de
VAmerican Thoracic Society (tableau 1.2) qui le définit comme étant un son périodique
de fréquence variable dans le temps mais supérieure à 400 Hz et de durée supérieure à
250 ms. Nous utiliserons cette dernière définition.
Tableau 1.2: Définitions et appellations des sons adventices selon VAmerican Thoracic Society (Tableau de l16-18!).
G«B. et U.S.A. ALLEMAGNE FRANCE Proposition de
modification
Forme d'onde ea
étendu
Discontinuous
(<2S0ms)
Jîina (high pitched,
low amplitude, short
duration, IDW*= 0.92
ms, 2CDi = 6.02 m%)
jCfllHi (low pitched,
high amplitude, Icmg
duration, IDW = 1.25
ms, 2CD - 932 ms)
Continuous
(>25Oms)
-High pitched
{dominant frequency
>4Q0Hz)
-Low pitched
(dominant frequency
< == 200 Hz)
Fine crackles
Coarse crackles
Wheezes
Ronchi
Feines Rasseln
Pfeifen
Bru m men
Riles crépitants Crépitements fins
Râles bu lieux
Grobes Rasseta ou Gros crépitements
sous-crépitants
Rates sibilants
Râles ronflants
Sifflements
Ronchus
^Mh—^-|^VL^4P
* initial Deflection Width (largeur de itóflection initWe)
1 Two Cycle Duration (durée (tes 2 premiers cycles)
1.2 Emplacement de la prise de son
La transmission des sibilants à travers les voies respiratoires est meilleure que la trans-
mission à travers la cage thoracique. Takerawa et al. '231 (cité par Loudon et Murphy '18' ) ont
démontré que les composantes de fréquences élevées (1000 Hz et plus) étaient nettement
mieux détectées au niveau de la trachée. Ces études renforcent l'importance d'écouter les
sons respiratoires au niveau de la trachée pour étudier les malades asthmatiques. 11 faut
rappeler que les sons normaux captés à la trachée sont dits trachéo-bronchiques ' 1 .
1.3 Base de données utilisée
Les sons respiratoires que nous avons utilisés dans ce projet, proviennent des bases de
données ASTRA '24' et RALE I25) et de sites internet. Ces signaux sont captés à F aide d'un
microphone, placé au niveau de la trachée. Ils sont ensuite échantillonnés à une fréquence
vérifiant le théorème de Shannon. Pour des considérations d'uniformisation et de quantité
de données à traiter, nous avons sous-échantillonné les signaux pour faire en sorte qu'ils
soient tous rammenés à un échantillonnage de 6000 Hz.
1.4 Reconnaissance de formes
Le problème de la reconnaissance de formes se subdivise, généralement, en deux
phases : V apprentissage, et le test. La phase d'apprentissage consiste à créer des modèles
en vue d'établir un discriminant entre les différentes classes, à partir de signaux dont on
connaît la classe d'appartenance. Ceci s'effectue en trois étapes : 1) l'extraction de ca-
ractéristiques qui consiste à représenter chaque segment du signal temporel par une seule
donnée dans l'espace des caractéristiques, 2) la modélisation qui permet de représenter
l'ensemble des données par un nombre restreint de paramètres et 3) l'obtention d'une
fonction discriminante séparant les différentes classes. Cette dernière est illustrée par la
frontière séparant les zones Ri et R% de la figure 1.1. Lors de la phase de test, les ca-
ractéristiques extraites d'un segment du signal sont classifiées selon leur emplacement par
rapport à la fonction discriminante.
Extraction des caractéristiques Modélisation/Classification
I
Q.Q.
«S
S
3
0.
Données -o
d'apprentissage
Mnoè5t<s*«t"w dp? c
Pxttachon des "h% r4
1
 Apprentissage
ou
O Test
Donnée
à tester -a
Décision
Figure 1.1: Principe de la reconnaissance de formes. Ici, nous avons deux types de données (+) G Ra et (•) € Ri représentées en
deux dimensions (dl et d£). La modélisation permet d'obtenir une fonction discriminante (illustrée par la frontière entre la zone Ri
et R2). Le carré (n) représente une donnée à classifier.
Tableau 1.3: Classification des sons respiratoires.
Sons Respiratoires
Normaux
Trachéo-
Bronchiques
Murmures
Vésiculaires
Adventices
Continus
> 250ms
Sibilants
> 400Hz
Ronchus
< 20QIÍZ
Discontinus
< 250ms
Gras
Crépitements
Crépitements
Fins
1.5 Problématique
La problématique de recherche consiste à mettre en place un système de surveillance
de la fonction respiratoire chez les malades asthmatiques en particulier. Cet outil per-
mettra, d'aider à faire un bon diagnostic, de suivre l'évolution de la maladie, et d'évaluer
l'efficacité des traitements prescrits. La complexité de ce type de signaux et le manque de
standardisation entre les équipes de recherche freinent considérablement la recherche sur
les signaux respiratoires.
1.6 Objectifs
Ce projet de recherche consiste à mettre en place un dispositif permettant de dis-
tinguer deux classes de sons respiratoires ; en l'occurrence, les sons trachéo-bronchiques
et les sibilants. Le tableau 1.3 situe les deux classes dans F arbre de décomposition des
différentes classes de sons respiratoires. Les figures 1.2 et 1.3 montrent le spectrogramme
de deux cycles respiratoires. Le curseur dans la figure 1.2 montre un sibilant monopho-
nique d'une fréquence d'environ 1000 Hz. Tandis que dans la figure 1.3, il indique un
sibilant polyphonique aux fréquences d'environ 400 Hz et 1000 Hz.
1.7 Méthode
Pour atteindre les objectifs de ce projet nous faisons appel aux techniques de traite-
ment de signaux liées à la problématique de la reconnaissance de formes. Ainsi, les per-
formances du processus de séparation de classes dépendent énormément des techniques
utilisées. Nous avons divisé ces techniques en deux groupes : 1) les méthodes d'extractions
Figure 1.2: Section du spectrogramme d'un son respiratoire contenant un sibilant mono-
phonique en utilisant le logiciel WaveSurfer [S6j.
r"*'
Figure 1.3: Section du spectrogramme d'un son respiratoire contenant un sibilant polypho-
nique en utilisant le logiciel WaveSurfer l26j.
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Tableau 1.4: Combinaisons des différentes techniques utilisées pour la classification des
sons respiratoires (voir la liste des abréviations).
Extraction
des caractéristiques
MFCC
SBC
FFT
LPC
ce
WBC
DWTC
WPC
Modélisation
\classification
VQ
GMM
SMM
MLP
des caractéristiques et 2) les méthodes de modélisation/classification (voir la figure 1.1).
Notre approche pour mettre en place un tel système se résume en trois étapes :
1.7.1 Étude des différentes combinaisons des techniques d'extraction des ca-
ractéristiques et de modélisation
Cette étape consiste à trouver la meilleure combinaison entre les techniques d'extrac-
tion des caractéristiques et celles de la modélisation/classification. Pour la reconnaissance
des sibilants, plusieurs combinaisons ont été proposées dans la littérature. La combinaison
du spectre et des réseaux de neurones a été étudiée par Forkheirn et al. Î2'\ Rietveld et
al. î9', et Waitman et al. f10'. La combinaison de la technique LPC et du plus proche voisin
a été étudiée par Sankur et al. l28J. Des combinaisons de techniques par ondelettes et par
réseaux de neurones ont été étudiées par Pesu et al. ^K Kandaswamy et al. '12'. Enfin, la
combinaison des techniques MFCC et GMM est. celle que nous avons proposée dans le
cadre de ce projet s29'30! .
Afin d'atteindre ce premier objectif, Nous chercherons la combinaison optimale parmi
un nombre restreint de techniques de caractéristiques et de méthodes modélisation/classification
(voir le tableau 1.4).
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1.7.2 Optimisation des paramètres des techniques d'extraction des caractéristiques
et de modélisation
Cette étape consiste à trouver les paramètres optimaux sous-jacents à la technique
d'extraction des caractéristiques et ceux sous-jacents à la technique de modélisation choi-
sie.
Nous étudierons d'une part, l'effet des paramètres suivants lors de l'extraction des
caractéristiques :
• la dimension des vecteurs caractéristiques ;
• la largeur de la fenêtre d'observation ;
• le taux de recouvrement des fenêtres.
D'autre part, nous étudierons l'effet des paramètres reliés à la modélisation/classification
(voir le tableau 1.5). Nous verrons, à la section 3.8, que les paramètres "nombre de neu-
rones de la couche cachée" et "nombre de regroupement", du tableau 1.5, sont similaires.
Nous utiliserons alors "nombre de regroupements" pour décrire ces deux paramètres.
1.7.3 Etude de l'effet des méthodes de prétraitement des données
Cette étape consiste à déterminer si un prétraitement effectué sur les données extraites
affectera les résultats de la classification. Les techniques de prétraitement étudiées sont
les suivantes :
• la technique du centrage ;
• l'analyse par composantes principales (PCA) ;
• la technique du blanchiment.
Il faut rappeler que l'objectif principal de cette recherche est de déterminer les trois
points, listés ci-dessous, permettant d'obtenir le meilleur taux de classification :
• trouver la meilleure combinaison des techniques d'extraction et de modélisation :
• trouver le meilleur ajustement des différents paramètres de ces techniques ;
• déterminer si un prétraitement est nécessaire.
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Tableau 1.5: Paramètres reliés aux techniques de modélisation pour la classification de
sons respiratoires.
Paramètre
Nombre d'itération
Type de la matrice covariance
Type d'initialisation
Nombre de regroupements
Nombre de neurones de la couches cachées
VQ
V
y/
GMM
A/
V
s/
MLP
y/
V
S MM |
y/
y/
V
1.8 Hypothèses
Afin de comparer les résultats des différentes expérimentations, nous avons opté pour la
mesure de Taire sous la courbe (AUC - Area Under Curve) de la courbe de caractéristiques
d'efficacité (ROC - Receiver Operating Characteristic) décrite à la section 4.3.
Les courbes ROC sont obtenues suite à l'utilisation de la technique "leave one ouV
effectuées sur le données listées à la section 4.1.
CHAPITRE II
EXTRACTION DES CARACTERISTIQUES
Ce chapitre traite de l'étape d'extraction des caractéristiques d'un signal. Il comprend
les techniques rencontrées dans la littérature et celles que nous avons proposées dans ce
projet.
2.1 Principe de l'extraction des caractéristiques d'un signal
L'extraction des caractéristiques est considérée comme un processus qui transforme
des vecteurs de dimension très élevée vers des vecteurs de dimension moins élevée. Donc,
c'est une projection / : RA —-* M.D, où D << N. L'extraction des caractéristiques peut
être considérée comme un processus de réduction de dimension qui tente de capturer
l'essentiel des caractéristiques du signal analysé avec peu de données.
La figure 2.1 illustre très bien ce processus. Le signal est divisé en segments tempo-
rels (sans recouvrement) dont chacun contient 512 échantillons. Chaque segment peut,
par exemple, être transformé en une représentation à une seule composante (e.g. valeur
moyenne des 512 échantillons), deux composantes (e.g. valeur moyenne et valeur maxi-
male), etc. Le nombre de composantes choisi correspondra à la dimension de l'espace des
caractéristiques. Nous verrons, plus loin, différentes techniques permettant d'obtenir ces
vecteurs de caractéristiques.
Il est important de garder le nombre de dimensions le plus petit possible afin de pou-
voir : 1) créer une modélisation robuste d'une classe de signaux et 2) réduire la complexité
du calcul. Le concept, de modélisation de classe sera étudié, en détails, au prochain cha-
pitre. Pour l'instant, on définit, une modélisation robuste comme étant une modélisation
dont le nombre de données (nombre de segments) servant à la construction du modèle
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Figure 2.1: Représentation de la totalité d'un signal dans l'espace de ses caractéristiques
en le découpant en segments temporels. La dimension D de Vespace des caractéristiques est
ici de un, deux et trois. Chaque point représente les caractéristiques tirées d'un segment.
Dans le cas à une dimension, la seul caractéristique tirée d'un segment pourrait, par
exemple, être la valeur moyenne du signal dans ce segment.
est beaucoup plus large que la dimension des données. En effet, le nombre de données
d'entraînement nécessaire à la modélisation augmente de façon exponentielle par rapport
à la dimension. Ce phénomène est. connu sous le nom de '"'"curse of dimensionality" '31j.
Les caractéristiques optimales, tirées des segments du signal, posséderaient les pro-
priétés suivantes :
• grande variation lorsqu'elles sont issues de différentes classes ;
• variation minime à l'intérieur d'une même classe ;
• facile à mesurer ;
• insensibilité au bruit.
Dans ce chapitre, nous présenterons les techniques d'extraction rencontrées dans la
littérature en vue de classifier les sons respiratoires. Nous présenterons aussi les méthodes
que nous avons proposées pour caractériser efficacement les signaux respiratoires li9>32l.
Ces différentes techniques peuvent être subdivisées en quatre groupes :
• analyse de Fourier ;
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• prédiction linéaire ;
• analyse cepstrale ;
• transformée en ondelettes.
Pour uniformiser la notation tout au long de ce document, nous allons garder x pour
désigner le vecteur des caractéristiques (figure 1.1) de dimension D.
x=[x1,x2,...,xD] (2.1)
2.2 Analyse de Fourier
L'analyse de Fourier d'un signal consiste à calculer et représenter son contenu frequentiel,
appelé spectre. Pour le cas discret, la Transformée de Fourier Discrète (DFT - Discret Fou-
rier Transform), d'un signal discret s[n], est décrite par l'équation 2.2.
J V - l
S[k] = ] T sljt^^-^ k = 0,...,N -1 (2.2)
n=0
où k est l'indice des fréquences et N est le nombre d'échantillons du signal s[n\.
L'analyse de Fourier s'avère intéressante dans le cas des sons respiratoires. En effet, la
présence de sibilants est caractérisée, le plus souvent, par des pics en fréquence surajoutés
aux spectres des sons normaux >22j ou bien par un décalage du spectre vers les fréquences
les plus élevées. La figure 2.2 représente le spectrogramme d'un patient normal. Tandis que
la figure 2.3 représente celui d'un asthmatique. On remarque que dans le cas du patient
asthmatique le spectre s'étant jusqu'à 1200 Hz (figure 2.3) au lieu de 800 Hz (figure 2.2)
pour le patient normal. De plus, le sibilant se manifeste par un pic (650 Hz) surajouté au
spectre (voir la petite fenêtre de la figure 2.3).
2.2.1 Transformée de Fourier à court terme (STFT)
Malgré son succès fulgurant pour analyser une grande variété de signaux, la trans-
formée de Fourier discrète (DFT) souffre de deux limitations : 1) elle n'est pas adaptée
à l'analyse des signaux non-sta.tionnaires et 2) elle ne donne pas l'instant précis d'un
événement. Pour pallier à ces deux limitations, la transformée de Fourier à court terme
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Figure 2.2: Spectrogramme du son respiratoire d'un patient normal obtenu avec le logiciel
WaveSurfer •/2e-/.
P'i-ï,-".- • ou î 5-ÏÎÎÎS1"1'.
f{ I;. ! |,v . ,
Figure 2.3: Spectrogramme du son respiratoire d'un patient asthmatique obtenu avec le
logiciel WaveSurfer lmK On remarque Vétendu du spectre jusqu'à 1200 Hz et la présence
des sibilants autour de 600 Hz.
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Figure 2.4: Calcul du spectrogramme d'un son respiratoire par la transformée de Fourier
à court terme (STFT).
(STFT - Short time Fourier Transform) a été proposée. Elle consiste à multiplier le si-
gnal par une fenêtre glissante gin], dont la largeur L dépend de la résolution temporelle
désirée Ai. Tout au long de l'expérimentation, nous utiliserons une fenêtre de type Han-
ning, tel que celle illustrée à la figure 2.4. Cette figure montre, de plus, le principe de la
pondération par la fenêtre g[n] permettant de calculer le spectrogramme d'un signal et
suivre son évolution temporelle. La formulation mathématique de la transformée STFT
est donnée par l'équation 2.3.
L-l
Sm[k] = 2_^ s [m + n](j([n]e £
n—O
n = 0, . . . , L - 1 (2.3)
où m. est l'indice du segment analysé et k est l'indice des fréquences.
La largeur de la fenêtre utilisée dépend des résolutions temporelle (At = L/fe) et
fréquentielle (Af = fe/L) nécessaires à la bonne caractérisation de la forme du signal
recherchée. On note que l'amélioration de la résolution temporelle se fait au détriment de
soc
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Figure 2.5: Transformée de Fourier à cotai, terme i) excellente résolution temporelle Ai =
6.25 ms, Af = 160 Hz ; ii) bon compromis pour les deux résolutions Ai = 62.5 ms,
A/ = 16 Hz; iii) excellente résolution fréquentielle Aí = 625 m,s, A / = 1.6 Hz. Le
recouvrement est de, 50 %.
£ 500
1000
1500
0 2 4
temps (sec)
1500L
0 2 4
temps (sec)
50i "
100
1500L
temps (sec)
Figure 2.6: Spectrogrammes à base de segments de 512 échantillons. Ceci donne les
résolutions : Af = 6000/512 = 11.7 Hz et Ai = 512/6000 = 85.3 ms. i) recouvrement de
0 % ; ii) recouvrement de 50 % ; iii) recouvrement de 99 %.
la résolution fréquentielle, et vice-versa. Les deux résolutions sont reliées par l'équation 2.4.
A / = l/Aí (2.4)
Les spectrogrammes présentés à la figure 2.5 illustrent le compromis à faire entre
la résolution en temps et, la résolution en fréquence. En supposant que les détails du
spectrogramme représentent la qualité de la transformée par DFT, nous pouvons voir
qu'une résolution temporelle de Tordre de 100 ms donne de meilleurs résultats dans ce
cas, pour la détection des sibilants.
La revue de la littérature montre que la détection des sibilants se fait généralement
dans la bande entre 100 à 3000 Hz. Nous considérons que la fréquence maximale fmax du
spectre est de 3000 Hz afin d'inclure quelques harmoniques des sibilants. Pour satisfaire
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ce dernier point, nous devons échantillonner le signal à la fréquence fe de 6000 Hz. selon
le critère de Nyquist : fe > 2 * fmax,
A ce stade ci, il semble qu'un segment temporel de 512 échantillons donnerait un
bon compromis entre les deux résolutions Ai et A/ . Un segment de 512 échantillons
nous donne les résolutions :( A / = ~r = ^ = 11.7Hz I et Í A Í = xj = 85.3msV Nous
\ Te / ^ "
étudierons, au chapitre 4, l'effet de la largeur du segment du signal sur les performances
du système de classification.
Le parcours progressif des segments temporels qui se recouvrent, tel qu'à la figure 2.4,
permet un suivi pseudo-continu de l'évolution du spectre. En effet, le recouvrement aug-
mente la résolution temporelle du spectrogramnie (à ne pas confondre avec la résolution
temporelle Ai). Il est à noter que la figure 2.5 a été tracée avec un recouvrement de 50%.
La figure 2.6 illustre l'importance du recouvrement. Il faut noter, toutefois, que cette
opération est pénalisante en terme de temps de calcul. Par exemple, un recouvrement
de 50% doublera le nombre de segments à traiter. Nous étudierons l'effet du recouvre-
ment au chapitre 4.
2.2.1.1 Vecteur des caractéristiques tiré de la tranformée de Fourier à court
terme (STFT)
À titre d'exemple, une fenêtre de 85.3 ms d'un signal échantillonné à 6000 Hz cor-
respond à 512 échantillons. Dans ce cas, l'estimation spectrale obtenue par FFT sur 512
points donne un spectre non redondant (fréquences positives seulement) de 256 points. Ce
nombre élevé de données donne un vecteur de caractéristiques de grande dimension (M256)
qu'il faudra réduire. Rietveld et al. I9' proposent le découpage de la bande de fréquence
en un nombre restreint de sous-bandes. Une seule valeur associée à une sous-bande j est
obtenue en calculant la moyenne Ej de l'énergie des composantes du spectre contenues
dans celle-ci (voir la figure 2.7). La première valeur (rectangle blanc) contient les compo-
santes basse-fréquences du signal qui ne sont pas utilisées. Le vecteur des caractéristiques
comprendra l'énergie des N sous-bandes sauf la première qui correspond à la composante
continue du signal.
x=[E2,...,EN] (2.5)
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Figure 2.7: i) Spectre original comprenant les 256 valeurs obtenues par STFT sur un seg-
ment de 512 échantillons du signal, ii) 20 coefficients obtenus à partir du spectre moyenne,
ni) 10 coefficients obtenus à partir du spectre moyenne, fe = 6000 Hz. Les rectangles
blancs contiennent, les basses fréquences. Il est à noter que les basses fréquences ne sont
pas significatives,
2.3 Analyse Cepstrale
2.3.1 Coefficients Cepstraux
En raison de l'origine de sa production, le son respiratoire y[n] peut-être considéré
comme issu de la convolution d'une source sonore x[n], créée par le diaphragme, avec les
conduits respiratoires dont la réponse impulsionnelle est /i[nj.
y[n] = x[n] * h[n] (2.6)
Étant donné que l'asthme aura pour effet de modifier les propriétés du conduit respi-
ratoire, nous avons proposé l'utilisation de l'analyse cepstrale afin d'isoler la contribution
du conduit de celle de la source. La. figure 2.8 illustre cette approche de modélisation.
Dans le domaine des fréquences auquel on accède par la transformée de Fourier,
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Figure 2.8: Le son respiratoire est modélîsé comme étant la convolution d'une certaine
excitation avec les conduits respiratoires.
l'opération de convolution devient une multiplication.
Y(ejw) = X(e?w)H(é>») (2.7)
II est très difficile de séparer ces deux signaux que ce soit dans le domaine du temps
ou celui des fréquences, sans connaissance à priori de h[n] ou x[n) . Cependant, la trans-
formation par la fonction logarithme dans le domaine des fréquences va nous permettre
d'effectuer la séparation de h\n] et de x[n .
log(y (e*")) = log(X(e*")) + log ( i í (Ò) (2.8)
Pour la plupart des applications du traitement de signal, nous avons seulement besoin
que des spectres d'amplitude. Par conséquent l'équation 2.8 s'écrit :
log(|y(e*")|) = log(|*(e*")|) + log(|#(e*")|) (2.9)
Les coefficients cepstraux sont alors donnés par la transformée de Fourier inverse où
l'indice k correspond aux raies spectrales :
cc[k] = DFT-MogdAXe*")!) + £>Fr-1log(|.H'(e»''')|) (2.10)
Les premières composantes du cepstre représentent la réponse en fréquence des conduits
respiratoires. Les autres composantes représentent l'excitation. La figure 2.9 montre un
exemple où, on observe que les premières composantes du cepstre, séparées par filtrage
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Figure 2.9: Séparation de la réponse en fréquence des conduits respiratoires et de l'exci-
tation par analyse cepstrah. Les premières composantes du cepstre, séparées par filtrage
cepstrale, représentent la réponse fréquentielle des conduits respiratoires H(f), tel qu'on
peut le constater par la ressemblance entre H(f) et H(f).
x*h XH Cepstre
Figure 2,10: Obtention de coefficients cepstraux à partir d'un segment du signal.
cepstrale (aussi appelé liftrage), donnent une approximation grossière de la. fonction de
transfert du filtre équivalente aux conduits respiratoires.
2.3.1.1 Vecteur des caractéristiques tiré des coefficients cepstraux
Nous rappelons que l'asthme affecte les voies respiratoires en les resserant par endroits.
Pour mettre en évidence cet effet, il ne faut garder que les N premiers coefficients cepstraux
correspondants au conduit respiratoire. Le calcul des coefficients cepstraux est illustré à
la figure 2.10. Le vecteur des caractéristiques est donné par l'équation suivante :
X = CCi, ,CCN\ (2.11)
où le nombre N des coefficients retenus est déterminé expérimentalement.
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Figure 2.11: Banc de sept filtres distribués selon l'échelle de Mel.
2.3.2 Coefficients cepstraux à l'échelle de Mel (MFCC)
Les coefficients cepstraux à l'échelle de Mel (MFCC - Mel Frequency Cepstrum Co-
efficients) constituent un outil de caractérisation intensivement utilisé en reconnaissance
automatique de la parole (RAP). Ces coefficients sont dérivés du spectre de puissance en
appliquant un banc de filtres uniformément espacés sur une échelle fréquentielle modifiée,
appelée échelle de Mel (voir l'exemple de la figure 2.11). L'échelle de Mel redistribue les
fréquences en fonction de la fréquence perçue. Elle a été suggérée pour la première fois
par Stevens et Volkman [331 en 1937 (cité par Shannon et Paliwal M) L'échelle cie Mel
est linéaire pour les fréquences inférieures à 1000 Hz et logarithmique pour les fréquences
supérieures. Elle peut être approximée par l'équation 2.12.
fmd = 2595 log10 f 1 + T~ (2.12)
où f est la fréquence dans l'échelle linéaire et fmei la fréquence perçue.
La figure 2.12 montre le principe du calcul des coefficients MFCC. Le spectre X[k] d'un
signal fenêtre x[n] est calculé par la transformée de Fourier discrète (DFT). L'amplitude
est pondérée par une série de réponses fréquentielles de L filtres. Le cepstre réel associé à
l'énergie résultante E[k] est appelé MFCC et est calculé par la formule suivante.
en =
fc=i
(n(k-0.5) j ) n = O,l, . L - 1 (2.13)
où L est le nombre de filtres distribués selon l'échelle de Mel.
Le choix d'utiliser les coefficients MFCC pour caractériser les sons respiratoires i32l
nous a été motivé par le fait qu'ils s'inspirent du fonctionnement du système auditif
et qu'ils décorrèient les conduits respiratoires de l'excitation. L'algorithme est décrit en
détails dans la section suivante.
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Figure 2.12: Obtention des coefficients MFCC à pariÁr d'un segment du signal.
2.3.2.1 Vecteur des caractéristiques tiré des coefficients MFCC
La figure 2.13 illustre les différentes étapes de l'obtention de sept coefficients MFCC
pour le signal s(t) = sin(2irfit) + sin(27r/2i). Nous avons choisi ce signal afin de bien
illustrer l'effet du banc de filtres. Nous pouvons voir :
• spectre d'un segment du signal, figure 2.13-i;
• banc de filtres distribués selon l'échelle perceptuelle de MEL, figure 2.13-ii;
• pondération du spectre par chacun des filtres, figure 2.13-iii;
• logarithme de l'étape précédente, figure 2.13-iv;
• transformée en cosinus discrète (DCT - Discrete Cosine Transform) de l'étape
précédente, figure 2.13-v. La première valeur n'est pas utilisée car elle représente
la valeur moyenne du signal de la figure 2.13-iv.
Le vecteur des caractéristiques à base de L coefficients MFCC est ainsi donné par :
X = [Ci, . . . ,Cl-\\ (2.14)
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Figure 2.13: Démarche suivie pour l'obtention de sept coefficients MFCC. i) valeur abso-
lue de la STFT élevée au carré , ii) banc de filtres positionnés selon l'échelle de MEL,
iii) multiplication de i par ii. La première raie spectrale n'affecte que les filtres 3 et 4,
alors que l'autre affecte les filtres 6 et 7, iv) logarithme de iii. v) transformée discrète en
cosinus de iv, le premier terme est éliminé car il correspond à la valeur moyenne du signal
en iv.
DCT i—• Cepstre
Figure 2.14: Obtention de coefficients cepstraux par utilisation de la transformée DCT.
Le Banc, de filtres distribués selon l'échelle de MEL n'a pas été utilisée dans cette figure.
La transformée DCT peut tire utilisée pour obtenir des coefficients cepstraux permettant
la séparation de l'excitation x(t) et des conduits respiratoires h(i). On remarque bien la
ressemblance entre H(f) et H(f).
26
2.3.2.2 Obtention de coefficients cepstraux à partir de ia transformation en
cosinus discrète( DCT)
La figure 2.14 démontre qu'une transformée en cosinus discrète (DCT) permet d'obte-
nir des coefficients cepstraux caractérisant les conduits respiratoires. Le schéma de cette
approche est tout à fait différent de celui de la figure 2.9.
2.4 Modélisation linéaire prédictive (LPC)
2.4.1 Coefficients de la prédiction linéaire
La modélisation linéaire prédictive (LPC - Linear Predictive Coding) suppose que
chaque échantillon du signal peut être approximé par une combinaison linéaire d'un
nombre réduit des échantillons précédents [35' :
p
s[n] = ] T aks[n - k] n = 1.2,..., N (2.15)
où s[n] est la prédiction du signal s[v] et le vecteur a = [oi,. . . , ap] forme les coefficients
de la prédiction d'ordre P. L'erreur de prédiction e[n] pour le nieme échantillon s[n] est
donnée par la différence entre l'échantillon actuel et sa valeur prédite.
p
e[n] = s[n] - ] P aks[n - k] (2.16)
k=i
La méthode d'autocorrélation et la méthode de covariance sont les deux méthodes stan-
dards pour calculer les coefficients de prédiction. Les deux techniques sont basées sur la
minimisation de la moyenne quadratique de l'erreur de prédiction.
e[n]2 = jr L - J2 °*«[n - *] ) (2-17)
n=l n=l
dE
—_ = 0. fc = l , . . . , P (2.18)
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Figure 2.15: Estimation spectrale d'un son normal en utilisant i) la méthode de Welsh
à 1024'FFT, ii-iv) la méthode de Yule-Walker respectivement à 10, 20 et 50 coefficients
LPC.
Dans ce projet, nous utilisons la technique recursive de Levinson-Durbiri afin de déterminer
les coefficients LPC.
La figure 2.15 représente le spectre d'un son normal par la transformée FFT (fi-
gure 2.15-i) et par la modélisation LPC (figures 2.15-ii-iv). Il convient de souligner que la
résolution fréqiientielle dans le cas de l'estimation par LPC du spectre dépend de l'ordre
du modèle et non pas de la durée du signal comme c'est le cas de l'estimation par la
transformée FFT. À l'instar de l'analyse cepstrale, l'approche LPC adoucit le spectre du
signal. Ceci est équivalent à une approximation de la fonction de transfert du conduit
respiratoire.
2.4.1.1 Vecteur des caractéristiques tiré des coefficients LPC
Les N premiers éléments au, qui en quelque sorte modélisent le conduit, seront utilisés
comme vecteur des caractéristiques. Nous y ajouterons aussi la variance de l'erreur de
prédiction indiqué par E qui est obtenue également par l'algorithme de Levinson-Durbin.
X = fa.i, fl.2, Q-3, . • . , (lN, E (2.19)
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2.5 Analyse par ondelettes
La transformée de Fourier à court ternie (STFT) a été proposée pour permettre l'ana-
lyse en temps et en fréquence d'un signal (calcul de spectrogramme). Cependant, cet outil
souffre d'une limitation liée à la rigidité de ses résolutions temporelle (Ai) et fréquentielle
(A/), La figure 2.16-i montre un exemple de résolutions figées obtenues par la transformée
STFT.
La transformée en ondelettes est un excellent outil d'analyse en temps et en fréquence
proposé pour pallier aux inconvénients de la transformée STFT, en permettant d'obtenir
des résolutions temporelle et fréquentielle variables. Tel qu'illustré à la figure 2.16-ii, aux
hautes fréquences, la transformée en ondelettes donne une bonne résolution temporelle
associée à une mauvaise résolution fréquentielle, alors qu'aux basses fréquences, elle donne
une bonne résolution fréquentielle associée à. une mauvaise résolution temporelle. Cette
aptitude à modifier la résolution, permet d'obtenir une représentation différente de celle
obtenue par STFT, A ce stade, nous ne pouvons pas conclure que l'une ou l'autre des
méthodes représente mieux le signal analysé. Toutes les analyses par ondelettes ont été
effectuées à l'aide des fonctions du logiciel, du domaine publique, WaveLab '3ol.
2.5.1 Transformée en ondelettes continue (CWT)
La transformée en ondelettes continue (CWT - Continuous Wavelet Transform) d'un
signal x(t) est définie par :
CWT*(a, b) = r°° x(t)rafi(t)dt (2.20)
J — oc-
OÙ * désigne le complexe conjugué, le terme a € R+ représente le paramètre échelle,
et le terme b € R représente le décalage temporel. Les fonctions '</>*
 b sont obtenues par le
décalage temporel d'une version compressée/décalée de l'ondelette mère (ou analysante)
t/>(i), et sont définies par :
(2.21)
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Figure 2.16: Résolutions en temps et en fréquence obtenues par : i) transformée de Fourier
à court, terme (STFT) et ii) transformée en ondelettes (CWT). Il est à noter que la
transformée en ondelettes donne une meilleur résolution temporelle en hautes fréquences
et une meilleur résolution fréquentielle en basses fréquences.
2.5.2 Transformée en ondelettes discrète (CWT)
La transformée en ondelettes discrète (DWT - Discrete Wavelet Transform) est la ver-
sion discrète de la transformée en ondelettes continue {CWT). Elle est implantée à l'aide
de l'algorithme de Mallat l37l en utilisant l'analyse à multirésolution. Cet algorithme est
basé sur la définition d'une paire de filtres H et G, appelés aussi filtres à miroirs qua-
dratiques (QMF), et dont les réponses impulsionnelles h et g doivent satisfaire certaines
conditions. Plusieurs types d'ondelettes sont utilisés dans la littérature : Haar, Beylkin,
Coiflet, Daubechies, Symmlet, Vaidyanathan, Battle, etc. Dans ce travail nous utiliserons
seulement les ondelettes de Daubechies à dix moments nuls (vanishing moments).
Les filtres H et G constituent respectivement, un filtre passe-bas et un filtre passe-haut
ayant la même fréquence de coupure (leurs bandes de fréquence sont complémentaires).
Les sorties des filtres sont sous-échantillomiées par un facteur 2. Le filtre passe-haut
fournit les coefficients de la décomposition en ondelettes discrète (DWT) ou les détails du
signal à une échelle donnée. Le filtre passe-bas donne les coefficients de i' approximation du
signal à la même échelle. On applique de nouveau, la même opération à l'approximation
générant ainsi un autre détail et une nouvelle approximation l14'. Cet algorithme est
illustré, de deux façons complémentaires, à la figure 2.17. Cette analyse est équivalente à
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Figure 2.17: Deux façons complémentaires de représenter l'algorithme de M allât pour l'im-
plantation de la décomposition DWT. H est un filtre passe-bas et G un filtre passe-haut,
II est à noter que la déeimation par deux double la largeur du spectre. Les coefficients
de la décomposition DWT sont composés des coefficients dl(64 coefficients), d2(S2 coeffi-
cients), dS(16 coefficients) et a3(16 coefficients), pour un total de 128 coefficients soit le
nombre d'échantillons du signal .
une décomposition par une batterie de filtres passe-bandes dont les fréquences principales
et les bandes passantes sont des sous-multiples de la fréquence d'échantillonnage l14-. Le
diagramme gauche de la figure 2.17 est appelé aussi arbre de décomposition.
La figure 2.18 montre un exemple de la distribution temps-échelle du signal s(i) =
sm(27rO.5i) + sm(27rl0i) + sm(27r20i) à l'aide d'une décomposition DWT de profondeur
(j = 3). Chaque sous-bande représente l'évolution temporelle (amplitude codée en niveaux
de gris) de la totalité du signal dans une plage de fréquence donnée.
La résolution en fréquence A/ est fonction de la profondeur (niveau j) de la décomposition,
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Figure 2.18: Exemple de décomposition DWT. Il est à noter que chaque sous-bande
représente la totalité du signal temporel. Ceci est particulièrement apparent dans la sous-
bande AS où Von perçoit le creux de la composante sin(27tO.M) du signal sous forme de
zone blanche. La composante sin(2Tïl0t) est détectée dans la sous-bande D2 alors que la
composante sin(2ir2Qt) apparaît dans la, sous-bande Dl.
selon l'équation 2.22, tandis que, la résolution temporelle Ai est donnée par l'équation 2.23.
A/ = 4 ^ {22^
(2.23)
où /e est la. fréquence d'échantillonnage et j est la profondeur de l'arbre de décomposition.
2.5.2.1 Vecteur des caractéristiques tiré des coefficients de la transformée en
ondelettes discrète DWTC
L'utilisation des coefficients de la transformée en ondelettes discrète (DWTC - Dis-
crete Wavelet Transform Coefficients) comme caractéristiques a été proposé par Kandas-
warny et al. '12'. Ces auteurs ne s'intéressent qu'aux fréquences comprises entre 50 Hz et
1000 Hz. Étant donné que notre fréquence d'échantillonnage diffère de celle de leur article,
nous avons dû sélectionner les sous-bandes qui comprennent les fréquences de 46.87 Hz à
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Figure 2.19: Moyenne des coefficients obtenus par la transformation DWT à fe=6000 Hz.
Les niveaux de gris indique la valeur relative de, ces moyennes : noir étant une valeur
nulle et blanc étant la valeur maximale.
1500 Hz. La profondeur requise afin de récupérer le minimum de 46.87 Hz est de j = 6.
Voir la figure 2.19, pour plus de détails.
Le vecteur des caractéristiques est composé des dix-neuf coefficients suivants :
• la moyenne (}i) de la valeur absolue des coefficients de D2, D3, D4, D5 et D6 ;
• la puissance moyenne (P) des coefficients de D2, D3, D4, D5 et D6 ;
• l'écart type (a) des coefficients de D2, D3, D4, D5 et D6 ;
• le rapport des valeurs moyennes (R(l) des sous-bandes adjacentes (D2, D3), (D3,
D4), (D4, D5) et (D5, D6).
x = \iiDi., PR, oDi, R^Di/Di+i)] t = 2 6 (2.24)
2.5.3 Transformée en paquets d'ondelettes ( WPT)
La transformée en paquets d'ondelettes ( WPT - Wavelet Packet Transform), proposée
par Coifman et Wickerhauser l38j, est une généralisation de la transformée en ondelettes
discrète (DWT). En effet, les filtres H et G sont appliqués simultanément à l'approxima-
tion et au détail de la résolution précédente, tel qu'illustré à la figure 2.20.
Les données à la sortie d'un décimateur forment un sous-groupe de coefficients d'on-
delettes. Chaque sous-groupe est équivalent à la sortie d'un filtre passe-bande dont la
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Figure 2.20: Transformée en paquets d'ondelettes, où W^ représente les coefficients de la
è sous-bande au niveau j .
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Figure 2.21: Illustration en temps et en fréquence de la transformée en paquets d'ondelettes
(WPD). Le. recouvrement du spectre indiqué par * force un pivotement des filtres H et G.
Les trois composantes du signal original s(t) = sin(2irQM)+sin(27flQt)+sin(27r20t) appa-
raissent principalement àW$ (0-8.125Hz), W$ (9.375-12.5Hz) etW$ (18.75-21.875Hz).
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fréquence de coupure dépend de sa position dans l'arbre de décomposition (voir la fi-
gure 2.21). La meilleure résolution temporelle est obtenue au niveau j = 0, alors que la
meilleure résolution en fréquence se trouve au dernier niveau, en l'occurrence pour j = 3.
Wickerhauser í39í a démontré que les sous-bandes de l'arbre des paquets d'ondelettes
sont organisées d'une manière particulière qui n'est pas dans l'ordre naturel croissant des
fréquences. L'analyse des sous-bandes nécessite un prétraitement, qui consiste à réarranger
les filtres suivant la réorganisation dans Tordre naturel lUK Une autre façon de le voir
est qu'il y a pivotement des filtres QMF à chaque fois que la decimation entraînera un
recouvrement des spectres. Ces cas de pivotement sont indiqués par un astérisque à la
figure 2.21.
2.5.3.1 Recherche de la meilleure base
L'analyse en paquets d'ondelettes, divise l'axe des fréquences en tranches régulières
mais variant en fonction de la profondeur j de l'arbre de décomposition !14'. La base
optimale ou "la meilleure base" peut être interprétée comme la meilleure segmentation de
l'axe des fréquences l14l. Selon le sens du parcours de l'arbre dyadique (figure 2.22), deux
techniques sont utilisées pour trouver la meilleure base. La première de type descendante
est appelée méthode de division (spliting). La seconde de type ascendante est appelée
méthode de regroupement (merging).
Dans la technique ascendante, on commence par une segmentation arbitraire de la
sous-bande de fréquence en intervalles dyadiques de taille réduite, afin de prendre en
compte les détails les plus fins apparaissant dans le signal. L'algorithme consiste alors à
remplacer les intervalles contigus I | et I3k+1 (intervalles fils) par l'union des deux intervalles
% © I |+ ] (intervalle père), selon un critère d'optimisation. Le critère le plus utilisé dans
la littérature est l'entropie du spectre t40l, montré à l'équation 2.25 :
H(Â) = -J2HJ2^SH,J2 (2.25)
où wJk est le rnmme coefficient de la kmme sous-bande au niveau j et où Nf. est le nombre
de coefficients dans la sous-bande.
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Figure 2.22: Recherche de la meilleure base de décomposition suite à la décomposition en
paquets d'ondelettes.
Si l'entropie des coefficients de l'intervalle union (le père) est inférieur à la somme des
entropies des deux intervalles contigus (les fils) alors l'intervalle père est retenu, sinon on
garde les intervalles fils.
+ H(Ii+1) (2.26)
La figure 2.23-i, à titre d'exemple, montre sous forme de rectangle blanc, les meilleures
sous-bases obtenues suite à la recherche de la meilleure base.
2.5.3.2 Vecteur des caractéristiques tiré des meilleurs coefficients d'onde-
lettes (WBC)
L'utilisation comme caractéristiques des meilleurs coefficients d'ondelettes ( WBC -
Wavelet Best Coefficient ) a été proposée par Pesu et al. l8-4ll. Le vecteur des caractéristiques
s'obtient en effectuant les étapes suivantes, pour chaque segment du signal :
• effectuer la décomposition en paquets d'ondelettes. Ceci donne comme exemple, les
niveaux de gris de la figure 2.23-i ;
• effectuer la recherche de la meilleure base. Ceci donnera les sous-bandes représentées
par les rectangles blancs à la figure 2.23-i ;
• calculer une valeur d'entropie associée à chacune des sous-bandes. Ceci est illustré
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Figure 2.23: Caractéristiques à base des meilleurs coefficients d'ondelettes WBC d'un
segment de signal d'un son respiratoire (1 de 2). i) meilleure base de décomposition
indiquée par les rectangles blancs, ii) indice de Ventropie pour chaque, sous-bande (II est
à noter qu'un ton foncé indique une plus grande entropie).
par un ton de gris pour chacune des sous-bandes à la figure 2.23-ii ; Par la suite,
on ne s'intéressera qu'aux sous-bandes obtenues suite à la recherche de la meilleure
base, tel qu'illustré à la figure figure 2.24-i.
• établir sept zones situées dans la plage de fréquence à investiguer, soit de 187.5 Hz
à 1500 Hz. Celles-ci sont illustrées à la figure 2.24-i par des lignes pointillées. Nous
nous intéresserons qu'aux sous-bandes situées dans ces zones ;
• déterminer sept nouvelles valeurs d'entropie associées aux sept zones de fréquence
à partir de celles des sous-bandes se trouvant dans ces zones. Selon la base de
décomposition, trois cas peuvent se présenter. Nous représenterons la longueur d'une
zone ou d'une sous-bande par les symboles -4 • .
1) (< zone • ) = (< sous — bande • ) : la valeur d'entropie de la zone est égale à
la valeur d'entropie de la sous-bancle, tel que le niveau j = 4 de la figure 2.24-i ;
2) (•< zone • ) < (< sous — bande • ) : la valeur d'entropie de la zone est égale
oi
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Figure 2.24: Caractéristiques à base des meilleurs coefficients d'ondelettes d'un segment
d'un son respiratoire (2 de 2). i) valeurs d'entropie pour la meilleure base. On ne
s'intéressera qu'aux valeurs d'entropie situées dans la plage de fréquence située dans les
zones pointillées. ii) vecteur des caractéristiques comprenant, pour chaque zone, le niveau
où les sous-bandes sont situées ainsi qu'une valeur calculée à partir des valeurs d'entropie
des sous-bandes.
à la valeur d'entropie de la sous-bande divisée par le nombre de zones dans la
sous-bande, tel que le niveau j = 3 de la figure 2.24-i ;
3) (< zone • ) > (< sous — bande • ) : la valeur d'entropie de la zone est égale
à la somme des valeurs d'entropie de toutes les sous-bande de la zone, tel que les
niveaux j = 5 et j — 6 de la figure 2.24-i.
• obtenir le vecteur des caractéristiques composé des sept nouvelles valeurs d'entropie,
ainsi que des sept niveaux où les sous-bandes étaient situées, (voir la. figure 2.24-ii,
pour plus de détails).
2.5.3.3 Vecteur des caractéristiques tiré de la méthode SBC
La méthode (SBC - Subband Based Coefficients) a été proposée initialement par Sa-
rikaya et al. t42' pour caractériser le signal de parole dans le cadre de l'identification
des locuteurs. Nous avons appliqué cette approche, avec succès, dans ce projet de re-
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Figure 2.25: Principe de la caractérisation par la méthode SBC. i) banc de filtres à l'échelle
de. Mel que l'on cherche à émuler, ii) base de décomposition des paquets d'ondelettes
correspondant le mieux à ces filtres.
cherche [29>3O1. Cette méthode consiste à émuler le banc de filtres de MEL utilisé lors du
calcul des coefficients MFCC par une décomposition adéquate par paquets d'ondelettes.
tel qu'illustré à la figure 2.25. Le diagramme de la figure 2.26 donne le principe de cal-
cul des coefficients SBC dans le cas de 24 sous-bandes. La décomposition par paquets
d'ondelettes perceptuelle est calculée selon l'arbre prédéfini. L'énergie de chaque sous-
bande est calculée puis moyennee par le nombre de coefficients de cette sous-bande, selon
l'équation 2.27.
m It
m= i
où wJkm : le mieme coefficient d'ondelette de la Aaeme sous-bande du niveau j ,
k : index de la sous-bande fréquentielle. et
iVjç : nombre de coefficients de la fcieme sous-bande.
Finalement, les coefficients SBC sont déduits en appliquant la transformée en cosinus
aux énergies des différentes sous-bandes, selon l'équation 2.28.
SBC(n) = ] P log(S,) cos (n(i - 0.5)|
fc=i
(2.28)
où n = 0,
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Figure 2.26: Obtention des coefficients SBC à partir d'un segment du signal.
Dans ce cas, le vecteur des caractéristiques est donné par l'équation 2.29 :
x = [SBC(1),..., SBC(24)] (2.29)
2.5.3.4 Vecteur des caractéristiques tiré de la méthode WPC
La méthode des coefficients de paquets d'ondelettes ( WPC - Wavelet Packet Coef-
ficient) à été proposée par Learned et Willsky t43'. Son but premier est de diminuer au
maximum la dimension (D) du vecteur des caractéristiques en déterminant les sous-bandes
les plus significatives suite à une décomposition en valeur singulière (SVD - Singular Value
Decomposition) effectuée sur l'ensemble complet des caractéristiques tirées des segments
(M) de chacune des classes. La décomposition en valeur singulière consiste à décomposer
la matrice des caractéristiques A4, constituée des énergies des sous-bandes de M segments,
sous la forme de l'équation 2.30. Il est à noter que la dimension de la matrice Ai est de
\Nombre de sous-bandes x Nombre de segments]
Ai[Dy,M] = U\DxD] Si[DxM] V[A/XA/] (2.30)
où U est une matrice colonne des vecteurs propres de A4 AI , V est une matrice colonne des
vecteurs propres de A4TA4 et S est une matrice diagonale contenant les valeurs singulières
en ordre décroissant. On recrée alors une approximation de A4 de dimension [D x M] en
ne gardant que la première valeur de la matrice S correspondant à la première valeur
singulière. Par la suite, on calcul la moyenne de chaque ligne obtenant ainsi une matrice
de dimension [D x 1], ce pour chaque classe. Les sous-bandes significatives sont alors
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celles dont les moyennes sont significatives par rapport aux autres. De plus les sous-
bandes significatives totales sont composées des sous-bandes siginificatives obtenues pour
chaque classe. La décomposition en valeur singulière peut même donner un vecteur de
caractéristiques de seulement deux dimensions (D) tout en donnant de bons résultats
(figure 2.27). Son désavantage réside dans le temps de calcul considérable que nécessite
la décomposition. Nous en sommes donc réduit à sous-échantillonner les segments afin de
bâtir le code. Voici en détail comment effectuer cette méthode :
• pour chaque classe, calculer la décomposition en paquets d'ondelettes WPD de chaque
segment du signal ;
• calculer l'énergie de chaque sous-bande ;
• réorganiser les sous bandes d'énergie, pour tous les segments, sous forme de matrice
M.[DXM\- une par classe;
• calculer la décomposition en valeur singuliers (SVD) pour chaque classe ;
• garder seulement la première valeur singulière et recalculer M.[DXM) = £^ [r>xi] ^ rixi] VKtxl,
• calculer la moyenne de chaque ligne de M.\DXM} et déterminer ensuite les sous-bandes
significatives ;
• s'intéresser lors de l'apprentissage et du test qu'aux sous-bandes significatives, quelque
soit la classe, tel qu'illustré par les sous-bandes encadrées à. la figure 2.27.
2.6 Prétraitement
Le prétraitement peut à la fois s'effectuer sur le signal et sur les caractéristiques. Il a
comme but d'améliorer le taux de reconnaissance mais ne donne pas toujours les résultats
escomptés.
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Figure 2.27: Caractérisation par la méthode des coefficients de paquets d'ondelettes
(WPC). Sous-bandes d'énergie tirées d'un seul segment suite à la décomposition en paquets
d'ondelettes (WPD) pour un son normal et pour un sibilant. Les points noirs entourent
les deux sous-bandes obtenues suite au calcul de la SVD sur l'ensemble des segments pour
chaque classe. Ils correspondent bien aux sous-bandes ayant le plus d'énergie pour ce seg-
ment. Les sous-bandes significatives de, chacune des classes sont choisies comme vecteur
des caractéristiques.
2.6.1 Prétraitement sur chaque segment du signal
2.6.1.1 Normalisation
La normalisation est un prétraitement effectué sur tous les segments temporels du
signal. Elle consiste à normaliser l'amplitude du signal à la valeur unitaire.
(2.31)
max s[n}\)
Tous les résultats de cette étude ont été obtenus en effectuant cette normalisation.
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Figure 2.28: i) données avant le centrage, ii) données après le centrage regroupées autour
de l'origine. Le carré représente une donnée à classifier.
2.6,2 Prétraitement sur le vecteur des caractéristiques
2.6.2.1 Centrage
Le but de ce prétraitement est de rendre la moyenne de l'ensemble des composantes
du vecteur des caractéristiques égale à zéro et l'écart-type égal à l'unité, en effectuant
l'opération de l'équation 2.32 . La figure 2.28 illustre cette transformation. Ce prétraitement
précédera aussi d'autres types de prétraitement, comme nous le verrons plus loin.
X =
X - fi
a
2.32)
2.6.2.2 Analyse par composantes principales (PCA)
L'analyse par composantes principales {PCA-Principal Components Analysis) trans-
forme les caractéristiques du signal de façon à ce que les composantes du vecteur des
caractéristiques soient non corrélées. Ceci permet de réduire la dimension des données en
éliminant les composantes qui ne contribuent pas à plus qu'une certaine fraction de la
variance des données. Nous avons utilisé le prétraitement appelé "centrage" avant l'utili-
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Figure 2.29: i) données avant l'application de la méthode PC A. n) données après V appli-
cation de la méthode PCA. projetées dans un espace de dimension réduite.
sation de ce prétraitement I44'.
Pour effectuer une réduction de la dimension par la méthode PCA, il faut effectuer
une décomposition en valeur singulière (SVD) de la matrice de eovarianee. Pour ce faire,
étant donné que la matrice est carrée, on peut dans un premier temps, obtenir les valeurs
propres À ainsi que les vecteurs propres v de la. matrice de eovarianee E de l'ensemble des
données X en résolvant l'équation 2.33.
(E - A I )v = 0 (2.33)
où : / est la matrice identitée.
Par la suite, les valeurs propres et leurs vecteurs propres associés sont classés par ordre
décroissant de valeurs propres. On forme ensuite une matrice Ap dont les colonnes sont les
vecteurs propres associés seulement aux plus grandes valeurs propres. La représentation
des données par la méthode PCA consiste alors à projeter les données X sur le nouvel
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espace à l'aide de l'équation 2.34.
X' = Al X (2.34)
La figure 2.30 illustre un exemple d'application de la méthode PCA.
2.6.2.3 Blanchiment d'un groupe de données : Blanchiment-1
La figure 2.30 montre les valeurs des déterminants des matrices de covariance. Comme
nous le verrons ci-dessous, nous avons intérêt à éviter un déterminant s'approchant de
zéro. La figure 2.30 illustre la transformation effectuée par l'équation 2.35, où les vecteurs
propres v et valeurs propres À proviennent de la matrice de covariance prise sur le groupe
de données donnant le plus petit déterminant (ici les +).
(2.ou)
VlAJ
où [A] représente la matrice diagonale des valeurs propres.
La transformation s'effectue selon l'équation 2.36. Encore une fois, cette opération a
été précédée du prétraitement de centrage.
X' = Aj X (2.36)
2.6.2.4 Blanchiment sur l'ensemble des données : Bianchiment-2
Nous évaluons aussi l'effet du blanchiment sur l'ensemble des données tel qu'illustré
à la figure 2.31. Ici, le prétraitement semble nuire à la classification étant donné qu'il
distribue les points autour d'une valeur centrale et élimine ainsi les regroupements.
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Figure 2.30: i) données avant le blanchiment-1. ii) données après le blanchiment-1. La
matrice de transformation est déterminée à partir des données dont le \{cov(xi)\ est le
plus près de zéro (ici les +). La transformation est, par la suite, appliquée aux données
(-\-) et (•) ainsi qu'aux données à classifier (Ci).
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Figure 2.31: i) données avant le blanchiment-2. ii) données après le blanchiment-2. La,
matrice de transformation est déterminée à partir de toutes les données.
CHAPITRE III
MODELISATION ET CLASSIFICATION DES SIGNAUX
Ce chapitre traite des méthodes de classification utilisées dans ce projet. Ces méthodes
fonctionnent en deux étapes : l'apprentissage et le test. Lors de la phase d'apprentissage,
l'ensemble des vecteurs de caractéristiques provenant de chacune des classes est modélisé
puis un discriminant est établi pour délimiter ces classes. Si lors de cette phase, l'appar-
tenance à une classe est déjà connue, l'apprentissage est dit supervisé. C'est le cas des
méthodes décrites dans ce chapitre. Lors de la phase de test, la position de nouvelles
données par rapport au discriminant établit la classe d'appartenance de chaque nouvelle
donnée.
3.1 Principe d'un système de classification
La figure 3.1 représente le diagramme bloc d'un système de classification. Le signal de
son respiratoire s(t) est divisé en segments s^t) qui peuvent être entrelacés et pondérés par
une fenêtre, avant d'en extraire les vecteurs des caractéristiques correspondant Xi(/). Lors
de la phase d'apprentissage, des signaux de type normal et de type sibilant sont présentés
au système. La totalité des vecteurs des caractéristiques appartenant à une même classe se
retrouve alors modélisée que par quelques paramètres. Les modèles ainsi obtenus forment
une banque contenant un modèle par classe. Lors de la phase du test, un vecteur X}(i),
caractérisant un segment Si(t) du signal à tester, est présenté aux deux modèles. La
décision d'appartenance à une classe de sons est alors prise selon la position de la donnée
Xj(/) par rapport à la frontière entre les deux classes, aussi appelée "discriminant".
Dans ce projet, nous avons expérimenté les quatre méthodes listées ci-dessous :
Mt)^
Caï act*?» 5
Modèles de SOÏÎS
t lasse tta
Figure 3.1: Diagramme bloc d'un système de classification l30j. Il est à noter que cette
figure ci est une version simplifiée de la figure 1.1
• quantification vectorielle ( VQ - Vector Quantization) ;
• modélisation par mélange de gaussiennes ( GMM - Gaussian Mixture Model) ;
• modélisation par mélange de distributions de Student (S M M - Student Mixture
Model) ;
• perceptron multi-couche (MLP - Multi Layer Perceptron).
Tableau
Symbole
D
M
i
N
j
X
X
c
C
À
f
E
vj
N
S
R
3.1: Nomenclature et symboles utilisés pour décrir les systèmes de classification
Dimension
Dxl
DxM
Dxl
DxN
Dxl
DxD
Nxl
Définition
Dimension de l'espace des caractéristiques
Nombre de segments
Indice du segment
Nombre do regroupements
Indice du regroupement
Vecteur des caractéristiques ou donnée
Vecteurs des caractéristiques pour tous les segments
Centroïde (mot de code)
Ensemble de N centroïdes (dictionnaire pour VQ)
Modèle de GMM
Moyenne
Matrice de covariance
Poids
Distribution gaussionnc ou Normal
Distribution de Student
Classe
Commentaires
M,,d2 dD)
X =^ [X\ . Xo • • • • • •£[) )
X = {x i . x 2 , . . . . xM}
c = (ct.c2 cDf
C = {Ci.c2,....cN}
A = {/ij.£j,u/j} j = l N
fi = ( / i i ? / l 2 . - . . ! / " £ > ) T
a) = ( t i ' i . U'2 IVX )
Rl-Ro
3.2 Nomenclature
Le tableau 3.1 donne la nomenclature et les symboles utilisés pour représenter les
différents paramètres dans ce chapitre. On trouve aussi les dimensions de ces paramètres.
Par souci de clarté, nous utiliserons à plusieurs reprises, les mêmes données bidimen-
sionnelles de la figure 3.2 pour nos démonstrations. En effet, ces données simulées forment
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Figure 3.2: Exemple de données artificielles à discriminer appartenant à deux classes R ;
(•) € R\ et (+) € i?2- Nous utiliserons régulièrement ces données comme exemple, tout
au long de ce chapitre.
deux classes, complètement séparables, dans un espace à deux dimensions ; Ce qu'on n'a
pu obtenir avec des données réelles. La classe Rx contient les éléments représentés par le
symbole (•) et la classe R? contient les éléments représentés par le symbole (+).
3.3 Modélisation
La modélisation consiste à représenter une quantité de données de grande taille, par
un ensemble de taille très réduite, appelé dictionnaire (Codebook). La figure 3.3 montre
un exemple du résultat de quelques méthodes de modélisation permettant d'obtenir un
ensemble restreint à partir de 3294 données bidimensionnelles (D=2).
• Dans cet exemple, pour la méthode de quantification vectorielle (VQ) (figure 3.3-i).
les centroïdes (•), représentant les quatre sous-groupes, forment le dictionnaire :
Dictionnaire = \JM, /Í2, /X3. (3.1)
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Figure 3.3: Exemple de modélisation de 3294 données, provenant de 3294 segments d'un
signal de son respiratoire, selon différentes méthodes : i) quantification vectorielle, ii) com-
binaison de gaussiennes, iii) modélisation par mélange de gaussiennes.
rp
où fij = (f.ijdl, /"?>>) • Ceci donne un dictionnaire de huit éléments.
• Pour la combinaison de gaussiennes (figure 3.3-ii) des quatre sous-groupes, le dic-
tionnaire est défini par :
Dictionnaire = , 7/3, /X4, S i . S2 , £ (3.2)
où Sj = (ojn, (Tjj,, <Tj,2) . Ceci donne un dictionnaire de vingt éléments.
Pour la modélisation pax mélange de gaussiennes (GMM) (figure 3.3-iii), le diction-
naire est défini par :
Dictionnaire = \p,li /i2, /%, /i.4. S i , S2 , S3, S 4 , LU) (3.3)
où D = (wi, u>2, W'ii W4) est un vecteur de scalaires représentant les poids des
quatre gaussiennes. Ceci donnera un dictionnaire de vingt-quatre éléments.
Les explications seront détaillées un peu plus loin dans ce chapitre.
3.4 Quantification vectorielle ( VQ)
La quantification vectorielle ( VQ) est un processus permettant de projeter un grand
ensemble de vecteurs de dimension D de l'espace M0 vers un ensemble beaucoup moindre.
Ce processus permet de répartir l'ensemble des données de grande taille en un nombre
50
0.5
-0.5
-1 -0.5 0 0.5 1
-0.5
-1 -0.5 0.5 1
Figure 3.4: La méthode de quantification vectorielle, i) centroïdes de la classe Ri, ii)
centroïdes de la classe R-2, iii) recherche des distances euclidiennes minimales pour chaque
classe pour un segment à tester, iv) discriminant obtenu en effectuant l'opération décrite
en iii pour tout les points du plan. Il est à noter que les échelles sont les mêmes qu 'à la
figure 3.2.
réduit de régions représentée seulement par leur centroïde Cj appelé "mot de code" (code-
word) . Pour une classe de signaux, les mots de code résultant forment le "dictionnaire" C
(codebook). Les figures 3.4-i-ii illustrent deux centroïdes représentant l'ensemble des points
pour chacune des deux classes.
La modélisation VQ présente deux phases : l'apprentissage et la classification. Dans
la phase d'apprentissage, un modèle acoustique (mot de code) est créé pour chacune des
classes et les modèles sont stockés dans une base de modèles. Dans la phase de classifica-
tion, le signal inconnu à tester est classifié selon le modèle procurant la distance minimale.
tel qu'illustré à la figure 3.4-iii.
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3.4.1 Phase d'apprentissage
Dans cette phase, une séquence d'entraînement composée M données (vecteurs des
caractéristiques) est utilisée :
(3.4)
En général, la séquence d'entraînement est obtenue à partir d'une large base de
données. On suppose que M est suffisamment grand pour que toutes les propriétés statis-
tiques des sons soient captées par la séquence d'entraînement. Les vecteurs d'entraînement
sont de dimension D.
Xi = { x i , x , X i 2 , . . . , x L D ) , i = 1 . 2 , . . . , M . (3.5)
Le dictionnaire codebook C contient N vecteurs représentant les N centroïdes. Chaque
vecteur est de dimension D.
C = {c 1 , c 2 , . . . , cN} (3.6)
Cj = (cj,1,Cj,2,...>cjir,), j = 1,2,..., TV. (3.7)
Pour une séquence X donnée et un nombre de centroïdes N défini d'avance, la phase
d'apprentissage consiste à trouver le codebook C qui minimise l'erreur quadratique
moyenne donnée par l'équation 3.8 :
où A(xj,Cj) est la distance euclidienne définie par l'équation 3.9 :
A(Xi, Cj) = y/i* ^ cJ-)r(xi - Cj) (3.9)
Rappelon que Xi est la ième donnée et Cj est le j e m e centroïde (mot de code).
L'apprentissage est réalisé en utilisant l'algorithme LBG décrit à la. section 3.4.3.
3.4.2 Phase de classification
Une nouvelle donnée Xj, caractérisant une fenêtre temporelle du signal s,;, est présentée
aux centroïdes de chacune des classes. Cette nouvelle donnée est illustrée par x à la fi-
gure 3.4-iii. On recherche alors la distance euclidienne minimales, pour chaque classe.
Dans cet exemple les distances euclidiennes minimales sont A(a:,, Cjj) pour la classe Ri
et A(xi,C2.2) pour la classe R%. Le logarithme du rapport des distances euclidiennes mi-
nimales est ensuite calculé, selon l'équation 3.10 :
fi) = In
N \
N
\ 3=1
(3.10)
où la fonction z(i) sera appelée tout simplement "distance". Ces mesures de distance
seront distribuées de part et d'autre de la valeur zéro qui correspond au discriminant.
Si z(i) < 0, le point appartient à la. classe Ri : alors que si z(i) > 0, le point appartient
à la classe R% (équation 3.12). La figure 3.4-iv illustre le résultat de cette équation pour
plus de 40000 points représentés dans le plan [di, d^). Le noir représente un résultat négatif
et le blanc un résultat positif. Une valeur nulle correspond au discriminant et établit la
frontière entre les deux classes de la figure 3.4-iv.
Dans le cas où M segments du signal sont présentés simultanément, il y aura par
conséquent, M points dans l'espace des caractéristiques qui seront, testés. L'équation 3.10
est alors remplacée par l'équation 3.11.
Î) = In
La décision d'appartenance à une des deux classes est formulée comme suit :
(3.11)
(3.12)
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Figure 3.5: Cellules de Voronoï montrant les regroupements pour i) la classe Rj et ii) la
classe R'2- II est à noter que les échelles sont les mêmes qu'à la figure 3.2.
Figure 3.6: Discriminant obtenu pour : i) deux centroïdes par classe , ii) quatre centroïdes
par classe et iii) huit centroïdes par classe. Il est à noter que les échelles sont les mêmes
qu'à la figure 3.2.
Comme illustré à la figure 3.4-iv le discriminant n'épouse pas toujours bien les deux
classes illustrées à la figure 3.2. La discrimination et la classification peuvent alors être
améliorées en augmentant le nombre de centroïdes. La figure 3.5 montre les centroïdes
obtenus pour huit regroupements par classe. Chaque regroupement est une cellule de
Voronoï V-i de laquelle est. tirée le centroïde c<. La, cellule de Voronoï est définie par
l'équation suivante :
{x D \x - < ||a;-Cj| |, pour j ^ i} (3.13)
La figure 3.6 montre les discriminants obtenus par la modélisation VQ pour différents
nombre de centroïdes et illustre le fait qu'un nombre plus élevé de regroupements améliore
la capacité du discriminant à épouser la frontière entre les deux classes.
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Figure 3.7: Illustration de l'algorithme LBG. i) centroïde pour l'ensemble des données
d'une classe, ii) première séparation, iii) zoom de ii, iv) ceniroïde de chaque regroupement
(itération 1), v) centroïde de chaque regroupement (itération S), vi) ceniroïde de chaque
regroupement (itération 6), vii) deuxième séparation et viii) centroïde de chaque nouveau
regroupement (itération 1).
3.4.3 Algorithme LBG
L'algorithme LBG, du nom de ses inventeurs Linde, Buzo et Gray '45' est une tech-
nique itérative, de type nuée dynamique, qui permet l'implantation de la modélisation
VQ ( Vector Quantization) en minimisant l'erreur quadratique moyenne (équation 3.8) à
chaque itération.
L'algorithme se résume en cinq étapes ^46i :
1) créer un dictionnaire (codebook) de un centroïde (N = 1). Le centroïde est la
moyenne de l'ensemble des M données, correspondant aux M vecteurs des ca-
ractéristiques (figure 3.7-i) ;
M
Xi (3.14)
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2) doubler la taille du codebook en séparant chaque centroïde du présent codebook
en deux nouveaux centroïdes :
c+ =
 Cj(l + e) c j = Cj(l - c) (3.15)
où j = 1,2,...,JV et e un paramètre de faible valeur (par exemple, e = 0.01).
Le dédoublement de la taille du codebook (JV = 2Âf) divisera par deux le groupe
original des données (figure 3.7-ii et iii) ;
3) calculer le centroïde de chaque nouveau groupe (figure 3.7-iv) ;
4) associer à nouveau les données au centroïde le plus près. Calculer à nouveau le
centroïde de chaque groupe (figure 3.7-v). Répéter cette étape jusqu'à ce que le
déplacement des centroïdes devient négligeable (figure 3.7-vi) ;
5) répéter à partir de l'étape 2 (figure 3.7-vii et viii) jusqu'à ce que le nombre désiré
de centroïdes soit atteint.
3.5 Modélisation par mélange de gaussiennes (GMM)
La modélisation par mélange de gaussiennes (GMM - Gaussian Mixture Model) est une
méthode statistique massivement utilisée dans les systèmes d'itentifieation/vérification de
locuteurs 14/>481. Nous avons proposé l'utilisation de cette technique pour reconnaître les
différentes classes de sons respiratoires I29'30!.
3.5.1 Principe de la modélisation par mélange de gaussiennes
La modélisation des données par une seule courbe gaussienne consiste à les représenter
par les statistiques de leurs deux premiers moments (moyenne et covariance). L'utilisation
des deux premiers moments suppose que les données suivent une distribution normale, ce
qui n'est pas toujours le cas dans les problèmes pratiques. L'avantage d'utiliser une combi-
naison de gaussiennes réside dans le fait qu'une densité de probabilité (ddp), d'une forme
quelconque, peut être approximée par une combinaison de gaussiennes (GMM). Sous
forme mathématique, la. densité de probabilité obtenue par la technique GMM s'écrira :
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J=l (3.16)
sous la contrainte : 1 ^ ^ = 1
où A est le modèle GMM (dictionnaire) d'une classe de sons respiratoires.
L'équation d'une courbe normale multi-dimensionnelle est décrite par l'équation 3.17.
Ay = y (Xi - /ij)T Ej^Xj - /ij
II est à noter que Ay est appelée la distance de Mahalanobis.
Dans le cas bidimeiisionnel, en se référant à la figure 3.8, une donnée (+) est représentée
par : x = ( *i x2 ) , une moyenne par : fj, = ( w m ) et une matrice de covariance par :
( 2 \
<*x pcn<?2 \ ^ j terme am représente l'écart-tvpe selon la dimension m tandis
que le terme p représente le coefficient de corrélation respectant le critère : — 1 ^ p ^ 1.
Il est à noter que les indices "1" et "2" correspondent aux dimensions à\ et do qui ont été
omis pour ne pas encombrer les formules. Une variante de cette méthode de modélisation
consiste à utiliser la matrice de covariance S = ( ^
 2 J. Cette matrice de covariance est
alors qualifiée de matrice diagonale.
Nous évaluerons aussi une autre variante qui consiste à prendre la moyenne des va-
riances comme nouvelles variances, ainsi les nouvelles variances pour a? ainsi que <r| se-
raient obtenues à partir des anciennes variances selon : ^
 2 ^ . Cette matrice de covariance
est qualifiée de matrice sphérique. Un ensemble de données, ayant une distribution statis-
tique quelconque, pourra alors être inodéiisé par un ensemble de moyennes, de covariances
et de poids. Le dictionnaire est définie comme :
A = { / i j , 5 3 j , u ; j } j = l , . . . . N ( 3 . 1 8 )
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Figure 3.8: Modélisation des données obtenue par mélange de deux gaussiennes.
p(x\X) = p(x\Al"i)üJi + p(s|A/2)íf12- II est à noter que les échelles sont les m.êm.es qu'à la
figure 3.2.
Comme exemple, les données de la figure 3.2 pourront être modélisées par douze valeurs
comprises dans les vecteurs, matrices et scalaires suivants :
/ii(2 valeurs), ^2(2 valeurs), Ei(3 valeurs), £2(8 valeurs) et UJ{2 valeurs).
3.5.2 Phase d'apprentissage
La modélisation GMM caractérise un ensemble de points par une combinaison de gaus-
siennes. La figure 3.9-i-ii illustre la modélisation de chaque classe, par un mélange de deux
gaussiennes formant le dictionnaire À définit à l'équation 3.18. Les paramètres du diction-
naire sont estimés en utilisant la méthode du maximum de vraisemblance (MLE - Maxi-
mum Likelihood Estimation) via l'algorithme EM (Expectation Maximization) développé
à la section 3.5.4.
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Figure 3.9: i)densité de probabilité pour la classe Ri, ii) densité de propabilité pour la
classe Ra et iii) discriminant obtenu. Il est à noter que les échelles sont les mêmes qu 'à
la figure 3.2. Le X représente une donnée à classifier.
3.5,3 Phase de classification
Une nouvelle donnée x,, illustrée par X à la figure 3.9-i-ii, est présentée aux densités
de probabilité de chacune des classes. Le calcul de la densité de propabilité, de chacune
des classes, est effectué en ce point. Par la suite, les données peuvent être discriminées
en utilisant la fonction distance z(i), donnée par le logarithme du rapport des densités
de propabilité, tel que décrit à l'équation 3.19. Selon l'équation 3.20, si z(i) > 0, le point
appartient à la classe Ri, si z(i) < 0, le point appartient à la classe i?2- La figure 3.9-
iii illustre le résultat de cette équation pour plus de 40000 points représentés dans le
plan [iii, ÍÍ2] - Le noir représente un résultat négatif et le blanc, le résultat positif. Une
valeur nulle correspondrait au discriminant et serait la frontière séparant les deux zones
de la figure 3.9-iii.
z(i) = In (3.19)
€-Ri
0 (3.20)
Comme illustré sur la figure 3.9-iii, le discriminant n'épouse pas bien les deux classes
illustrées à la figure 3.2. La discrimination peut alors être améliorée en augmentant le
nombre de gaussiennes, pour chaque classe. La figure 3.10 illustre le mélange de gaus-
siennes pour quatre regroupements par classe.
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Figure 3.10: Modélisation des données obtenues par mélange de quatre gaussiermes pour i)
classe Ri et ii) classe R%. Il est à noter que les échelles sont les mêmes qu'à la figure 8.2.
Figure 3.11: Discriminant obtenu pour différentes valeurs du nombre de gaussiermes i)
deux par classe , ii) quatre par classe et iii) huit par classe. Il est à noter que les échelles
sont les mêmes qu'à la figure 3.2.
La figure 3.11, illustre les discriminants obtenus par la modélisation GMM et montre
que le nombre de gaussiennes améliore la capacité du discriminant à épouser la frontière
entre les deux classes.
3.5.4 Algorithme EM (Expectation Maximisation)
L'algorithme de maximisation de la vraisemblance EM est un algorithme itératif qui
permet de façon non-supervisée de trouver les paramètres du dictionnaire A = {/jj, Sj, CUJ}
modélisant un ensemble de données. On doit fournir à cet algorithme, le nombre N de
gaussiennes désirées, un modèle À = {^J,SJ,U;J} initial ainsi que l'ensemble des données
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X d'une même classe. À chaque itération; le modèle À sera, ajusté de façon à augmenter
la vraisemblance (Likelihood) décrite par l'équation 3.21.
M
i=i (3.21)
X = [x1,x2,...,xM]
La vraisemblance est un indice qui mesure l'efficacité du modèle À à représenter les
données X. Dans le cas d'une seule, gaussienne, par exemple, la valeur de la vraisemblance
sera plus élevée lorsque la cloche de la courbe gaussienne sera située au dessus des données
à modéliser. En pratique, nous nous intéresserons plutôt au logarithme de la vraisemblance
mais l'idée reste la même (équation 3.22).
M
i = lxip(X\X) =lnJJp(Xi|A)
(3.22)
Nous traduirons les termes Expectation par "Estimation" et Maximization par "Maxi-
misation". L'algorithme EM se présente comme suit :
1 ) initialisation ;
2) boucle pour chaque itération i = 1,2,... ,L, comprenant les étapes :
- estimation ;
- maximisation ;
Nous allons maintenant décrire ces étapes en détails.
3.5.4.1 Initialisation
Le nombre N de gaussiennes et les valeurs initiales pour les paramètres /x, S et u
doivent être fournis à l'algorithme EM avant le lancement de celui-ci. Cette initialisation
peut être effectuée de différentes façons. Notons que l'algorithme LBG vu lors la quan-
tification vectorielle ( VQ) peut être utilisée à cet effet. Ce dernier donne un nombre de
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Figure 3.12: Initialisation de l'algorithme EM par : %) méthode LBG (N=8) ;
ii) méthode k-moyennes avec N=8 ; in) méthode k-moyennes avec N=S.
regroupement égal à une puissance de deux. Pour obtenir un nombre de regroupements
quelconque, la méthode k-moyennes (k-means) peut être utilisée '49' (voir la figure 3.12).
Soulignons que pour un même nombre de regroupements, les deux méthodes d'initia-
lisation proposées ci-dessus, ne donnent pas les mêmes centroïdes (voir la figure 3.12).
Nous évaluerons l'effet de chacune de ces méthodes au chapitre 4.
3.5.4.2 Estimation (Expectation)
L'étape d'estimation consiste à estimer, pour chacune des données Xj et, chacune des
gaussiennes A/}, l'appartenance P de la donnée à la gaussienne. Ceci peut être vu comme
étant une probabilité, étant donnée que (0 < P(A/}|X{) < 1). Une valeur de P(A/}|Xi) = 1
signifie l'appartenance totale de X; à A/}.
(3.23)
m=l
3.5.4.3 Maximisation
L'étape de maximisation consiste à calculer les poids, les moyennes et les covariances
suite aux résultats obtenus lors de l'estimation
1 M (3.24)
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L'algorithme itère les sections Estimation et Maximisation (EM) jusqu'à ce qu'un
certain critère de convergence soit rencontré. À chaque itération, les estimés ûj se re-
trouve directement dans l'équation 3.23, alors que les estimés £j et fij se retrouvent dans
l'équation 3.23 à travers l'équation de la courbe normale décrite par l'équation 3.17.
3.5.4.4 Le discriminant
En développant la relation 3.19, nous pouvons établir l'équation analytique du discri-
minant séparant deux courbes gaussiennes, ce qui donne la relation 3.27 :
1 r T v —1 T T I — 1 1 1^1
Laquelle est une équation quadratique de forme :
Sfc) = - ^ [ f f o +[£]*< +ÍW] (3.28)
II est à noter que. lorsque le discriminant sépare une gaussienne d'un mélange de deux
gaussiennes, il devient une combinaison de deux discriminants (voir la figure 3.13). Ceci
complique de beaucoup la mise en équation. Pour cette raison, l'utilisation du critère de
discrimination décrit par la relation 3.20 sera préféré à une équation analytique.
3.5.4.5 Contrainte reliée à ia modélisation GMM
Dans le cas où une gaussienne caractérise un trop petit nombre de points, le déterminant
de la matrice de covariance tendra vers zéro, ce qui amènera une valeur de 0 0 ,
selon l'équation 3.17. Nous dirons dans ce cas que que la matrice de covariance s'écrase ou
10 r
6r
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Figure 3.13: Logarithme de la densité de probabilité d'une gaussienne (classe R2) et d'une
combinaison de deux gaussiennes (classe Ri). La ligne noire est le discriminant entre
les deux classes R\ et R^- Les lignes pointillées sont les prolongements des discriminants
séparant chaque gaussiennes formant Ri et la gaussienne de la classe i?2- H est à noter
que le discriminant global est une combinaison des ces deux discriminants.
devient singulière. Ce problème pourra être contré, en diminuant le nombre de gaussiennes
et ainsi augmenter la chance que les gaussiennes restantes regroupent plusieurs données.
D'autres versions de l'algorithme proposent d'éliminer un regroupement lorsque celui-ci
devient singulier. Nous n'évaluerons pas ces alternatives.
3.6 Mélange de distributions Student (SMM)
3.6.1 Principe
Cette méthode de modélisation a été introduite dans le but de modéliser les données
de type outliers t5Oi qui sont des données éloignées des regroupements principaux et ainsi
peu représentées par les modèles. Cette méthode est identique à la méthode GMM à
l'exception que les distributions gaussiennes sont remplacées par des distributions de
Student. La distribution de Student est définie par l'équation 3.29 '50' où le degré de
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Figure 3.14: Distribution de Student à une dimension pour différentes valeurs du degré de
liberté v, pour les paramètres fi, et a fixes. La limite v —* oo correspond à une gaussienne.
Une valeur de v plus petite entraîne une traîne plus imposante permettant de modéliser
les données éloignées (outliers),
liberté v permet de modifier la forme de la distribution. Une valeur v —* oo équivaut à
une distribution gaussienne, alors que v = 1 correspond à une distribution de Cauchy
qui a la caractéristique de posséder une traîne importante. La figure 3.14 montre qu'une
distribution de Student modélise mieux les données situées loin de la moyenne, étant
donné la possibilité d'obtenir une traîne plus large.
r (V+
1
 \ 2
1
r (ï) M A ? s(v+D)/2
ou A : Distance de Mahalanobïs (3.29)
(
F : Distribution Gamma
3.6.2 Algorithme
L'algorithme de maximisation de vraisemblance de type EM se prête aussi pour la
détermination des paramètres des distributions de Student formant le mélange. Nous
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utiliserons une valeur unique, du degré de liberté v, pour l'ensemble des distributions.
3.6.2.1 Initialisation
Cette phase est la même que celle du mélange de gaussiennes (section 3.-5.4.1) à l'ex-
ception du degré de liberté v qui à été initialise à 50. Nous avons choisi cette valeur car
elle donnait les meilleurs résultats lors de la phase préliminaires d'expérimentation de la
section 4.4.
3.6.2.2 Estimation (Expectation)
L'étape d'estimation consiste à estimer, pour chacune des données Xj et chacune des
distributions Student, Sj, l'appartenance Py de la donnée à la distribution. (0 < Jy < 1).
Une valeur de F^ = 1 signifie l'appartenance totale de xi à Sj l°0^-
Lors de cette étape, le degré de proximité «^ de Xi par rapport à «Sj est calculé. Il est
à noter que les paramètres tty -C 1 pour les données éloignées (outliers).
4 = /foWK- (3.30)
E \
m=l
3.6.2.3 Maximisation
L'étape de maximisation consiste à calculer le paramètre v, les poids, les moyennes et
les covariances suite aux résultats obtenus lors de l'estimation M.
n i 0*71
0.0416 ( 1 + erf ( 0.6594 *ln
1 M N
ou : v = — —-
erf : fonction d'erreur
# ; fonction polygamma
(3.32)
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E ^ (3J3)
y* p--;û.-x-
h = H (3-34)
1 = 1
^ '• — (3.35)
E
3.7 Perceptron multi-couche (MLP)
3.7.1 Principe
Le perceptron multi-couche {MLP - Multi-Layer Perceptron) est un réseau de neurones
amplement utilisé. Il comporte une couche d'entrée, une ou plusieurs couches cachées et
une couche de sortie. La figure 3.15 illustre la structure interne d'un tel réseau. La couche
d'entrée possède un nombre de neurones égale à la dimension des données (deux dans cet
exemple). La fonction de transfert de cette couche est linéaire. La couche cachée est celle
qui permet au discriminant d'épouser une forme complexe quelconque, comme le montre
la figure 3.15, où le discriminant à la sortie z(i) est une combinaison des sous-discriniinants
2/i; 2/2 ei j/3 de la couche cachée. La fonction de transfert de cette couche doit être de type
seuil, afin que le discriminant final soit un mélange des discriminants de la couche cachée.
Le nombre de neurones de la couche de sortie est égale au nombre de classes à discriminer.
Cependant, pour discriminer seulement deux classes, un seul neurone est suffisant. Nous
avons utilisé, en sortie, une fonction de transfert sigmoïde tangentielle afin d'obtenir un
meilleur contraste entre les classes. Il faut souligner que des fonctions du Toolbox Matlab
ont été utilisées pour implanter les réseaux MLP.
3.7.2 Phase d'apprentissage
Lors de cette phase, le but est d'établir les poids W^ et Wj où i est l'indicé du neurone
de la couche d'entrée et j l'indice du neurone de la couche cachée. Les poids sont ajustés
Couche
d'pntiée
Couche
cachée
Couche
de sottie
Figure 3.15: Réseau MLP possédant trois neurones dans la couche cachée. Chaque neurone de la couche cachée établit un discriminant
qui contribue au discriminant final établi dans la couche de. sortie.
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Figure 3.18: Discriminant obtenu par réseau MLP i) deux neurones dans la couche cachée,
ii) quatre neurones dans la couche cachée et iii) huit neurones dans la couche cachée.
afin de discriminer les données d'entraînement. Cet ajustement des poids est effectué à
l'aide d'un algorithme appelé "rétropropagation de l'erreur" qui itère jusqu'à ce qu'un
certain critère de convergence soit rencontré.
3.7.3 Phase de classification
Une nouvelle donnée est présentée au réseau. Ceci équivaut à présenter la donnée à
l'équation 3.36. La décision est alors prise à l'aide de la règle montrée à l'équation 3.37.
Il est à noter que nous aurions pu utiliser deux neurones dans la couche de sortie et ainsi
éviter l'emploi d'une telle règle de décision.
= tansig
i) = tansig
Wn
W12
w13
W21
W22
w23
r-
X
X
-
i l
i2
+
H'oi \
[1]
/
\\ w2 Vo I [1]
(3.36)
€Ri
6-R-2
(3.37)
La figure 3.16 illustre l'évolution du discriminant en fonction du nombre de neurones
de la couche cachée.
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(MLP) o
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Figure 3.17: Discriminants obtenus par les techniques MLP, GMM et VQ (selon la ligne),
et pour 2, 4 et 8 regroupements ou du nombre de neurones dans la couche cachée (selon
la colonne).
3.8 Comparaison des discriminants pour différentes techniques de modélisation
La figure 3.17 montre que les trois méthodes des sections 3.4. 3.5 et 3.7 établissent en
quelque sorte un discriminant semblable. Il est à noter que nous ayons omis la modélisation
S MM de la section 3.6 car, graphiquement, elle ne se distingue pas de la modélisation
GMM. Cette figure illustre aussi que le nombre de neurones de la couche cachée d'un
réseau MLP affecte le discriminant de la même façon que le nombre de regroupement
des modélisations par GMM et VQ. Pour cette raison, pour la suite, nous parlerons du
"nombre de regroupement" au lieu du "nombre de neuronnes dans la couche cachée'".
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Figure 3.18: i) un discriminaria d'ordre élevé classific très bien les données d'entraînement,
mais pas nécessairement les données en mode de reconnaissance. Par exemple, le nouveau
point indiqué par ? sera classifié comme étant un %ar!! alors qu 'il a plus de chance d'ap-
partenir à la classe "saumon", ii) un discriminant quadratique, est plus approprié dans ce
cas pour la généralisation. Ces figures proviennent du manuel de Duda, Hart et Stork ^9L
3.9 Contrainte d'un discriminant complexe
II est à noter qu'il n'est pas nécessairement avantageux d'avoir une fonction discrimi-
nante trop complexe. Une fonction complexe discriminera avec succès les données d'en-
traînement mais pourrait donner de piètres performances en mode de reconnaissance. Ceci
est illustré à la figure 3.18, tirée du manuel de Duda, Hart et Stork '491.
Le but ultime de l'entraînement est de trouver un discriminant assez complexe pour
séparer ce qui caractérise les deux classes, mais pas trop complexe pour permettre la
généralisation.
3.10 Post traitement
Les sibilants sont considérés comme des signaux continus d'une durée dépassant les
250 ms. Ils peuvent donc s'étendre sur plusieurs segments adjacents du signal respira-
toire. Par conséquent, il devient intéressant de tenir compte de la variabilité de la fonc-
tion distance z(i) en fonction du temps (en terme de segments). Ceci peut être réalisé
en adoucissant la courbe de la fonction distance [29>30l. La fonction filtrée Zf(i) est ob-
tenue en convoluant la fonction originale z(i) avec une fenêtre de Hamming h(i), selon
l'équation 3.38.
zf{ï) (3.38)
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Figure 3.19: La fonction distance z(i) avant lissage (tracé gris) et après lissage (tracé
noir). Les barres verticales délimitent les classes (les zones ombrées pour les sibilants et
les zones blanches pour les sons normaux). Une valeur de la fonction z(i) au dessus du
seuil est détectée comme appartenant au sibilant.
La figure 3.19 illustre la fonction distance avant et après le filtrage (lissage). La largeur
de la fenêtre a été fixée à 51 échantillons. Nous n'analyserons pas l'effet de la largeur de
la fenêtre, faute de temps.
CHAPITRE IV
METHODOLOGIE ET RESULTATS
Les méthodes d'extraction des caractéristiques et de modélisation, exposées précédemment,
ont été appliquées aux signaux respiratoires en vue de détecter les sibilants. Le présent
chapitre décrit les protocoles d'expérimentation et les critères d'évaluation utilisés dans
notre projet. Il présente également les résultats de nos différentes expérimentations.
4.1 Préparation de la base de données
Les données utilisées dans nos expérimentations proviennent de plusieurs sources :
1) la base de données ASTRA î24', 2) la base de données R.A.L.E. (251 et 3) de divers sites
internet de laboratoires oeuvrant dans ce domaine. Nous les avons traités afin qu'une classe
contienne seulement des sibilants et l'autre seulement des sons normaux. Nous savons que
ces sons ont été enregistrés au niveau de la trachée mais nous ignorons toutes informations
sur les sujets (âge, sexe, taille du patient, etc.) et les conditions d'enregistrement (type
de capteurs, fréquence du filtre anti-repliement, nature du bruit si présent, etc.).
Nous rappelons que l'objectif du projet est la mise en place d'un système de classi-
fication des sons respiratoires fiable, robuste et insensible au bruit additionnel. Donc, le
manque d'informations citées précédemment ne constitue pas un handicap parce que la
classification ne doit surtout pas tenir compte de ces facteurs.
Ainsi, notre base de données regroupe deux classes : la classe des sons normaux et celle
des sibilants avec les proportions respectives de 60% et 40%. Chacune des deux classes
contient douze enregistrements (fichiers en format .wav) échantillonnés à la fréquence de
6000 Hz. Le tableau 4.1 donne la liste des fichiers des deux classes en précisant la durée
(en seconde) et la taille (en échantillon) de chacun.
Tableau 4.1: Signaux formant la base de données utilisée
Sons respiratoires échantillonnés à
Normaux
Nom du
fichier
NN6OOOJ31
NN6000-02
NN6000-03
NN6000.04
NN6000.05
NN6000J06
NN6000-07
NN6000D8
NN6000.09
NN6000.10
NN6000.11
NN6000_12
Total
Proportion
Nombre
d'échantillons
94076
102823
194369
60592
101032
106630
46063
49326
41033
43431
54939
47431
941745
Durée
sec
15.68
17.14
32.39
10.10
16.84
17.77
7.68
8.22
6.84
7.24
9.16
7.91
156.96
60%
i 6000 Hz
Sibilants
Nom du
fichier
WW6000J01
WW6ÛQG-G2
WW6000_03
WW6000.04
WW6000_05
WW6000.06
WW6000J07
wweooo-os
WW6000_09
WW6000.10
WW6000.11
WW6000.12
Total
Proportion
Nombre
d'échantillons
55277
38823
71331
21066
16985
126174
25273
83973
40382
48431
59396
40326
627437
Durée
sec
9.21
6.47
11.89
3.51
2.83
21.03
4.21
14.00
6.73
8.07
9.90
6.72
104.57
40%
4.2 Protocole d'expérimentation
Nous rappelons qu'un système de classification fonctionne en deux phases : la. phase
d'entraînement et la phase de test. Pour une évaluation rigoureuse de ces systèmes, les
données servant à l'entraînement ne doivent pas être présentées lors du test.
La méthode "leave one out" est utilisée afin d'évaluer les différents systèmes de clas-
sification. Telle qu'illustré à la figure 4.1, cette méthode consiste à utiliser 11 fichiers de
chacune des deux classes pour entraîner le système de classification et à prendre le fichier
restant dans chacune des classes pour le tester. Par rotation, l'opération est répétée douze
fois pour tester l'ensemble des 12 fichiers. Ainsi, chaque fichier est utilisé onze fois pour
l'entraînement et une seule fois lors du test d'une classe.
4.3 Critères d'évaluation du système de reconnaissance
Pour la suite, les différents systèmes de classification seront identifiés de la façon sui-
vante : [caractéristiques / modélisation]. De plus la terminologie suivante sera employée :
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Figure 4.1: Principe de la méthode "leave one out", illustrée pour une seule classe. On
a ici douze fichiers de classe normale dont onze servent à l'entraînement et Vautre au
test. Ceci est répété jusqu 'à ce que tous les fichiers aient servi de fichier test. Le rectangle
apparaissant dans un fichier test indique le segment en train d'être testé.
• VN : Vrai Normal : Nombre de segments de son normal étant classifies normal ;
• VS : Vrai Sibilant : Nombre de segments de son sibilant étant classifies sibilant ;
• FN : Faux Normal : Nombre de segments de son sibilant étant classifies normal ;
• FS : Faux Sibilant : Nombre de segments de son normal étant classifies sibilant.
Différents auteurs utilisent différents critères afin d'évaluer leurs systèmes de reconnais-
sance. Les critères de spécificité et de sensibilité sont souvent utilisés dans la littérature.
La spécificité et la sensibilité sont respectivement définies par les équations 4.1 et 4.2
Spécificité = % Vrai Sibilant = VS
VS + FN
(4.1)
Sensibilité = % Vrai Normal = VN
VN + FS
(4.2)
Le critère de spécificité a été utilisé par Pesu et al. *8' pour un système de clas-
sification de type [WBC/VQ] et par Kandaswamy et al. 'I2' pour un système de type
[DWTC/ANN]. Le critère incluant la spécificité et la sensibilité a été utilisé par San-
kur et al. '28j pour un système de type [AR/kmeans], par Waitman et al. l10' pour un
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Figure 4.2: Courbe ROC obtenue à partir de, la distribution de la fonction distance
z(i). VN : Vrai Normal, VS : Vrai Sibilant, FN : Faux Normal, FS : Faux Sibilant.
La flèche indique le sens du balayage de la limite, lors du traçage de la courbe ROC.
système cie type [FFT/ANN] et par Forkheim et al. '2/' pour les systèmes de type
[FFT/MLP, FFT/RBF, FFT/SOM et FFT/LVQ).
L'utilisation de la spécificité et de la sensibilité rend très difficile la comparaison de
différents systèmes de classification étant donné que ces deux valeurs sont inversement
reliées l'une à l'autre. Nous avons donc opté pour la représentation sous forme de courbe
de caractéristiques d'efficacité {ROC - Receiver Operating Characteristic) car cela nous
permettra d'utiliser l'aire sous la courbe (AUC - Area Under Curve) comme technique de
comparaison entre les différents systèmes de classification.
Voyons comment obtenir une courbe ROC à partir des distributions de distances
z(i) obtenues en testant tous les segments des deux classes. La figure 4.2-i montre la
distribution des distances z(i), provenant des équations 3.12, 3.20 ou 3.37. Ces distances
z(i) sont obtenues pour l'ensemble des segments Sj(n) issus de chacune des deux classes.
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Figure 4.3: Courbe ROC obtenue à partir de la distribution distance z(i) sous forme d'his-
togramme. L'astérisque (*) 'marque l'endroit où la distance z(i)=0. Le carré (n) indique
le résultat obtenu selon un critère basé sur la spécificité et la sensibilité. L'astérisque et la
carré se superposeraient, dans un cas où la courbe ROC serait tracée à partir de densités
continues.
lors de la phase de test. La figure 4.2 illustre la façon dont la courbe ROC est obtenue.
En faisant glisser la limite entre les deux courbes de la figure 4.2-i de gauche à droite, on
obtient la courbe de la figure 4.2-ii, suite à l'utilisation des équations 4.1 et 4.2.
En pratique, les distributions de la fonction distance z{i) sont discrètes, telles que
représentées sous forme d'histogrammes à la figure 4.3. Le nombre dïntervalles d'une
distribution pourra affecter Failure de la courbe ROC. Nous avons choisi d'établir le
nombre dïntervalles selon la règle de Sturge l51' décrite par l'équation 4.3 :
Nombre dïntervalles = [1 + 3.3 * Zo<jio(Nombre de données)! (4.3)
Nous avons remarqué que le critère regroupant la spécificité et la sensibilité donne
toujours un point, tel que le carrée (•) de la figure 4.3, situé quelque part sur la courbe
ROC. L'astérisque, positionné sur la même figure, indique la valeur de spécificité et de
sensibilité lorsque la limite est positionnée à z(i) = 0, ceci correspond au discriminant.
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Figure 4.4: Les approches par aire sous la courbe empilée et aire sous la courbe moyennée
donnent des résultats semblables. Chaque point de la figure, déterminé par les valeurs des
deux aire sous la courbe (AUC) représente le résultat d'un test de classification par la
méthode "leave one out ".
Le carré et l'astérisque seraient en fait superposés si les distributions étaient continues au
lieu d'être discrètes.
La technique leave one out que nous avons utilisée, nous donne douze courbes ROC
relatives aux tests des 24 fichiers des sons respiratoires. La feieme courbe ROC provient du
kieme fichier normal et du kleme fichier sibilant. La question qui se pose est la suivante :
serait-il possible de représenter les résultats des 24 fichiers par une seule courbe ROC ?
Deux solutions peuvent être envisagées '52'. Soit qu'on compile toutes les distances z(i)
obtenues lors des douze passes afin de tracer une seule courbe ROC ou soit qu'on calcule
la moyenne des douze courbes ROC obtenues séparément. La figure 4.4 donne les résultats
de classification sous forme de '"''A UC empilée" et "A UC moyennée" pour différents tests
réalisés avec les 24 fichiers. Ces tests diffèrent par le type du système de classification
employé [caractéristiques/modélisation], la dimension des caractéristiques (D), le nombre
de regroupement (N) et autres paramètres spécifiques. Cette figure montre que les deux
méthodes donnent des résultats semblables. Pour mieux illustrer le principe des deux
méthodes, nous présentons à la figure 4.5 les résultats d'un test leave one out de sons
respiratoires provenant de 4 fichiers seulement (pour des raisons de lisibilité). Pour la
suite du projet, nous opterons pour la méthode "AUC empilée".
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Figure 4.5: Courbes de caractériMiques d'efficacité ROC i) obtenue en empilant toutes les
distances z(i) provenant de quatre fichiers, ii) même courbe obtenue en moyennant quatre
courbes des distances z(ï) provenant des mêm.es fichiers. Les barres d'erreur indiquent
l'écart-type de part, et d'autres de la moyenne.
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Figure 4,6: Aire sous la courbe (AUC) des différentes combinaisons [ca-
ractéristiques/modélisation]. L'absence de résultat, remplacée par (££), indique qu'une
matrice de covariance est devenue singulière et que le. programme ne s'est pas terminé
normalement.
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Tableau 4.2: Paramètres de F expérimentation préliminaire
Dimension
Largeur des segments
Recouvrement (%)
Nombre de regroupements
Nombre d'itérations
Matrice de covariance
Type d'initialisation
Prétraitement
Post traitement
VQ
24
512
50
8
50
-
-
normalisation
aucun
GMM
24
512
50
8
15
diagonale
LBG
normalisation
aucun
MLP
24
512
50
30
50
-
-
normalisation
aucun
SMM
24
512
50
8
15
pleine
LBG
normalisation
aucun
4.4 Résultats préiiminaires
Nous allons analyser différents systèmes de classification obtenus par différentes com-
binaisons de techniques d'extraction des caractéristiques et de modélisation. Vu le nombre
important de combinaisons et de paramètres sous-jacents, nous procéderons par élimination.
En effet, nous abandonnerons, tout au long de l'expérimentation, les techniques qui
donnent de mauvais résultats et ne garderons que celles qui semblent prometteuses. Nous
sommes conscient du fait qu'un système [caractéristiques/modélisation] pourrait donner
des résultats insignifiants pour certaines valeurs de paramètres mais pourrait s'avérer
bénéfique en optimisant ces valeurs.
Pour débuter notre analyse, nous avons utilisé les valeurs listées au tableau 4.2 pour
obtenir les premiers résultats. Il faut souligner que la dimension D de l'espace des ca-
ractéristiques, initialement fixée à 24, peut être réduite selon la technique de caractérisation
utilisée. Par exemple, dans le cas le plus extrême, la technique WPC ramène la dimension
du vecteur des caractéristiques à D=2,
La figure 4.6 présente les résultats préliminaires que nous avons obtenus. Les perfor-
mances des différentes combinaisons sont représentées par les barres verticales indiquant
la valeur de l'aire sous la courbe (AUC). Il faut noter que l'absence de résultats, remplacée
par le symbole { ,^ indique que la matrice de covariance est devenue singulière et que le
programme ne s'est pas terminé normalement, tel que discuté à la section 3.5.4.5. À la
suite de ces premiers résultats, il nous paraît logique d'abandonner la modélisation SMM
car elle est trop instable et ne donne pas des résultats comparables à ceux obtenus par
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Figure 4.7: Variabilité des résultats (AUC) de classification MLP obtenus de six tests
successifs effectués sur le même groupe de fichiers, selon la méthode "leave one out". Il
est à noter que le réseau est réinitialisé puis entraîné à chacun des tests,
les modélisations GMM, MLP et VQ.
Pour ce qui a trait aux techniques d'extraction des caractéristiques, la figure 4.6 montre
que les performances obtenues par la technique MFCC et la technique SBC dépassent de
loin celles obtenues par les autres techniques et ce peu importe le type de modélisation
employé. Par conséquent, nous retiendrons uniquement ces deux méthodes d'extraction
des caractéristiques.
4.5 Non-reproductibilité des résultats du réseau MLP
Contrairement aux méthodes de modélisation VQ et GMM, la méthode MLP donne
des résultats sensiblement différents à chaque test effectué selon la méthode le.ave one
out. Ce manque de reproductibilité des résultats est causé par l'initialisation aléatoire
des poids du réseau lors de la phase d'apprentissage relative à chacun des tests. Ceci
rend son évaluation plus délicate. Il est à noter que même un nombre d'itération très
élevé (500 à 1000) ne règle en rien ce problème. La figure 4.7 montre les performances,
sensiblement différentes, obtenues suite à six différents tests. Nous devons être conscient,
lors des comparaisons qui suivent, que la performance obtenue, suite à une classification
par MLP, ne constitue qu'une expérience d'une variable aléatoire. Les calculs sont très
laborieux pour envisager de prendre la moyenne des tests effectués dans des conditions
similaires.
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Figure 4.8: Effets du prétraitement sur la performance (AUC) d'un système de classifica-
tion basé sur la modélisation VQ. Il est à noter que la performance est détériorée pour
les quatres méthodes de prétraitement, dans le cas de la caractérisation par la technique
MFCC. Par contre, il y a amélioration par les méthodes centrage et PCA, dans le cas de
la caractérisation par la technique SBC.
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Figure 4.9: Effets du prétraitement sur la performance (AUC) d'un système de classifi-
cation basé sur la modélisation GMM. Il est à noter que la performance est détériorée
pour les quatres méthodes de prétraitement, dans le cas de la caractérisation par la tech-
nique MFCC. Par contre, il y a amélioration par la méthode centrage, dans le cas de la
caractérisation par la technique SBC.
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Figure 4.10: Effets du prétraitement sur la performance (AUC) d'un système de clas-
sification basé sur la modélisation par réseau de neuronnes MLP. Il est à, noter que la
performance est améliorée pour les méthodes centrage, blanchiment-1 et PC A, dans le cas
de la caractérisation par la technique MFCC. Par contre, il y a amélioration seulement
par la méthode centrage, dans le cas de la caractérisation par la technique SBC.
4.6 Effets de différents paramètres
4.6.1 Effets du prétraitement
L'opération de normalisation, telle qu'introduite à la section 2.6.1.1, a été appliquée à
tous les signaux de la base de données avant l'extraction des caractéristiques. Les effets
des techniques de prétraitements appliquées aux vecteurs des caractéristiques sont étudiés
dans cette section. Ces techniques de prétraitement, décrites à la section 2.6, sont les sui-
vantes : centrage, blanchiment-1, bla,nchiment-2 et l'analyse par composantes principales
(PCA). Les figures 4.8, 4.9 et 4.10 donnent les résultats obtenus suite à l'utilisation des
différentes techniques de prétraitement pour les modélisations VQ, GMM et MLP. Le
prétraitement par centrage améliore la performance des caractéristiques SB C pour toutes
modélisations. Cette technique semble prometteuse mais nous ne l'avons pas utilisée dans
ce qui suit car l'amélioration apportée ne dépasse jamais les meilleurs résultats obtenus
avec la technique d'extraction MFCC. La figure 4.10 illustre que les prétraitements par
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Figure 4.11: Jîj^eis du recouvrement sur la performance (AUC) de la classification, dans
le cas d'une caractérisation par la méthode MFCC. Un taux de recouvrement élevé est
bénéfique m,ais au détriment du temps de calcul.
centrage et par la technique PC A sont utiles pour le réseau de neurone de type MLP. À
la lumière de ces résultats, nous avons décidé de poursuivre notre analyse en utilisant que
le prétraitement par normalisation du signal avant extraction des caractéristiques.
4.6.2 Effets du recouvrement
Trois valeurs de taux de recouvrement ont été testées dans ce projet, afin d'évaluer
l'effet du recouvrement sur les performances des systèmes de classification, soit 0%, 50%
et 90%. De plus, nous nous sommes limités à la technique d'extraction des caractéristiques
MFCC, pour l'évaluation. La, figure 4.11 montre que le recouvrement tend à améliorer la
performance mais ceci au détriment du temps de calcul. En effet, le nombre de segments
traités est proportionnel au taux de recouvrement. Nous opterons pour un recouvrement
de 50%. comme compromis entre les performances de la classification et le temps de calcul.
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Figure 4.12: Effets de la largeur de la fenêtre d'analyse sur la performance (AUC) de la
classification, dans le cas d'une caractérisation par la méthode MFCC. Un segment de
1024 échantillons augmente la performance pour les trois types de modélisation. Il est à
noter que les nombres entiers en abscise représentent la largeur de la fenêtre d'analyse en
échantillons.
4.6.3 Effets de la largeur de la fenêtre d'analyse
Différentes largeurs de la fenêtre d'analyse ont été testées, soit 256, 512. 1024, 2048
et 4096 échantillons. Dans cette expérimentation, nous n'avons évalué que la technique
d'extraction des caractéristique MFCC. La figure 4.12 montre qu'un segment de 1024
échantillons donne le premier maximum local, pour les trois méthodes de modélisation.
Nous fixerons donc la largeur du segment d'analyse à 1024 échantillons. Ceci donnera les
résolutions suivantes :
Af = - = f
T L 1024
= 5 . 8 6*
1
Ai = — = 171 ms
(4.4)
(4.5)
où L est la largeur de la fenêtre et fe est la fréquence d'échantillonnage. Il est à noter que
nous sommes dans l'ordre de grandeur estimée à la section 2.2.1 où l'on avait déduit une
résolution fréquentielle (A/) de 11.7 Hz et et une résolution temporelle (Ai) de 85.3 ms.
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Figure 4.13: Effets du nombre d'itérations sur la performance (AUC) d'un système de
classification MFCC/VQ. Les paramètres utilisés sont : M=1024 D=24 et N=8.
4.6.4 Effets du aombre d'itérations
Les figures 4.13, 4.14 et 4.15 montrent les performances obtenues selon le nombre
d'itérations effectuées lors de l'entraînement. Encore une fois, nous n'avons utilisé que la
technique d'extraction des caractéristiques MFCC. À la suite de ces expérimentations, les
valeurs finales retenues sont de 15 itérations pour la modélisation VQ, 10 itérations pour
la modélisation GMM et 20 itérations pour le réseau MLP. Il est, intéressant de constater
que les performances pour une seule itération sont tout de même intéressantes. Il est à
noter que la méthode GMM contient deux types d'itérations : celle de l'initialisation,
que nous avons fixé à 15, et celle de l'entraînement, qui est présentée à la figure 4.14.
Nous avons vu, à la section 3.9 qu'un nombre d'itérations élevé contribue à surentraîner
le modèle le rendant donc moins apte à la généralisation. En effet, la figure 4.14 montre
la détérioration des performances suite à une augmentation du nombre d'itérations.
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Figure 4.14: Effets du nombre d'itérations sur la performance (AUC) d'un système de clas-
sification [MFCC/GMMi. Les paramètres utilisés sont : M=1024, N=8, D=24, init=LBG
et Cov=diag.
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Figure 4.15: Effets du nombre d'itérations sur la performance (AUC) d'un système de
classification [MFCC/MLPJ. Les paramètres utilisés sont : M=1024, N= 8 et D=24.
87
î) LBG
0.895
ii) k-moyennes
0.8 m 0.902
8-16
u
Q.I
OS
a.
8-24
0.496
0.811
a.
Figure 4.16: Aires sous la courbe (AUC) obtenues pour le système de classification
[MFCC/GMM], selon que le type d'initialisation soit par LBG ou bien par k-moyennes.
L'effet du type de matrice de covariance est aussi représenté. On retiendra qu 'une initia-
lisation par LBG ainsi que l'utilisation d'une matrice de covariance diagonale donne de
meilleurs résultats. Les paramètres utilisés sont : M=1024 et itération=15.
4.6.5 Effets du type d'initialisation et du type de matrice de covariance sur
la classification par la méthode GMM
Telle qu'illustré à la figure 4.16, l'utilisation d'une matrice de covariance diagonale
donne de meilleurs résultats, soit une aire sous la courbe (AUC) de 0.932. que l'utilisation
d'une matrice de covariance pleine qui elle donne une aire sous la coube (AUC) de 0.838.
De plus, cette dernière est beaucoup plus complexe à programmer et plus vorace en temps
de calcul. Telle que vue à la section 3.5.1, une matrice de covariance pleine épouse mieux
les données d'entraînement qu'une matrice diagonale menant ainsi à un surentraînement.
Cette figure illustre aussi que l'initialisation par l'algorithme LBG donne de meilleurs
résultats.
4.6.6 Effets de la dimension et du nombre de regroupements
Nous étudierons ici l'effet combiné de la dimension (D) des caractéristiques et du
nombre de regroupements (Àr) du modèle, étant donné que ces deux paramètres semblent
être intimement liés. Le terme regroupement signifie : la taille du dictionnaire pour la
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Figure 4.17: Effets de la dimension et du nombre de regroupements sur la perfor-
mance (AUC) de la classification[MFCC/VQ]. Les paramètres utilisés sont : M=l()24
et itération=50.
modélisation VQ, le nombre de gaussiennes pour la modélisation GMM, ou le nombre
de neurones de la couche cachée pour le réseau MLP. Notons que cette expérimentation
n'a pas été effectuée avec les valeurs d'itération optimales établies précédement. Les pa-
ramètres utilisés sont listés sous chaque figure.
La figure 4.17 représente, au moyen du niveau de gris, les performances (ÁUC) du
système de classification [MFCC/VQ] pour différentes dimensions du vecteur des ca-
ractéristiques et différentes valeurs du nombre de regroupements. Nous retiendrons, de
cette figure, que le meilleur résultat (AUC=0.90S) est obtenu avec la combinaison de 24
dimensions et de 32 regroupements. De plus, il est intéressant de noter que l'utilisation
de seulement deux regroupements donne de bons résultats qui sont supérieurs à 0.843.
La figure 4.18 donne les performances de la modélisation GMM pour deux types de
vecteur de caractérisatiques, soit la technique MFCC et la technique SBC. Dans le cas de
la caractérisation par la technique MFCC (voir la figure 4.18-i), nous retiendrons que le
meilleur résultat (AUC=0.932) est obtenu avec le système de classification comprenant la
combinaison de 24 dimension et de 8 gaussiennes. Comme dans le cas précédent, une com-
binaison comprenant seulement deux regroupements, par exemple la. combinaison de 24
dimensions et de 2 gaussiennes donne des résultats intéressants (AUC=0.931). Par contre.
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Figure 4.18: Effets de la dimension et des regroupements sur la performance (AUC)
de systèmes de classifications de combinaisons [MFCC/GMMJ et [SBC/GMMj. Il est
à noter que la zone hachurée indique des combinaisons non-testées. i) Pour la combi-
naison [MFCC/GMM], les paramètres utilisés sont : M=1024, init=LBG, cov=diag et
itération=15, ii) Pour la combinaison [SBC/GMM], les paramètres utilisés sont : M=512,
init—LBG, cov=diag et itération=10 .
la caractérisation par la technique SBC (voir la figure 4.18-ii), est moins performante que
par la technique MFCC. Le meilleur résultat (AUC=0.881) est obtenu avec la combinai-
son de 24 dimensions et de 16 gaussiennes. Étant donné l'énorme temps de calcul, cette
combinaison a été évaluée seulement pour les valeurs 8, 16 et 24 dimensions et les valeurs
2, 4, 8 et 16 pour le nombre de regroupement (nombre de gaussiennes). Donc les valeurs
manquantes (zones hachurées) de la figure 4.18-ii n'ont pas de signification pour la palette
de couleur, d'où les zones sans résultat de la figure 4.18-ii. Pour la suite, nous laisserons
tomber les vecteurs de caractéristiques de type SBC, étant donné que ses performances
sont inférieurs à celles obtenues par la technique MFCC.
Finalement, la figure 4.19 donne les performances du système de classification [MFCC/MLP).
Le meilleur résultat (AUC=0.878) a été obtenu avec la combinaison de 24 dimensions et
64 neurones dans la couche cachée.
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Figure 4.19: Effets de la dimension et des regroupements sur la performance (AUC) d'un
système de. classification de. type [MFCC/MLPJ. Les paramètres utilisés sont : M=1024 et
itération=20.
4.7 Résultats optimaux pour chaque type de modélisation
À titre de comparaison entre les différents types de modélisation, le tableau 4.3 résume
les résultats obtenus selon les paramètres trouvés optimaux lors de l'analyse des sections
précédentes. Nous constatons que le système de classification de type [MFCC/GMM]
élaboré avec les paramètres listés au tableau 4.3, donne le meilleur résultat soit une valeur
AUC de 0.935 (cette valeure est tirée de la figure 4.14).
4.7.1 Effets du post-traitement
Le principe de post traitement, discuté à la section 3.10, consiste à filtrer la fonction
distance z(i) de chacune des deux classes avant de tracer la courbe ROC duquel on calcul
Faire sous la courbe (AUC). La figure 4.20-i montre la fonction distance z(i) avant et après
traitement (filtrage). Les distributions correspondantes sont reportées respectivement aux
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Tableau 4.3: Paramètres optimaux pour les différents types de modélisation
Caractéristiques
Prétraitement
Segment
Recouvrement
Dimension
Regroupement
Nombre d'itérations
Type de matrice de covariance
Type d'initialisations
Aire sous la courbe (AUC) obtenue
VQ
MFCC
normalisation
1024
50%
24
32
50
-
-
0.903
GMM
MFCC
normalisation
1024
50%
24
8
10
diagonale
LBG
0.935
MLP
MFCC
normalisation
1024
50%
24
64
20
-
-
0.878
Tableau 4.4: Paramètres optimaux
Vecteur des caractéristiques
Largeur d'un segment
Recouvrement
Dimension
Modélisation
Type d'initialisation
Itération lors de l'initialisation
Regroupement
Type de matrice de covariance
Itération de l'algorithme EM
Prétraitement
Post traitement
MFCC
1024 échantillons
50%
16 caractéristiques
GMM
LBG
15
8 gaussiennes
diagonale
10
normalisation
oui
figures 4.20-ii et 4.20-iii. Le taux de recouvrement entre les deux distributions est. réduit
(voir la figure 4.20-iii) et offre ainsi une meilleure discrimination entre les deux classes.
Cette amélioration peut être constatée par l'augmentation de l'aire sous les courbes (A UC)
de la figure 4.20-iv.
Nous reprenons ici les résultats affichés à la figure 4.16 et nous y effectuons le post-
traitement. L'effet du post-traitement est presque exclusivement, positif (voir la figure 4.21).
A titre d'exemple, le résultat de la combinaison dont les paramètres sont : cov=diag, D=8.
N=16 et init=LBG est passé d'une valeur A UC de 0.911 à une valeur de presque 0.950. Par
contre, le résultat, de notre meilleur candidat avant post-traitement dont les paramètres
sont : cov=diag, D=8, N=24 et init=LBG, n'est pas de beaucoup amélioré. Le tableau
4.4 liste les paramètres donnant le meilleur résultat soit une valeur AUC de 0.950.
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CONCLUSION
Ce travail consiste à étudier et comparer différents systèmes de classification afin de
sélectionner celui qui est le plus apte à détecter les sons respiratoires de type sibilants
produits lors d'un épisode de crise d'asthme. Ce travail s'inscrit dans un projet plus vaste,
ayant cours au Département de Mathématiques, d'Informatique et de Génie (DMIG) de
l'Université du Québec à Rimouski (UQAR), consistant à développer un outil d'identifi-
cation de crise d'asthme à domicile.
Les systèmes de classifications que nous avons utilisés fonctionne en deux phases :
une phase d'entraînement et une phase de test. L'entraînement et le test s'opèrent sur
des caractéristiques extraites d'un ensemble de segments temporels des signaux acous-
tiques repiratoires. Nous nous intéressons à deux classes de signaux : les sons respiratoires
normaux et ceux de type sibilants. Lors de la phase d'entraînement, les caractéristiques
extraites des deux classes sont indépendamment modélisées, afin de tirer un discriminant
entres les deux classes de son respiratoire. Lors de la phase de test, la distance, entre la
position des caractéristiques extraites d'un segment sonore et le discriminant est calculée,
afin d'établir la classe d'appartenance du segment testé.
L'expérimentation consiste à comparer différentes techniques d'extraction de caractéri-
stiques combinées à différents types de modélisation, afin de déterminer la combinai-
son la plus apte à détecter les sibilants. Nous utilisons les techniques d'extraction de
caractéristiques de types : Coefficients cepstraux de Mel (MFCC - Mel Frequency Ceps-
trum Coefficients), Coefficients tirés des sous-bandes (SBC - Subband Based Coefficients),
Transformée de Fourier rapide (FFT - Fast Fourier Transform.), Codage linéaire prédictif
(LPC - Linear Predictive Coding), Coefficients cepstraux (CC - Cepstral Coefficients),
Meilleurs coefficients d'ondelettes (WBC - Wavelet Best Coefficient), Coefficients de la
transformée en ondelettes discrète (DWTC - Discrete. Wavelet Transform Coefficients) et
Coefficients de paquets d'ondelettes ( WPC - Wavelet Packet Coefficient) combinées aux
types de modélisation : Quantification vectorielle (VQ - Vector Quantization), Mélange
de distributions gausiennes (GMM - Gaussian Mixture Model), Mélange de distributions
de Student (SMM - Student Mixture Model) et le réseau de neurones de type perceptron
multi-couches (MLP - Multi Layer Perceptron). De plus, ces combinaisons s'élaborent sur
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plusieurs paramètres sous-jacents. Pour les techniques d'extraction, ces paramètres sont :
la dimension des caractéristiques (D), le largeur des segments et le taux de recouvrement
des segments adjacents. Pour les types de modélisation, les paramètres sont : le type d'ini-
tialisation, le nombre d'itération lors de l'initialisation, le nombre de regroupements, le
type de matrice de covariance et le nombre d'itération permettant de construire le modèle.
Nous analysons, en plus l'effet des techniques de prétraitement suivantes : normalisation,
centrage, analyse en composantes principales (PCA - Principal Component Analysis) et le
blanchiment ainsi qu'une technique de post-traitement basée sur le lissage des distances.
L'expérimentation a été effectuée en utilisant vingt-quatre enregistrements de sons
respiratoires obtenus à l'aide de microphone placé à la trachée. Douze enregistrements
sont des enregistrements de respiration normal alors que les douze autres contiennent
des sibilants. L'utilisation d'une approche de test de type "leave one out"'1 combinée à la
mesure de l'aire sous la courbe (A UC - Area Under Curve) des courbes de caractéristiques
d'efficacité (ROC - Receiver Operating Characteristic) obtenues permet de comparer les
différentes combinaisons entre elles.
Il est difficile d'évaluer toutes les combinaisons possibles de techniques d'extraction de
caractéristiques, de modélisation et des différents paramètres sous-jacents. Notre méthodo-
logie consiste à abandonner, le long de ce projet, les approches qui semblent les moins
prometteuses.
À la suite de cette expérimentation, la technique de reconnaissance de formes associant
la modélisation par GMM à l'extraction de caractéristiques par coefficients cepstraux de
type MFCC a fourni les meilleurs résultats, en donnant une aire sous la courbe (AUC)
de 0.950. Le tableau 4.4 liste les paramètres utilisés permettant d'obtenir ce résultat.
Pour la suite, les recherches effectuées par Messieurs Mohammed Bahoura et Xiao
guang Lu se concentrent sur la séparation et la détection des sons adventices discontinus
(les crépitants) afin de pouvoir incorporer cette classe de signaux à l'outil d'identification
des pathologies respiratoires.
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