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ABSTRACT RNA requires conformational dynamics to undergo its diverse functional roles. Here, a new topological network
representation of RNA structures is presented that allows analyzing RNA ﬂexibility/rigidity based on constraint counting. The
methodextends theFIRSTapproach,which identiﬁes ﬂexible and rigid regions in atomic detail in a single, static, three-dimensional
molecular framework. Initially, the network rigidity of a canonical A-form RNA is analyzed by counting on constraints of network
elements of increasing size. These considerations demonstrate that it is the inclusion of hydrophobic contacts into the RNA
topological network that is crucial for an accurate ﬂexibility prediction. The counting also explains why a protein-based param-
eterization results in overly rigid RNA structures. The new network representation is then validated on a tRNAASP structure and all
NMR-derived ensembles of RNA structures currently available in the Protein Data Bank (with chain length $40). The ﬂexibility
predictions demonstrate good agreement with experimental mobility data, and the results are superior compared to predictions
based on two previously used network representations. Encouragingly, this holds for ﬂexibility predictions as well as mobility
predictions obtained by constrained geometric simulations on these networks. Potential applications of the approach to analyzing
the ﬂexibility of DNA and RNA/protein complexes are discussed.
INTRODUCTION
Understanding the ﬂexibility characteristics of biomacro-
molecules is crucial to understanding their biological func-
tion. This holds true particularly for RNA molecules. Their
intrinsic ﬂexibility can be observed, e.g., during protein
synthesis in the ribosomal complex (1,2). Other examples are
the structural reorganization of riboswitches (3) or the ham-
merhead ribozyme (4). Conformational changes of RNA
structures due to interactions with binding partners have been
found as well (5–7).
RNA also has become a well-established target for drug
design due to its key role in gene replication and expression
(8–10). In this regard, considering ﬂexibility is important
because it enables the conformational adaptation of binding
partners and inﬂuences binding thermodynamics (11–13).
However, knowledge about the dynamics of RNA is still
limited because experimentally derived information about
their ﬂexibility characteristics, such as NMR relaxation
measurements (14,15), are not yet as widely available as it is
for proteins (16). Currently, the main source of dynamical
information has been gained by the study of B-factors from
x-ray crystallography or by atomic ﬂuctuations derived from
NMR structural ensembles, despite the limitations of these
measures (17,18).
Alternatively, computational approaches such as MD sim-
ulations (19) or normal mode analyses (20) allow deeper in-
sights into the dynamics of RNA structures in atomic detail.
MD simulations are still too computationally expensive to
investigate large macromolecules on a routine basis, however.
Likewise, although all-atom normal mode analysis are reli-
able for investigating RNA structures, the much cheaper and,
in the case of proteins, widely applied, elastic network models
may not be best suited for more loosely packed systems
such as RNA (21). Hence, there is still a need for efﬁcient
approaches that determine ﬂexibility characteristics of RNA
molecules, ideally on an atomic level.
In this study, we apply concepts ﬁrmly grounded in
mathematics, solid state physics, and structural engineering
that are promising in that sense. The FIRST (18) approach has
been developed to identify ﬂexible and rigid regions within
biological macromolecules. Remarkably, a FIRST analysis of
a molecule of several thousand atoms just takes a few seconds
such that FIRST is also very efﬁciently applicable to large
macromolecules (22,23) (S. Fulle, H. Gohlke, unpublished).
For the analysis, a single, static 3D structure of the molecule is
modeled as a so-called ‘‘bond-bending network’’ or ‘‘molec-
ular framework’’. In these networks, vertices (joints) represent
atoms, and edges (struts) represent covalent and noncovalent
bond constraints (strong hydrogen bonds, salt bridges, and
hydrophobic interactions) as well as angular constraints. A
fast combinatorial algorithm, the pebble game (24,25), is then
applied to determine the number and spatial distribution of
bond-rotational DOF in the network and, hence, the local
network rigidity.
The FIRST approach has been thoroughly validated to
identify rigid clusters and collectively moving regions in
proteins (18,26–29). The obtained rigid cluster decomposi-
tion also can serve as input for naturally coarse-grained
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simulations (30–32). Until now, however, FIRST has been
applied to RNA structures only in the case of the ribosome (23).
Although it is straightforward to investigate RNA structures
based on the same ﬂexibility and rigidity concepts applied to
proteins, one needs to keep in mind that both systems have
different structural features. Proteins are generally globular
and more densely packed, whereas RNAs are elongated and
more loosely packed (21). Likewise, the forces that lead to
structure formation and stability are different in both cases—
protein structures are dominated by the hydrophobic effect,
whereas RNA structures are mainly stabilized by hydrogen
bonds and base stacking interactions. Thus, a network rep-
resentation used for the rigidity analysis that has been devel-
oped for proteins may not be appropriate for RNA systems.
Indeed, in this study, we show that the current protein-
based parameterization of noncovalent bond constraints does
not capture ﬂexibility characteristics of RNA structures sat-
isfyingly. Instead, it leads to too rigid RNA structures in
general. This may be less severe in the case of canonical RNA
double helices that are expected to be largely rigid (33). Yet,
overconstrained RNA representations should be avoided for
irregular RNA structures, where subtle differences in ﬂexi-
bility/rigidity may play an important role for function. Here,
we present a new network representation that captures much
better ﬂexibility characteristics of RNA structures, based on
modiﬁed geometrical and energetic criteria for including
noncovalent constraints into the network.
THEORY
Rigidity analysis by constraint counting
The FIRST approach relies on a theorem by Laman (34) that
precisely determines the dof within two-dimensional net-
works by applying constraint counting to all the subgraphs
within the framework. In this way, rigid regions and ﬂexible
joints between them are identiﬁed in the network. According
to the Molecular Framework Conjecture (35), such constraint
counting can be generalized to a subtype of all 3D networks,
bond-bending networks or molecular frameworks in which
vertices are connected by edges, and bond-bending angles are
modeled as additional constraints (18). Although the Mo-
lecular Framework Conjecture requires a rigorous proof,
there are no known exceptions after years of exact testing
(18,36).
The intrinsic ﬂexibility within 3D generic (see below)
bond-bending networks can be identiﬁed by determining the
number and spatial distribution of bond-rotational DOF in the
network (as implemented in the pebble game (24,25) algo-
rithm). A constraint in the network is considered to be in-
dependent if breaking it affects the ﬂexibility of the network.
In contrast, a constraint is redundant if it can be removed
without inﬂuencing the network rigidity. In the presence of
dof (so-called ‘‘ﬂoppymodes’’), a region is underconstrained
(ﬂexible). In contrast, the corresponding region is overcon-
strained in the presence of redundant constraints. Finally, if
there are as many internal DOF as there are constraints, the
region is isostatically rigid. Note that the number of dof
within a ﬂexible region is usually much smaller than the
number of rotatable bonds (‘‘hinge joints’’), because not all
rotatable dihedral angles can be varied independently due to
the interconnection of rings in the network (37).
Whereas the decomposition into rigid clusters and ﬂexible
regions only provides a qualitative picture, a continuous
quantitative measure is given by a ﬂexibility index fi deﬁned
for each covalent bond i as follows:
fi ¼
Fj
Hj
in an underconstrained region
0 in an isostatically rigid cluster
Rk
Ck
in an overconstrained region
8>><
>>:
(1)
In underconstrained regions j, fi relates the number of dof (Fj)
to the number of potentially rotatable bonds (Hj). Conversely,
in overconstrained regions k the number of redundant bonds
(Rk) is related to the number of constraints (Ck). The ﬂexi-
bility index ranges from 1 to 1, with negative values in
overconstrained regions and positive values in ﬂexible ones.
Further details about rigidity theory as well as the underlying
algorithms, have been described elsewhere (18,24,36,38).
In contrast to interactions in force ﬁelds that allow for
varying strengths, a constraint in a topological network is
either present or it is not. Thus, given that the ﬂexibility of
biomacromolecules is largely determined by noncovalent
interactions, the outcome of a ﬂexibility analysis is mainly
governed by the way hydrogen bonds, salt bridges, and hy-
drophobic interactions are modeled in the network (29).
MATERIALS AND METHODS
Topological network representation
As the modeling of the noncovalent constraints is crucial for a reliable
ﬂexibility prediction, we tested different criteria to include hydrophobic in-
teractions and hydrogen bonds in the topological network representation of
RNA structures.
Hydrogen bonds are included as distance constraints in the network de-
pending on their geometry and interaction energy. A hydrogen bond is con-
sidered if 1), the donor-acceptor distance#3.6 A˚; 2), the hydrogen-acceptor
distance #2.6 A˚; and 3), the donor-hydrogen-acceptor angle is $80. Sub-
sequently, the hydrogen bonds are ranked according to an energy function
that takes into account the hybridization state of donor and acceptor atoms as
well as their mutual orientation (for details see Eq. S1 in Supplementary
Material, Data S1 and Jacobs et al. (18)). By tuning the energy thresholdEHB,
the number of hydrogen bonds included is varied, which inﬂuences the
ﬂexibility characteristics of the network. Choosing EHB ¼ 0.6 kcal/mol
corresponds to the thermal energy at room temperature and so provides a
natural choice (18). EHB-values of 1.0 kcal/mol have also been reported in
the literature, resulting in more ﬂexible networks (31,32). Here, we tested the
inﬂuence of EHB on the ﬂexibility prediction of RNA structures by setting
EHB to 0.6, 1.0, or 1.5 kcal/mol.
For the calculation of EHB, the hybridization as well as donor or acceptor
state for each nitrogen and oxygen atom in a RNA structure was deﬁned.
Both terminal oxygens of the phosphate group were considered to be neg-
Analyzing the Flexibility of RNAs 4203
Biophysical Journal 94(11) 4202–4219
atively charged in addition, allowing the formation of salt bridges with
positively charged atoms (as may be the case in, for example, protein-RNA
complexes). Salt bridges are considered to be stronger than hydrogen bonds
and are treated by a different energy function (see Eq. S2 in Data S1).
Hydrophobic interactions between two carbon atoms are considered if the
distance of the atoms DHC is smaller than the sum of the van der Waals radii
(1.7 A˚ for carbon) plus a threshold. Threshold values of 0.10 A˚, 0.15 A˚, and
0.20 A˚ were tested here, resulting in DHC thresholds of 3.50, 3.55, and
3.60 A˚, respectively. This threshold applies to all hydrophobic interactions,
whether they occur between adjacent bases (‘‘stacking interaction’’) or not.
Furthermore, according to the ﬁndings when counting constraints on ca-
nonical A-form RNA, the number of hydrophobic interactions between se-
quentially adjacent bases NHC was limited to one or two.
Finally, the inﬂuence of ﬁxing a priori the glycosidic bond was tested, as
was the inﬂuence of modeling the ribose ring as ﬂexible. For the latter case,
the furanose ring was extended by two dummy atoms introduced between
C49 and O49 as well as O49 and C19. This seven-membered ring system has
one dof. The dummy atoms are otherwise ‘‘inert,’’ i.e., they do not form any
noncovalent interactions with their molecular environment.
To evaluate the novel RNA parameterization proposed in this study, ﬂex-
ibility predictions of RNA structures were also performed applying 1), a to-
pological network parameterization widely used to investigate proteins (EHB¼
0.6 kcal/mol andDHC¼ 3.65 A˚) (18,26) and 2), one used byWang et al. (23)
to analyze the ﬂexibility characteristics of the ribosome (EHB¼1.5 kcal/mol
andDHC¼ 3.50 A˚). They are referred to as protein-based parameterization and
the parameterization used by Wang et al. (23), respectively.
Constrained geometrical simulations
with FRODA
FRODA uses a random walk strategy that does not take into account the
outcome of previous moves to explore the conformational space of ﬂexible
parts of a macromolecule. The approach relies upon a decomposition of
a macromolecule into rigid and ﬂexible regions. Motions of a biomolecule
are then guided by ‘‘ghost templates’’ that cover each rigid region. Atoms of
a biomolecule are bound to the vertices of these rigid ghost templates. After
a small random displacement of the atoms, bond and angle constraints (due to
covalent and noncovalent bonds) are enforced by an iterative process in
which ghost templates are ﬁtted to the atomic positions, followed by ﬁtting
each atom to the position of its vertex to which it belongs. Overall, atoms in
rigid regions are moved collectively. Dihedral angles are allowed to vary in
that these angles are represented as ghost templates that overlap along the
rotatable bond. Finally, inequality constraints associated with hard sphere
van der Waals overlap are satisﬁed.
For the FRODA simulations, the decomposition of the RNA structures
into rigid and ﬂexible regions is used as input, as obtained from the respective
topological network representation. For all other program parameters, default
values were used. During the simulations, 10,000 conformers of each
structure were produced, and every 100th conformation was saved for
analysis. These simulations require between 1 and 2 h of computational time
on a state-of-the-art single processor work station. The timings are compa-
rable to all-atom vacuum normal mode analyses, given that the latter require
extensive energy minimizations before diagonalizing the Hessian matrix.
FRODA is similar to the CONCOORD approach by de Groot et al. (39)
(which is based on distance geometry pioneered by Crippen (40)) in that it
also generates random protein structures that fulﬁll a set of interatomic dis-
tance constraints. CONCOORD starts from random atomic coordinates for
each step of structure generation. Corrections are then applied iteratively to
the positions of those atoms that are involved in interatomic distances that
violate the upper and lower distance bounds. This procedure ensures that bias
in the results is minimal, that there is no correlation between any two
structures generated, and, hence, that the accessible space deﬁned by the
distance bounds is efﬁciently sampled. In contrast, FRODA generates
snapshots by applying small distortions to existing structures, leading to a
correlation between subsequent conformers. In turn, application of ghost
templates guarantees that only conformations with the correct stereochem-
istry are generated by FRODA, whereas CONCOORD can generate both
images at a chiral center (as distance constraints do not contain chirality
information) and, later, needs to be corrected for this. Furthermore, the
FRODA algorithm allows adding directional biases to the atomic motions, so
that they are not completely random. This allows exploring the conforma-
tional pathway between two conformers, as in steered MD simulations (41).
Perhaps the foremost distinction between the two approaches is that FRODA
operates on a coarse-grained representation of the biomacromolecule derived
from an initial decomposition into rigid and ﬂexible regions. CONCOORD
instead uses an atomic biomacromolecule representation.
RNA structures used for validation
The ﬂexibility predictions were tested on GNRA (PDB code: 1ZIF (GAAA),
1ZIG (GAGA), and 1ZIH (GCAA); (42)) and UUCG (PDB code: 1HLX;
(43)) tetraloops, a tRNAASP structure (PDB code: 2TRA; (44)) determined
by x-ray crystallography, and all NMR-derived RNA structures available in
the PDB that have a chain length of at least 40 nucleotides (Table 1).
In the case of disordered residues in the tRNAASP structure, nucleotide
atoms of the ﬁrst alternative (marked ‘‘A’’ in the PDB ﬁle) were used. The
crystallographically resolved Mg21 ion together with six surrounding waters
was included as part of the network—modeling interactions between the
TABLE 1 RNA structures of the validation set
PDB code Reference Description Chain length RMSD (A˚)
1A51 (90) Loop D/E arm of the 5S rRNA (E. coli) 41 0.68
1A60 (91) Pseudoknot 44 3.52
1CQL (92) SRP RNA domain IV 43 0.65
1MNX (93) Loop E region of the 5S rRNA (Spinach chloroplast) 42 1.38
1P5M (94) HCV IRES domain IIa 55 1.19
1P5O (94) HCV IRES domain IIa 77 1.78
1S9S (95) MVL PSI site 101 3.22
1YMO (96) P2b-P3 pseudoknot from telomerase RNA (H. sapiens) 47 1.51
1Z2J (97) HIV-1 frameshift inducing element 45 2.12
1ZC5 (98) Signal essential for translational frameshift in HIV-1 41 1.02
2ADT (99) GAAA tetraloop-receptor complex 86 3.08
2FEY (100) Stem loop IV (Tetrahymena telomerase) 43 2.27
The RMSD has been calculated for phosphorus atoms between average structures from FRODA-generated ensembles using the RNA parameterization and
the respective NMR starting structure. In the case of 1A60 and 2ADT, RMSD values .3.0 A˚ result from highly mobile termini; in the case of 1S92, relative
motions of two loosely coupled domains lead to RMSD values .3.0 A˚.
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metal and water as covalent bonds and between water and the RNA as hy-
drogen bonds. Nucleotides pairing with the anticodon triplet, a spermine
molecule, and all other waters were omitted. Hydrogens were added to the
tRNAASP structure using the LEaP program from the Amber 8 package
(http://amber.scripps.edu) (45). Topology ﬁles for modiﬁed nucleosides
were taken from http://ozone3.chem.wayne.edu/. The residue numbering
scheme of tRNAASP follows the one given in the PDB ﬁle, i.e., residue 47 is
skipped according to the residue numbering scheme of tRNAPHE. In the case
of the NMR-derived structures, the ﬂexibility analysis was performed on the
ﬁrst structure of the conformational ensemble.
Comparing ﬂexibility predictions with
experimental data
Results of the ﬂexibility analysis were compared with experimentally ob-
served atomic ﬂuctuations. In the case of the crystallographically determined
tRNAASP structure, atom-based ﬂexibility indices were calculated as the
average of fi values of covalent bonds in which the atom is involved and
compared to experimental B-values. Furthermore, the root mean-square
amplitudes of motion determined by FRODA (Eq. 2) were compared with
experimental root mean-square ﬂuctuations about the mean position of atom
i estimated from the crystallographic B-value Bi according to Eq. 3 as follows:
Ær2i æ
1=2 ¼ 1
N
+
N
j¼1
DxiðjÞ2
" #1=2
; (2)
where DxiðjÞ ¼ xiðjÞ  xi with xiðjÞ is the coordinate vector of atom i in
conformation j and xi is the mean position of atom i during the sample period.
N is the number of samples.
Ær2i æ
1=2 ¼ 3Bi
8p
2
 1=2
: (3)
Likewise, we determined conformational variabilities for phosphorus atoms
from the NMR ensembles (Table 1) and compared them to root mean-square
amplitudes of motion calculated by FRODA. It is important to note that
FRODA results have not been scaled to best ﬁt experimental data, in contrast
to comparisons of calculated and experimental atomic ﬂuctuations in the case
of elastic network models (46).
For the correlation between computed and experimental atomic ﬂuctua-
tions, the square of the Pearson correlation coefﬁcient (R2) was calculated.
The F-test was applied to determine whether a statistically signiﬁcant linear
relationship between the atomic ﬂuctuation values exists. The null hypoth-
esisH0: R
2¼ 0 is rejected if the p-value,0.05. In this case, it is assumed that
the alternative hypothesis HA: R
2 6¼ 0 is valid.
As discussed below, multiple reasons may account for predicted ﬂuctu-
ations not perfectly agreeing with experimental measures of mobility. To test
the impact of outliers on the calculatedR2-values, R2-values were re-calculated
omitting such outliers. For this, a data point i is regarded an outlier if the
absolute value of its standardized residual je1i j exceeds 2, as described
previously (47). The R statistics program (http://www.r-project.org) was
used for these calculations.
GNM
The online server oGNM (48) (http://ignm.ccbb.pitt.edu/GNM_Online_
Calculation.htm) was used to calculate normal modes of motion for the tested
RNA structures based on a GNM representation. A Kirchhoff matrix was
constructed using selected atoms of the nucleotides as network nodes within
a chosen cutoff distance rc. These nodes are connected by harmonic springs
with a uniform spring constant g. The magnitude of the spring constant is
determined such that calculated squared atomic ﬂuctuation values best ﬁt
experimental ones (46). In general, best results with respect to experimental
mobility data were obtained by representing each nucleotide by a single
sphere located at the position of the phosphorus atom and setting rc ¼ 19 A˚
(49). Slightly smaller correlation coefﬁcients were obtained if an alterna-
tive GNM was applied (48). Here, each nucleotide was represented by three
nodes centered on the position of the phosphorus, sugar C49, and base
C2 atoms, respectively, and setting rc ¼ 7 A˚ or rc ¼ 10 A˚. GNM results
reported in this study were thus calculated using the ‘‘one-node/rc ¼ 19 A˚’’
parameterization.
Calculation of NOE intensities from ensembles
generated by FRODA
Experimental NOE upper bounds were obtained from the BioMagResBank
database (50) (http://www.bmrb.wisc.edu). NOE data was available for RNA
structures 1A51 (mrblock_id: 38183), 1A60 (mrblock_id: 38211), 1P5M
(mrblock_id: 47210), 1P5O (mrblock_id: 47233), 1S9S (mrblock_id:
244569), 1Z2J (mrblock_id: 52569), 2ADT (mrblock_id: 52123), and 2FEY
(mrblock_id: 126693). For each pair of nuclei i and j for which an experi-
mental NOE upper bound is reported, individual distances were averaged
over the entire FRODA-generated ensemble according to ravgi;j ¼ Ær6i;j æ1=6;
assuming that the timescale of internal ﬂuctuations is longer than the overall
tumbling time in the case of the relatively small RNA molecules (51). A
violation of the experimental NOE upper bound nmri,j was determined by
vi;j ¼ Ær6i;j æ1=6  nmri;j; with the violation vi,j being considered zero if
Ær6i;j æ
1=6# nmri;j: Finally, average violations Ævi;jæ were calculated by av-
eraging the individual violations over all N experimentally determined NOE
upper bounds according to Eq. 4 (52) as follows:
Ævi;jæ ¼ 1
N
+
i;j
vi;j: (4)
RESULTS AND DISCUSSION
Here, we introduce a new parameterization for RNA that
leads to better ﬂexibility predictions than those that have been
used previously. Motivated by the constraint counting on
A-form RNA described in the following sections, we propose
more stringent criteria for the inclusion of hydrophobic in-
teractions in an RNA network. In addition, we investigated
the criteria for the inclusion of hydrogen bonds. The general
applicability of the novel parameterization is validated by
comparison of rigidity analysis results to experimental
measures of RNA mobility. These results are compared to
GNM calculations (46).
Constraint counting on canonical A-form RNA
To derive a new network parameterization for RNA, it is
instructive to analyze the ﬂexibility properties of an RNA
structure by direct counting on covalent and noncovalent
constraints in the molecular framework. The explicit com-
binatorial analysis will reveal which internal DOF are
available in the topological network of the RNA, and how
noncovalent bonds inﬂuence the network rigidity. A canon-
ical A-form RNA was exemplarily chosen for this because it
is a major building block in many RNA structures. Similar to
our analysis,Whiteley recently illustrated constraint counting
on simple secondary structural elements of proteins (i.e.,
rings, a-helices, b-sheets, and b-barrels) (36).
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General considerations
The analysis is based on theMolecular Framework Conjecture
(35). The conjecture requires that only molecular frameworks
in 3D-space are considered where the vertices are in a generic
conﬁguration (53). That is, these frameworks lack any special
symmetry like collinear and parallel bonds. A visual inspec-
tion of several experimentally determined structures revealed
that this condition is fulﬁlled for RNA in general. This holds
even for substructural elements such as paired or stacked
bases, which are coplanar (i.e., nongeneric or singular (53)) only
in ideal canonical RNA geometries. Thus, constraint counting
based on the Molecular Framework Conjecture can be applied
to determine the rigidity of RNA networks.
For the analysis, the 3D RNA structure is modeled in
atomic detail as bar-and-joint network. Distance constraints
are inserted for covalent and noncovalent bonds as well as
between next-nearest neighbors. The internal DOF result
from torsional rotations around single bonds that are not
locked in by other bonds. Dangling (or 1-valent) atoms (e.g.,
hydrogen atoms or atoms in hydroxyl-, amino-, and hydroxy-
methylen groups) do not affect the rigidity of the remaining
network and are thus removed before the counting (54).
In the following sections, we will analyze the network ri-
gidity of A-form RNA by successively considering sub-
structural elements of increasing size. We will only present a
summary of the constraint counting results here. Further
details are provided in Data S1.
Sugar and base ring systems are rigid
According to constraint counting in 3D-space, the six-
membered pyrimidine rings of cytosine and uracil are iso-
statically rigid, whereas the ﬁve-membered ring of ribose is
overconstrained (36). Likewise, the purine ring systems of
adenine and guanine are overconstrained. The corresponding
networks are shown in Fig. 1 a).
Considering the ﬁve-membered furanose ring as rigid
seems counterintuitive at ﬁrst sight, because the ring is
puckered rather than planar, leading to, in principle, 10 dif-
ferent envelope and twist conformations, respectively (55).
However, the accessible conformational space of the sugar is
restricted. Whereas desoxyribose in deoxyribonucleic acid
(DNA) can transit between the two main conformations C39-
endo and C29-endo, ribose in A-form RNA prefers the C39-
endo form (55). An ab initio conformational analysis also
showed that the C39-endo form of ribose is signiﬁcantly more
stable than the C29-endo form (56). In addition, throughout a
30-ns long MD simulation of the ribosomal 16S helix 44, the
sugar puckering remained consistently in the C39-endo range
(57). Thus, modeling the restricted motions of the ribose
within RNA units by classifying it as rigid appears justiﬁed,
although this precludes transitions between the C39-endo and
the C29-endo conformations, which may be important for
noncanonical elements. (For an alternative representation in
which the ribose is modeled as a seven-membered ring with
one dof see the Appendix.)
A nucleotide adds six dof to the system
Linking a base to a sugar leads to a systemwith one dof, if the
glycosidic bond is considered to be freely rotatable. (Alter-
natively, the glycosidic bond can be ﬁxed a priori. See the
Appendix for more details.) Similarly, a phosphodiester bond
between two sequentially adjacent riboses adds ﬁve dof to a
network, again corresponding to the ﬁve single bonds along
the backbone.
FIGURE 1 Topological network representation of RNA
units. Constraints between nearest neighbors are indicated
by straight lines, constraints between next nearest neigh-
bors (angle constraints) by dashed lines. Flexible hinges are
shown in red, rigid regions in green, and overconstrained
regions in blue. (a) Scaffold representation of the ring
systems of the ribose, purine, and pyrimidine bases. (b)
Watson-Crick base pairing leads to the formation of one (in
the case of AU) or two (in the case of GC) eight-membered
ring systems in the network. The paired bases form a rigid
cluster. (c) Network representation of a canonical A-form
RNA applying the RNA parameterization. For reasons of
clarity, angle constraints are only indicated in the sugar and
base scaffolds, and hydrogen bonds between bases are
omitted. Hydrophobic constraints are indicated by black
dashed-dotted lines. (d) Hydrophobic interactions are mod-
eled as bridges (‘‘tethers’’) of three pseudoatoms (T1,2,3)
between two hydrophobic atoms.
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Base pairing reduces the number of dof by six
Watson-Crick base pairing leads to the formation of one (in
the case of an adenine-uracil (AU) basepair) or two (in the
case of a guanine-cytosine (GC) basepair) eight-membered
ring systems in the network (Fig. 1 b), which are fused to
other rings. Overall, this leads to the rigidiﬁcation of the
system of annelated ﬁve-, six-, and eight-membered rings in
both the case of AU and GC. In total, the pairing of two bases
removes six dof.
Each nucleotide pair adds six dof to a canonical
A-form RNA
Each phosphodiester bond yields ﬁve dof, and each glyco-
sidic bond adds another dof. Base pairing in turn removes six
dof. Thus, adding a base-paired nucleotide pair to an RNA
double strand in general adds six dof to the system.
One still needs to consider that, e.g., the 29OH group of the
ribose can be involved in hydrogen bonding, which may add
additional constraints to the network. However, as revealed
by MD simulations (58), the 29OH group in RNA helices
interacts preferentially with surrounding water molecules
instead of, e.g., the O49 atom on the 39 side of the strand, as
frequently suggested. Hence, we decided to not consider
constraints involving the ribose 29OH group in the A-form
RNA analysis. Likewise, frequently occurring intrastrand
C–H. . .O hydrogen bonds are not included because their in-
teractions are usually weak.
In total, when only covalent and hydrogen bond constraints
between base pairs are considered, a canonical A-form RNA
with m base pairs has 8 1 6 (m  2) dof (see Data S1) and is
thus highly ﬂexible.
Hydrophobic interactions further rigidify the RNA
RNA helices intrinsically resist bend or twist deformations
(33). Thus, they should be described as fairly rigid (at least
locally), which is in contrast to the high ﬂexibility found so
far. For this, additional constraints due to hydrophobic (or
stacking) interactions need to be included in the network to
reduce the ﬂexibility.
In the analysis of proteins, it has proven valuable to model
hydrophobic interactions as bridges of three pseudoatoms
between two hydrophobic atoms (Fig. 1 d). Each hydro-
phobic tether removes two DOF from the network (26).
Taking into account that each nucleotide pair adds six dof to
the network, the overall helix already becomes rigid if three
independent hydrophobic tethers are inserted between se-
quentially adjacent nucleotide pairs.
Protein-based parameterization is not applicable for
RNA structures
In a canonical A-form RNA, two or three hydrophobic tethers
are inserted between neighboring pyrimidine or purine bases,
respectively, if the protein-based parameterization (see Ma-
terials and Methods) is used. Between neighboring 39-purine
and 59-pyrimidine bases, even seven hydrophobic tethers are
included. Additional hydrophobic constraints are formed be-
tween bases and sugars and between the C29 of residue i and the
C59 of the adjacent residue i11. A protein-based parameteri-
zation thus results in a considerably overconstrained A-form
RNA. As we show below, this is also true for noncanonical
RNA conformations, which are predicted to be too rigid.
New criteria reduce the number of hydrophobic tethers in
RNA units
To more realistically capture the ﬂexibility properties of
RNA structures, the number of constraints due to hydro-
phobic tethers in the network needs to be reduced. Initial tests
showed that it is advantageous to address different types of
hydrophobic interactions in the RNA network separately,
which allows a better tuning of the spatial distribution of
constraints.
First, we considered stacking interactions between se-
quentially adjacent bases. Because already three hydrophobic
tethers between sequentially adjacent base pairs lead to the
rigidiﬁcation of an RNA double helix, we anticipated ﬁnding
a better ﬂexibility characterization if the number of hydro-
phobic interactions between such bases were limited. We
tested limits of hydrophobic tethers NHC of one and two. This
criterion can be applied in general to all adjacent bases, ir-
respective of whether they are in a coplanar orientation (in-
dicating stacking) or not.
Second, hydrophobic interactions between sugars or be-
tween sugars and bases were considered. Initially, the num-
ber of these interactions was reduced by applying a more
stringent distance criterion DHC for the identiﬁcation of hy-
drophobic interactions. In the course of the study, it turned
out to be advantageous to also apply this criterion for inter-
actions between adjacent bases. Although it does not inﬂu-
ence hydrophobic tether formation between stacked bases (as
their distance is smaller than the cutoff value), it does so for
bases that are not coplanar. In this regard, differences be-
tween hydrophobic and stacking interactions between adja-
cent bases in noncanonical RNA structures are taken into
account. The resulting topological network of a canonical
A-form RNA helix is shown in Fig. 1 c). In addition to in-
teractions between bases, hydrophobic interactions are also
included between C29(i) and C59(i 1 1) of the following
residue and, in the case of adjacent pyrimidine bases, be-
tween C29(i) and C6(i 1 1).
Taken together, this network representation results in a
rigid canonical A-form RNA, i.e., canonical A-form RNA is
modeled as a slightly overconstrained rod. Whereas this re-
sult is at variance with ﬁnite persistence lengths previously
reported for double-stranded RNA (59,60), it is consistent
with the view that RNA structures are formed from relatively
rigid duplexes that are linked by ﬂexible motifs (61). In fact,
the asphericity especially found for medium-sized RNA has
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been attributed to the formation of long helices due to coaxial
stacking, which are expected to be rigid with large persis-
tence lengths (61).
Applicability to other 3D motifs
It is reassuring that hydrophobic (stacking) interactions
proved to be important in addition to Watson-Crick base
pairing in the above analysis of A-form RNA. This raises the
question, however, whether other 3D motifs that are (par-
ticularly) stabilized by non–Watson-Crick base pairs, base-
phosphate, and base-sugar contacts would also come out of
the analysis as stable substructures. As an example, we in-
vestigated RNA hairpins (62), in which speciﬁc sequence
motives such as GNRA and UNCG tetraloops (where N is
any nucleotide and R is a purine) are known to be unusually
stable (63). Indeed, when applying the new network param-
eterization for RNA (see below), both structural motifs show
great stability (Fig. S1 in Data S1).
In the case of the UUCG tetraloop (PDB code: 1HLX), a
rigid stem comprising both the ﬁrst and last loop nucleotides
and a ﬂexible loop tip are identiﬁed. This agrees well with
order parameters derived from NMR experiments (14) and
MD simulations (64). In particular, the looped out residue
U7 (numbering according to Villa and Stock (64)) is known
to exhibit enhanced conformational ﬂuctuations (14,64).
Accordingly, the backbone surrounding U7 is identiﬁed as
ﬂexible by our analysis. The unusual UG base pair within
the loop region involving both base-base and base-sugar
hydrogen bonds sterically restricts the loop, leaving little
ﬂexibility (62). Our ﬁnding of a largely stable UUCG
loop (except for U7) agrees with this ﬁnding (Fig. S1 a in
Data S1).
In contrast, a higher degree of ﬂexibility has been found in
general for GNRA loops (62). All three GNRA hairpins in-
vestigated (GAAA, GAGA, and GCAA) show the same
overall structural motif and are stabilized by networks of
heterogeneous hydrogen bonds (42). Yet, different ﬂexibility
predictions of the GNRA loops result due to slightly different
hydrogen bonding patterns and stacking interactions (42)
(Fig. S1 b in Data S1). Whereas in the case of the GCAA
loop, for example, the backbone of the third nucleotide is
predicted to be ﬂexible, it is rigid in the other two cases. This
can be explained by the absence of stacking interactions
between the second and third nucleotides in the ﬁrst case
(42). Conversely, only in the case of the GAGA loop do two
hydrogen bonds occur between the ﬁrst and the last loop
nucleotides (42), leading to a rigidiﬁcation of the two nu-
cleotides and, thus, an overall stable loop backbone.
In summary, the ﬂexibility predictions of RNA tetraloops
are in agreement with experimental ﬁndings, particularly
when considering that the motifs show considerable stability.
This suggests that the new network parameterization should
also be applicable in cases where favorable interactions other
than Watson-Crick base-pairing or stacking occur.
Evaluating the ﬂexibility predictions
The new network parameterization will now be evaluated by
comparing results of rigidity analyses to experimental observa-
tions. In the case of proteins, crystallographic B-values and
ﬂuctuation data fromMD simulationswere used for this (18,29).
We would like to note, however, that both measures report on
the mobility of atoms, whereas analyzing a network by con-
straint counting provides information about ﬂexibility/rigidity.
Flexibility is a static property that describes the possibility of
motion. Phrased differently, ﬂexibility denotes the ability of a
region to be deformed. From the study of ﬂexibility alone,
however, no information is available about the direction and
magnitude of the possible motions (65). Thus, a perfect agree-
ment between ﬂexibility predictions and experiment cannot be
expected in the case of, e.g., a mobile rigid body (such as a
moving helix). Nevertheless, as detailed experimental infor-
mation about RNA ﬂexibility (as given by NMR relaxation
data) is rarely available, we resorted to comparing ﬂexibility
predictions for RNA to crystallographic B-values as a ﬁrst step.
In addition, we compared conformational variability
(mobility) information derived from NMR ensembles with
atomic ﬂuctuations calculated from ensembles generated by
constrained geometric simulations with FRODA (31). This is
based on the following reasoning. FRODA relies upon a
decomposition of a macromolecule into rigid and ﬂexible
regions. Flexible parts of the molecule are then moved
through allowed regions of conformational space using ran-
dom Brownian type (Monte Carlo) dynamics, whereas atoms
in rigid clusters move collectively. The implicit assumption
for the comparison is that only a physically realistic repre-
sentation of the network will result in a proper decomposition
into rigid and ﬂexible regions of the RNA. Only then it can be
expected that FRODA simulations will generate conforma-
tional ensembles whose ﬂuctuation data will agree with that
of NMR ensembles. Note, however, that because FRODA
generates new conformers by satisfying existing constraints,
only local motions consistent with the analyzed constraint
network can be observed. Large conformational movements
frequently observed in RNA (3–5,7) that require changes in
the constraint network cannot be detected this way. To
overcome this limitation, the approach must be extended in
the future such as to allow for meaningful constraint breaking
and formation during a constrained geometric simulation run.
Comparing ﬂexibility predictions to
crystallographic B-values
Qualitative comparison of ﬂexibility indices with B-values
Initially, we compared the results from ﬂexibility predictions
with B-values of the tRNAASP structure (Fig. 2; PDB code:
2TRA). For tRNAASP, detailed information about ﬂexibility
and mobility is also available from normal mode analysis
(66), GNM calculations (49), and MD simulations (67), thus
making it a well-suited test case.
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In the tRNA structure, an Mg21 ion bound to six water
molecules and a spermine ligand have been resolved. They
are located in the anticodon hairpin and in the acceptor stem,
respectively. Because the position of the spermine does not
allow the formation of any constraints to the RNA, the
molecule was not included into the network representation.
Similarly, in a normal mode analysis by Nakamura et al. (66),
spermine was omitted for the same reason. In contrast, in-
teractions between the Mg21-water complex and the tRNA
were included as constraints, although performing the anal-
ysis without the Mg21-water complex did not change the
ﬂexibility prediction in this case, which is consistent with
a GNM study on this structure (49). However, this ﬁnding
cannot be expected in general, because Mg21-mediated
bonding is a major source of stabilization for RNA structures
(67), and we recommend including Mg21-mediated bonding
as constraints in general.
Interactions mediated by other structural water molecules
also may inﬂuence the ﬂexibility of the tRNA. For example,
MD simulations of the anticodon loop of tRNAASP have
demonstrated the importance of long-lived hydration patterns
in the stabilization of loop structures (68). However, we de-
cided not to include additional water molecules into the
tRNA network based on previous ﬁndings that showed only
a negligible difference in the ﬂexibility characteristics of
a protein-protein complex when structural waters were con-
sidered (29). Finally, interactions to crystal lattice neighbors
can also impact the ﬂexibility of the tRNA, particularly in the
case of peripheral regions such as the acceptor and anticodon
extremities (69). These intermolecular interactions were not
considered in the ﬂexibility analysis.
The best agreement between the ﬂexibility prediction and
the B-values was achieved by setting the energy threshold for
a hydrogen bond (see Materials and Methods and Data S1)
EHB ¼ 1.0 kcal/mol, modeling hydrophobic interactions
between carbon atoms using DHC ¼ 3.55 A˚, and restricting
the number of hydrophobic interactions between sequentially
adjacent bases NHC to 1. These settings will be referred to as
‘‘RNA parameterization’’ in the following sections.
For validation, B-values and ﬂexibility indices obtained by
constraint counting (Eq. 1) are mapped color-coded onto the
tRNA structure in Figs. 2, a and b, respectively. Green and
blue colors indicate rigid regions, whereas red colors indicate
ﬂexible ones. We will focus on backbone atoms for the
comparison because the sugar and base moieties are intrin-
sically rigid (see above).
As described by Aufﬁnger et al. (67), we deﬁned those
residues as part of the core of the structure whose B-values
are below 15 A˚2. Using the RNA parameterization, the
ﬂexibility prediction correctly identiﬁes large parts of the
core including the D-stem and parts of the acceptor and an-
ticodon stem as rigid. Some core residues are classiﬁed as
ﬂexible, particularly in the variable loop (residues 44 to 48)
and, to a lesser extent, in the T-stem. On the one hand, this
ﬁnding may be attributed in part to missingMg21 ions, which
play an essential role in the stabilization of the tRNA core. As
such, for the structures of tRNAGLY (70) and yeast tRNAPHE
(71), strong Mg21 binding sites were detected near the
D-stem, the base pair U8A14, and the tertiary base pairs
between the D- and TCC-loops (67).
In contrast, identifying residues 8 and 48 in the core region
to be ﬂexible agrees with the hinge function of the regions
comprising these residues as detected by normal mode
analysis (66) and proposed by Olson et al. (72). These hinges
provide the basis for twisting motions of the acceptor arm and
the anticodon arm. Similarly, the nucleotides at position 26,
FIGURE 2 Experimental mobility in-
formation versus ﬂexibility prediction
for the tRNAASP structure (PDB code:
2TRA). (a) Crystallographic B-values
are mapped onto the tRNAASP structure,
using a color gradient ranging from blue
(0 A˚2) over green to red ($40 A˚2).
B-values .40 A˚2 are truncated as de-
scribed previously (46). The coloring of
the backbone is according to the
B-values of the phosphorus atoms. The
core region (as deﬁned by Aufﬁnger
et al. (67)) is highlighted with ﬁlled
sugar and base scaffolds. (b) Color-
coded representation of ﬂexibility indi-
ces (Eq. 1) obtained by a ﬂexibility
analysis of the tRNAASP structure using
the RNA parameterization. Overcon-
strained regions are indicated by blue
colors (dark blue, fi # 0.2; light blue,
0.2 , fi , 0.0), rigid regions are
represented in green color (fi ¼ 0.0),
and ﬂexible regions are shown in red
colors (orange, 0.0, fi, 0.2; red, fi$ 0.2). The coloring of the backbone is according to the ﬂexibility indices of the phosphorus atoms. The core region (as
deﬁned by Aufﬁnger et al. (67)) is highlighted with ﬁlled sugar and base scaffolds.
Analyzing the Flexibility of RNAs 4209
Biophysical Journal 94(11) 4202–4219
which separates the D-stem and the anticodon stem, and 44
and 45 of the variable loop have been suggested to form a
hinge along which the relative angle between the two stems is
changed (2,73). In agreement with this, residues 26 and 45
are identiﬁed to be ﬂexible by our analysis.
Consistent with detected ﬂexible regions, conformational
changing of the tRNA structure is crucial for effective
proofreading of codon-anticodon complexes during protein
synthesis in the ribosome. For example, the D-loop shape
changes during codon recognition (74), although the distance
between that loop and the anticodon loop amounts to 45 A˚. In
agreement with this, the D-loop is predicted to be ﬂexible by
our approach. Furthermore, the anticodon loop (residues 32–
38) and the outer acceptor stem (residues 71–74) are correctly
predicted to be ﬂexible (except residue 32 and 37, which are
classiﬁed to be overconstrained and rigid, respectively). The
analysis results agree with the high experimental B-values in
these regions, as well as with MD simulation results of the
tRNA during decoding, which demonstrate that the ﬂexibility
of the acceptor and the anticodon region is essential for the
tRNA selection (75).
Recall that, for structures with moving rigid bodies, ﬂexi-
bility analysis results and crystallographic B-values may not
necessarily agree well. This is the case for the elbow region
(residues 52–58, containing the TCC loop) of the tRNA. The
region is predicted to be mostly overconstrained, which results
from cross-strand stacking of purines belonging to the T- and
D-loop (76). However, the B-values indicate a highmobility of
the residues of the TCC loop. Themobilitymust thus originate
from ﬂexible residues that ﬂank the rigid body. Indeed, resi-
dues 52 and 59 are identiﬁed by the rigidity analysis as ﬂex-
ible, and the residues in between show large ﬂuctuations in a
constrained geometric simulation (see below and Fig. 3 a).
Quantitative comparison of calculated ﬂuctuations with
experimental mobility information
So far, we have compared ﬂexibility predictions obtained with
the RNA parameterization and crystallographic B-values qual-
itatively. For a quantitative comparison, we applied FRODA
simulations to the tRNAASP structure. From the generated
conformational ensembles, the mobilities of phosphorus
atoms were determined as the RMSD of each atom about its
mean position (Eq. 2). These values were compared to atomic
ﬂuctuations calculated from the B-values according to Eq. 3.
We note that the calculated ﬂuctuations and the ones obtained
from crystallographic B-values will not necessarily compare
perfectly, because both include different contributions to the
atomic motions (29,77–79).
When using the RNA parameterization, a fair correlation
(R2 ¼ 0.27; if nucleotides 73 and 74 are omitted as outliers,
R2 ¼ 0.34) is found between both measures of mobility,
demonstrating that the rigid cluster decomposition before the
simulations is appropriate. The agreement is better than in the
case of the original protein-based parameterization (R2¼ 0.20;
if nucleotides 17, 20, 21, 34, and 74 are omitted as outliers,
R2 ¼ 0.11) (Fig. S2 in Data S1). A visual inspection reveals
that, in the latter case, the tRNA structure is predicted to be too
FIGURE 3 Mobility information of backbone phospho-
rous atoms predicted by FRODA simulations (left panel)
and GNM (right panel) for the RNA structures (a) 2TRA,
(b) 1P5O, and (c) 1A60 (solid lines). For comparison,
crystallographic B-values (a) and conformational variabil-
ities as measured in NMR are shown (b and c) (dotted
lines). In the case of a, B-values predicted by FRODA of
nucleotides 73 (575 A˚2) and 74 (1009 A˚2) are omitted for
reasons of visualization.
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rigid (Fig. S3 in Data S1), leading to insufﬁcient mobility
during the simulations. Doubling the simulation times did not
change these results signiﬁcantly, which indicates that the
accessible conformational space of tRNAASP has been ap-
propriately sampled by the geometric simulations.
Overall, these ﬁndings demonstrate that the RNA pa-
rameterization reliably captures much of the conformational
ﬂexibility of the tRNA structure. In that sense, the new pa-
rameterization is superior to the original (protein-based) pa-
rameterization, which results in an overconstrained structure. It
is particularly interesting to note that the approach allows
identifying ﬂexible residues that agree with previously deter-
mined hinge regions and, thus, provides insight into the ﬂex-
ibility characteristics of RNA structures on an atomic level.
Comparison to GNM results
We also compared our results with those obtained by a GNM
(48). GNM calculations have been shown to provide a good
description of the conformational dynamics of tRNA struc-
tures (49) and a data set consisting of 45 nucleotide-protein
complexes and 19 RNA structures (including nine tRNA
structures) (48). Here, we used the same GNM parameteri-
zation as in a previous study (49), which performed superior
to alternative GNM representations (48) (see Materials and
Methods for details).
Overall, equivalent results are obtained for the tRNAASP
structure (GNM: R2 ¼ 0.32; FRODA: R2 ¼ 0.27 (0.34)). For
example, both methods correctly predict that very mobile
nucleotides are located in the anticodon loop and outer parts
of the acceptor stem (Fig. 3 a). Both methods predict nu-
cleotide 34 in the anticodon loop to be overly mobile com-
pared to experiment, which may be attributed to the fact that
crystal-packing contacts involving this nucleotide are not
considered in either approach (49). In the case of the D-loop,
atomic ﬂuctuations are considerably underestimated by the
GNM, however. In contrast, a better agreement with exper-
iment is found here by FRODA simulations based on the
RNA parameterization.
Furthermore, the ﬂexibility analysis based on the RNA
parameterization appears to be more speciﬁc when deﬁning
hinge residues. As for GNM, hinge-bending regions are as-
sumed to be highly restricted in motion (49). Based on this
assumption, Bahar et al. (49) proposed hinge regions of
tRNAASP that comprise nucleotides 8–15 and 20–22 in the
D-stem and 46–48 in the variable loop. Using the constrained
counting instead, it is possible to speciﬁcally identify the
involved hinge residues (8 and 48, 26 and 45) as ﬂexible, in
perfect agreement with previous results (2,73) (see above).
Comparing mobility predictions to NMR
conformational variabilities
As an additional validation, we compared conformational
variabilities of 12 RNA structures that have been determined
by NMR and have a chain length of at least 40 nucleotides
(Table 1) to atomic ﬂuctuation data calculated by FRODA
simulations. Each of the validation set structures consists of
double helical regions and noncanonical structural elements.
For example, in the pseudoknot structures of 1A60 and
1YMO single- and double-stranded regions are alternated.
Furthermore, different types of loop structures are present,
i.e., internal, stem, hairpin, tetra, and hepta loops. The data set
structures thus comprise a broad range of irregular elements
in RNA structures and should allow for a thorough validation
of the ﬂexibility predictions.
Inﬂuence of noncovalent constraints
We ﬁrst tested the inﬂuence of including varying numbers of
hydrogen bonds and hydrophobic interactions on the out-
come of the simulation results. The squared correlation
coefﬁcients (R2) between computed mobilities and experi-
mental variabilities are listed in Table S1 in Data S1. Re-
stricting the number of hydrophobic contacts between adjacent
bases to NHC ¼ 1 has the largest impact on the results and is
crucial for reliable ﬂexibility predictions of RNA. This is
demonstrated by the fact that, in this case, the best correla-
tions between computed mobilities and experimental varia-
bilities are found for most of the validation set structures (i.e.,
10 out of 12 cases (Table S1 in Data S1)).
Next, adjusting the distance threshold DHC up to which
hydrophobic contacts are included is more important than
choosing the cutoff value for the hydrogen bond energy
function EHB. For most of the investigated structures (i.e., 7
of those 10 cases for whichNHC¼ 1), the best correlations are
obtained by settingDHC¼ 3.55 A˚ between two carbon atoms.
Finally, we chose to set EHB ¼ 1.0 kcal/mol. First, none
of the three tested EHB-values (0.6, 1.0, and 1.5 kcal/
mol) resulted in signiﬁcantly better results than the alterna-
tives. The outcome of the approach is thus rather insensitive
to this parameter, and choosing the median appeared natural.
Second, an EHB-value of 1.0 kcal/mol yields slightly more
ﬂexible structures than if an energy cutoff according to the
thermal energy at 300 K (0.6 kcal/mol) is chosen. This has
been found to be advantageous in those cases where FIRST
results are used as input to constrained geometric simulations
(31) and rigid cluster normal mode analyses (32).
At this point, it is encouraging to note that the parameteri-
zation found to be optimal for predicting conformational vari-
ability by FRODA (i.e., NHC ¼ 1, DHC ¼ 3.55 A˚, and EHB ¼
1.0 kcal/mol) is identical to the one that works best when
comparing ﬂexibility indices to B-factors (see above). Both
results thus mutually corroborate each other.
Comparison of ﬂuctuation predictions based on different
network parameterizations
We will now compare ﬂuctuation predictions obtained by
FRODA with the new RNA parameterization to those of the
protein-based parameterization (18,26) and a parameteriza-
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tion used by Wang et al. (23) for investigating the ribosome
(see Materials and Methods). Correlation coefﬁcients for all
12 investigated systems are provided in Table 2; backbone
positional RMSD of the average structures of the simulated
ensembles from the respective NMR starting structures are
given in Table 1.
First, we tested whether these results are sensitive to the
presence of ‘‘outlier’’ data points. For this, we repeated all
analyses omitting such outliers (see Materials and Methods).
The thus obtained correlation coefﬁcients are provided in
Table S2 in Data S1. Encouragingly, the same conclusions
are found as if all data points were considered. Hence, we will
only discuss results considering all data points below.
Second, we probed the robustness of the FRODA results
by repeating simulations of the HCV IRES domain II (PDB
code: 1P5O) nine times, always starting with a different
random number seed. The resulting correlation coefﬁcients
are listed in Table S3 in Data S1. In 6 of 10 cases, the highest
correlation coefﬁcient was obtained with the RNA parame-
terization. The standard deviation of all 10 R2-values calcu-
lated with the RNA parameterization is 0.1, demonstrating
that the simulation results are reproducible. Based on this
ﬁnding we decided to consider correlations to be signiﬁcantly
different if the difference of the R2-values equaled at least 0.1.
Fig. 4 exemplarily shows plots of the correlations between
conformational variabilities determined from NMR ensem-
ble structures and calculated ﬂuctuations by FRODA for the
HCV IRES domain II (PDB code: 1P5O) and a pseudoknot
RNA structure (PDB code: 1A60). Fig. 5 depicts the con-
formational ensembles from NMR and generated by FRODA
simulations for both structures. Finally, Fig. 3, b and c, and
Fig. S4 in Data S1 show atomic ﬂuctuations predicted by
FRODA compared to conformational variabilities from
NMR on a per-residue basis for all 12 investigated systems.
In both cases, the RNA parameterization (Fig. 4 c) leads to
much better predictions of the ﬂuctuation characteristics than
the alternative parameterizations. Whereas both alternative
parameterizations (Fig. 4, a and b) show no predictive power
in the case of 1P5O (R2  0), the RNA parameterization
yields a fair correlation of R2¼ 0.52. Visual inspection of the
rigid cluster decomposition of 1P5O shows that this is due to
an overly constrained network representation in the ﬁrst two
cases, which results in no atom mobility or only a reduced
atom mobility in the subsequent simulations. In contrast, the
RNA is determined to be more ﬂexible in the case of the new
parameterization, which results in computed mobilities that
agree much better with the experimental information: Only
ﬁve residues show pronounced deviations from the correla-
tion line. The mobility of residue U56 in the hinge bulge is
underpredicted because the NMR ensemble contains two
distinct conformations with the base moiety of U56 either
stacked in or looped out, whereas only the looped out con-
formation is observed in our simulations. In turn, residues
G82, C115, A116, and G117 are predicted to be too mobile,
the ﬁrst one residing in the hairpin loop region of domain IIb
and the latter ones at the 39 end of domain IIa.
In the case of the 1A60 structure, the alternative parame-
terizations already yield fair correlations (R2 ¼ 0.52 in the
case of the protein-based parameterization and R2 ¼ 0.44 in
the case of the parameterization used by Wang et al. (23)).
Yet, the RNA parameterization results in a signiﬁcantly
better correlation of calculated and experimental ﬂuctuation
data, as indicated by R2 ¼ 0.62. Remarkably, the correlation
line has a slope of 0.9 in this case, demonstrating that both
small and large ﬂuctuations are correctly predicted by the
FRODA simulation. Only G5 in the last base pair of the
hairpin stem of the T-arm is predicted to be too mobile.
This result is even more encouraging in view of the fact
that the pseudoknot structure contains both single- and
double-stranded regions. As ﬂuctuations in both types of
regions are equally well predicted by the simulations, this
demonstrates that the underlying RNA network parameteri-
zation is equally well applicable in both cases.
Despite the success of the RNA parameterization, the
predicted ﬂuctuations do not perfectly correlate with the
experimental conformational variabilities. Although experi-
mental conformational variabilities,2 A˚ can usually be well
predicted, predictions for those .3 A˚ show considerable
deviations.
Because over- and underpredictions are observed, multiple
reasons may account for this result. First, the RNA parame-
terization may still not be perfect, which can result in RNA
regions being predicted too ﬂexible or rigid. In fact, by sys-
tem-speciﬁcally tuning the parameters that determine the
inclusion of constraints into the network, better results may
be obtained (data not shown). Nevertheless, the presented
TABLE 2 Coefﬁcients of the correlation (R2) between
conformational variabilities derived from NMR ensembles and
atomic ﬂuctuations calculated by FRODA simulations or a GNM
PDB code Protein-based*y Wang et al.*z RNA-based*§ GNM{
1A51 0.25 0.19 0.26 0.14
1A60 0.52 0.44 0.62 0.70
1CQL 0.00 0.53 0.21 –k
1MNX 0.00 0.03 0.09 0.26
1P5M 0.00 0.00 0.04 0.08
1P5O 0.04 0.04 0.52 0.40
1S9S 0.07 0.01 0.18 0.32
1YMO 0.21 0.23 0.15 0.57
1Z2J 0.01 0.29 0.20 0.35
1ZC5 0.00 0.03 0.38 0.01
2ADT 0.04 0.36 0.27 0.46
2FEY 0.04 0.07 0.39 –k
Cases for which no correlation was found at the p ¼ 0.05 level are given in
italics.
*R2-values that are signiﬁcantly the largest among all three parameteriza-
tions tested in the FRODA simulations are given in bold.
yDHC: 3.65 A˚, EHB: 0.6 kcal/mol.
zDHC: 3.50 A˚, EHB: 1.5 kcal/mol.
§NHC: 1, DHC: 3.55 A˚, EHB: 1.0 kcal/mol.
{Interaction sites are located at the P atoms; these sites are connected by har-
monic springs with a uniform spring constant if the cutoff distance rc# 19 A˚.
kCases for which a negative correlation was found are not listed.
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RNA parameterization shows the best general applicability,
which is important for blind predictions in ‘‘real-life’’ sce-
narios. Second, overpredicted ﬂuctuations may result if
components that stabilize RNA structures such as Mg21 ions
(67) or structural waters (68) are not considered in the net-
work representation. Such components were not included
here, because no such information was available from the
NMR structures. Finally, in the case of underpredicting
ﬂuctuations, sampling of ﬂexible regions may not yet be
sufﬁcient. As demonstrated in the case of the tRNA, how-
ever, doubling the simulation time did not change the results
qualitatively. In turn, ﬂuctuations may seem to be under-
predicted, although it is in fact the experimental value that
overestimates the mobility. This may be true in particular as
we interpret conformational variability from an NMR en-
semble as atomic ﬂuctuations. A region for which an insuf-
ﬁcient amount of experimental restraints was available for
structure determination (leading to a less well-deﬁned struc-
ture) may then appear to be more ‘‘ﬂexible’’ than it actually
is. It can be expected that this is even more likely in regions
that are mobile per se.
An alternative to overcome this limitation appears to be the
comparison of original NMR data in terms of atom-atom
distances based on NOE intensities with those calculated
from the FRODA-generated RNA ensembles. These com-
parisons are widely performed to judge the quality of MD
simulations (52). Accordingly, we calculated the average
violations of the experimentally determined NOE upper
bounds (Eq. 4; see Materials and Methods), where the av-
erage goes over the entire generated ensembles of 8 of the 12
FIGURE 4 Atomic ﬂuctuations predicted by FRODA
simulations versus conformational variabilities as measured
in NMR for RNA structures 1P5O (left) and 1A60 (right).
For the FRODA simulations, a topological network repre-
sentation according to (a) the protein-based parameteriza-
tion, (b) parameterization used by Wang et al. (23), and (c)
the RNA parameterization was used. In the latter case,
residues that show pronounced deviations from the corre-
lation line are marked by circles (see text for further dis-
cussion).
FIGURE 5 Conformational space of the RNA structures
(a) 1P5O and (b) 1A60 spanned by the NMR ensemble
(left) and conformations generated by a FRODA simulation
using the RNA parameterization (right). From the NMR
ensemble, the ﬁrst 10 models of the PDB entry, and from
the FRODA simulation, the starting structure (orange) as
well as conformations generated every 1000 steps are
shown. The ﬁrst model of each NMR ensemble is high-
lighted in orange. Residues that are marked by circles in
Fig. 4 are highlighted in red.
Analyzing the Flexibility of RNAs 4213
Biophysical Journal 94(11) 4202–4219
investigated RNA structures (in 4 cases, no experimental
NOE upper bounds were available). In 7 of the 8 cases, more
than 99% of the experimental restraints are matched with 0 A˚
violation (i.e., the computed atom-atom distance is smaller
than the NOE upper bound). Only in the case of 1S9S, pro-
nounced violations .0 A˚ occur in that 99.7 % (0.3%) of the
experimental restraints are violated by ,2 A˚ (.3 A˚). When
averaged over all experimentally determined NOE upper
bounds, the simulated ensembles match the experiment with
an average deviation of close to 0 A˚ again in 7 of 8 cases; the
average deviation climbs to 1.73 A˚ only for 1S9S. Both the
vanishing average deviation of upper bounds and the like-
wise vanishing number of individual NOE deviations in 7
of 8 cases can be understood by considering that FRODA
generates only local motions consistent with the analyzed
constraint network (see above). This is also reﬂected in
backbone positional RMSD values between ensemble aver-
age structures and respective NMR starting structures of, or
;2 A˚ in 9 of 12 cases (Table 1). New conformers satisfy
existing (short-range) constraints derived from the starting
structure and, hence, very likely also satisfy experimental
NOE upper bounds on which the structures are based. Thus,
average deviations of NOE upper bounds (as well as indi-
vidual NOE deviations) are only of limited value to judge the
actual quality of the simulated FRODA ensemble. Only with
recent developments in NMR methodology such as residual
dipolar couplings can these limitations be addressed (16).
Table 2 shows R2-values obtained for all tested RNA
structures based on the protein-based parameterization, the
parameterization used by Wang et al. (23), and the RNA
parameterization. When considering differences between the
three parameterizations as signiﬁcant if the R2-values differ
by.0.1 (see above), the RNA parameterization outperforms
the other ones in 4 cases, whereas the parameterization used
by Wang et al. (23) does so only in 1 case. The protein-based
parameterization is in no case superior to any of the other
parameterizations. Thus, the RNA parameterization shows
the overall best performance.
Comparison to GNM results
We also compared conformational variabilities obtained
from the NMR ensembles to atomic ﬂuctuations calculated
by GNM (48) (Table 2), using the same GNM parameteri-
zation as for the tRNAASP structure (49). This parameteri-
zation also provided the best agreement with the experiment
in the case of the NMR structures compared to alternative
ones (48). Nevertheless, in 3 of 12 cases, no correlation or
even an anticorrelation between computed and experimental
mobility values was obtained by GNM. Considering cor-
relations to be signiﬁcantly different if the difference of the
R2-values amounts to at least 0.1, either method (FRODA
based on the RNA parameterization versus GNM) out-
performed the other one in 5 of 12 cases. Only in the case of
1A60 and 1P5M did both methods perform equally well.
The complementary performance of FRODA and GNM on
different RNAs is marked and calls for an explanation at the
structural level. So far, it has been suggested that elastic
network models (including GNM) are valid for many glob-
ular proteins systems but may not best suited for loosely
packed systems such as small RNA structures (21). In fact, it
was found that the quality of the GNM depends on the
compactness of the RNA system (21). Further factors inﬂu-
encing the performance of the approaches could be the sys-
tem size (48), the magnitude and type of the observed
movements, or the degree of the rigid cluster decomposition
used as input to the FRODA simulations. As for the 12
systems investigated, however, we were unable to identify a
clear connection between the performance of FRODA or
GNM and these factors.
Atomic ﬂuctuations predicted by FRODA and GNM are
compared to conformational variabilities from NMR on a
per-residue basis for 1P5O and 1A60 in Fig. 3, b and c. Both
methods correctly identify mobile nucleotides located in loop
regions of 1P5O. In contrast, the GNM calculations under-
estimate the mobility of loop residues 33–35 in the case of
1A60, as do both methods for the bulge residues in the case of
1P5O. Overall, for both structures considered, the GNM
appears to overestimate the mobility of one loop region at the
expense of mobility predictions for the remaining structure.
This ‘‘tip effect’’ occurs in systems with structural compo-
nents that protrude out of the main body due to an imbalance
of elastic forces among neighboring harmonic oscillators
because of lighter packing around the tip region (80).
CONCLUSION
We have presented a new topological network representation
of RNA structures that allows analyzing RNA ﬂexibility/
rigidity based on constraint counting. As constraints in the
bond-bending network are ‘‘all-or-nothing’’ and the ﬂexi-
bility of biomacromolecules is largely determined by non-
covalent interactions, sufﬁciently strong forces (which are
included in the network) need to be distinguished from
weaker ones (which are excluded).
As a ﬁrst step, we analyzed the network rigidity of a ca-
nonical A-form RNA by counting on covalent and non-
covalent constraints of network elements of increasing size,
thereby determining the internal DOF that are available in the
network. These theoretical considerations already show that
it is the inclusion of hydrophobic contacts into the RNA to-
pological network that is crucial for an accurate ﬂexibility
prediction and that the number of contacts between adjacent
bases needs to be limited to capture the ﬂexibility charac-
teristics of RNA reliably. In particular, the counting ex-
plained why a protein-based parameterization results in
overly rigid RNA structures.
The new network representation was validated on a
tRNAASP structure and all NMR-derived ensembles of RNA
structures available that have a chain length of at least
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40 nucleotides. From a methodological point of view, it is
encouraging that the ﬂexibility predictions demonstrate good
agreement both qualitatively and quantitatively with the ex-
perimental mobility data and that the results are superior
compared to predictions based on the parameterization used
by Wang et al. (23) or a protein-based parameterization
(18,26). This is not only true for information on inﬁnitesimal
(also called snap-shot or instantaneous (36)) motions as ob-
tained directly by a ﬂexibility analysis, but it also holds for
ﬁnite amplitude motions determined by constrained geo-
metric simulations using FRODA. Compared to GNM cal-
culations, a comparable performance is found, with the
FRODA-generated ensembles providing more detail than the
coarse-grained GNM.
At ﬁrst sight, one may be concerned that the somewhat
disappointing performance of the protein-based parameteri-
zation (18,26) when applied to RNA results from overﬁtting
of the parameters to protein. Hence, one may also worry
about overﬁtting in the case of the RNA parameterization. In
our opinion, this is not a cause for concern, for the following
reasons: 1), As outlined in the Introduction, RNA and pro-
teins have different structural features, and different forces
lead to structure formation and stability in both cases. Hence,
one should not expect a priori that a parameterization derived
for one type of biomacromolecule is applicable to the other
one, too. 2), The validation set of structures comprises a
broad range of canonical and noncanonical structural ele-
ments. No bias of the ﬂexibility prediction accuracy was
found across the data set. 3), Most NMRRNA structures used
for the validation are small, which may lead to the concern
that the RNA parameterization will perform well on small
RNA molecules but not large ones. When analyzing the
protein-RNA composite network representation of the large
subunit of the ribosome (see below), however, ﬂexibility
predictions for the ribosomal exit tunnel are in good agree-
ment with experimental ﬁndings about the tunnel’s role in
cotranslational processes (S. Fulle, H. Gohlke, unpublished).
Overall, we believe that these ﬁndings demonstrate the
generality of the RNA parameterization.
Importantly, the ﬂexibility analyses provide information on
a local scale, i.e., on an atomic level, which is expected to
provide more detailed insights than, e.g., results based on
coarse-grained methods such as elastic network models. This
has been successfully demonstrated for the identiﬁcation of
hinge residues in the case of tRNAASP. It is also particularly
noteworthy that only a single structure is used as input, yet
the results agree with experimental measures (crystallographic
B-values or atomic ﬂuctuations from NMR ensembles) ob-
tained by averaging over ensemble and timescales that are out
of reach for current state-of-the-art MD simulations. We note,
however, that ﬂexibility analyses can also be performed on
ensembles of structures, e.g., derived by MD simulations,
which becomes advantageous in the case of metastable sys-
tems that show more sensitivity of the ﬂexibility analysis re-
sults to the underlying network representation (29).
With respect to the robustness, we have found that the
analysis results only weakly depend on the choice of the
energy threshold up to which hydrogen bonds are included
into the network. This is particularly encouraging given that
the energy function that is used for ranking the hydrogen
bonds has been derived for proteins (81) and so may be less
accurate for nucleic acids. In contrast, hydrophobic interac-
tions have turned out to be critical for a successful charac-
terization of the ﬂexibility of RNA structures, as already
found in the theoretical analysis of the A-form RNA. Still,
several improvements of the network representation can be
anticipated: 1), The strong repulsion between negatively
charged phosphate groups is assumed to contribute to
structural stability in nucleic acids (82). Modeling repulsion
is difﬁcult within the combinatorial approach followed in the
pebble game, however, because this leads to one-way in-
equalities (the distance cannot become shorter) compared to
two-way equalities (distance constraints) used so far (36). 2),
Base stacking interactions are known to be both dependent on
the type of the bases and the sequential context: Stacking
interactions in general increase in the order pyrimidine-
pyrimidine, purine-pyrimidine, purine-purine bases (55).
In addition, stacking interactions are larger for sequences rich
in G-C rather than A-U base pairs (83,84). Differences in
base stacking interactions could be modeled by using varying
numbers of pseudoatoms for the hydrophobic tethers. This
approach has not been pursued so far.
In regard to using the RNA parameterization for analyzing
DNA structures, one should notice that both types of mole-
cules express different ﬂexibility characteristics in response
to the presence or absence of the 29OH group (85). First,
modeling the sugar as rigid may not be appropriate for DNA
because the 29-deoxyribose is known to transit between the
two main conformations C39-endo and C29-endo (55). Sec-
ond, a recent MD study revealed that the differences between
ﬂexibility and rigidity in both types of nucleic acids are much
more complex than usually believed (86): RNA is very de-
formable along a small set of essential deformations, whereas
DNA has a more degenerate pattern of deformability. Thus,
more work clearly is needed in this area. Analyzing the
ﬂexibility of RNA in the presence of proteins is particularly
interesting. First, RNA structural and dynamical changes
associated with the recognition of cellular cofactors play an
important role in biology (16). Second, the ribosome is a
multi-complex composed of various RNAs and proteins, and
understanding its ﬂexibility characteristics is crucial to un-
derstanding its role as a molecular machine. In these cases,
we propose to model the RNA components in the network
according to the RNA parameterization presented here and
the protein components according to the protein-based one.
As the RNA/protein interface region is strongly stabilized by
the formation of hydrogen bond networks and intermolec-
ular hydrophobic cores (87), we suggest modeling these
interactions according to the protein-based parameteriza-
tion. We have analyzed such a composite network repre-
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sentation in terms of the large subunit of the ribosome (see
above).
Only recently, we have begun to understand the role of
conformational dynamics of RNA to achieve sufﬁcient
mechanistic and chemical complexity to undergo its diverse
functions. We are convinced that analyzing RNA ﬂexibility
by constraint counting provides an efﬁcient and reliable
means to help understand functional motions and aid in
structure-based efforts to ﬁnd drugs targeting RNA.
APPENDIX
Inﬂuence of the glycosidic torsion angle
The nucleobase preferentially adopts an anti-conformation with respect to
the ribose, in which the base is oriented away from the sugar. In the
alternative syn conformation, the base is oriented over the furanose ring
(55,88). Fluctuations about the glycosidic linkage do not occur indepen-
dently (89). Rather, the glycosidic torsion angle varies collectively with the
torsion angle ﬂuctuations in the sugar-phosphate backbone and in the sugar
rings (89). When compared to DNA, RNA structures have an enhanced rigid
body behavior of the nucleoside units, which is associated with a decreased
ﬂexibility of the glycosyl linkage and the sugar moieties (85).
These ﬁndings led us to investigate the inﬂuence of the representation of
the glycosidic bond in the RNA network on the outcome of the ﬂexibility
analysis. To address this question in comparison to the above results, we
performed analyses on topological RNA networks in which glycosidic bonds
are ﬁxed a priori (usingNHC,DHC, and EHB as in the RNA parameterization).
This resulted in rigid components that comprised at least the sugar ring and
the base. After rigid cluster decomposition, FRODA simulations were
performed, and atomic ﬂuctuations were compared to conformational var-
iabilities of NMR ensembles. The resulting R2-values are listed in the Table
S1 in Data S1. In 5 of 12 cases, R2-values that are at least.0.1 are observed
for FRODA simulations if the glycosidic bond is ﬁxed. In contrast, in one
case, worse results are obtained than if this bond is not restricted per se.
As depicted exemplarily in Fig. 6 a for the systems 1P5O and 1A60, this
improvement, however, mainly results from less scatter in the data points
describing conformational variabilities.3 A˚. At the same time, the predicted
mobilities are much too low, as demonstrated by correlation lines that are
rather ﬂat. Taken together, these ﬁndings suggest that RNA is predicted to be
overly rigid if the glycosidic bond is ﬁxed a priori.
Inﬂuence of the furanose ring ﬂexibility
In the topological RNA networks, we have so far modeled the ribose as a
ﬁve-membered overconstrained (i.e., rigid) ring (Eq. S3). This approach can
be justiﬁed by ﬁndings that the ribose only shows restricted motions within
RNA units (see above). Nevertheless, considering the ribose as rigid neglects
the effect of sugar puckering (55).
To test the inﬂuence of the ribose ring modeling on the outcome of the
ﬂexibility predictions of RNA, we also analyzed topological RNA networks in
which the ribose ring is considered ﬂexible. This is achieved by extending the
furanose ring by two dummy atoms, leading to a seven-membered ring with
one dof (Eq. S4). As the dummy atoms do not form noncovalent interactions
with their molecular environment, they do not inﬂuence the number of
hydrogen bonds and hydrophobic interactions in the network (Fig. 7). Overall,
this leads to a nucleotide adding seven dof to an RNA system (one due to the
glycosidic bond, one due to the ribose, ﬁve due to the phosphodiester bonds).
FIGURE 6 Atomic ﬂuctuations predicted by FRODA
simulations versus conformational variabilities as measured
in NMR for RNA structures 1P5O (left) and 1A60 (right).
For the FRODA simulations, a topological network repre-
sentation according to (a) the RNA parameterization with
ﬁxed glycosidic bond dihedral angles and (b) the RNA
parameterization with a ﬂexible sugar ring was used.
FIGURE 7 Topological network representation of a canonical A-form
RNA where the ribose ring is considered ﬂexible. This is achieved by
extending the furanose ring by two dummy atoms D. Constraints between
nearest neighbors are indicated by straight lines and constraints between
next nearest neighbors (angle constraints) by dashed lines. For reasons of
clarity, angle constraints are only indicated in the sugar and base scaffolds,
and hydrogen bonds between bases are omitted. Hydrophobic constraints are
indicated by black dashed-dotted lines. Flexible hinges are shown in red,
rigid regions in green, and overconstrained regions in blue.
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Not unexpectedly, if these topological RNA networks are analyzed using
NHC, DHC, and EHB as in the RNA parameterization presented above, the
RNA structures are predicted to be too ﬂexible (data not shown). We thus
sought to compensate for the additional dof per nucleotide by increasing the
number of stacking interactions between sequentially adjacent bases NHC to
two, which can result in up to four stacking interactions between adjacent
base pairs in A-form RNA. (We note that, in the latter case, both base pairs
form a rigid (overconstrained) cluster, because six dof of the two rigid objects
face eight (¼ 4 3 2) constraints due to the stacking interactions.) In fact, as
shown in Fig. 8, part of the core of tRNAASP and most of the acceptor stem is
now predicted to be rigid again. However, a more detailed analysis reveals
that the agreement with ﬁndings from experiment or other theoretical studies
(72,75) is worse than in the RNA parameterization used above. For example,
in the hinge region, only residue 8 is predicted to be ﬂexible whereas residue
48 is predicted to be rigid. Furthermore, the anticodon loop is predicted to be
largely rigid.
An explanation for these ﬁndings is given by the rigid cluster decompo-
sition of the tRNAASP structure (data not shown). Whereas rigid clusters
comprise backbone regions in the case of the RNA parameterization
introduced above, using seven-membered ribose moieties and NHC ¼ 2
results in (smaller) rigid clusters that are mostly conﬁned to the base regions.
Thus, modeling the ribose as ﬂexible and compensating for this effect by
additional stacking interactions ‘‘shifts’’ rigidity from the ‘‘outside’’ to the
‘‘inside’’ of RNA. In our opinion, such a shift is inappropriate, however. This
view is also corroborated by FRODA simulation results for the structures
1P5O and 1A60 (Fig. 6 b). Using a seven-membered ribose ring andNHC¼ 2
results for both structures in signiﬁcantly worse correlations (1P5O: R2 ¼
0.35; 1A60: R2¼ 0.53) than in the case of the RNA parameterization (1P5O:
R2 ¼ 0.52; 1A60: R2 ¼ 0.62).
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