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Notation
B Magnetic field
BG Magnetic field at the ground surface
E Electric field
Epot Potential electric field
Eind Induced electric field
E˜ Fourier transform of E (others in similar fashion)
j Current density
j‖ Field-aligned current density
J Surface current density
J eq Equivalent current density
JCF Curl-free part of current density
JDF Divergence-free part of current density
J cf Curl-free elementary current system
Jdf Divergence-free elementary current system
σH , σP Hall and Pedersen conductivities
ΣH , ΣP Hall and Pedersen conductances
eˆx, eˆy, eˆz Cartesian unit vectors
eˆ⊥, eˆ‖ Unit vectors perpendicular and parallel to the backgroundB
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List of acronyms
ASC All-sky camera
CECS Cartesian elementary current system
CF Curl-free
DF Divergence-free
EISCAT European Incoherent Scatter
FAC Field-aligned current
IMAGE International Monitor for Auroral Geomagnetic Effects
MHD Magnetohydrodynamics
MIRACLE Magnetometers - Ionospheric Radars- Allsky Cameras Large Experiment
SECS Spherical elementary current system
STARE Scandinavian Twin Auroral Radar Experiment
SuperDARN Super Dual Auroral Radar Network
WTS Westward traveling surge
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Summaries of the original
publications
This thesis consist of an introductory part and the following five research articles:
PAPER I
Vanhamäki H., O. Amm and A. Viljanen, “One-dimensional upward continua-
tion of the ground magnetic field disturbance using elementary current systems”,
Earth, Planets and Space, 55, 613–625, 2003.
This paper presents a new version of the elementary current method for determin-
ing ionospheric equivalent currents. In the new method ionospheric currents are
assumed to be 1-dimensional (only meridional variations), so that measurements
from just a single meridional chain of magnetometers are needed. In contrast
to previous models, the new 1D SECS method takes spherical geometry into ac-
count. The new method is compared against an earlier 1-dimensional analysis
method based on Fourier-transform. We conclude that the 1D SECS method is
superior to the earlier approach.
PAPER II
Vanhamäki H. and O. Amm, “A newmethod to estimate ionospheric electric fields
and currents using data from a local ground magnetometer network”, Ann. Geo-
phys., 25, 1141–1156, 2007.
In Paper II we present a new formulation of the traditional KRM method. The
task is to determine the ionospheric electric field and currents using ground mag-
netic measurements and ionospheric conductances as input data. Our formulation
is based on the elementary current systems, and it differs from the traditional
KRM method both in the mathematical approach and in the numerical solution
algorithm. These new features make our calculation method well suited for lo-
cal studies, where the traditional KRM formulation is error-prone due to a strong
dependence on (unknown) boundary conditions. This is demonstrated in several
model situations.
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PAPER III
Vanhamäki H., A. Viljanen and O. Amm, “Induction effects on ionospheric elec-
tric and magnetic fields”, Ann. Geophys., 23, 1735–1746, 2005.
This paper contains our first estimates of the role of inductive effects in iono-
spheric electrodynamics. We estimate both the ionospheric self-induction (pri-
mary process) and ionospheric effects of ground induction (secondary process).
Our results are quite approximative, and should be considered as order of mag-
nitude estimates. Nevertheless, we can conclude that ionospheric self-induction
may produce significant electric fields in some situations. Inductive coupling be-
tween the ionosphere and solid earth does not seem to produce significant effects
in ionospheric electric fields, but it does affect the magnetic field measurements
by low-orbit satellites.
PAPER IV
Vanhamäki H., O. Amm and A. Viljanen, “New method for solving inductive
electric fields in the non-uniformly conducting ionosphere”, Ann. Geophys., 24,
2573–2582, 2006.
Here we present a new way of calculating induced electric fields in the ionosphere.
With the new method the induced electric field is calculated self-consistently, in
contrast to approximative methods used in Paper III. The new method is vali-
dated by comparing it with previous results of Alfvén wave reflection from the
ionosphere. In contrast to previous approaches, the input parameters of the new
method can be obtained from ground-based measurements.
PAPER V
Vanhamäki H., O. Amm and A. Viljanen, “Role of inductive electric fields and
currents in dynamical ionospheric situations”, Ann. Geophys., 25, 437–455, 2007.
In this paper we apply the method developed in Paper IV to several typical ion-
ospheric phenomena. We conclude that ionospheric self-induction plays an im-
portant role in the most dynamical ionospheric situation, like in the westward
traveling surge. Induction affects not only the ionospheric electric field, but also
the field aligned currents and ionosphere-magnetosphere coupling.
In Papers I-V the author wrote main parts of the text, with factual and editorial
assistance from the co-authors. In Papers I and III the author carried out the
study following outlines given by the co-authors. In Papers II, IV and V the co-
authors acted as supervisors, while the author was responsible for inventing the
new theoretical methods as well as planning and performing the practical work.
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Chapter 1
Introduction
This thesis deals with theoretical approaches in modeling ionospheric electrody-
namics. In the research Papers I-V we have concentrated on two main themes:
Development of new data-analysis techniques and study of inductive phenomena
in the ionospheric electrodynamics. Several different data analysis techniques are
needed in ionospheric research, in order to extract relevant information from the
different sets of measurements that are available. The new techniques developed
in this thesis improve the previous ways of obtaining ionospheric currents and
electric fields from ground magnetic measurements. In the past it has been usu-
ally assumed that inductive phenomena are negligible in the ionosphere. This
assumption is used in many data analysis methods, because the analysis can be
simplified by representing ionospheric electric field in terms of a potential. How-
ever, recently it has been realized that in some situations inductive phenomena
may play an important role in ionospheric electrodynamics. The development of
new calculation techniques for induction studies and their application to different
ionospheric phenomena forms the second part of the thesis. The two lines of study
are connected by a common mathematical technique, the use of elementary cur-
rent systems (ECS), that are a set of special vector basis functions for representing
2-dimensional vector fields.
In this introductory part we provide a background for the studies performed
in Papers I-V, and connect them to other research activities in the field of ion-
ospheric physics. We begin by giving a brief overview of the near Earth space
environment and discuss the electric properties of the ionosphere in Sections 1.1
and 1.2. Several different experimental techniques and theoretical methods have
been developed over the years for ionospheric studies. In Chapter 2 we review
some of these methods, as well as some models of typical ionospheric phenom-
ena. In Chapter 3 we discuss the new data-analysis techniques introduced in Pa-
pers I and II. Ionospheric self-induction and the inductive coupling between the
ionosphere and solid earth were studied in Papers III-V, and are discussed further
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in Chapter 4. Chapter 5 is conclusions and outlook. In Appendix A we summarize
some properties of the Cartesian elementary current systems (CECS), that form a
central part of the numerical methods used in the thesis.
1.1 Ionosphere and near Earth space environment
The ionosphere is the upper part of the atmosphere, where a significant fraction of
the gas is ionized. Solar ultraviolet (UV) radiation and energetic particle precip-
itation from the magnetosphere are the main ionizing agents. Some ionization is
also caused by solar X-rays and energetic particles together with galactic cosmic
rays. The level of ionization depends not only on the production of electron-ion
pairs, but also on the rate of recombination and different transport phenomena (see
e.g. Schunk and Nagy, 2000).
The ionosphere is often considered to consist of several layers, that have differ-
ent electrodynamic properties. Figure 1.1 illustrates typical daytime and nighttime
electron density profiles at high latitudes. The density of free electrons has a max-
imum at about 200-450 km altitude, and the region around this maximum is called
the F-layer. The typical density of free electrons in the F-layer is 1012 m−3, which
means that only about 0.1-1% of the gas is ionized. However, even this ionization
fraction is enough to turn the gas into plasma, where collective electromagnetic
phenomena affect the behavior of the gas in a significant manner. Above the
F-layer density maximum the high-latitude auroral ionosphere merges with the
magnetosphere without any clear upper boundary. Below the F-layer there is of-
ten a secondary maximum of the electron density in the E-layer, at about 90-140
km altitude. In the auroal regions large electric currents may flow in the E-layer,
and therefore our main attention will be in this region. Below the E-layer, at 50-
90 km altitude, there is still a weakly ionized D-layer that is usually present only
during day time. It should be noted that the ionospheric electron density is highly
variable. There are more or less regular seasonal and diurnal cycles, together with
a roughly 11-year cycle associated with the solar activity. The daily variations
at high latitudes are illustrated in Fig. 1.1. During night photoionization by solar
radiation stops, and recombination decreases the density of free electrons. Addi-
tionally, at the auroral regions magnetospheric particle precipitation shows large
spatial and temporal variations, which may lead to significant enhancements in
the ionospheric electron density.
It is impossible to discuss ionospheric physics without some discussion about
the magnetosphere and solar wind. The magnetosphere is formed when the solar
wind interacts with the Earth’s magnetic field. The magnetized plasma forming
the solar wind cannot freely move across magnetic fields, so the Earth’s field forms
an obstacle around which the solar wind flows. The solar wind deforms the Earth’s
12
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Figure 1.1: Typical height profiles of the ionospheric electron density for local
noon and midnight above Helsinki. Profiles are from the international reference
ionosphere (IRI) 2001 model, calculated for 1.3.2007 using solar and geomagnetic
activity levels appropiate for that day. IRI is described by Bilitza (2001) and the
computer code is available at [1].
dipolar magnetic field by compressing it in the day side and stretching it into a
long tail in the night side, as schematically shown in Fig. 1.2. This deformation
creates large current systems inside the magnetosphere, and part of these currents
flow along magnetic field lines into (or out of) the polar ionospheres (e.g. Cowley,
2000). The solar wind exhibits large variations in speed, density and ambient
magnetic field, and these changes affect the energy transport from the solar wind
to the magnetosphere (e.g. Palmroth, 2003). Consequently, changes in the solar
wind affect also the magnetospheric and ionospheric current systems, and may
result in geomagnetic storms and other disturbances, as discussed in Section 2.3.
The most readily observed result of this interaction chain are the aurorae, which
are created when high-energy particles injected from the magnetosphere collide
with atmospheric particles.
In addition to the magnetospheric connection, the ionosphere also interacts
13
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Figure 1.2: Schematic presentation of the Earth’s magnetosphere and its most
important current systems. Illustration by Teemu Mäkinen.
with the neutral atmosphere. The neutral and charged components interact through
particle collisions, which decrease rapidly with altitude. The far more massive
neutral gas provides background composition and a heat sink to the ionosphere.
Magnetospheric particle precipitation and Joule heating by ionospheric currents
heat the upper atmosphere, modifying the wind patterns and also the ion compo-
sition (Schunk and Nagy, 2000). These heating mechanisms are enhanced during
geomagnetic storms and substorms, when large amounts of energy are transported
from the solar wind to the magnetosphere-ionosphere system. The neutral wind
dynamo driven by thermospheric winds also affects the ionospheric electric fields
and currents (e.g., Richmond, 1989). For example, on magnetically quiet days the
neutral wind dynamo (driven by solar radiation) is responsible for the solar quiet
(Sq) current system in the ionosphere (e.g., Campbell, 1989). The large mass
of the neutral gas also enables a flywheel effect: An intense geomagnetic storm
transfers momentum into the high latitude neutral atmosphere, and after the storm
the enhanced convection drives the neutral wind dynamo for several hours (Lyons
et al., 1985).
Above we have given a very short overview of the near-Earth space environ-
ment, together with some references on more specific topics. Broader textbooks
on the above subjects are e.g. Schunk and Nagy (2000) on the ionosphere, Ohtani
et al. (2000) on the magnetosphere and ionosphere-magnetosphere coupling as
well as Parks (1991) and Baumjohann and Treumann (1997) on space physics in
general. Paschmann et al. (2002) give an extensive review of auroral phenomena
in the high latitude ionosphere and related magnetospheric processes. The English
14
version of the free encyclopedia Wikipedia [2] has several introductory articles on
space physics. Also the Oulu Space Physics Textbook [3] features several intro-
ductory texts, together with more detailed articles on various topics.
1.2 Electric fields and currents in the ionosphere
In this section we give a brief introduction to the main aspects of ionospheric
electrodynamics. A more thorough introduction is given e.g. by Richmond and
Thayer (2000) and Paschmann et al. (2002). As mentioned above, ionospheric
electric currents are concentrated in the E-layer. To a good approximation the
ionospheric Ohm’s law, relating the electric field E and current density j, can be
written as
j = σPE⊥ + σH eˆ‖ ×E⊥ + σ‖E‖. (1.1)
The electric field is divided into two parts, E⊥ perpendicular to the background
magnetic field and E‖ parallel to it. The ionospheric conductivity tensor con-
sists of three elements, Pedersen conductivity σP alongE⊥, Hall conductivity σH
along eˆ‖ ×E⊥ and field aligned conductivity σ‖ in the direction of the magnetic
field.
The different conductivities appearing in Eq. (1.1) can be derived from the
motion of the individual particles in external electric and magnetic fields (e.g.
Parks, 1991). The Pedersen and Hall conductivities depend mostly on the electron
density and collision frequencies between charged and neutral particles. Above
the E-layer the gas density is so low that the collision frequencies are negligible,
which results in very low conductivities σP and σH . In this region the electrons
and ions move under the E × B drift (e.g. Baumjohann and Treumann, 1997),
without carrying any net current. Below the E-layer the conductivities decrease
rapidly, as the electron density drops and both ions and electrons become collision
dominated. Between these two regimes, where there are enough free charges to
carry the current and also a sufficient number of collisions to disrupt the drift,
the Pedersen and Hall conductivities have a maximum. Figure 1.3 shows typical
altitude profiles of the conductivities.
The altitude range where the perpendicular conductivities σP and σH are near
their maximum values is only about 20-50 km wide. This is a rather narrow re-
gion, when compared with the total extent of the ionosphere. For this reason it is
common to use a thin-sheet approximation, where we assume that the horizontal
currents flow at a thin spherical shell at some fixed altitude. If we assume that the
electric field varies much more slowly with altitude than the conductivities, we
may write the height-integrated horizontal part of Ohm’s law as
J = ΣPE⊥ − ΣH eˆr ×E⊥. (1.2)
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Figure 1.3: Typical altitude profiles of the ionospheric Pedersen and Hall con-
ductivities together with the field aligned conductivity. These profiles correspond
(roughly) to the daytime electron density profile in Fig. 1.1. Conductivities were
calculated with a model provided by [4].
Here J is the horizontal sheet current density and the Hall and Pedersen conduc-
tances are defined as
Σ( PH )
=
∫
E−layer
σ( PH )
dz.
Furthermore, in Eq. (1.2) we have made the frequently used assumption of a radial
magnetic field by replacing eˆ‖ with −eˆr (minus sign is for northern hemisphere).
This assumption is exactly valid only at the magnetic poles. Elsewhere the incli-
nation of the field affects the Hall and Pedersen conductivities in Eq. (1.2). The
necessary modifications have been studied e.g. by Amm (1998), who concluded
that the effects are small with inclinations χ > 70◦. Another commonly used ap-
proximation is to neglect the curvature of the ionosphere in small scales (. 1000
km), and use Cartesian instead of spherical geometry.
Charged particles are free to move along the magnetic field, but not across it.
For this reason the field-aligned conductivity σ‖ above the D-layer is many orders
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of magnitude larger than σP or σH , as can be seen also in Fig. 1.3. Consequently, it
is often assumed that the electric field E‖ parallel to the magnetic field vanishes,
and instead of Ohm’s law the parallel component of the current, j‖, is given by
current continuity,
j‖ = −∇ · J . (1.3)
Current continuity is a very good approximation, for typical ionospheric electric
fields can be supported with just ∼ 10−13 C/m2 surface charge densities1. This
should be compared with typical FAC densities of ∼1 A/km2, which gives a char-
acteristic time scale of
|surface charge|
|FAC| ≈
10−13C/m
1A/km2
= 10−7 s. (1.4)
So even small deviations from Eq. (1.3) would create large electric fields very
quickly.
Large scale temporal variations in ionospheric current systems occur usually
in time-scales of few minutes, or more. Therefore inductive effects are generally
expected to be small, and another common assumption is to consider the electric
field to be given by a potential,
E = −∇φ. (1.5)
This is usually a valid assumption and it is a central part of many data-analysis
methods, as discussed in Section 2.2. If we can assume that E‖ = 0 and Eq. (1.5)
is valid, the magnetic field lines are equipotentials. This means that the electric
field can be mapped along the magnetic field lines between ionosphere and differ-
ent regions of the magnetosphere. However, the above conditions are not generally
valid in the magnetosphere, and the mapping procedure is more complicated (see
e.g. Toivanen et al., 1998). Moreover, in some very dynamical situations induc-
tive effects may play a large part also in ionospheric electrodynamics, in which
case Eq. (1.5) is no longer valid even in the ionosphere. We discuss ionospheric
induction further in Papers III-V and in Section 4.
Here we have reviewed some general properties of ionospheric electric fields
and currents, together with some commonly used approximations. Typical iono-
spheric phenomena are discussed in Section 2.3.
1Surface charge density can be calculated from the divergence of the electric field. See Untiedt
and Baumjohann (1993) for a further discussion.
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Chapter 2
Measurements, theory and models
In this chapter we first briefly review some of the most important measurement
techniques used in the ionospheric research. In Section 2.2 we discuss some se-
lected analysis methods, that are widely used to derive ionospheric electrody-
namic parameters from ground or space based measurements. The new analysis
methods developed in Papers I and II are discussed separately in Chapter 3. Fi-
nally in Section 2.3 we present an overview of typical ionospheric phenomena
and models of some specific events based on measurements and data analysis. In
Papers I-V we have tested the new data analysis methods and studied ionospheric
induction using these models as examples of typical ionospheric phenomena.
2.1 Overview of selected measurement techniques
In order to get an accurate picture of ionospheric electrodynamics, we need to
observe several different physical quantities with a good spatial and temporal res-
olution. This is most readily realized with large instrument networks, such as
the MIRACLE network [5] illustrated in Fig. 2.1. MIRACLE consists of magne-
tometers, all-sky cameras (ASC) and radars situated in the northern Europe. Also
various other instruments that are not part of the MIRACLE network operate in
the same area (e.g. the EISCAT incoherent scatter radars [6] and SuperDARN
radars [7]). In this section we will briefly describe some of these instruments.
In addition to the various ground-based instruments described here, satellite mea-
surements provide invaluable information about the magnetosphere-ionosphere
system. Thorough discussions of combined ground and satellite-based observa-
tions are given e.g. by Paschmann et al. (2002) and Amm et al. (2005). Figure
2.2 is a schematic summary of the most important ionospheric electrodynamic
parameters and the instruments used to measure them.
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Figure 2.1: The MIRACLE instrument network (Magnetometers - Ionospheric
Radars - Allsky Cameras Large Experiment, [5]). Circles give the field of view
of each all sky camera. Also the combined field of view of the STARE radars
(decommissioned in May 2005) is shown. Illustration by Lasse Häkkinen.
2.1.1 Magnetic measurements
Magnetometers are used to measure the magnetic variations produced by different
current systems in the Earth and near space. Wide magnetometer networks, such
as illustrated in Fig. 2.1, are used to monitor the geomagnetic activity almost
globally. Data from different magnetometer stations is available e.g. at [8] or [9].
There are several different mechanisms that can be used as the operation prin-
ciple of a magnetometer. One commonly used construction is the fluxgate magne-
tometer (e.g. Campbell, 1997). It consists of a primary drive coil and a secondary
sense coil that are wound around a common core. AC current is fed to the drive
coil, so that the core is saturated in each cycle. Even a weak external magnetic
field parallel to the core axes will cause asymmetry in the saturation, so that the
core saturates more easily in the direction of the external field. This asymme-
try depends on the strength of the external field, and can be measured using the
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Figure 2.2: Different physical quantities relevant to ionospheric electrodynamics,
and the instruments used to measure them.
secondary coil. Thus a fluxgate magnetometer is able to measure the vector com-
ponents of the magnetic field, with accuracy up to 0.1 nT.
Different magnetic indices provide simple, quantitative estimates of ionospheric
and magnetospheric activity. Perhaps the most widely used indices are the Dst
and AE indices. The Dst index is mainly affected by the magnetospheric ring
current and cross tail current (see Fig. 1.2). It is a measure of the global magneto-
spheric activity and is used to monitor development of geomagnetic storms (Sec-
tion 2.3.1). The AE index, and the related AL and AU indices, are used to monitor
auroral electrojet currents and substorm activity (Section 2.3.2) at high magnetic
latitudes. The Dst and AE indices are constructed by taking the maximum instan-
taneous deviation from the quiet time base level at selected observatories around
the world. The Dst index is based on measurements at four mid-latitude obser-
vatories, while 11 observatories near the northern auroral oval contribute to the
the AE index. Dst, AE and other magnetic indices are available at [4], together
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with further discussion and references. Different geomagnetic indices are also dis-
cussed by Mayaud (1980) and Gonzalez et al. (1994). More advanced techniques
developed for analyzing magnetic data are discussed in Section 2.2 and 3.1, as
well as in Paper I.
2.1.2 Measurements using radio waves
The ionosphere affects the propagation of radio waves that are transmitted through
it. For example, at the HF band around 3-30 MHz the ionosphere reflects radio
waves efficiently, enabling direct long distance radio communication. On the other
hand, this means that radio waves can be used to measure various ionospheric
parameters. A thorough discussion of radio wave propagation in the ionosphere is
given e.g. by Davies (1996).
Ionosonde
Different ionospheric radars transmit radio pulses to the ionosphere and measure
the reflected (or scattered) echo. Perhaps the simplest instrument of this kind is
the ionosonde, which transmits short pulses with different frequencies directly
upwards. The altitude where the pulses are reflected back to the ground depends
on the transmission frequency and ionospheric electron density. As the electron
density increases with altitude, higher frequencies are reflected at increasingly
higher altitudes, until at some critical frequency the pulses are able to penetrate the
F-layer density maximum and escape to space. From the echo times at different
frequencies it is possible to calculate the ionospheric electron density as a function
of altitude (e.g. Davies, 1996). Ionosonde data is available at [10].
Incoherent scatter radars
Incoherent scatter radars like EISCAT, [6], operate at higher frequencies than
ionosondes. Instead of a nearly total reflection, only a small part of the transmit-
ted power is scattered by thermal fluctuations in the ionospheric electron density,
and can be received at the ground. Consequently, powerful transmitters and sen-
sitive receivers with large antennas are required. From incoherent scatter radar
measurements it is possible to estimate the ion flow speed in the line of sight di-
rection, electron density, ion and electron temperature and other parameters with
a good spatial resolution along the beam. Measurements can be done only in one
specific direction at a time, although new radars that use phased antenna arrays
are able to switch the beam direction very rapidly. An introduction to incoherent
scatter radars and analysis of the measurements is given by Nygrén (1996).
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Coherent scatter radars
Coherent scatter radars, such as the SuperDARN network ([7], Greenwald et al.,
1995) and the STARE radars (Fig. 2.1, [5]), operate usually at the HF band.
The radar signal is transmitted at low elevation angles, so that it travels almost
horizontally in the ionosphere. Disturbances in the ionospheric electron density
scatter the radio waves, reflecting part of the signal back to the transmitter. The
Doppler shift in the received signals gives an estimate of the line of sight veloc-
ity of plasma, which can be converted into the electric field by assuming E ×B
drift. If two or more radars measure the plasma motion from different directions,
2-dimensional velocity and electric field distributions can be obtained. In global
studies, gaps in the radar data are usually treated by fitting an electric potential
model (parametrized on e.g. solar wind properties) into the data (Ruohoniemi and
Baker, 1998).
Other instruments
In addition to radars, also other radio systems can be used in ionospheric stud-
ies. For example, riometers (e.g. Browne et al., 1995) are passive instruments
that monitor steady galactic radio noise, and measure the variation of the signal
strength caused by ionospheric absorption. Also the propagation delays in naviga-
tional signals transmitted by the GPS and other satellites may be used to monitor
the variations of the electron density in the ionosphere (e.g. Nygrén at al., 2000;
Jakowski et al., 2002; Kersley et al., 2005; Stolle at al., 2005).
2.1.3 All sky cameras
Auroras have been studied using optical images since the beginning of the 20th
century. All-sky cameras (ASC) take images of the whole sky at some specific
wavelengths (e.g. at 486, 558 and 630 nm) and also at the white light, usually
every 10-30 seconds or so. The observational area of a single ASC is about 600
km in diameter (at about 110 km altitude), as illustrated in Fig. 2.1.
ASC images form a basis for classifying different auroral phenomena, such
as arcs, spirals and Ω-bands, which are created by different processes in the
magnetosphere-ionosphere system (Akasofu and Kimball, 1964). Machine vi-
sion methods have been developed for detecting different types of auroral forms
from the huge ASC image data bases, see e.g. Syrjäsuo and Donovan (2004) and
references therein. Images from ASC networks can also be used to reconstruct the
energy flux of the precipitating particles (Janhunen, 2001; Partamies et al., 2004).
The obtained energy fluxes and characteristic energies can (at least in principle)
be used to estimate the ionospheric conductances (Robinson et al., 1987), which
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Table 2.1: Table of different analysis methods, adapted from Amm et al. (2003).
See Section 2.2 for details.
Input Assumptions Output Name of method Remarks
BG - Jeq,ion, Jeq,int
Field continuation No true currents,
and separation no FAC
BG, {E, ΣP , ΣH {E}, J , j‖ AMIE Optimization method,satellite data} ∇×E = 0 also with sparse data
BG, j‖, {E} - J , {Σp, ΣH} Elementary currentmethod
BG
ΣP , ΣH
E, J , j‖ KRM
Boundary conditions
∇×E = 0 critical if non-global
j‖
ΣP , ΣH
E, J -
Boundary conditions
∇×E = 0 critical if non-global
Method of
BG,E characteristics α assesible from
α = ΣH/ΣP ΣH , ΣP , J , j‖ (Jeq-based) ASC orBG data
j‖, E (FAC-based)
in turn are used as input in many analysis methods, as discussed in Section 2.2.
2.2 Overview of selected analysis methods
It is not always possible to measure directly those ionospheric parameters that we
are most interested in. For example, magnetic measurements do not directly give
the ionospheric currents, but instead we have to develop some theoretical frame-
work so that we can estimate the currents from the magnetic disturbances they
cause. In this thesis we are mostly interested in the electrodynamical parame-
ters of the ionosphere, which are the electric field E, horizontal currents J , field
aligned currents (FAC) j‖ and conductances ΣP and ΣH . These quantities are not
independent, as they are connected by Ohm’s law (Eq. 1.2) and current continu-
ity (Eq. 1.3). In some studies other parameters, like temperature and chemical
composition, might be of interest.
Over the years several methods have been developed to estimate various pa-
rameters or their combinations from different sets of measured or modeled data.
Here we discuss some of the most commonly used techniques. In papers I and II
we developed two new analysis techniques, which will be discussed in more detail
in Chapter 3. Table 2.1 gives an overview of selected analysis methods. The table
is adapted from Amm et al. (2003), while also Untiedt and Baumjohann (1993)
discuss most of these methods.
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Figure 2.3: Example of a real ionospheric current distribution (left panel) and an
equivalent current distribution (right panel) that produce the same magnetic field
below the ionosphere. On the left panel upward FAC are marked in blue and
downward FAC in red.
2.2.1 Equivalent currents from magnetic measurements
The ground magnetic data BG is most conveniently used in form of ionospheric
equivalent currents J eq,ion. By definition, ionospheric equivalent currents are
divergence-free horizontal sheet currents, that produce the same magnetic field
below the ionosphere as the real (unknown) 3-dimensional current system. Only
the equivalent currents can be determined using ground magnetic measurements
alone. Some additional data on ionospheric conductances, FAC or electric field
is needed in order to determine the real 3-dimensional current system. In ad-
dition to external ionospheric and magnetospheric currents, there are also inter-
nal sources of magnetic disturbances due to induced currents in the Earth. They
can be represented in terms of internal equivalent currents J eq,int. The measured
ground magnetic field can be uniquely separated into internal and external parts
(e.g. Pulkkinen et al., 2003b). The equivalent currents and various techniques to
determine them are discussed separately in Section 3.1.
2.2.2 AMIE
One way of solving the ionospheric parameters is “trial and error” analysis, where
distributions of conductivities, electric field etc. are varied, until a satisfactory
agreement with observations is achieved (Untiedt and Baumjohann, 1993). In a
way, the AMIE procedure (Assimilative Mapping of Ionospheric Electrodynam-
ics, introduced by Richmond and Kamide, 1988) is an objective way of doing the
optimization in a least squares sense. In AMIE different types of measurements
are assimilated, together with some statistical models. This means that AMIE is
very flexible, and can make use of sparse data sets that cover only a part of the
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analysis region. AMIE requires the ionospheric Pedersen and Hall conductance
distributions as input. In practice these are quite difficult to obtain from direct
measurements, and typically some statistical models (perhaps modified by local
measurements) are used (e.g. Richmond et al., 1988; Lu et al., 2001).
2.2.3 Elementary current method
If the ground magnetic field BG and FAC are known, the horizontal ionospheric
current density J can be calculated: Equivalent currents give the curl of the true
currents as in Eq. (2.3), and FAC give the divergence according to Eq. (1.3). If∇×
J and∇·J are known globally, J is uniquely determined. If data is available only
in some limited region the solution is not unique, for a Laplacian field with zero
curl and divergence inside the analysis area can be added to it. The solution for J
is most readily obtained using the elementary current systems introduced by Amm
(1997) (see also Appendix A). In this elementary current method, developed by
Amm (2001), the ionospheric current is obtained directly from the data, without
any assumed parameters. If also measurements of the electric field are available
(e.g. from radars), the ionospheric conductances are obtained from Eq. (1.2).
2.2.4 KRM and method of characteristics
The three methods in the bottom of Table 2.1 are related to each other. From
Ohm’s law Eq. (1.2) one obtains the following expressions for the curl and diver-
gence of the ionospheric current
(∇× J)z = (∇ΣP ×E)z + ΣP (∇×E)z +∇ΣH ·E + (2.1)
+ΣH∇ ·E
j‖ = ∇ΣP ·E + ΣP∇ ·E − (∇ΣH ×E)z − (2.2)
−ΣH (∇×E)z
Here we have used the Cartesian coordinate system, but in global studies these
equations are written in the spherical coordinate system. As explained in Section
3.1.2, at high magnetic latitudes we may approximate
(∇× J)z = (∇× J eq)z . (2.3)
This means that the curl of the real horizontal current system can be determined
directly from ground based magnetic measurements. Equations (2.1)-(2.3) are
used as the starting point in many analysis methods, which differ mainly in the
assumptions on available data.
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KRM
The KRM method (named after Kamide, Richmond and Matsushita) was intro-
duced by Kamide et al. (1981). In the KRM method the ionospheric equivalent
currents and ionospheric conductances are assumed to be known. If the iono-
spheric electric field is assumed to be given by a potential, as in Eq. (1.5), then
Eqs. (2.1) and (2.3) give a second order partial differential equation for the poten-
tial. In global or hemispheric studies this equation can be integrated straightfor-
wardly, but in regional scales boundary conditions for the potential are problem-
atic (Murison et al., 1985). Also conductance distributions are difficult to obtain
from measurements, so statistical models are commonly used. In Paper II we
present a different formulation of the KRM problem, together with a new numeri-
cal technique based on the elementary current systems. The original KRMmethod
and our new formulation are further discussed in Section 3.2.
“FAC-based KRM”
We can obtain a sort of FAC based KRM method from Eq. (2.2), if instead of
equivalent currents the FAC are known (the unnamed method in Table 2.1). Also
in this method the conductances are assumed to be known and the electric field is
given by a potential. The use of the method is limited by the availability of global
FAC measurements, and in smaller scales boundary conditions are a problem, as
in the KRM. For example Rich and Kamide (1983) have used the method with
statistical FAC and conductivity models, while some further references are given
in Untiedt and Baumjohann (1993). Also global magnetospheric magnetohydro-
dynamic simulations usually solve the ionospheric current systems in this manner
(Janhunen, 1998).
Method of characteristics
The method of characteristics was introduced by Inhester et al. (1985) for lo-
cal studies in the Cartesian geometry. It was later generalized by Amm (1998)
for the spherical geometry. In the method of characteristics the input quantities
are the ionospheric electric field, equivalent currents and the conductance ratio
α = ΣH/ΣP . The electric field may be non-potential, so that ∇ × E 6= 0. With
these known input parameters, Eq. (2.1) forms a first order partial differential
equation for the Hall conductance ΣH , which is solved by integration along the
characteristic lines of the equation (hence the name of the method). The conduc-
tance ratio α is much easier to estimate than the conductances themselves (Lester
et al., 1996; Ahn et al., 1998). Amm (1995) also concluded that the calculation
method is not very sensitive to errors in α. The integration process begins from
the boundaries of the calculation area, where boundary values for ΣH must be
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Figure 2.4: Schematic presentation of the magnetospheric and ionospheric con-
vection during a southward IMF. Numbers in the left panel follow the flow of the
magnetic field from the dayside magnetopause to the magnetotail and back. The
right panel shows the corresponding convection in the polar ionosphere. Illustra-
tion by Minna Palmroth, after Dungey (1961).
assumed. However, the effect of different boundary conditions on the solution is
usually not significant, and the affected areas can be identified. Further details and
application examples are given by Inhester et al. (1985), Untiedt and Baumjohann
(1993) and Amm (1995, 1998). There is also a FAC-based version of the method
of characteristics, introduced by Amm (2002). In this version the equivalent cur-
rents are replaced by FAC in the input data set, and Eq. (2.2) is used instead of
Eq. (2.1).
2.3 Typical ionospheric phenomena andmodels used
in the thesis
As described in Section 1.1, ionospheric activity is to a large extent controlled
by the solar wind and its interaction with the magnetosphere. Even during quiet,
steady conditions the magnetosphere is heavily deformed by the solar wind, as
illustrated in Fig. 1.2. The solar wind transfers energy and momentum into the
magnetosphere, setting the plasma into convective motion. This convection is
mapped to the ionosphere along the magnetic field, so that ionospheric convec-
tion forms a two-cell pattern around geomagnetic poles (Cowley, 2000). The main
flow is across the polar cap from noon towards midnight, and the return flow takes
place at lower magnetic latitudes. When the interplanetary magnetic field (IMF)
in the solar wind points southward, reconnection at the sunward part of the magne-
topause leads to efficient energy and plasma transport to the magnetosphere (e.g.
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Figure 2.5: Schematic presentation of the average auroral current system. From
Baumjohann and Treumann (1997)
Palmroth, 2003). This situation is illustrated in Fig. 2.4. The enhanced energy
transfer to the magnetosphere may lead to increased magnetic activity, such as
magnetic storms and substorms discussed below. The real ionospheric convection
pattern is of course quite complicated. This can be seen from real-time convection
maps obtained with the SuperDARN network, available at [7].
A part of the magnetospheric currents illustrated in Fig. 1.2 is connected to
the polar ionospheres, and also the large scale magnetospheric convection electric
field is mapped to the ionosphere along the field lines (Cowley, 2000). Together
these imposed currents and electric fields create a large scale current system in
the auroral ionosphere, as illustrated in Fig. 2.5. The ionospheric Pedersen and
Hall conductances are enhanced in the auroral oval due to the energetic (some
tens of keV) particle precipitation. The main ionospheric current system consists
of an eastward electrojet in the evening sector and a westward electrojet in the
morning sector. The FAC system is dominated by Region 1 and Region 2 currents
(Iijima, 2000), which are situated at the poleward and equatorward edges of the
oval, respectively.
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Figure 2.6: The Dst index and the different phases of the magnetic storm that
occured on May 15-16, 1997. Figure is provided by Emilia Huttunen.
2.3.1 Geomagnetic storms
Geomagnetic storms are global magnetic disturbances that typically last 1-3 days,
sometimes even longer (Gonzalez et al., 1994). Storms are caused by solar erup-
tions, like flares and coronal mass ejections, or high speed streams from coronal
holes. These create shock waves and pressure pulses in the solar wind, that reach
the Earth orbit in a few days. A geomagnetic storm often begins with a sudden
storm commencement (SSC), which is seen as a few tens of nT increase in the
Dst index (described in Section 2.1.1). The increase is caused by the sudden com-
pression of the magnetosphere and the consequent increase of the magnetopause
current, as the solar wind pressure pulse arrives. The main phase of the storm
begins some tens of minutes later, when enhanced energy transfer from the solar
wind starts to intensify magnetospheric current systems. This is seen as a strong
decrease in the Dst index, which may drop well below -100 nT during intense
storms (Gonzalez et al., 1994). The recovery phase begins when the solar wind
energy input decreases, and the Dst index starts to slowly increase. Figure 2.6
shows the evolution of the Dst index during the different phases of a magnetic
storm that occured on May 15-16, 1997.
Not all shock fronts or pressure pulses that hit the Earth’s magnetosphere cause
geomagnetic storms. The most important factor in the geoeffectiveness of differ-
ent solar wind structures is the IMF orientation, as was demonstrated by Gonza-
lez and Tsurutani (1987). A southward IMF enables magnetic reconnection at the
sunward magnetopause, making energy transport into the magnetosphere more ef-
ficient. During northward IMF orientation reconnection is weaker and takes place
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at the flanks of the magnetosphere. Different drivers of magnetospheric storms
are discussed by Huttunen (2005), while Huttunen et al. (2002) give a thorough
discussion of the whole chain of events from the Sun to the ionosphere for a large
storm in April 2000.
2.3.2 Substorms
Substorms are the other main class of large scale magnetic disturbances. In the
magnetosphere substorms are seen as large scale reconfigurations of the current
systems in the magnetotail, releasing energy and accelerating particles to high
energies. Charged particles are precipitated to the nightside polar ionospheres,
where an auroral substorm is observed (Akasofu, 1964). Substorms last typically
∼2 hours, and consist of three distinct stages: growth, expansion and recovery
phases (McPherron, 1970).
The growth phase usually begins with a southward turning of the IMF. During
this phase solar wind energy is loaded into the magnetosphere, which leads to an
intensification of magnetospheric and ionospheric current systems. Intensification
of the auroral electrojets is seen as an increase in the AE index (see Section 2.1.1).
The growth phase ends with the onset of the expansion phase, which may be trig-
gered by changes in the solar wind or by internal magnetospheric dynamics. In
the ionosphere this is seen as a rapid poleward expansion of bright auroras, begin-
ning near the local midnight. In the magnetosphere part of the cross tail current
(see Fig. 1.2) is diverted to flow through the ionosphere, forming the substorm
current wedge (SCW, McPherron et al., 1973). The SCW consists of an earth-
ward (downward) FAC on the eastern side of the wedge, a westward ionospheric
electrojet and an tailward (upward) FAC on the western side. This intensifies the
auroral electrojet, so that ground magnetic variations may reach several thousand
nT during the most intense substorms. Figure 2.7 shows the average behavior of
the north-component of the ground magnetic field during a substorm. Also high
speed plasma flows are created and particles are accelerated to high energies in
the magnetosphere. During the expansion phase the magnetospheric magnetic
field becomes more dipolar, relaxing from the stretched shape created during the
growth phase. The expansion phase lasts ∼30 minutes, and is followed by the
more gradual recovery phase. During the recovery phase auroral Ω-bands (see
section 2.3.3), pulsating auroras and other dynamical features may be observed in
the morning sector (Opgenoorth et al., 1994). The magnetosphere returns to the
pre-substorm configuration, and the cross-tail current recovers. If conditions are
favorable, another substorm cycle may begin.
Several different models for describing the magnetospheric dynamics during
substorms have been suggested. These are discussed e.g. by Baker et al. (1996)
and Lui (1996), while the relation between magnetic storms and substorms is
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Figure 2.7: The average behavior of the north-component of the ground magnetic
field during a substorm. Illustration by Mikko Syrjäsuo, after Kamide (1991).
considered e.g. by Gonzalez et al. (1994) and Sharma et al. (2004).
2.3.3 Models of some specific ionospheric systems
In this thesis we have used several data-based models of typical ionospheric cur-
rent systems. In this section we give an overview of some of these models, and
indicate their connection to the general ionospheric system described above. A far
more thorough discussion is given e.g. by Untiedt and Baumjohann (1993) and
Paschmann et al. (2002). The Ω-band and westward traveling surge (WTS) mod-
els that are used in Papers II, III and V have been constructed by Amm (1995)
and Amm (1996). They are based on observational data obtained in northern
Scandinavia by the Scandinavian Magnetometer Array, the EISCAT radar and the
EISCAT magnetometer cross, and the STARE radar.
We concentrate on meso-scale phenomena, that have a spatial extent of a few
hundred to a few thousand km. In these scales the Earth’s curvature can be ne-
glected, and we can use the Cartesian coordinate system, as in Papers II-V. The
coordinate system is oriented so that the x-axis points to the North1, y-axis to the
East and z-axis vertically downward. The ionosphere is assumed to be the z = 0
plane, except in Paper III where the ground surface is z = 0 and ionosphere is
z = −110 km.
1In our case towards geographical North. Also geomagnetic orientation could be used.
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Figure 2.8: The X-component of ground magnetic disturbance created by a west-
ward electrojet during otherwise quiet evening. The selected magnetometer sta-
tions form a North-South line across Scandinavia (see Fig. 2.1 for station loca-
tions).
Electrojets
Auroral electrojets are the most common current systems observed in the polar
ionospheres. Figure 2.8 shows an example of ground magnetic disturbances as-
sociated with a westward electrojet flowing above the northern Scandinavia (see
Fig. 2.1 for station locations).
Our model electrojets are oriented in the y-direction (East-West), and have a
more or less Gaussian profile in the x-direction (North-South). For example, in
the electrojet model of Paper II the ionospheric electric field points southward, as
is the case for the morning side westward electrojet (see Fig. 2.5). The main elec-
trojet current in this case is the Hall current flowing westward, while the Pedersen
current flows in the x-direction and is connected to strips of oppositely directed
FAC at the northern and southern edges of the electrojet.
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In Papers I and Vwe use strictly one-dimensional electrojets, so that there is no
variation in the y-direction. While this is an idealization, electrojets often have a
nearly constant magnitude and direction over distances of a few thousand km (e.g.
Untiedt and Baumjohann, 1993). In Paper V we use a model where an originally
1-dimensional electrojet starts to intensify at the western part, while the eastern
part remains constant. During the intensification the electric field remains fixed,
and only the conductances and currents vary. Our models are quite simplistic,
but encompass the main electrojet features and agree qualitatively with results
presented by Untiedt and Baumjohann (1993) and Amm (1995).
WTS
The westward traveling surge (WTS, Akasofu et al., 1965) is a substorm phe-
nomenon that is observed in the evening sector after the substorm onset (Paschmann
et al., 2002). The WTS is the westernmost part of the expanding auroral bulge that
is created near the midnight sector in the substorm expansion phase. The surge
moves westward with a velocity of 1-10 km/s, gradually slowing down as it prop-
agates. Intense westward currents terminate at the “head” of the WTS, where
FAC close the current back to magnetosphere. Electron precipitation increases
the electric conductance in the head and wake of the WTS, while the electric field
is suppressed there.
In Papers II, III and V we use a model of the WTS that encompasses the head
and a part of the wake. In Papers III and V, where we study inductive effects, tem-
poral variations are created by moving a snapshot model with a constant velocity.
This is a reasonable approximation, for the WTS current system is often quite
stationary in the co-moving reference frame (Untiedt and Baumjohann, 1993).
Ω-bands
Auroral Ω-bands are observed in the morning sector during the substorm recov-
ery phase (Opgenoorth et al., 1994; Paschmann et al., 2002). They are quasi-
periodic moving auroral structures that resemble the Greek letter omega (Akasofu
and Kimball, 1964). The spatial extent of individual omegas is about 400-500 km,
but the whole structure can cover several thousand km. Ω-bands usually drift east-
ward with a velocity of 0.4-2 km/s, often gaining speed with time. In the ground
magnetic record the passage of Ω-bands is seen as Ps6 type magnetic pulsations
(e.g. Untiedt and Baumjohann, 1993) with amplitudes varying from 10 to over
1000 nT. The oscillation time of the magnetic field is 5-40 minutes, correspond-
ing to the drift velocity and separation of the individual omegas. Also Ω-bands are
quite stationary in the moving reference frame, so temporal variations are created
same way as in the WTS case.
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Chapter 3
Equivalent currents and KRM: New
methods for data-analysis
In this Chapter we review more thoroughly two of the data-analysis techniques
mentioned in Table 2.1 and Section 2.2: Calculation of the equivalent currents
from magnetic measurements and the KRM method. The reason for discussing
these two cases in more detail is that in Papers I and II we present new results
in these areas. In Section 3.1 we describe the concept of equivalent currents and
various methods to determine them from magnetic measurements, among others
the 1-dimensional elementary current method developed in Paper I. The KRM
method and our new approach to the same problem are described in Section 3.2.
3.1 Magnetic measurements and ionospheric equiv-
alent currents
As mentioned in Section 2.2.1, ionospheric equivalent currents J eq,ion are defined
as 2-dimensional, divergence-free sheet currents that produce the same magnetic
field below the ionosphere as the real 3-dimensional current system. According
to potential theory, this kind of equivalent current solution always exists and is
uniquely defined.
In addition to external ionospheric and magnetospheric currents, there are also
internal sources of magnetic disturbances. Magnetic variations caused by changes
in external sources create an induced electric field, according to Faraday’s law.
The induced electric field drives currents in the ground, which depend also on
the conductivity of the local bedrock. This process of geomagnetic induction
distorts the original magnetic signal from external sources, and makes analysis
more difficult (e.g. Rikitake and Honkura, 1985; Untiedt and Baumjohann, 1993).
The magnetic variations that are caused by the internal sources can be represented
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using internal equivalent currents J eq,int. These are analogous to J eq,ion, except
that they produce the same magnetic field as the true ground induced currents
above the Earth’s surface.
3.1.1 Ionospheric equivalent currents
Here we give a simple derivation of the equivalent currents. In the neutral atmo-
sphere between the ground surface (z = h) and ionosphere (z = 0), the magnetic
field satisfies
∇ ·B = 0, (3.1)
∇×B = 0. (3.2)
Consequently, in this region it can be expressed in terms of a potential,
B = −∇ψ, (3.3)
so that
∇2ψ = 0. (3.4)
By taking Fourier-transform of the horizontal part of Eq. (3.4) we can represent
the potential as a sum of plane waves. Each plane wave ψ˜kx,ky is of the form
ψ˜kx,ky(z) = f(z) e
−i(xkx+yky),
where kx, ky are the horizontal wavenumbers and function f(z) describes the z-
dependence. Eq. (3.4) gives
(∂2z − k2x − k2y) ψ˜kx,ky = 0. (3.5)
This has solutions
ψ˜kx,ky = C±e
±(z−h)
√
k2x+k
2
y−i(xkx+yky) (3.6)
where C+ and C− are some constants (that depend on kx and ky). The solution
with C− increases with altitude, so it represents the magnetic field created by
external currents. The other solution with C+ gives the contribution from the
internal currents.
The magnetic potential ψ can be determined by taking the horizontal Fourier-
transform of the measured field, and fitting the coefficients C± for each wavenum-
ber using Eqs. (3.3) and (3.6). It is evident that the horizontal part of the ground
magnetic field can be fitted using either external or internal solution alone. Separa-
tion of the measured field into internal and external parts can be done by including
the z-component in the analysis. This is discussed further e.g. by Chapman and
Bartels (1940), Untiedt and Baumjohann (1993) and Pulkkinen et al. (2003b).
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The equivalent currents themselves are calculated from the magnetic potential
using the jump condition
∆B⊥ = −µ0 eˆz × J eq (3.7)
at some specific altitude, where the equivalent current sheet is assumed to be. For
each individual plane wave, the ionospheric equivalent currents at z = 0 are given
by
J˜ ion,eq =
−2iC−
µ0
(kyeˆx − kxeˆy) eh
√
k2x+k
2
y−i(xkx+yky). (3.8)
At small horizontal scales the factor eh
√
k2x+k
2
y becomes very large, and at these
scales J ion,eq can not be determined reliably. This happens because the magnetic
disturbances created by small scale structures in the ionospheric currents decrease
very rapidly with distance, so that the ground magnetic field is not affected by
them. Also the sparseness of the ground magnetometer network may limit resolu-
tion at small wavelengths.
The Fourier-transform method described above is suitable for local studies,
where the curvature of the Earth may be neglected. Similar analysis may be
done using spherical harmonic functions in global scales (Chapman and Bartels,
1940) and spherical cap harmonic functions (Haines, 1985) in regional scales.
One shortcoming of these spectral methods is that fixed upper and lower scale
length must be chosen for the whole analysis area. Variations that are smaller or
larger than these scale lengths cannot be modeled accurately. This is a problem
if the spatial distribution of magnetometers is not uniform, as the minimum scale
length must be chosen according to the sparsest region of the network.
The upward continuation method based on spherical elementary current sys-
tems (SECS), developed by Amm and Viljanen (1999) and further tested by Pulkki-
nen et al. (2003a), offers a flexible way of calculating the equivalent currents either
in global or local scales. In this method the equivalent current is assembled from
spherical elementary currents systems (SECS, see Appendix A for the related dis-
cussion). Several SECSs are placed at different locations on the ionospheric shell,
and their magnitudes are chosen so that the best possible fit with measurements
is obtained. The density of SECS may be different at different locations, so that
areas with dense observations are processed with a better spatial resolution. In Pa-
per I we introduced a new 1-dimensional variant of the elementary systemmethod.
This is discussed further in Section 3.1.3.
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3.1.2 Relationship between real and equivalent ionospheric cur-
rents
An important question about the ionospheric equivalent currents is their relation
to the real currents. In general, these two current systems may be quite different,
so that a direct comparison is not possible. However, if we use the thin-sheet
approximation, where also the real horizontal ionospheric currents are assumed to
flow in a 2-dimensional sheet, some (approximate) relationships exist.
The true sheet current density J can be divided into divergence- and curl-free
parts, so that
J = JCF + JDF , (3.9)
where
∇ · JDF = 0 and (∇× JCF )z = 0. (3.10)
If the background magnetic field is perpendicular to the ionospheric plane, then
the true curl-free current system JCF together with associated FAC does not pro-
duce any magnetic field below the ionosphere. Fukushima (1976) derived this
result by assuming uniform ionospheric conductances, but the result is actually
valid for any conductance distribution. According to Fukushima’s theorem the
ground magnetic disturbance is created by the divergence-free part of ionospheric
sheet currents. As discussed in the previous Section, the ionospheric equivalent
currents can be uniquely defined as divergence-free sheet currents that produce
the observed magnetic field below the ionosphere. This means that for a vertical
background magnetic field equivalent currents are the same as the divergence-free
part of the true currents,
JDF = J eq,ion. (3.11)
In particular, the curl of the horizontal currents can be calculated using the equiv-
alent currents, as in Eq. (2.3).
The result in Eq. (3.11) is exactly valid only with a vertical background mag-
netic field. Away from the magnetic poles the inclination of the field lines means
that also the divergent current system and associated FAC create some magnetic
disturbances on the ground. The equivalent currents model also these distur-
bances, as illustrated in Fig. 3.1, so Eq. (3.11) is no longer valid. However, ac-
cording to Untiedt and Baumjohann (1993) the effect of the tilted field lines is
quite small for inclination angles χ & 75◦. This covers the auroral zone and also
most of the MIRACLE network illustrated in Fig. 2.1.
Usually Eq. (3.11) is all we can say about the real ionospheric currents using
just ground magnetic data. If we have some further information about ionospheric
conductances, FAC or electric field, we may proceed with some of the analysis
methods described in Section 2.2. In some special cases we may estimate the
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True curl−free
currents Equivalent currents
True divergence−free
currents
Figure 3.1: Schematic illustration of the effect of magnetic inclination on equiv-
alent currents. Upper part: Background magnetic field is vertical and the true
curl-free horizontal currents together with associated FAC are magnetically invis-
ible below the ionosphere. Consequently, the equivalent currents are the same as
the true divergence-free currents. Lower part: Background magnetic field has
non-zero tilt and the curl-free current system creates some magnetic disturbances
on the ground. Equivalent currents are no longer identical to the true divergence-
free currents.
FAC directly from the equivalent currents. In some situations we may assume that
conductivity gradients are parallel to the electric field, so that
∇ΣP ×E = 0 and ∇ΣH ×E = 0.
If we further assume that the conductance ratio α = ΣH/ΣP is a constant, Eqs. (2.1)-
(2.3) give us a relation between the equivalent currents and FAC,
j‖ =
1
α
(∇× J eq)z . (3.12)
This line of reasoning was applied by Amm et al. (2002) for a pair of traveling
convection vortices, which exhibited a large degree of symmetry. However, these
assumptions are usually too restrictive to apply. Conductivity gradients often have
a component perpendicular toE, and although the conductivity ratio α varies less
than the conductances themselves, it is usually not a constant over large areas.
3.1.3 1-dimensional equivalent currents
The analysis methods mentioned in Section 3.1 can be used with data from a 2-
dimensional ground magnetometer network, which extends at least a few hundred
km both in latitude and longitude. However, in some cases we have data only
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from a single line of magnetometers, which is usually oriented along the (mag-
netic) North-South direction. Examples of this kind 1-dimensional magnetometer
lines are the coastal magnetometer chains in Greenland [11] and the 210 degree
magnetometer chain [12]. The various methods discussed previously cannot be
directly applied to data from a magnetometer chain, because there is not enough
information to determine the 2-dimensional distribution of ionospheric equivalent
currents.
In Paper I we present a modified, 1-dimensional version of the SECS method
mentioned in Section 3.1. In the new 1D SECS method ionospheric equiva-
lent currents are assumed to be azimuthally symmetric, so that the currents and
ground magnetic field change only in the latitudinal direction. Of course, differ-
ent 1-dimensional analysis methods have been developed also previously, e.g. 1D
spherical harmonic analysis (Chapman and Bartels, 1940), 1D Fourier analysis
(Mersmann et al., 1979) and line current method (Popov et al., 2001). However,
all previous methods have some limitations in their use. The 1D spherical har-
monic analysis requires global data coverage, whereas the 1D Fourier method
neglects the curvature of the Earth. Additionally, in these spectral methods some
minimum resolved wavelength must be chosen, as discussed in Section 3.1. This
limits the flexibility of the methods, especially in situations where the magnetome-
ter line has areas of very different spatial resolution. In the line current method the
ionospheric equivalent currents are composed of individual (East-West directed)
infinite line currents. This allows one to use different resolutions along the mag-
netometer line. In this method the curvature of the Earth is modeled correctly in
the North-South direction (along the magnetometer line), but not in the East-West
direction. Instead of bending around the Earth in the East-West direction, the line
currents flow straight along the tangent line.
The new 1D SECS method was tested in several modeled 1-dimensional elec-
trojet situations. The magnetic disturbances created by the model currents were
calculated at selected IMAGE stations (see Fig. 1 of Paper I), and this simulated
magnetic data was used in the 1D SECS method. It should be mentioned that 1D
SECS were used also in the modeling step, in calculation of the ground magnetic
disturbance. However, the spatial resolution in the modeling step was quite much
finer than in the analysis step, so we probably did not commit an inverse crime1, at
least not very large one. The same model cases were analyzed using another tech-
nique, the 1D Fourier method (Mersmann et al., 1979). In addition to simulated
electrojet events, we also studied several real cases. In these cases the previously
introduced 2-dimensional SECS method (Amm and Viljanen, 1999; Pulkkinen et
1An inverse crime is committed when exactly the same procedure is used when preparing the
model data (in this case the ground magnetic fieldBG), as is used when analyzing the data (in this
case calculating Jeq fromBG). This may lead to deceptively good results (e.g. Lionheart, 2004).
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al., 2003a) was used as the “correct” reference solution. In the comparisons it be-
came clear that the new 1D SECS method is much more accurate than the earlier
1D Fourier approach.
As a side note, in Paper I we also compared magnetic IU and IL indices2 with
integrated East-West currents flowing over the IMAGE magnetometer chain. The
IU and IL indices should describe the strength of the eastward and westward elec-
trojets over the IMAGE array, respectively. In Paper I we conclude that the indices
give a reasonable estimate of the total currents flowing across the magnetometer
chain, but not all features are estimated reliably. This is illustrated in Fig. 3.2.
Partly the differences may be caused by the fact that the IU and IL indices mea-
sure the maximum instantaneous current density that is present at some latitude,
but the total current is an integral over the latitude range covered by the magne-
tometer line. It should also be noted that we did not separate the internal and
external parts of the ground magnetic field in the analysis (it is not separated in
the indices either). The internal part of the magnetic field will lead to an overes-
timation of the ionospheric currents by a few tens of percents, as was shown by
Tanskanen et al. (2001). However, accurate separation of the internal and external
fields would require a very dense magnetometer network (densest part of IMAGE
in Fig. 2.1 is about the lower limit, Pulkkinen et al., 2003b), so it is rarely done
in practice. The main advantage of the indices is their easy calculation. How-
ever, also the 1D SECS method is quite easy to use and computationally efficient,
so that the latitudinal profiles of equivalent currents can be constructed almost as
easily as the IU and IL indices.
The 1D SECS method introduced in Paper I was developed for ground mag-
netic studies. Recently Juusola et al. (2006) have generalized the method and
applied it to satellite measurements. Measurements along a single satellite track
form naturally a 1-dimensional chain. Above the ionosphere also the curl-free
current system produces magnetic disturbances, so that the whole current system
can be determined. In the 1D SECS method both satellite and ground based mag-
netic measurements can be used simultaneously in the analysis, so that the best
possible agreement with observations is obtained.
3.2 Traditional KRM method and a new approach
The KRM method developed by Kamide et al. (1981) was briefly discussed in
Section 2.2. A more thorough introduction to the KRM method is given in Paper
II, where we also present a new approach to solving the same problem.
The problem of obtaining the ionospheric electric field using ground magnetic
2Local variants of the AU and AL indices. See Kauristie et al. (1996).
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Figure 3.2: Same as Fig. 12 of Paper I. Integrated eastward (+) and westward
(-) currents for 24/11/2001, together with IMAGE based indices IU and IL. In-
tegrated currents are calculated using 3 different methods: 1- and 2-dimensional
elementary currents (1D and 2D SECS) and 1-dimensional Fourier method. See
Paper I for further details.
measurements (or equivalent currents) and estimated ionospheric conductances as
input data was extensively studied in the 1970’s and early 80’s (see e.g. Kamide
et al., 1981; Murison et al., 1985; Untiedt and Baumjohann, 1993, and references
therein). The standard solution technique, known as the KRM method, was de-
veloped by Kamide et al. (1981). The basic idea is to find such a potential electric
field that together with Ohm’s law it is consistent with the equivalent currents ob-
tained from magnetic measurements. The details are discussed further in Paper
II.
The KRM method works well in global scales (Wolf and Kamide, 1983), but
in regional studies the unknown boundary conditions for the electric potential
at the borders of the analysis area are problematic. This was demonstrated by
Murison et al. (1985), who studied a Harang discontinuity situation using data
from northern Scandinavia. Murison et al. (1985) solved the problem using the
KRM method and several different boundary conditions. Their results show that
the solution, i.e. the electric field, total ionospheric currents and FAC, depends
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quite strongly on the boundary conditions imposed on the electric conductance.
Without any a priori information about the electric field, the correct boundary
conditions cannot be determined. This limits the applicability of the KRMmethod
in regional studies, where the analysis area is typically only a few hundred or a
few thousand km across.
Our goal in Paper II is to develop a better alternative to the traditional KRM
method, especially in regional studies. We use the same set of input data as in
the KRM method, but our mathematical approach is significantly different. As
explained in Section 3.1.2, the divergence-free part of the ionospheric currents
can be determined from ground magnetic measurements, but the curl-free part is
magnetically invisible below the ionosphere. Our approach is to find such a curl-
free part of the current, that the total current system, together with Ohm’s law,
is consistent with a potential electric field. The traditional KRM approach and
the new formulation are closely related. If one approach is valid, so is the other
one too. However, the resulting differential equations (Eqs. (4) and (8) in Paper
II) are somewhat different. The largest difference is that in the KRM method only
(∇×J eq)z enters the equation, whereas in the new approach the whole vector J eq
is needed. As mentioned in Paper II, in a limited area J eq may have a Laplacian
part that has zero curl inside the analysis area (divergence is zero by definition).
This part of J eq does not contribute to the KRM solution, but is included in the
new approach.
In Paper II we also develop a new numerical method for solving our differen-
tial equation. This method is based on the Cartesian elementary current systems
(CECS) basis functions. The properties and use of CECS are reviewed in Ap-
pendix A. With the elementary systems any 2-dimensional vector field can be
presented in terms of its curl and divergence. The numerical CECS-based solu-
tion method described in Paper II is essentially a kind of finite element method
(FEM) for the sources of the electric field and current system. The differential
equation for the current potential is converted into a system of linear algebraic
equations, which can be solved using standard matrix techniques. In summary,
the calculation algorithm based on the elementary systems is the following:
• Calculate the electric field E1 that is consistent with Ohm’s law and the
conductances and equivalent currents given as input data.
• Divide E1 into curl- and divergence-free parts.
• Construct a relation between the unknown curl-free part of the current JCF
and the electric field E2 consistent with it.
• Solve for JCF using the condition that the total electric field E1 + E2 is
curl-free.
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Figure 3.3: Flow chart of the CECS-based solution technique. See text and Paper
II for further details.
This calculation procedure is represented as a flow chart in Fig. 3.3. Perhaps
the main advantage of the CECS method is the inclusion of boundary conditions.
With CECS the vector fields are constructed from divergences and curls, so the
natural and automatically included boundary condition is to assume that outside
the analysis area the vector fields are divergence- and curl-free. This is proba-
bly not the correct boundary condition in all situations, but it is very natural and
convenient.
The CECS-based numerical technique could be used also with the original
KRM formulation. In that case we would expand the electric field in terms of
curl-free CECS and solve them using Ohm’s law and the condition that the curl
of the current has to be the same as the curl of the equivalent currents. However,
the new approach for solving the currents instead of the electric field makes a
better use of the information contained in the equivalent current vector J eq. This
is especially important in the local scale studies, as discussed above.
The new features of our calculation method should make it ideal for local scale
studies, where the traditional KRM method is prone to errors. This is verified in
Paper II, where we compare the KRM method and our new approach in several
realistic model situations. In all studied cases the new calculation method gives
much more reliable estimates of the ionospheric electric field and current system.
Of course, if correct boundary conditions could be determined, the KRM method
would give similar results.
Recently, Kamide et al. (2003), Shirai et al. (2003) and Ieda and Kamide
(2005) have described a way of using the KRM method in near real-time for
regional ionospheric monitoring. The idea is to use the AMIE procedure (see
Section 2.2) for obtaining a rough estimate of the global electric field structure,
and then refine the result by using the KRMmethod in regions of good data cover-
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age. In this approach the boundary conditions for the KRM solution are obtained
from the AMIE results. However, it should be noted that in absence of global
data coverage AMIE will give results that are mostly based on statistical models.
This means that the boundary conditions, and hence the KRM solution, may not
be accurate enough for studying specific events in detail.
The calculation method presented in Paper II was developed especially for
local studies. However, as mentioned in the paper, it can be used also in global
scales. The only limitation is the assumption of a vertical background magnetic
field, which is not a valid approximation with inclination angles χ < 75◦ (Untiedt
and Baumjohann, 1993).
3.2.1 Effect of different conductance distributions on the KRM
solution
As discussed in Paper II, the ionospheric Hall and Pedersen conductance distribu-
tions used as input data may be quite difficult to obtain in practice. We also list
several possible sources of conductance estimates:
• Satellite images of auroral UV- and X-ray emissions (Lummerzheim et al.,
1991)
• All-sky camera images (Partamies et al., 2004; Robinson et al., 1987)
• Statistical models, like Fuller-Rowell and Evans (1987) or [4]
• Correlation with ground magnetic field (Ahn et al., 1983;1998).
All these methods have some shortcomings. Statistical models or estimates based
on ground magnetic disturbances are not very accurate, especially during dis-
turbed conditions. Satellite or all-sky camera images do not always have a suf-
ficient spatial and/or temporal coverage. In addition, several model parameters
or empirical relations must be assumed, before ionospheric conductances can be
estimated from the images. In practice, reliable conductance estimates based on
all-sky camera images are hard to obtain.
In addition to the above mentioned methods, ionospheric conductances can
also be estimated using incoherent scatter radars (e.g. Lühr et al., 1998) or parti-
cle precipitation data from satellites (e.g. Vondrak and Robinson, 1985). However,
these methods give only pointwise estimates, not 2-dimensional conductance dis-
tributions. For a further discussion on conductance estimates and for a comparison
between ground and satellite based estimates, see Aksnes et al. (2005).
The dependence of the KRM solution on different conductivity distributions
has been studied by Kamide and Richmond (1982) and Murison et al. (1985).
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Figure 3.4: The “correct” conductance distribution in the WTS model by Amm
(1996) (top row) and the conductance distribution obtained using model by Ahn
et al. (1998) (bottom row).
Kamide and Richmond (1982) conclude that the horizontal ionospheric currents
are quite insensitive to the input conductivity distribution, while the electric field
depends strongly on the conductances. This is explained by the fact that the in-
put equivalent currents form the usually dominant divergence-free part of the total
ionospheric currents, as discussed in Section 3.1.2. Equivalent currents are de-
termined directly from the ground magnetic field, so they do not depend on the
conductances. Kamide and Richmond (1982) found that the FAC, and hence hor-
izontal curl-free currents, are affected by the choice of the conductance model,
but not as strongly as the electric field. This can be expected from consideration
of a uniformly conducting ionosphere (Kamide et al., 1981). In that case (assum-
ing ∇ × E = 0) the electric field would be inversely proportional to the Hall
conductance,
∇ ·E = (∇× J eq)z/ΣH . (3.13)
On the other hand, FACwould depend just on the conductance ratio, as in Eq. (3.12).
Thus it seems that the KRM method should give more reliable estimates of the
FAC, and especially of the total horizontal currents, whereas the electric field esti-
mates depend strongly on the input conductances. A similar behavior is expected
for the new CECS-based calculation method as will be demonstrated below.
Figure 3.4 shows the original conductance distribution of the WTS model,
used in Paper II, together with the conductance estimate obtained from the ground
magnetic disturbance using the method by Ahn et al. (1998). Although the model
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Figure 3.5: The CECS method results for the WTS case using the “correct” con-
ductance distribution (left column, same as in Fig. 10 of Paper II) and using the
conductance estimate by Ahn et al. (1998) (right column).
by Ahn et al. (1998) may give quite reasonable estimates of the large scale con-
ductance distribution on the average, in this particular case the agreement with the
data-based model is quite poor. The sharp conductance gradients in the estimate
are caused by the different coefficient used by Ahn et al. (1998) for the poleward
and equatorward sides of the eastward and westward electrojet regions.
The two different conductance distributions shown in Fig. 3.4 are used as input
data in the new CECS-based calculation technique. The results of the calculations
are shown in Fig. 3.5. The results obtained using Ahn’s conductivity estimate are
quite different from the results obtained with the correct conductances. With the
correct input conductances the CECS-method is able to reproduce the model sys-
tem with a good accuracy, as demonstrated in Paper II. However, when the Ahn
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estimate is used, the resulting electric field is very different. The underestimated
conductances near the center of the WTS system result in a grossly overestimated
electric field. Nevertheless, there are still some structural similarities between the
two solutions, e.g. the divergence of electric field at the center and the change
from southward to northward electric field. The FAC are not affected as much by
the choice of the conductance model. With Ahn’s conductance model the magni-
tude of the FAC is overestimated due to the too low conductances, but the shape
of the spatial distribution is in a qualitative agreement with the other solution. The
total horizontal current system is dominated by the equivalent currents, so it is not
really affected by the choice of the conductivity model. These results are in agree-
ment with those obtained by Kamide and Richmond (1982), and demonstrate the
importance of reliable conductance estimates in applications of the KRM or new
CECS methods.
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Chapter 4
Role of inductive phenomena in
ionospheric electrodynamics
In this Chapter we discuss the role of inductive phenomena in ionospheric elec-
trodynamics and in the ionosphere - solid earth connection. Traditionally it has
been assumed that inductive phenomena in the ionosphere are negligible. This
is a central assumption in many of the analysis methods reviewed in Section 2.2,
because it allows us to present the ionospheric electric field in terms of a poten-
tial, as in Eq. 1.5. However, in certain very dynamical situations this assumption
is not valid, and the electric field has also a considerable induced rotational part.
Analysis of such situations and development of suitable calculation techniques is
undertaken in Papers III-V, and forms a central part of this Thesis.
First in Section 4.1 we describe the reflection of Alfvén waves at the iono-
spheric boundary and the role of ionospheric induction in the reflection process.
The induction studies performed in Papers III-V are discussed in Section 4.2. Fi-
nally in Section 4.2 we briefly discuss the inductive coupling between the iono-
sphere and the solid earth.
4.1 Reflection of Alfvén waves at the ionosphere
Ionospheric and magnetospheric plasmas support a large number of different wave
modes (e.g., Parks, 1991; Baumjohann and Treumann, 1997), among them the
Alfvén waves (or magnetohydrodynamic waves). There are three different types
of Alfvén waves: Shear mode and fast and slow magnetosonic modes1. The fast
mode wave is able to propagate in all directions with respect to the background
magnetic field, but the shear mode propagates along the background magnetic
1Shear mode is also called transversal or torsional mode or simply the Alfvén wave. Fast
magnetosonic wave is also called compressional wave
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field. This way the shear Alfvén waves transport energy, momentum and angular
momentum efficiently between different regions in the magnetosphere-ionosphere
system (Vogt, 2002). If some disturbance, like a solar wind pressure pulse, creates
MHD waves in the magnetosphere, a part of the shear mode waves are guided by
the magnetic field to the Earth’s polar ionospheres. Typical wavelengths of the
magnetospheric Alfvén waves are much larger than the thickness of the iono-
spheric current layer. Therefore the incident waves see the ionosphere as a thin,
well conducting sheet, and may be reflected at this boundary.
A simplified model of the reflection of Alfvén waves from the ionosphere is
following:
• Ionosphere is a thin horizontal sheet with uniform Pedersen and Hall con-
ductances.
• Above the ionosphere there is perfectly conducting and collisionless plasma
that supports the Alfvén wave modes.
• No currents flow in the neutral atmosphere below the ionosphere.
• The background magnetic field is assumed to be perpendicular to the iono-
spheric plane.
We can further assume that the incident wave is in the shear mode, because fast
magnetosonic waves are not guided by the geomagnetic field and therefore they
experience geometric attenuation. The classical reflection coefficient by Scholer
(1970) can be derived from current continuity in the ionospheric boundary. The
electric fields of the incident and reflected shear waves at the ionospheric bound-
ary are denoted as E↓ and E↑, respectively. These wave fields are perpendicular
to the background magnetic field and also irrotational (Vogt, 2002),
(∇×E↓)z = 0, (∇×E↑)z = 0.
The total ionospheric electric field is just the sum of the wave fields,
E = E↓ +E↑. (4.1)
The shear waves carry a FAC given by (Vogt, 2002)
j‖ = ΣA∇ · (E↓ −E↑), (4.2)
where ΣA = 1/(µ0vA) is the Alfvén conductance and vA the Alfvén speed of
the waves. The FAC carried by the incident and reflected waves must be equal to
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the FAC given by Ohm’s law, Eq. (2.2). This condition, with the assumption of
uniform conductances, gives the reflection coefficient for the shear waves,
E↑ =
ΣA − ΣP
ΣA + ΣP
E↓. (4.3)
This argument can also be generalized for non-uniform ionospheric conductances,
in which case a differential equation for the electric potential of the reflected wave
is obtained (Glassmeier, 1984).
Alfvén wave propagation and reflection at the ionosphere is associated with
pulsations in the ground magnetic field. Field line resonances (Kivelson and
Southwood, 1985, 1986), ionospheric waveguide (Greifinger and Greifinger, 1968)
and ionospheric Alfvén resonator (Polyakov and Rapoport, 1981) are all examples
of Alfvén wave activity related to magnetic pulsations. See e.g. Yoshikawa et al.
(1999), Lysak (2004) and Streltsov and Lotko (2004) for further discussion and
details on recent modeling results. Reflection of Alfvén waves at the ionosphere
also enables a feedback mechanism between the ionosphere and magnetospheric
regions driving the auroral current system (e.g. Vogt, 2002).
4.1.1 Inductive effects in the Alfvén wave reflection
In the above calculation inductive effects in the ionosphere were not included,
and we explicitly assumed the ionospheric electric field to be given as a sum of
irrotational shear waves. However, changing magnetic fields in the ionosphere
create an inductive rotational electric field, which in turn is associated with a
fast mode wave. This effect is an important factor in the ionospheric waveguide
(Greifinger and Greifinger, 1968), where fast mode waves are trapped around the
F-layer density maximum. Also some other authors (e.g. Hughes and Southwood,
1976; Glassmeier, 1984) considered the role of inductive electric fields in the
ionosphere. However, the consequences of the inductive fields were considered
negligible for typical ionospheric conditions, and inductive effects were largely
ignored, either implicitly or explicitly. More recently, Yoshikawa and Itonaga
(1996) and Buchert (1998) showed that inductive effects may have a large impact
on the reflection of Alfvén waves. When ionospheric self-induction is included,
the incident shear wave is reflected as both shear and fast mode waves. The in-
duced rotational electric field associated with the fast mode wave drives additional
FAC, and consequently modifies the ionosphere-magnetosphere coupling. The
simple reflection coefficient of Eq. (4.3) has to be replaced with a reflection ten-
sor, which depends on the frequency and horizontal wavelength of the incident
wave, as well as on ionospheric Hall and Pedersen conductances. The reflection
coefficients RA (shear wave→shear wave) and RA→F (shear wave→fast wave)
obtained by Yoshikawa and Itonaga (1996) are illustrated later in Section 4.3.
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Yoshikawa and Itonaga (1996) and Buchert (1998) were able to obtain analyti-
cal results for a simple case with uniform ionospheric conductances and a vertical
background magnetic field. These results have later been applied and extended
e.g. by Buchert and Budnik (1997) for an impulsive magnetosphere-ionosphere
coupling event, by Yoshikawa et al. (1999) for eigenmodes of field line oscilla-
tions and by Yoshikawa et al. (2002) for inductive shielding of geomagnetic pul-
sations. Sciffer et al. (2004) broadened the applicability of the method to lower
magnetic latitudes by including oblique magnetic fields in the analysis.
According to the results by Yoshikawa (2002), neglect of the inductive re-
sponse of the ionosphere is a valid approximation if the condition
ωµ0ΣP
k⊥(1 + coth k⊥d)
<< 1 (4.4)
is satisfied (see also Lotko, 2004). Here ω is a typical angular frequency and k⊥
a typical horizontal wavenumber of the ionospheric current system, and d ≈100
km is the height of the E-layer above the (presumed) perfectly conducting ground.
It is evident that in the reflection of Alfvén waves inductive effects become more
significant at large horizontal scales.
Lysak (1997) used quite a different approach to investigate the propagation
of Alfvén waves in the magnetosphere-ionosphere system. The numerical model
presented by Lysak (1997) and later refined by Lysak (1999, 2004) and Lysak and
Song (2001) includes induction effects and (at least in principle) is able to use
three-dimensional, height-resolved ionospheric conductivity distributions. These
numerical calculations have verified the modifications to the reflection coefficients
that were obtained by Yoshikawa and Itonaga (1996), as well as the mode coupling
between shear and compressional waves and the horizontal propagation of the
fast mode waves in the ionospheric wave guide, as proposed by Greifinger and
Greifinger (1968).
4.2 New approach for modeling ionospheric induc-
tion
In Papers III-V we consider the inductive effects in the ionosphere in relation to
some typical, specific ionospheric events. While the Alfvén wave models dis-
cussed in the previous Section have given us a better understanding of the iono-
spheric inductive phenomena and coupling of the ionosphere and magnetosphere,
they are not really suitable for event studies. The main problem is that in all these
models the spatial and temporal distribution of the incident Alfvén waves above
the ionosphere is assumed to be known. This is quite a restrictive assumption in
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practical studies, because the incident wave pattern is very hard to measure. To
the author’s knowledge there seems to be no empirical models of Alfvén wave
patterns related to some specific ionospheric events. In principle one could use a
magnetospheric MHD simulation as an input in the Alfvén wave scheme, but cur-
rent simulations use electrostatic ionospheric solvers and it would not be straight-
forward to couple them to an ionospheric Alfvén wave solver (Janhunen, 1998).
In addition, magnetospheric MHD simulations also have problems in reproducing
specific ionospheric phenomena.
In Paper III we started to develop a different approach for solving the ion-
ospheric induction problem. Our goal is to use only ionospheric parameters as
input, so that specific events can be easily studied. In Paper III we use a very sim-
ple approach, where the ionospheric potential electric field and associated current
system are assumed to be known as a function of time and position. The induced
electric field due to ionospheric self induction is calculated simply by taking the
time derivative of the vector potential created by the input currents. The induced
field is then compared to the original potential field, so that the relative contribu-
tion by induction can be estimated. In Paper III we also considered the inductive
coupling between the ionosphere and solid earth, which forced us to perform the
calculations in the frequency domain. The ionospheric self-induction could have
been calculated as well in the time domain. The results of the ionosphere - solid
earth induction loop are discussed separately in Section 4.3.
It may seem bit controversial to assume that only the potential part of the
ionospheric electric field is given as input parameter, while the induced part is
calculated. If we use direct measurements or even empirical models as input,
shouldn’t we know the total electric field, potential + induced, from the beginning?
As explained in Section 2.2, in many data analysis methods it is assumed that
the electric field is given by a potential, so these methods give only potential
fields as output. Also some more direct methods, like the SuperDARN mapping
technique (Ruohoniemi and Baker, 1998), use the potential assumption. Direct
measurements of rotational ionospheric electric fields are difficult, due to their
spatial localization and often small amplitude. Rotational part of the electric field
easily falls below the spatial resolution or noise level of radar measurements. For
example, Lühr et al. (1998) speculated that there may be an inductive electric
field of a few mV/m in the WTS system, but they were not able to confirm this,
as they used only single point measurements from the EISCAT incoherent scatter
radar. At present, the best way of estimating the role of inductive phenomena
in ionospheric electrodynamics is to assume some realistic model situation and
calculate from first principles the induced rotational field that should be present in
this situation. Of course, at some point we should be able to verify these estimates
experimentally.
It should be emphasized that the results of Paper III are quite approximative.
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Simply taking the time derivative of the vector potential created by some input
current system is correct in vacuum, but not in the conductive ionosphere. The
induced electric field itself drives some extra currents, and the effects of these
currents are not included in the analysis of Paper III. Additionally, the induced
electric fields calculated in Paper III are not totally divergence-free. This is be-
cause the induced field created by changing curl-free currents (Eq. 9 in Paper III)
has a potential-like horizontal component. The total 3-dimensional induced elec-
tric field is purely rotational, but the horizontal part at the ionospheric plane is
not. This was not considered further in Paper III, but in retrospect the electric
field induced by changing curl-free currents should not be included in the anal-
ysis. The potential-like induced horizontal field would quickly be canceled by
charge accumulation in the conducting ionosphere. Despite these shortcomings
of the simple calculation, we believe that the results obtained in Paper III are good
order of magnitude estimates, and give a realistic picture of the role of induction
in ionospheric phenomena.
In Paper III we calculated the induced electric field for several different iono-
spheric phenomena using realistic, data-based models. These included the WTS
and Ω-band models described in Section 2.3.3. We found that the induced electric
fields and associated currents were not negligible in the most dynamical situa-
tions, like the WTS. The maximum strengths of the induced electric fields were
relatively low, just a few mV/m, but the fields were concentrated in local “hot
spots” at areas of enhanced ionospheric conductance. At these locations also the
potential electric fields were suppressed and comparable to the induced fields.
At the areas of enhanced conductances even the relatively weak induced electric
fields generate large horizontal and field aligned currents, so in Paper III we con-
cluded that inductive effects may have large impact on ionospheric phenomena
and also ionosphere-magnetosphere coupling.
On the basis of the preliminary results in Paper III, we started to develop a self-
consistent way of calculating ionospheric induced electric fields. This newmethod
is presented in Paper IV and applied to some specific model events in Paper V.
The calculation technique is based on dividing the electric field and ionospheric
currents into divergence- and curl-free parts, which is easily done using CECS
(see Paper IV and Appendix A). Ohm’s law, Ampere’s law and Faraday’s law
are used to construct a system of linear algebraic equations between the given
potential electric field and the unknown rotational electric field. The flow chart in
Fig. 4.1 illustrates the calculation process. The resulting matrix equation can be
easily solved using standard inversion techniques. It should be emphasized that
also in the new calculation method only ionospheric conductances and potential
electric field are used as input parameters. This makes the new method easily
applicable to specific ionospheric events.
The event studies in Paper V confirm the earlier, more approximate results
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Figure 4.1: Flow chart of the calculation method developed in Paper IV. Ion-
ospheric potential electric EPot and conductances ΣP , ΣH are given as input,
while the induced rotational part of the electric fieldEInd is unknown. Ohm’s law
connects the electric fields and currents, Ampere’s law connects the currents and
magnetic field and Faraday’s law connects the magnetic field and induced electric
field. See Papers IV and V for further details and examples.
obtained in Paper III about the magnitude of the inductive electric fields and cur-
rents. There are also some differences in the results of the two calculation meth-
ods. The differences are caused by the approximations done in Paper III, where
the induced electric field was calculated as in vacuum and it was not completely
divergence-free. These aspects are handled correctly in Papers IV and V. In the
WTS, Ω-band and electrojet events studied in Paper V, the induced electric field
has typical values of a few mV/m. This amounts to several tens of percents of
the potential electric field present at the same locations. The induced electric field
is associated with ionospheric and field aligned currents that modify the overall
structure of the current systems. Especially the induced FAC are often compa-
rable to the non-inductive FAC, and may thus modify the coupling between the
ionosphere and magnetosphere in dynamical events. This is illustrated in Fig. 4.2
where the ratios between induced and total electric fields and FAC in the WTS
system are shown. The inductive electric field and FAC are limited to a relatively
small “hot-spots” around the surge center, but there they have a significant impact
on the electrodynamics.
Lenz’s law states that the direction of the induced electric field in a loop of
wire is such that the induced current opposes the change of magnetic flux through
the loop. At first one might think that according to Lenz’s law the induced ion-
ospheric currents should oppose the original currents. However, this is not the
case, as can be seen in the examples presented in Paper V. In many cases induction
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Figure 4.2: The ratios between the induced and total electric field and FAC in the
westward traveling surge (WTS) model. Reproduced from Fig. 8 of Paper V.
seems to enhance the change in FAC flowing between the ionosphere and magne-
tosphere. This somewhat counterintuitive result is explained in Fig. 4.3, which is
a schematic presentation of Lenz’s law in ionospheric electrodynamics. It should
be noted that only rotational currents are associated with the z-component of mag-
netic field that goes through the ionospheric plane (see Eqs. (A.10) and (A.11) in
Appendix A). The induced currents oppose the change in the rotational current,
and hence also the change of magnetic flux through the ionospheric plane, but
enhance the change in the divergent currents. This tendency of inductive currents
to enhance the change of FAC was also noted by Buchert (1998) and Yoshikawa
and Itonaga (2000).
As a further note we present an easy way to estimate the importance of induc-
tion in a specific event. In Paper V we made some simple estimates of the induced
electric field using the time-derivative of the equivalent currents (Eq. 2 and Fig. 10
in Paper V). Here we make a more basic derivation. The electric field is divided
into two parts,
E = Epot +Eind, (4.5)
where Epot is the potential part and Eind the induced rotational part. We can
approximate the z-component of Faraday’s law as
|Eind| ≈ BzL/T, (4.6)
where T is a typical time scale and L a typical length scale. The z-component of
the magnetic field is related to the divergence-free currents (see Eqs. (A.10) and
(A.11) in Appendix A). From Ampere’s and Ohm’s laws we get
∆B⊥,DF = µ0JDF ≈ µ0ΣPEind + µ0ΣH eˆz ×Epot (4.7)
Here ∆B⊥,DF is the jump in horizontal magnetic field caused by the horizontal
divergence-free sheet current JDF . In the last step we have assumed uniform
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Figure 4.3: Lenz’s law in ionospheric electrodynamics (assuming uniform con-
ductances and downward pointing background magnetic field). Changes in the
potential electric field (Epot) and associated currents (JP and JH) create rota-
tional induced electric field (Eind). Direction of Eind is such that induced Peder-
sen currents oppose the change in rotational currents. This means that the induced
Hall currents enhance the change in divergent currents and associated FAC. In the
case of non-uniform ionospheric conductances the situation is more complicated
(see text for further discussion). Same as Fig. 1 of Paper V.
ionospheric conductances. From Eq. (A.10) we see that
Bz = ∆B⊥,DF/2 (4.8)
Finally, from the above equations we can solve
|Eind| ≈ µ0ΣHL/T
2 + µ0ΣPL/T
|Epot| (4.9)
We see that with very fast temporal changes and/or large spatial scales the
limiting value is |Eind|/|Epot| = ΣH/ΣP . This is the same limit that is obtained
with very high ionospheric conductances. At this limit the rotational currents
driven by the potential and induced rotational fields cancel each other, so that the
z-component of magnetic field through the ionospheric plane does not change.
The above estimate is compared against exact calculations in Fig. 4.4. The
WTS is moving with different speeds V , and the induced field is estimated using
values ΣP = 20 S, ΣH = 60 S, |Epot| = 7 mV/m and L/T = V in Eq. (4.9),
which are representative of the “head” of the WTS (see Fig. 8 in Paper V). Fig-
ure 4.4 shows that Eq. (4.9) gives quite good estimates for the magnitude of the
induced field. Of course, the values ΣP , ΣH , |Epot|, L and T are somewhat sub-
jective, and a different choice would give a different result. Equation (4.9) is also
based on the assumption of uniform conductances, which is certainly not true in
the WTS. In any case, we may conclude that the functional dependence on the
conductances as well as on length and time scales seems to be correct in Eq. (4.9).
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Figure 4.4: The magnitude of the induced electric field in the WTS as a function
of the surge velocity. Calculations are from Fig. 12 of Paper V and the estimate
is done using Eq. (4.9). Note that speeds V>10 km/s are unrealistic for the WTS,
but they are used here to illustrate the non-linear nature of induction. See text for
further details.
These dependences are also consistent with the scaling properties found in Paper
V by numerical calculations.
4.3 Inductive coupling between the ionosphere and
solid earth
As mentioned above, in Paper III we studied also the inductive coupling between
the ionosphere and conducting ground. As discussed in Section 3.1, variations
in external (ionospheric) currents and associated magnetic fields create induced
electric fields in the ground. The ground is a relatively good conductor (resistivity
of crust is typically 10-10000 Ωm, Korja et al., 2002), so the induced electric field
drives large currents, which produce their own time-varying magnetic fields. The
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Figure 4.5: Schematic representation of the inductive coupling between the iono-
sphere and ground. Temporal changes in ionospheric currents and associated mag-
netic fields create an inductive electric field in the ground. This electric field drives
the telluric currents, which create their own time-varyign magnetic fields.
situation is schematically illustrated in Fig. 4.5. The effects of the ground induced
currents on magnetic measurements have been known for a long time, and have
been extensively studied (e.g. Chapman and Bartels, 1940; Rikitake and Honkura,
1985; Tanskanen et al., 2001; Häkkinen et al., 2002). The methods used to extract
the ground induced signal from the magnetic measurements are discussed in Sec-
tion 3.1. Ground induction, associated with either natural magnetic variations or
geomagnetic sounding, can also be used to investigate the conductivity structure
of the Earth (e.g. Rikitake and Honkura, 1985; Olsen, 1999; Korja et al., 2002).
Ground induction has to be taken into account also when studying geomagnet-
ically induced currents (GIC) in man-made conductor systems, such as electric
transmission lines and pipelines (e.g. Pirjola, 2002; Viljanen et al., 2004).
In all studies cited above the ground induced electric field is investigated only
at the surface of the Earth, not at the ionosphere. In these studies the ionospheric
(equivalent) currents are assumed to be known: If inductive coupling between the
ionosphere and ground affects the ionospheric currents, these effects are assumed
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to be included in the given current system (Pirjola, 1982). In Paper III we calcu-
lated the ionospheric effects of the secondary induced electric field2 produced by
ground induction. These calculations were somewhat approximative, as the iono-
spheric electric field was calculated as if in vacuum (see discussion in Section 4.2)
and we also used simple 1-dimensional layered conductivity models of the Earth.
The latter approximation allowed us to use the complex image method (CIM,
Thomson and Weaver, 1975; Boteler and Pirjola, 1998) for modeling the ground
induction. Calculations with more realistic Earth conductivity models would re-
quire far more sophisticated methods (e.g. Pulkkinen and Engels, 2005). Despite
these approximations, the results obtained in Paper III should give the right mag-
nitude for the ground induction effects in ionospheric electrodynamics.
In Paper III we studied the inductive coupling between the ionosphere and
solid earth for some realistic models of typical ionospheric events, including WTS
and Ω-bands. We concluded that the secondary induced electric field due to
ground induction is quite small and uniformly distributed at ionospheric altitudes.
The maximum magnitude of the secondary electric field was always <0.4 mV/m
in the examples studied. This is an order of magnitude smaller than the potential
electric field present at the same locations and 3-5 times smaller than the primary
induced electric field created by ionospheric self-induction. Consequently, in Pa-
pers IV and V we concentrated on modeling only the ionospheric self-induction
part.
Despite having only a small effect on electric fields at ionosphere, In Paper III
we found that ground induction does modify the magnetic field even at satellite
altitudes, ∼ 400 km above the surface. At these altitudes the contribution from
ground induced currents to the z-component of the magnetic field may be 30-40%
of the total field. The horizontal magnetic field is dominated by FAC, so in that
component the contribution from ground induction is insignificant. This should be
considered when interpreting magnetic measurement from low-orbiting satellites.
Also other authors have considered the effect of ground induction on iono-
spheric electrodynamics. For example, Yoshikawa and Itonaga (1996) represented
the Earth as a perfect conductor at some distance d below the ionosphere in their
Alfvén wave reflection model that was discussed in Section 4.1. These results
were used in Paper IV as a check for our own calculation method. Because we did
not include ground induction in our model, the results by Yoshikawa and Itonaga
(1996) were also modified accordingly (see appendix A of Paper IV). In Fig. 4.6
we plot the shear wave→shear wave and shear wave→fast wave reflection coef-
ficients as functions of the horizontal wavelength (see discussion in Section 4.1,
especially 4.1.1). The reflection coefficients are plotted for three cases: without
2In nomenclature of Paper III the electric field created by ionospheric self-induction is the
primary induced field
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Figure 4.6: Absolute values of the reflection coefficients for shear Alfvén wave
as functions of horizontal wavelength λ. Upper panel gives the reflection coef-
ficient RA (shear wave→shear wave) without any induction (black), with only
ionospheric self-induction (red) and with also ground induction (blue). Lower
panel gives the corresponding coefficient RA→F (shear wave→fast wave). In this
example ionospheric conductances ΣP = 4 S and ΣH = 8 S as well as frequency
ω = 1 s−1 and Alfvén conductance ΣA = 1 S are held fixed, while λ is varied.
See text for further discussion.
any induction (Eq. 4.3), with only ionospheric self-induction (Appendix A of Pa-
per IV) and with both ionospheric and ground induction (Yoshikawa and Itonaga,
1996). We see that ionospheric self-induction modifies the reflection coefficient
significantly even at small length scales (difference between black and red lines).
On the other hand, the contribution from ground induction is observable only at
wavelengths larger than ∼ 500 km (difference between red and blue lines). Even
at the longer wavelengths ionospheric self-induction affects the reflection coeffi-
cients more than the ground induction. It should also be noted that ground induc-
tion opposes the changes caused by ionospheric self-induction. This is expected,
as the ground induced currents exactly cancel all variations of the horizontal elec-
tric field at the surface of the (supposedly) perfectly conducting ground.
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The smoothness of the secondary electric field found in Paper III and the de-
pendence on horizontal wavelength demonstrated in Fig. 4.6 are quite natural, and
can be understood with a simple consideration of the potential theory. If we as-
sume that there are no free charges or electric currents in the neutral atmosphere,
we have
∇ ·E = 0, (4.10)
∇×E = −∂B
∂t
, (4.11)
∇×B = 0. (4.12)
Taking the curl of Faraday’s law and using the other two equations it follows that
∇2E = 0 (4.13)
holds in the neutral atmosphere. The above result means that if the electric field is
known at some altitude z = h, each vector component can be separately upward
or downward continued in Fourier presentation as
E˜∗(kx, ky, z) = E˜∗(kx, ky, h) e
±
√
k2x+k
2
y(z−h) (4.14)
Here kx, ky are the horizontal wavenumbers, ∗ ∈ {x, y, z} and E˜∗ is the horizontal
Fourier-transform of E∗. The plus sing in the exponent is for the ground induced
electric field, while the minus sign is for ionospheric induction.
The primary electric field created by ionospheric self-induction is often quite
structured (see e.g. Fig. 5 in Paper III). However, when it is downward contin-
ued from the ionosphere to the surface of the Earth, small scale variations are
heavily suppressed, according to Eq. (4.14). Ground induction creates the sec-
ondary induced field that (partly) cancels the primary field at the surface. When
the secondary field is upward continued back to the ionosphere, the result is a very
smooth field, as in Fig. 5 of Paper III. The heavy suppression of small wavelengths
also explains why ground induction modifies Alfvén wave reflection only at the
largest horizontal scales. The models studied in Paper III were quite localized, so
the contribution from ground induction was negligible.
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Chapter 5
Summary, conclusions and outlook
Ionospheric electrodynamics has an important role in the Solar-Terrestrial re-
search. Especially the auroral ionospheres are key regions, where magnetosphere-
ionosphere coupling can be studied in detail. In this thesis we have focused on
theoretical modeling of ionospheric electrodynamics, especially at high magnetic
latitudes and during dynamical events. Also keeping in mind the spatial extent of
the MIRACLE instrument network (see Fig. 2.1) we have concentrated on meso-
scale studies, covering areas of a few hundred to a few thousand km across. Dur-
ing the thesis work we have developed two new analysis methods to be used with
different ground-based measurements and a new model for describing inductive
processes taking place in the ionosphere.
In Paper I we developed the 1-dimensional spherical elementary current method
(1D SECS) for deriving ionospheric equivalent currents from ground based mag-
netic measurements along a meridional magnetometer chain. This is the first 1-
dimensional upward continuation method that can be used both at local and global
scales and also takes the spherical geometry of the ionosphere correctly into ac-
count. The comparisons made in Paper I using both synthetic and real data show
that the new 1D SECSmethod is more accurate than the earlier 1D Fourier method
by Mersmann et al. (1979). We also conclude that the integrated total currents
flowing across the magnetometer chain given by the 1D SECS method would give
a better characterization of magnetic activity than the local IU and IL indices.
Errors in the 1D SECS results are generally 5-10% in the current density pro-
files along the magnetometer chain and ∼5% in integrated total currents. The 1D
SECS method is especially suitable for analyzing electrojet situations, which are
inherently 1-dimensional. However, the tests performed using real data indicate
that the 1D SECS method works well also in more complicated situations.
In Paper II we re-analyzed the problem of determining ionospheric electric
fields and currents using ground magnetic measurements and ionospheric con-
ductivity estimates as the input data. Our motivation for this was the fact that the
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standard KRM solution developed by (Kamide et al., 1981) does not work well
in local scales (Murison et al., 1985). The KRM method does work in global
scales, but when applied to smaller regions the solution depends strongly on the
unknown boundary conditions at the borders of the analysis area. The new CECS-
based analysis technique developed in Paper II differs from the traditional KRM
method in two key points: 1) The primary unknown to be solved is the curl-free
part of the currents instead of the electric potential, resulting in more efficient use
of the input data. 2) The “no sources outside analysis area” -boundary condition is
implicitly included in the solution. These new features make our new calculation
method less prone to errors in regional studies, which was demonstrated in several
realistic model situations. In these tests the errors in the results of the CECS-based
method were 20-40%, whereas the traditional KRM method was less accurate. In
Section 3.2.1 we demonstrated the effect of different ionospheric conductance es-
timates on the CECS-based solution. We found that the electric field is affected
most by the conductance model, whereas the horizontal and field-aligned currents
are somewhat less sensitive. Similar behavior is expected with the traditional
KRM method (Kamide et al., 1981).
The role of induction in the ionospheric electrodynamics was studied in Pa-
pers III-V. In Paper III we made approximative calculations which allowed us to
conclude that the inductive coupling between the solid earth and ionosphere is not
important in the context of ionospheric electric fields. However, ground induction
does modify the magnetic field even at low satellite orbits. We also concluded
that internal induction in the ionosphere may produce significant rotational elec-
tric fields. In Paper IV we developed a new and self-consistent method for solving
induced electric fields using ionospheric conductances and potential part of the
electric field as the input data. The new calculation method is based on the el-
ementary current systems and it is unique in that purely ionospheric parameters
are used as input. This is in contrast to the previous Alfvén-wave studies dis-
cussed in Section 4.1.1. In Paper V the new calculation method was applied to
several realistic models of ionospheric electrodynamics. We found that the in-
duced electric field is important at local “hot-spots”, reaching values 20-50% of
the potential electric field present at the same locations. Also the induced FAC
make a large contribution to the total field-aligned currents flowing between the
ionosphere and magnetosphere. These results demonstrate that in dynamical sit-
uations ionospheric electric fields cannot be modeled as simple potential fields,
like done in many occasions (also in the analysis method developed in Paper II).
In addition to the exact calculations, In Paper V and in Section 4.2 we also present
approximate formulas for estimating the magnitude of the induced electric field
from typical conductances and length and time scales, and the shape of the in-
duced field from time derivatives of the equivalent currents.
The unifying theme in the above studies is the use of elementary current sys-
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tems for describing ionospheric electric fields and currents. The theoretical basis
of the calculation methods developed in Papers I-V can be formulated without
elementary current systems and in principle any numerical method could be used
in the actual calculations. However, elementary currents form a convenient set
of basis functions for describing 2-dimensional (or 1-dimensional) vector fields
in terms of their divergences and curls. The fact that already the basis func-
tions are either divergence- or curl-free is very natural in ionospheric electrody-
namics: Equivalent currents are divergence-free, curl-free currents are (approxi-
mately) magnetically invisible below the ionosphere and inductive electric fields
are divergence-free. Also the way boundary conditions are handled in the methods
developed in Papers II and IV highlights the usefulness of the elementary current
systems.
5.1 Future directions
The results presented in the thesis open several opportunities for future research
projects. In fact, the 1D SECS method has already been generalized by Juusola et
al. (2006) to be used with satellite measurements. Some other possible research
topics are considered below.
1) In Paper I the 1D SECS method was used to determine the ionospheric
equivalent currents directly from ground magnetic measurements, without sepa-
rating the measured field into internal and external parts. The results obtained by
Juusola et al. (2006) would allow us to model also the internal currents with 1D
SECS, and thus separate the measured field. The existing 1-dimensional separa-
tion methods do not take the spherical geometry properly into account on local
scales (e.g. Untiedt and Baumjohann, 1993), and the 2-dimensional methods re-
quire a very dense magnetometer network (e.g. Pulkkinen et al., 2003b). The
1D SECS separation method would handle the geometrical issues correctly, could
be used in local and global studies and might also be more robust than the 2-
dimensional methods with respect to input data coverage. As mentioned in Sec-
tion 3.1.3, the 1D SECS method is simple and fast enough that it could be used
to replace the local IU and IL indices. Even more reliable estimates of the ion-
ospheric electrojet activity could be achieved by including the separation of the
internal and external parts of the magnetic field in the analysis.
2) In the CECS-based solution method developed in Paper II we use the ion-
ospheric equivalent currents and conductance estimates as the input data. In the
tests performed in Paper II we conclude that the error in the resolved electric field
and current distributions is 20-40%, even when we use the correct conductances
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Figure 5.1: Schematic illustration of the 2-sheet ionospheric model. The upper
sheet would contain mainly Pedersen currents and the lower sheet mainly Hall
currents.
as input. The solution might be improved, if we have some additional informa-
tion about the ionospheric electric field. For example, point measurements of the
electric field by the EISCAT radars [6] could be used as constraints in the calcu-
lations. Such constrained solutions could improve the accuracy of the solutions,
at least near the location of the constraint. However, it should be kept in mind
that in practical studies also the input conductances may contain large errors, as
discussed in Section 3.2.1.
3) In this thesis we have used the thin-sheet approximation in the ionosphere,
i.e. we have assumed that all horizontal currents flow within an infinitely thin
sheet at some fixed altitude above the ground. The thin sheet approximation sim-
plifies the analysis, but it is not always a sufficiently accurate description of the
ionosphere. Especially in induction studies the altitude resolved ionosphere could
add new features to the solution. The next step into this direction would be to
describe the ionosphere with two thin sheets placed at different altitudes, as in
Fig. 5.1. The upper sheet would contain mainly Pedersen currents, while the ma-
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jority of Hall currents would flow at the lower sheet. This approximation is based
on the fact that ionospheric Pedersen and Hall conductances peak at slightly dif-
ferent altitudes, as is the case also in Fig. 1.3. Already this simple model would
include several new features, such as the possibility of vertical closure of current
within the ionosphere and inductive coupling between the current sheets.
4) Another interesting possibility for generalizing the inductive calculation
method developed in Paper IV would be to construct an inductive ionospheric
solver for a global magnetospheric MHD simulation. The method developed in
Paper IV requires ionospheric conductances and the potential part of the electric
field as the input data. However, most global MHD simulations give the FAC
and conductances as input to their ionospheric solvers (Janhunen, 1998). The
reason is that this procedure is easier to implement in the magnetospheric side
of the simulation. In principle it should be possible to reformulate the calculation
method of Paper IV so that the FAC (or the curl-free part of the horizontal current)
is used as input instead of the potential part of the electric field. In this approach
the MHD simulation would give the conductances and FAC for the ionospheric
solver, and the solved electric field (which would now have an inductive part)
would be mapped back to the magnetosphere and used as a boundary condition in
the MHD simulation. The practical feasibility of this approach and the possible
impacts ionospheric induction may have on ionosphere-magnetosphere coupling
remain to be seen.
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Appendix A
How to use elementary current
systems
In the thesis we have used special vector basis functions called elementary current
systems quite extensively, as they formed the basis of the numerical calculation
methods used in Papers I-V. This Appendix is meant to be a general introduction
to the use of the elementary current systems, so that the various bits of information
presented in the research articles are gathered in one place.
Elementary current systems (ECS) were introduced by Amm (1997). Al-
though their name refers to currents, they can be used to represent any smooth
enough (continuously differentiable) 2-dimensional vector field. Elementary cur-
rent systems can be defined either in spherical or Cartesian geometry, and they
are called SECS and CECS, respectively. There are two different types of ECS,
one is divergence-free (DF) and the other curl-free (CF). Together they form a
complete set of basis functions for representing 2-dimensional vector fields on a
sphere (SECS) or on a plane (CECS). Here we will concentrate on CECS, but
SECS can be used in a completely analogous manner.
CECS
CECS are defined so that they have cylindrical symmetry, and either a δ-function
curl or divergence at their origin. This uniquely determines the DF and CF CECS,
which can be written out as (misprint in Eq. (4) of Amm,1997, is corrected here)
J cf =
Icf
2piρ′
eˆρp . (A.1)
Jdf =
Idf
2piρ′
eˆφp (A.2)
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Figure A.1: Curl-free (CF) and divergence-free (DF) Cartesian elementary current
systems (CECS).
Here ρ′ =
√
(x− xp)2 + (y − yp)2 is the horizontal distance between the obser-
vation point (x, y) and the CECS pole located at (xp, yp). The unit vectors eˆφp
and eˆρp are given in the cylindrical coordinate system centered at the CECS pole.
Constants Icf and Idf are called the scaling factors of the CF and DF CECS, re-
spectively. In Papers I-V we use the convention that scaling factors of CECS rep-
resenting currents are denoted with Icf , Idf and those representing electric fields
are denoted with V cf , V df .
The elementary systems are defined in such a way, that the CF CECS has a
Dirac δ-function divergence and the DF CECS a δ-function curl at its pole,
∇ · J cf = Icf δ(x− xp) δ(y − yp)
(∇× Jdf )z = Idf δ(x− xp) δ(y − yp).
When CECS are used to represent ionospheric currents, the divergence of the CF
CECS at its pole is interpreted as a vertically flowing FAC,
jcf‖ = I
cfδ(xp − x) δ(yp − y)U(zp − z). (A.3)
Here U(zp − z) is the Heaviside unit step function. CECS are illustrated in
Fig. A.1, while corresponding SECS appear in Fig. 1 of Paper I. In these figures
also the FAC are included.
It should be emphasized that Eqs. (A.1) and (A.2) give the vector fields only
at the ionospheric plane. When CECS are used to represent ionospheric sheet
currents, the altitude dependence is a δ-function at the ionospheric height. This is
explicitely written out in Eqs. (1) and (2) of Paper IV. On the other hand, when
CECS are used to represent the electric field, we assume that the field has the same
magnitude at all altitudes.
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Electric fields and currents with CECS
By placing a sufficient number of CF and DF CECS at different locations of the
plane, one can construct any 2-dimensional vector field from its sources and curls,
in accordance with Helmholtz’s theorem. In practical calculations the CECS are
placed at some discrete grid, and the scaling factors give the divergence and curl
of the vector field in the grid cell. For some arbitrary grid cell k
Icfk =
∫
cell k
∇ · J da, (A.4)
Idfk =
∫
cell k
(∇× J)z da. (A.5)
This means that the curl and divergence that are in reality distributed over the
grid cell are represented by point sources at the middle of the cell. In numerical
calculations we have used regular rectangular grids, although in principle any grid
structure would be possible.
The numerical values of the vector field represented by the CECS can be cal-
culated at any desired location using Eqs. (A.1) and (A.2). However, one should
be careful not to calculate vector values too close to the CECS poles, as the fields
are singular there. This does cause some inconvenience, but in practice we have
avoided numerical problems by calculating the vector values only at the corners of
the CECS grid cells. This way Eqs. (A.1) and (A.2) are ussed only outside those
grid cells where the CECS are situated. If it is necessary to calculate the fields
inside the grid cells, we may subdivide the cells into smaller units and proceed as
before.
The CECS are placed at some discrete grid and the vector values are calculated
at another set of grid points. Our notation here1 is such that the 2-dimensional
vector fields (in this example the ionospheric electric field) are indicated using
bold italics, E. The collection of the x- and y-components of the field E at all
grid points is written in script style, as E , and can be written out as
E = [Ex(r1), Ey(r1), Ex(r2), . . . , Ey(rN)]T . (A.6)
Here Ex(rn) is the x-component of E at the grid point rn, and so on. In a sim-
ilar fashion the collection of the CECS scaling factors representing the field E is
indicated using fraktur style,V, and is defined as
V =
[
V cf (rp1), V
df (rp1), V
cf (rp2), . . . , V
df (rpM)
]T
. (A.7)
1Unfortunately several different notations are used in Papers I-V. We apologize.
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Figure A.2: On the left scaling factors of CF CECS, and on the right the corre-
sponding vector field. Scaling factors, vector values and lengths are in arbitrary
units.
Here V cf (rpm) is the scaling factor of the curl-free CECS located at grid point
rpm. There is a linear relation between the vector components and the CECS
scaling factors,
E =M ·V. (A.8)
The transfer matrix M depends only on the geometry of the vector and CECS
grids, and can be calculated using Eqs. (A.2) and (A.1). For example, in the above
numbering scheme M1,1 gives that part of the x-component of E at position r1
that is caused by the CF CECS located at rp1. It can be written out as
M1,1 =
1
2pi
x1 − xp1
(x1 − xp1)2 + (y1 − yp1)2 (A.9)
Similarly,M2,1 gives Ey at r1 caused by CF CECS located at rp1,M3,2 gives Ex
at r2 caused by DF CECS located at rp1 and so on.
A potential field can be modeled with just CF CECS. In this case those parts
of the vectorV and matrixM that correspond to DF CECS are omitted. Figure
A.2 shows an example of a CF CECS distribution and corresponding vector field.
In a similar manner, a purely rotational field can be constructed using only DF
CECS. Equation (A.8) can also be inverted, so that the CECS scaling factors are
determined when the vector field is known. This is a convenient way of dividing
a given vector field into curl-free and divergence-free parts. If the vector field is
specified only inside a limited region, it may contain a Laplacian part that has a
zero curl and divergence inside the region. For this reason the CECS grid should
be slightly larger than the area of interest, so that the Laplacian part of the vector
field may be modeled with the outermost CECS. This is illustrated in Fig. A.3.
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Figure A.3: An example of representing a given vector field with CECS. Left
side: The total current system, the local part of the currents and the remote part of
the current. Right side: The distributions of curl- and divergence-free CECS that
correspond to the total current system. The black rectangle marks the area where
the vector values are plotted. See text for further details.
The total current system consist of an irrotational local part and a divergence-free
remote part. The vector field given in the figure is decomposed using CECS, the
local part is correctly represented in terms of CF CECS inside the area where the
vector field was originally specified (marked with a black rectangle). The remote
part is represented in terms of both CF and DF CECS placed just outside this area.
Magnetic fields of elementary currents
The magnetic fields of the current distributions given in in Eqs. (A.1)-(A.3) can
be calculated by a straightforward integration of the vector potential (Amm and
Viljanen, 1999; Pirjola and Viljanen, 1998, and Paper III),
Bcf =
µ0I
cf
2piρ′
U(zp − z) eˆφp , (A.10)
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Bdf =
µ0I
df
4piρ′
([
1− |z − zp|√
ρ′2 + (z − zp)2
]
sign(z − zp) eˆρp +
ρ′√
ρ′2 + (z − zp)2
eˆz
)
.
(A.11)
The divergence-free system with associated FAC does not produce any magnetic
field below the ionosphere, in accordance with Fukushima’s theorem (Fukushima,
1976).
As explained in Section 3.1, the magnetic variations at ground can be ex-
plained in terms of divergence-free equivalent currents. The magnetic field of a
given DF CECS configuration can be calculated as
B =MB · Idf . (A.12)
Here B is a vector of magnetic field values similar to Eq. (A.6), Idf is a vector of
DF CECS scaling factors similar to Eq. (A.7) andMB is a relation matrix. The
matrix MB depends just on the geometry of the situation and can be calculated
using Eq. (A.11) in a similar way asM in Eq. (A.8).
The equivalent current distribution is obtained by inverting Eq. (A.12). More
detailed discussion of the equivalent currents in general and the elementary current
method in particular can be found in Amm and Viljanen (1999), Pulkkinen et al.
(2003a,b) and Paper I.
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