Abstract. Conjugate gradient methods are widely used for unconstrained optimization, especially large scale problems. However, the strong Wolfe conditions are usually used in the analyses and implementations of conjugate gradient methods. This paper presents a new version of the conjugate gradient method, which converges globally provided the line search satis es the standard Wolfe conditions. The conditions on the objective function are also weak, which are similar to that required by the Zoutendijk condition.
1. Introduction. Our problem is to minimize a function of n variables min f(x); (1.1) where f is smooth and its gradient g(x) is available. Conjugate gradient methods for solving (1.1) are iterative methods of the form where y k = g k+1 ? g k and k k denotes the Euclidean norm.
The global convergence properties of the FR, PRP and HS methods without regular restarts have been studied by many authors, including Zoutendijk 15] and Yuan 4]. To establish the convergence results of these methods, it is normally required that the steplength k satis es the following strong Wolfe conditions:
(1.8) where 0 < < < 1. Some convergence analyses even require the k be computed by the exact line search, namely
On the other hand, many other numerical methods for unconstrained optimization are proved to be convergent under the standard Wolfe conditions (1.7) and
(1.10) For example, see Fletcher 5] . Hence it is interesting to investigate whether there exists a conjugate gradient method that converges under the standard Wolfe conditions.
In this paper, we give a new formula for k . It is shown that this new conjugate gradient method is globally convergent as long as the standard Wolfe conditions (1.7) and (1.10) are satis ed. Moreover, the conditions on the objective function are also weaker than the usual ones.
2. New formula for k . One motivation for our new formula for k is the descent property of the conjugate descent method (see Fletcher 5] ) which uses
(2.1) It can be shown that the conjugate descent method always produces a descent direction if the strong Wolfe conditions are satis ed. We try to nd a conjugate gradient method which generates descent directions provided the standard Wolfe conditions are satis ed. Suppose the current search direction d k is a descent direction, namely Step 1 Given x 1 2 < n , d 1 = ?g 1 , k := 1, if g 1 = 0 then stop.
Step 2 Compute an k > 0 satisfying (1.7) and (1.10).
Step 
(2.5)
The above relation can be rewritten as
This formula is very important in our convergence analysis.
3. Convergence of the new method. In this section, we establish a convergence theorem for Algorithm 2.1. We assume that the objective function satis es the following conditions:
(1) f is bounded below in < n and is continuously di erentiable in a neighborhood N of the level set L = fx 2 < n : f(x) f(x 1 )g; (2) First we show all search directions are descent, namely
for all k. The above inequality is obvious for k = 1. Now we prove it for all k 1 by induction. Assume (3.9) holds for k. It follows from line search conditions that
The above inequality and (2.5) implies that (3.9) holds for k + 1. This shows that (3.9) is true for all k 1.
We now rewrite (1.3) as
Therefore it follows from (3.14) and (3. 
