The first virtual humans appeared in the early 1980's in such films as Dreamflight (1982) and The Juggler (1982) 
However, the reasons behind the increasingly complex techniques for portraying and directing virtual humans almost real enough to fool their mothers are as much economic and educational as artistic. Virtual humans, in the large majority of applications, will be used to explore situations that have not yet happened. Could we not avoid a great deal of disappointment by seeing how we would look before having our hair styled or cut differently? More dramatically, would it not relieve a lot of anxiety if candidates for plastic surgery could see their smiles before undergoing a face-lift or chin reconstruction? Would it not be better to learn the anatomy and physiology of the human body or about problems in speech pathology by watching and manipulating synthetic actors? And why persist in using robots in ergonomics if we can simulate real people?
The first computerized human models were created 20 years ago by airplane and car manufacturers. The main idea was to simulate a very simple articulated structure for studying problems of ergonomics.
In the 1970's, researchers developed methods to animate human skeletons, mainly based on interpolation techniques. Bodies were represented by very primitive surfaces like cylinders, ellipsoids, or spheres. At the same time, the first experimental facial animation sequences appear [1] .
The Juggler (1982) , from Information International, Inc. [2] , contained the first realistic human character in computer animation. The results were very impressive. However, the human shape was completely digitized: the body motion had been recorded using three-dimensional (3-D) rotoscopy, and there was no facial animation. The first 3-D procedural model of human animation was used in producing the 12-minute film Dreamflight (1982) [3] , one of the first to feature a 3-D virtual human.
In the 1980's, researchers started to base animation on the key-frame animation, parametric animation, and, in the late 1980's, the laws of physics. Dynamic simulation made it possible to generate complex motions with a great deal of realism. However, an ordinary human activity like walking is too complex to be simulated by the laws of dynamics alone. Two people with the same physical characteristics do not move in the same way. Even one individual does not move in the same way all the time. A behavioral approach 0018-9219/98$10.00 © 1998 IEEE to human animation is necessary in the near future to lend credibility to such simulations.
But the main complexity in the animation of virtual humans is the problem of integrating many techniques. True virtual humans should be able to walk, talk, grasp objects, show emotions, and communicate with their environment. This will be the next challenge.
The face is a relatively small part of a virtual human but it plays an essential role in communication. We look at faces for clues to emotions or even to read lips. It is a particular challenge to simulate these aspects. The ultimate objective, therefore, is to model human facial anatomy exactly, including its movements, with respect to both structural and functional aspects. Recent developments in facial animation include physically based approximation to facial tissue and the reconstruction of muscle contractions from video sequences of human facial expressions. Problems of correlation between emotions and voice intonation also have been studied. Ensuring synchronization of eye motion, facial expression of emotion, and the word flow of a sentence, as well as synchronization among several virtual humans, is at the heart of our new facial animation system at the University of Geneva.
The capability of animating virtual humans through a task-level language requires a deep understanding of how tasks should be specified. The process of interpreting natural language instructions involves subtle and sometimes unexpected connections between language and behavior. When the behavior is to be portrayed by a virtual human, various questions are raised regarding the types and roles of planning, reasoning, constraint satisfaction, human capabilities, and human motion strategies.
In the context of interactive animation systems, the relationship between the user as animator and the virtual human as synthetic actor should be emphasized. With the availability of graphics workstations able to display complex scenes rendering about 1 million polygons per second, and with the advent of such interactive devices as the SpaceBall, Eyephone, and DataGlove, it is possible to create computer-generated characters based on a full 3-D interaction metaphor in which the specifications of deformations or motion are given in real time. True interaction between the animator and the actor requires two-way communication: not only can the animator give commands to the actor but the actor must also be able to respond behaviorally and verbally. Last, we may aspire to a virtual reality where virtual humans participate fully: real dialogue between the animator and the actor.
This paper is an account of a face-to-virtual-face interaction system where a clone, representing a real person, can have a dialogue with another virtual human, who is autonomous, in a virtual world. The dialogue consists of both verbal and other expressive aspects of facial communication between the two participants. Section II gives an overview of the problem and describes major contributions related to the different aspects. Section III concentrates on our system and describes different components of the system. Section IV presents issues related to the standardization of parameters for defining the shape and animation of the face. Future trends are outlined in the concluding remarks.
II. PROBLEM DOMAIN AND RELATED WORK
To clone is to copy. In our context, cloning means reproducing a virtual model of a real person in the virtual world. Here, our interest is restricted to one component of a human figure: the face. The face is the most communicative part of a human figure. Even a passive face conveys a large amount of information, and when it comes to life and begins to move, the range of motions it offers is remarkable: we observe the lips, teeth, and tongue for speech, eyes and head movements for additional elements of dialogue, and flexing muscles and wrinkle lines for emotions.
Developing a facial clone model requires a framework for describing geometric shapes and animation capabilities. Attributes such as surface color and textures must also be taken into account. Static models are inadequate for our purposes; the model must allow for animation. The way facial geometry is modeled is motivated largely by its animation potential.
Even though most faces have similar structure and the same set of features, there is considerable variation from one individual face to another. These subtle and small differences make the individual face recognizable. In modeling the face of a real person, these aspects have to be captured for the model to be identifiable as a clone.
Prerequisites for cloning a face are analyses of several aspects necessary for its reconstruction: its shape, as well as its movements due to both emotions and speech. This requires techniques from various fields. Shape includes geometrical form as well as other visual characteristics such as color and texture. Input for shape reconstruction may be drawn from photographs and/or scanned data. The synthesis of facial motion involves deforming its geometry over time according to physical or ad hoc rules for generating movements conveying facial expressions and speech. The input for the facial motion of the clone will be the facial expressions and/or speech of the real person.
In the rest of this section, we review work related to shape reconstruction, synthesis of facial animation, analysis and tracking of facial motion, and facial communication. The vast domain of speech analysis and recognition is beyond the scope of this review.
A. 3-D Shape Reconstruction

1) Geometrical Representation:
Among the variety of ways of representing a face geometrically, the choice should be one that allows for precise shape, effective animation, and efficient rendering.
Two broad categories may be distinguished: volume representation and surface representation [4] . Volume representation may be based on constructive solid geometry (CSG) primitives or volume elements (voxels) from medical images. Volume representation has not been widely adopted for facial animation, however, because CSG primitives are too simple to produce reasonable face shapes. Voxels are high-resolution data that need to be segmented from a huge voxel map and require data thinning. Largely for these reasons, the animation using volumic data is computationally intensive.
Surface primitives and structures are currently the preferred geometrical representations for faces. Among surface-description techniques are polygonal surfaces, parametric surfaces, and implicit surfaces. In a polygonal surface representation, a face is a collection of polygons, regularly or irregularly shaped. The majority of existing models use polygonal surfaces, primarily because of their simplicity and the hardware display facilities available for polygons on most platforms. The parametric surfaces use bivariate parametric functions to define surfaces in three dimensions, e.g., bicubic B-spline surfaces [5] , [6] . The advantage of these models is that they have smooth surfaces and are determined using only a few control points. However, local high-density details for eyes and mouth are difficult to add. Hierarchical B-splines developed by Forsey and Bartels [7] enable more local detail without the need to add complete rows or columns of control points. Wang [8] has used the hierarchical B-splines for modeling and animating faces. An implicit surface is an analytic surface defined by a scalar field function [9] . Interaction with implicit surfaces is difficult with currently available techniques, and these have not yet been used for facial modeling.
2) Facial Features: A face consists of many parts and details. Researchers tend to focus on the visible external skin surface of the face from neck to forehead-"the mask"-for facial animation study and research. However, it is necessary to add features like eyeballs, teeth, tongue, ears, hair, etc. to obtain realistic results. In addition, these features are essential to the recognition of particular individuals.
3) Facial Data Acquisition: Face models rely on data from various sources for shapes, color, texture, etc. In constructing geometrical descriptions, two types of input should be distinguished: 3-D and two dimensional (2-D).
4) 3-D Input:
Use of a 3-D digitizer/scanner would seem to be the most direct method for acquiring the shape of a face. A 3-D digitizer involves moving a sensor or locating device to each surface point to be measured. Normally, the digitized points are the polygonal vertices (these can also be the control points of parametric surfaces). There are several types of 3-D digitizers employing different measurement techniques (mechanical, acoustic, electromagnetic). Polhemus, an electromagnetic digitizer, has been used by many researchers for modeling faces [10] , [11] . In other cases, a plaster model has been used for marking the points and connectivities. This procedure is not automatic and is very time consuming.
Laser-based scanners such as Cyberware can provide both the range and reflectance map of the 3-D data in a few seconds. The range data produce a large regular mesh of points in a cylindrical coordinate system. The reflectance map gives color and texture information. One of the problems with this method is the high density of data provided. Another is that the surface data from laser scanners tend to be noisy and have missing points. Some postprocessing operations are required before the data can be used. These may include relaxation membrane interpolation for filling in the missing data [12] , filter methods-e.g., hysteresis blur filters-for smoothing data [13] , and adaptive polygon meshes to reduce the size of the data set for the final face model [14] .
As an alternative to measuring facial surfaces, models may be created using interactive methods like sculpturing [15] , [16] . Here, the face is designed and modeled by direct and interactive manipulation of vertex positions or surface control points. This, however, presupposes design skills and sufficient time to build the model. When constructing a clone, relying on subjective visual impressions may not be accurate or rapid enough.
5) 2-D Input:
There are a number of methods for inferring 3-D shape from 2-D images. Photogrammetry of a set of images (generally two) can be used for estimating 3-D shape information. Typically, the same set of surface points is located and measured in at least two different photographs. This set of points may even be marked on the face before the pair of photographs is taken. The measurement can be done manually or using a 2-D digitizer. A better method takes account of perspective distortion by using a projection transformation matrix determined by six reference points with known 3-D coordinates [17] .
Another approach is to modify a canonical or generic face model to fit the specific facial model using information from photographs of the specific face [18] - [20] . This relies on the fact that humans share common structures and are similar in shape. The advantages here are that no specialized hardware is needed and that the modified heads all share the same topology and structure and hence can be easily animated.
B. Animation Techniques
Since the clones we are interested in creating will not remain static but will have to move like real people, we briefly review work done in animating synthetic models of the face. The different approaches employed for animation are primarily dictated by the context of application. There are five basic kinds of facial animation: interpolation, parametrization, pseudo-muscle based, muscle based, and performance driven.
Interpolation resembles the key-frame approach used in conventional animation in that the desired facial expression is specified for a particular point in time, defining the key frame. An in-between algorithm computes the intermediate frames. This approach, which has been used to make several films [21] , [22] , is very labor and data intensive.
Parametric animation models make use of local region interpolation, geometric transformations, and mapping techniques to manipulate the features of the face [23] . These transformations are grouped together to create a set of parameters. Sets of parameters can apply to both the conformation and the animation of the face.
In pseudo-muscle-based models, muscle actions are simulated by abstract notions of muscles, where deformation operators define muscle activities [24] . The dynamics of different facial tissues is not considered. The idea here is not to simulate detailed facial anatomy exactly but to design a model with a few parameters that emulate muscle actions.
There are no facial animation models yet based on complete and detailed anatomy. Models have been proposed and developed, however, using simplified structures for bone, muscle, fatty tissue, and skin. These models enable facial animation through particular characteristics of the facial muscles. Platt and Badler [25] used a mass-spring model to simulate muscles. Waters [26] developed operators to simulate linear and sphincter muscles having directional properties. A physically based model has been developed where muscle actions are modeled by simulating the trilayer structure of muscle, fatty tissues, and the skin [27] . Most of these methods do not have real-time performance.
Performance-based animation uses data from real human actions to drive the virtual character. The input data may come from interactive input devices such as a DataGlove, instrumented body suits, video, or laser-based motiontracking systems. The next section elaborates methods of tracking facial motion from video-based input.
C. Facial Motion Tracking
The ability to track facial motion accurately promises unique opportunities for new paradigms of human-computer interaction. The task of automatically and faithfully tracking and recognizing facial dynamics without invasive markers or special lighting conditions, however, remains an active exploratory area of research.
One of the simplest approaches is to track markers placed directly on the face of the person whose facial motion we wish to track. With retroreflective markers located on the performer's face, the problem of tracking becomes one of tracing a set of bright spots on a dark field. The technique is effective when there are discrete markers and they remain in view at all times.
Tracking motion robustly is difficult. There have been some efforts in computer vision to find reasonable solutions. Both model-and image-based methods have been employed. One approach makes use of a deformable template, assuming that each face consists of features like eyes, nose, and mouth that are uniquely identifiable [28] . A potential energy function for the image, formulated as a combination of terms due to valleys, edges, peaks, image, and internal potential, is minimized as a function of the parameters of the template. The limitation of this method is that it becomes unstable in the absence of a feature as the template continues to look for it.
"Snakes," or active contours, have also been used to track features [29] . A snake is basically the numerical solution of a first-order dynamical system. The human face has many feature lines and boundaries that a snake can track. Snakes can also be used for estimating muscle-contraction parameters from a sequence of facial images [30] . The image-intensity function is transformed into a planar force field by computing the magnitude of the gradient of the image intensity. Some methods use a combination of imageprocessing techniques for different features of the face, as snakes may not be stable for all the regions [31] . B-splines have also been used for defining snakes where the control points are time varying [32] . Methods using snakes are generally not very robust, as the numerical integration may become unstable.
Optic flow computation has also been used to recover image motion parameters corresponding to facial expressions [33] . Optic flow can be estimated by tracking the motion of pixels from frame to frame. This enables us to capture the dynamics of facial expressions and hence add a temporal aspect to the characterization of a facial expression, something beyond the scope of the Facial Action Coding System [34] . In another approach, optical flow is used in conjunction with deformable models to estimate shape and motion in human faces [35] . Methods using optical flow require high textural detail in the images, as the computations rely on pixel-level detail.
D. Facial Communication
Facial communication among virtual humans has recently attracted much attention. Cassell et al. [36] describe a system that generates automatic speech and gestures, including facial expressions, for modeling conversation among multiple human-like agents. This system, however, does not include cloning aspects. Thorisson [37] presents a mechanism for action control, using a layered structure, for communicative humanoids. The virtual environment consists of Gandalf, a simplified caricature-like face, used as the autonomous actor.
There can be four different situations for face-to-virtualface communication in a virtual world. These are real face to virtual face, cloned face to cloned face, virtual face to virtual face, and cloned face to virtual face. The four cases are briefly described as follows.
1) Real Face to Virtual Face:
Here, a real face communicates with a virtual face that is autonomous and has some intelligence to understand what the real face conveys. This may have two types of input from the real face: video input from the camera and speech from audio (microphone). The emotions of the real person are recognized by facialfeatures extraction and tracking from the video input, and the audio is converted to the text and phonemes. These are used by the autonomous virtual face to respond in a believable manner through his facial expressions and speech (see Fig. 1 ). Mimicking the input from the real-face video or speech are the special cases of this situation. input is also reproduced on each clone. Fig. 2 shows the modules for such a communication.
3) Virtual Face to Virtual Face: A virtual face that is autonomous may communicate with another autonomous virtual face. The communication may involve both speech and facial emotions (Fig. 3) . This situation does not require any cloning aspects. The autonomy of the virtual humans gives them the intelligence and capacity to understand what is conveyed by the other virtual human and generate a credible response.
4) Cloned Face to Virtual Face:
A virtual environment inhabited by the clones representing real people and virtual autonomous humans would require communication between a cloned face and virtual face. This requires the cloning and mimicking aspects to reconstruct the 3-D model and movements of the real face. The autonomous virtual face is able to respond and interact through facial expressions and speech. This is of particular interest when there is more than one real participant being represented by his clone with one or more autonomous virtual humans. Although the participant may not be interested in watching his clone, he would be able to see the presence of the other real participants. Fig. 4 shows the configuration of the communication between a cloned face and a virtual face.
The communication between a cloned face and virtual face addresses all the problems involved for facial cloning and communication and is considered as a general case for all the above four situations.
We now describe our system, with its different modules, that enables face-to-virtual-face communication in a virtual environment inhabited by the virtual clone of a real person and the autonomous virtual human. The system concentrates only on the face. Other body parts, though often communicative in real life, are for the moment considered passive. Although the system is described considering one cloned face and one virtual autonomous face, it can have multiple cloned and multiple virtual faces.
III. A DESCRIPTION OF OUR SYSTEM
The general purpose of the system is to be able to generate a clone of a real person and make it talk and behave like the real person in a virtual world. The virtual world may contain another virtual human, who is autonomous; dialogue and other communication can be established between the clone and the autonomous virtual human. The autonomous virtual human understands the expressions and speech of the real person (conveyed via the clone) and communicates using both verbal and nonverbal signals. The dialogue is simulated in a 3-D virtual scene, which can be viewed from different remote sites over the network.
Implementing such a system necessitates solving many independent problems in many fields: image processing, audio processing, networking, artificial intelligence, virtual reality, and 3-D animation. In designing such a system, we divide it into modules, each module being a logical separate unit of the entire system. These modules are 3-D face reconstruction, animation, facial-expression recognition, audio processing, interpretation and response generation, and audio-visual synchronization.
The following subsections describe the different modules of the system.
A. 3-D Face Reconstruction
The 3-D face model is constructed from a generic/canonical 3-D face using two orthogonal photographs, typically a front and a side view. The process is also referred to as model fitting, as it involves transforming the generic face model to the specific face of the real person. First, we prepare two 2-D templates containing the feature points from the generic face-these points characterize the shape and morphology of the face-for each orthogonal view. If the two views of the person to be represented have different heights and sizes, a process of normalization is required. The 2-D templates are then matched to the corresponding features on the input images [38] . This employs structured discrete snakes to extract the profile and hair outline, as well as filtering methods for the other features like the eyes, nose, chin, etc. The 3-D coordinates are computed using a combination of the two sets of 2-D coordinates. This provides the set of target positions of the feature points. The generic nonfeature points are modified using a deformation process called Dirichlet free-form deformation (DFFD) [39] . DFFD is a generalized method for FFD [40] that combines traditional FFD with scattered data interpolation methods based on Delaunay/Dirichlet diagrams. DFFD imposes no constraint on the topology of the control lattice. Control points can be specified anywhere in the space. We can then perform model fitting using a set of feature points defined on the surface of the generic face as the DFFD control points [41] . For realistic rendering, we use texture mapping to reproduce the small details of facial features that may not show up in the gross model fitting. Fig. 5 shows the different steps for constructing a 3-D face model for the clone.
B. Animation
A face model is an irregular structure defined as a polygonal mesh. The face is decomposed into regions where muscular activity is simulated using rational FFD's [42] . As model fitting transforms the generic face without changing the underlying structure, the resulting new face can be animated. Animation can be controlled on several levels. On the lowest level, we use a set of 65 minimal perceptible actions (MPA's) related to the muscle movements. Each MPA is a basic building block for a facial-motion parameter that controls a visible movement of a facial feature (such as raising an eyebrow or closing the eyes). This set of 65 MPA's allows construction of practically any expression and phoneme. On a higher level, phonemes and facial expressions are used, and at the highest level, animation is controlled by a script containing speech and emotions with their duration and synchronization. Depending on the type of application and input, different levels of animation control can be utilized. Fig. 6 shows these levels.
C. Facial-Expression Recognition
Accurate recognition of facial expression from a sequence of images is complex. The difficulty is greatly increased when the task is to be done in real time. In trying to recognize facial expression with a reasonable degree of accuracy and reliability in real time, a few simplifications are inevitable. We focus our attention on only a few facial features for detection and tracking. The method relies on a "soft" mask, which is a set of points defined on the frontal face image. During the initialization step, the mask can be interactively adjusted to the image of the real person, permitting detailed measurements of facial features. information such as a color sample of the skin, background and hair, etc. are also stored. The feature-detection method is based on color-sample identification and edge detection. The feature points used for facial-expression recognition are concentrated around the mouth, neck, eyes, eyebrows, and hair outline. The data extracted from the previous frame are used only for features that are easy to track (e.g., the neck edges), thus avoiding the accumulation of error. To reproduce the corresponding movements on the virtual face, a mapping is carried out from the tracked features to the appropriate MPA's, the basic motion parameters for facial animation. This allows us to mimic the facial expression of the real person on his clone. Fig. 7 illustrates how the virtual face of the clone is animated using input from the real person's facial expressions. All this information still does not tell us enough about the mood and/or emotion of the real person. The person's mood and emotions are important information to be input to the process of formulating the autonomous virtual human's response. We employ a rule-based approach to infer the emotion of the person. These rules are a simple mapping of active MPA's to a given emotion; however, these are limited to only a few types of emotion. Another approach to recognizing the basic emotion is to use a neural network with the automatically extracted facial features as input associated to each emotion. We are currently making some experiments for classifying the basic emotions (surprise, disgust, happiness, fear, anger, and sadness) using a neuralnetwork approach where the input is the extracted data from video and the output is one of the six emotions. Difficulty remains in identifying a blend of basic emotions. This may be partially resolved by identifying the dominant features of the basic emotion depicted and masking the others.
D. Audio Processing
The processing of the audio signal (which contains most of the dialogue content) to text is nontrivial. Recently, some results have been reported in speaker-dependent restrained contextual vocabulary for continuous speech (90% success rate). 2 There are, however, many techniques for speech recognition. Typically, they involve the following processes: digital sampling of speech, acoustic signal processing (generally using spectral analysis), recognition of phonemes, groups of phonemes, and then words (hidden Markov modeling systems are currently the most popular; basic syntactic knowledge of the language may aid the recognition process). However, these techniques are time consuming and not appropriate for real-time applications. Recent developments suggest that recognition is possible in real time when used in a simplified context. 2, 3 Audio analysis is essential if the semantics of the input speech is required before formulating a response.
Text to speech, or speech synthesis, is another important part of audio processing. The usual approach is to split textual speech into small units-generally phonemes, the smallest meaningful linguistic unit. Each phoneme has a corresponding audio signal. It is no easy matter, however, to combine them to produce a fluent speech. One commonly employed solution is to use diphones, instead of just phonemes, which contain the transitions between pairs of phonemes. This squares the number of the elements to be processed in the data base but improves the quality considerably. Inflections corresponding to punctuation are added to generate a more human-like voice.
To animate the face using audio input, the audio phonemes are mapped to their corresponding visual output, called the viseme. Since the viseme is defined as set of MPA's, as previously mentioned, it can be applied to any face. Fig. 8 shows the same viseme on two different face models.
E. Interpretation and Response Generation
For there to be virtual dialogue between the clone and an autonomous virtual human, the autonomous virtual human should be able to "understand" the speech and emotions of the clone. This requires the addition of an intelligent module to act as the "brain" of the autonomous participant. The information it has to process is composed of the text of the clone's speech and its emotions inferred from facial expressions. The analysis may involve techniques of natural language processing (see Fig. 9 ).
For each word, the lexical analysis retrieves information stored in a lexicon, and then the syntactic analysis relies on a set of grammatical rules to parse each sentence in order to determine the relations among the various groups of words. The semantic analysis infers the meaning of the sentence and also generates the output used in the automatic response generation. This step can be bolstered by pragmatic analysis of real-world states and knowledge, exemplified in our case by the emotions conveyed by the clone.
Our simplified prototype is an automation where the final state after the syntactic and semantic analysis is one of the responses in a data base available to the autonomous virtual human. This data base contains a number of predefined utterances, each associated with an emotional state. The current system has limited intelligence; however, this is being extended and elaborated, including complex knowledge analysis and treatment.
F. Audio-Visual Synchronization
To produce bimodal output, where the virtual human exhibits a variety of facial expressions while speaking, audio and visual output must be synchronized. To synchronize the sound with the animation, the sound stream is stored in an audio buffer and the animation, in terms of MPA's, is stacked in an MPA buffer. An MPA synchronizer controls the trigger to both buffers. At present, for text to phoneme, we are using the Festival Speech Synthesis System from the University of Edinburgh, U.K.; for phoneme to speech (synthetic voice), we use MBROLA from the Faculté Polytechnique de Mons, Belgium. Both are public-domain software.
G. Network Issues
From the networking point of view, the virtual dialogue system acts like a simple client server, whose architecture is that of an ongoing networked collaborative virtual environment: the virtual life network [44] . The clients include the user, as represented by the participation of their clone, as well as one or more external (nonactive) viewers.
To reduce bandwidth, only animation or reconstruction parameters of the clone are transmitted to the server. This means that all the video and sound processing has to be computed by the client. The server returns the parameters of the scene to the clients. These include the deformation of objects in the scene, the parameters for speech synthesis of the autonomous virtual human, and the compressed speech of the clients and/or clones. The client is free to select a point of view of the scene, with the default being determined by the position of the clone. The client has to reconstruct the view according to the parameters given by the server, decompress the audio, and synthesize the speech from the phonemes. Fig. 10 shows interaction of the clone with another virtual human while playing chess through the network when seen by a third viewer. Fig. 11 gives the overview of the complete pipeline showing the data flow among the various modules. The input can be in various forms or media; here, we are primarily concerned with video and audio inputs. This can be extended, however, for other input, such as 3-D trackers for body gestures and positions.
H. Complete Pipeline
The audio signal is analyzed to extract the speech content (text) and the phonemes composing this text. To synchronize with the animation, we need the onset and duration of each phoneme extracted. The data from the video signal is processed to extract all the visual information about the user, including 3-D feature points for modeling the clone face and tracking features for animation.
The autonomous virtual human, a separate entity, receives text and emotions as input. This is processed by the knowledge-based module, which then also provides the output response, containing text and emotion. The text is processed to generate temporized phonemes for generating facial deformations as well as synthetic speech. The voice is synchronized with the face deformation, which also accounts for the emotions. Summarizing, the output of the system includes the virtual clone's reproducing the motion and speech of the real person and the autonomous virtual human's communicating with the real person, as represented by the clone, via both speech and emotionconveying expressions. Fig. 11 shows the interaction between only one real face (via clone) and one virtual face, but it can be extended to multiclone and multivirtual-face communication. This system proves that in principle, it is possible, at least in a limited context, to capture and track people's face shapes and movements, recognize and interpret their facial expressions, and produce a virtual dialogue, all in real time.
IV. STANDARDIZATION FOR SYNTHETIC NATURAL HYBRID CODING
Synthetic natural hybrid coding is a subgroup of Motion Pictures Experts Group-4 that is devising an efficient coding for graphics models and compressed transmission of their animation parameters specific to the model type [45] . The University of Geneva is making a contribution to the group as a working partner in "Video Assisted with Audio Coding and Representation," a European project formulating a standard set of parameters for representing the human body and the face. For faces, the facial definition parameter (FDP) set and the facial animation parameter (FAP) set are designed to encode facial shape and texture as well as animation of faces reproducing expressions, emotions, and speech pronunciation.
FAP is based on the study of minimal facial actions (like the MPA's in our system), which are closely related to muscle actions. They represent a complete set of basic facial actions and allow the representation of most natural facial expressions. The lips are well defined to take into account inner and outer contours. Exaggerated FAP values permit actions that are not normally possible for humans but could be desirable for cartoon-like characters.
All parameters involving motion are expressed in terms of FAP units. They correspond to fractions of distances between key facial features (e.g., distance between the eyes). The fractional units are chosen to ensure a sufficient degree of precision.
The parameter set contains three high-level parameters. The viseme parameter allows direct rendering of visemes on the face without the intermediary of other parameters as well as enhancing of the result by applying other parameters, thus ensuring the correct rendering of visemes. The current list of visemes is not intended to be exhaustive. Similarly, the expression parameter allows the definition of high-level facial expressions.
The FDP's are used to customize a given face model to a particular face. They contain 3-D feature points (e.g., mouth corners and contours, eye corners, eyebrow ends, etc.), 3-D mesh (with texture coordinates if appropriate) (optional), texture image (optional), and other (hair, glasses, age, gender) (optional).
V. CONCLUSION AND FUTURE WORK
Providing the computer with the ability to engage in faceto-virtual-face communication-an effortless and effective interaction among real-world people-offers a step toward a new relationship between humans and machines. This paper describes our system, with its different components, which allows real-time interaction and communication between a real person represented by a cloned face and an autonomous virtual face. The system provides an insight into the various problems embodied in reconstructing a virtual clone capable of reproducing the shape and movements of the real person's face. It also includes the syntactic and semantic analysis of the message conveyed by the clone through his facial expressions and speech, which can then be used for provoking a credible response from the autonomous virtual human. This communication consists of both verbalizations and nonverbal facial movements synchronized with the audio voice.
We have shown through our system that in a simple situation, it is possible to gather considerable perceptual intelligence by extracting visual and aural information from a face. This knowledge can be exploited in many applications: natural and intelligent human-machine interfaces, virtual collaborative work, virtual learning and teaching, virtual studios, etc. It is not too farfetched to imagine a situation, real or contrived, where a fully cloned person (face, body, clothes) interacts in a virtual environment inhabited by other virtual humans, clones or autonomous. Further research effort is required, however, to realize this in real time with realistic and believable interaction. Fig. 12 shows a situation where a virtual clone is hanging out with famous virtual actors in a bar (the image is produced from a nonreal-time script-based 3-D animation).
Future work will involve recognition and integration of other body gestures and full-body communication among virtual humans. We have done some work in the direction of communication between virtual humans using facial and body gestures [46] . However, cloning of complete virtual humans including animation still requires much research.
