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Abstract
We construct operations with basic notions that generate via compositions any mapping on any
finite set. Moreover, the construction is effective and leads to an algorithm for the decomposition of
a given mapping.
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This paper presents a direct combinatorial construction of complete operators on finite
sets. With their algebraic characterizations, Jablonskij (1958), Rosenberg (1965) and
Rousseau (1967) give necessary and sufficient conditions for an operation to be complete
on a finite set. But for the computational aspects, some natural questions remain:
• How to construct effectively such a complete operation?
• Can one find an easily implementable one?
• Given some mapping f on a finite set, can one compute a decomposition of f in
terms of this operator?
• Do the results of the form “∀ finite set ∃ a complete operator” commute in a more
general result “∃ a complete operator ∀ finite set”?
This self-contained paper gives positive answers to the four previous questions.
For any finite set, we prove the completeness of a binary commutative operation µ
just defined with the zero, the successor and the equality. Moreover, the proof of its
completeness is a recursive algorithm for the decomposition of a mapping. We extend
the family of those binary operators to a single ternary operator on integers that generates
via compositions any mapping on any finite set of integers.
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Definition (Complete-integral). For any n ≥ 2, En is the set {0, 1, . . . , n − 1}. For any
k > 0, Fkn is the set of maps from Ekn to En , Fn is the union F1n ∪ F2n ∪ F3n . . .. A map χ
is Boolean if it takes values in {0, 1}. Let µ and f be two maps. Say that f is a µ-Boolean
map if f is a finite composition of µ and Boolean maps. Say that f is a µ-map if f is
a finite composition of µ. Say that µ is n-Boolean-complete if every map f of Fn is a
µ-Boolean map. Say that µ is n-complete if every map f of Fn is a µ-map. Say that a map
φ is integral if φ is n-complete for any n ≥ 2.
1. Theorems
We are going to prove the following results.
Theorem 1 (Complete). For any n ≥ 2, the map µn : E2n En is n-Boolean-complete
and moreover n-complete where
µn(x, y) =
{
x + 1 if x = y
0 if x = y.
Theorem 2 (Integral). The map φ : N3 N is integral where
φ(x, y, z) =
{
x + 1 if x = y ≤ z
0 otherwise.
Of course, any complete map is a Boolean-complete map. However, as the
implementation of Boolean maps is very easy and just consists in tests of equality, one
can be interrested in a decomposition involving Boolean maps rather than expensive
compositions. Hence, we will perform the decomposition in that way.
We first prove Theorem 1. The case n = 2 is well known since µ2 corresponds to the
NOR Boolean operator. Now we fix n ≥ 3. All the operations are performed modulo n and
we write µ for µn .
Lemma 3 (Division). Any map f of Fn is a µ-Boolean map.
Proof. Let f : Ekn {0, 1, . . . , d − 1}. We proceed by induction on d . If d = 2 then f is
itself a Boolean map χE where E = {−→x ∈ Ekn : f (−→x ) = 1} and χE (−→x ) = 1 if and only
if −→x ∈ E . Assume d ≥ 3 and consider the two maps f0, f1 : Ekn {0, 1, . . . , d − 2} as
follow for any −→x ∈ Ekn :
f0(−→x ) =
{
(a − 1) if f (−→x ) = a > 0
0 if f (−→x ) = 0
f1(−→x ) =
{
(a − 1) if f (−→x ) = a > 0
1 if f (−→x ) = 0.
By induction hypothesis, both f0 and f1 are µ-Boolean maps. Define f := µ( f0, f1). We
have
µ( f0, f1)(−→x ) =
{
µ(a − 1, a − 1) = a if f (−→x ) = a > 0
µ(0, 1) = 0 if f (−→x ) = 0. 
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For the completeness of µ, it is now sufficient to prove that any Boolean map χ is a
µ-map. We begin with some elementary tools.
Lemma 4 (Basic). For any i ∈ En, the following maps are µ-maps:
(1) Z(x) = 0,
(2) ∆i (x) = x + i
(3) Γi (x) =
{
1 if x = i
0 if x = i
(4) NOR(x, y) =


1 if (x, y) = (0, 0)
0 if (x, y) = (0, 1)
0 if (x, y) = (1, 0)
0 if (x, y) = (1, 1).
Proof. (1) Define Z(x) := µ(x, µ(x, x)). We have Z(x) = µ(x, x + 1) = 0.
(2) Define ∆0(x) := x and ∆i+1(x) := µ(∆i (x),∆i (x)).
(3) Define Γi (x) := µ(Z(x),∆n−i (x)). We have
Γi (x) = µ(Z(x),∆n−i (x))
= µ(0, x + n − i) =
{
1 if x + n − i = 0 x = i
0 if x + n − i = 0 x = i.
(4) Define NOR(x, y) := µ(µ(µ(x, y), x), x). We have
NOR(0, 0) = µ(µ(µ(0, 0), 0), 0) = µ(µ(1, 0), 0) = µ(0, 0) = 1
NOR(0, 1) = µ(µ(µ(0, 1), 0), 0) = µ(µ(0, 0), 0) = µ(1, 0) = 0
NOR(1, 0) = µ(µ(µ(1, 0), 1), 1) = µ(µ(0, 1), 1) = µ(0, 1) = 0
NOR(1, 1) = µ(µ(µ(1, 1), 1), 1) = µ(µ(2, 1), 1) = µ(0, 1) = 0. 
Lemma 5 (Boolean). Any Boolean map χ : Ekn {0, 1} is a µ-map.
Proof. Since NOR is a µ-map, one can define Boolean operations as;
Not(x) := Γ0(x) = µ(Z(x), x) = µ(µ(µ(x, x), x), x)
x ∨ y := µ(Z(x), NOR(x, y))
x ∧ y := µ(µ(x, µ(x, y)), µ(µ(x, µ(x, y)), y))
We proceed by induction on d = |χ−1(1)|. For d = 0, define χ(x1, . . . , xk) :=
Z(x1). For d > 0, consider some element
−→
a = (a1, . . . , ak) such that χ(−→a ) = 1.
Let δ be the Boolean map
δ(
−→
x ) =
{
0 if −→x = −→a
χ(
−→
x ) otherwise.
Hence |δ−1(1)| = d −1 and by induction hypothesis, δ is a µ-map. Define T (x1, . . . , xk) :
= Γa1(x1) ∧ Γa2(x2) ∧ · · · ∧ Γak (xk). Obviously χ = δ ∨ T and χ is a µ-map. 
This completes the proof of Theorem 1 and directly gives the following characterization.
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Corollary (Characterization). For any n ≥ 2, a map f is n-complete if and only if the
map µn is a f -map. Moreover, a map φ is integral if and only if for any n ≥ 2, the map µn
is a φ-map.
We prove now Theorem 2.
Proof. First, for any n ∈ N, the constant mapping Cn : N {n} is a φ-map. Define
C0(x) := φ(φ(x, x, x), x, x) = φ(x + 1, x, x) = 0
Cn+1(x) := φ(Cn(x), Cn(x), Cn(x)) = φ(n, n, n) = (n + 1).
Now, for any n ≥ 2, we have
φ(x, y, Cn−2(x)) =
{
x + 1 if x = y ≤ n − 2
0 otherwise
=


x + 1 if x = y ≤ n − 2
0 if x = y = n − 1
0 otherwise
= µn(x, y).
Hence µn is a φ-map. 
2. Implementation
We propose the following implementation of the decompositions with µn for a fixed
n ≥ 2. All the operations are performed in Z/nZ.
• Null(x) := µ(x, µ(x, x)).
• Delta(i, x) := if (i = 0) then x else µ(Delta(i − 1, x), Delta(i − 1, x)).
• Test(i, x) := µ(Null(x), Delta(n − i, x)).
• Nor(x, y) := µ(µ(µ(x, y), x), x).
• Not(x) := µ(x, Null(x)).
• x ∨ y := Not(Nor(x, y)).
• x ∧ y := Nor(Not(x), Not(y)).
Decomposition in membership maps and µ:
• MUCHI( f ) :=
if f is Boolean then χ{−→x : f (−→x )=1} else define for h = 0, 1:
fh(−→x ) :=
{ f (−→x ) − 1 if f (−→x ) > 0
h if f (−→x ) = 0
µ(MUCHI( f0), MUCHI( f1)).
Decomposition of membership maps in µ:
• MU(χA) :=
if A = {} then Null(x1) else for A = B ∪ {(a1, . . . , ak)}
MU(χB) ∨ (Test(a1, x1) ∧ Test(a2, x2) ∧ · · · ∧ Test(ak, xk)).
S. Burckel / Journal of Symbolic Computation 37 (2004) 305–310 309
Examples. • For n = 3, the sum map s(x, y) = x + y and the product map
p(x, y) = xy are decomposed with MUCHI as s(x, y) = µ(χA(x, y), χB(x, y))
and p(x, y) = µ(χC(x, y), χD(x, y)) where
A = {(0, 2), (1, 1), (2, 0)}
B = {(0, 0), (0, 2), (1, 1), (1, 2), (2, 0), (2, 1)}
C = {(1, 2), (2, 1)}
D = {(0, 0), (0, 1), (0, 2), (1, 0), (1, 2), (2, 0), (2, 1)}
and their complete MU decompositions both involve 218 symbols µ. Moreover, since
the constant map C1 is
φ(φ(φ(x, x, x), x, x), φ(φ(x, x, x), x, x), φ(φ(x, x, x), x, x))
and involves seven symbols φ, the maps s and p are decomposed with at most 1526
symbols φ.
• For n = 10, the sum (resp. product) map is decomposed with 2162 979 (resp.
1897 580) symbols µ. The max(x, y) (resp. min(x, y)) map is decomposed with
2187 766 (resp. 1912 450) symbols µ. Since the constant map C8 is written with
16 402 symbols φ, the sum is decomposed with 35 477 181 558 symbols φ. Of
course, these large numbers are not optimal. For instance, the mapping (x, y) → x
is decomposed with 2050 108 symbols µ whereas it needs no ones. Moreover the
MUCHI decompositions of all those mappings involve 255 symbols µ.
3. Conclusion
First, one could ask if there is an algebraic characterization of every possible integral
mappings? Second, people know that NAND, NOR gates are very useful in the design
of circuits. We hope that the very simple definition of the µ operators will provide some
applications, at least via the MUCHI decomposition. Third, the integral mapping φ could
be a mathematical key tool for inductive proofs on general mappings on integers. In
particular, in order to prove a property Ψ on every mappings on finite sets, it is now
sufficient to prove that φ preservesΨ . This operator could be a tool for proofs in finite sets
theory and give some ideas in analytic problems considering real numbers as particular
mappings on integers.
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