Order-preserving pattern matching was first studied surprisingly recently but has already attracted much attention. For this problem we propose a space-efficient index that works well in practice despite its lack of good worst-case time bounds. Our solution is based on the new approach of decomposing the indexed sequence into an order component, containing ordering information, and a δ component, containing information on the absolute values. Experiments show that this approach is viable and it is the first one offering simultaneously small space usage and fast retrieval.
Introduction
The problem of Order-Preserving Pattern Matching consists in finding, inside a numerical sequence T , all subsequences whose elements are in a given relative order. For example, if the pattern is P = (1, 2, 3, 4, 5) we need to find all increasing subsequences of length five; so if T = (10, 20, 25, 30, 31, 50, 47, 49) we have a first match starting with the value 10, a second match starting with the value 20, and no others.
This problem is a natural generalization of the classic exact matching problem. Order-preserving matching is useful to search for trends in time series like stock market data, biomedical sensor data, meteorological data, etc. In the last few years this problem has received much attention and in the next section we briefly review the most significant contributions. In this paper we address the problem of succinctly representing a sequence T so that given a pattern P we efficiently report all subsequences of T whose elements are in the same relative order as the elements of P .
Our contribution is based on the new idea of decomposing the sequence T into two components: the order component and the δ component. The order component stores the information about the relative order of the elements of T inside a window of a fixed size, while the δ component contains the information required for reconstructing T given the order component. The order component is stored into a compressed suffix array and the δ component is stored using an ad-hoc compression technique supporting random access to it. To search for a pattern we first search it in the compressed suffix array of the order component; this gives us a list of potential candidates which are later verified using the δ component. The experimental results show that our index has a space usage similar to gzip and that it is often orders of magnitude faster than a scan-based approach.
Previous Work
The first algorithms for the order-preserving pattern matching were designed for the online case and inspired by the classical Knuth-Morris-Pratt and Boyer-Moore algorithms [1, 2, 3, 4] . The proposed algorithms have guaranteed linear time worst-case complexity or sublinear time average complexity. However, for the online problem the best results in practice are obtained by algorithms based on the concept of filtration, in which some sort of "order-preserving" fingerprint is applied to the text and the pattern [5, 6, 7, 8, 9, 10] .
For the offline problem, Crochemore et al. [13] showed how, given a sequence T [1, n] , in O(n log(n)/ log log n) time we can build an O(n log n)-bit index such that later, given a pattern P [1, p] , we can return the starting positions of all the occ orderpreserving matches of P in T in optimal O(m + occ) time. A more space economical solution is proposed in [17] consisting in an index taking O(n log log n) extra bits in addition to the text. The one in [17] is the first index for order-preserving matching that uses o(n log n) bits with guaranteed worst case search bounds. Its weakness is that it can handle only patterns whose lengths are less than a given bound that is polylogarithmic in n, and it returns the position of only one match (if there is one).
In this paper we are interested in practical approaches that work well in practice even if they do not have competitive worst case bounds on the search cost. In [11] Chhabra et al. show how to speedup search building an FM-index [12] on the binary string expressing whether in the input text each element is smaller or larger than the next one. Our proposal can be seen as a generalization of this work: instead of extracting a binary sequence from T we extract information on the relative order of the elements inside a sliding window of size q. In addition, we compute also a δ component containing the information not stored in the order component and we obtain the first compressed representation of a sequence that is simultaneously an index for order-preserving matching. Both our solution and the one in [11] use the index to quickly select a set of candidates, discarding all other subsequences in T that certainly do not match.
Extracting the ordering information
Given two sequences P , Q, we say that they are order isomorphic, and write P ≈ Q, if |P | = |Q| and the relative order of P 's and Q's elements is the same, that is
Given a reference sequence T [1, n] and a pattern P [1, p] we want to find all subsequences
Given a window size q > 1 and a sequence T [1, n] we define its order component T o [1, n] as follows. For i = 1, . . . , n let i q = max(1, i − q + 1) and define
(1)
In other words: if
. The values of T o belong to the set {0.5, 1, 1.5, . . . , q − 0.5} which has 2q − 1 elements overall. For example, if q = 4 for T = (3, 8, 3, 5, −2, 9, 6, 6) it is T o = (0.5, 1.5, 2, 1.5, 0.5, 2.5, 3.5, 1).
We call T o the order component for T since it encodes ordering information for T 's elements within a size-q window. Formally T o depends also on q but for simplicity we omit it from the notation. Obviously, if P ≈ Q then P o = Q o . However, we are interested in finding the order-preserving occurrences of P within a longer reference sequence T and we will make use of the following more general result.
Proof.
be fractional and such that (2) is satisfied. Let w = min(q, i + j) and v = min(q, j). Note that w (resp. v) is the size of the subsequence which is considered for determining
or fractional and larger than j − 1. Summing up we have the following corollary.
where for j = 2, . . . , q − 1 it is:
is whole, and either
In view of the above corollary, to solve the order-preserving matching problem we build a compressed index for T o . Then, given P [1, p] with p > q, we compute P o [1, p] and, using the index, the set of positions i 1 , i 2 , . . . , i m satisfying (3). Since Corollary 2 states only a necessary condition, some of these positions could be false positives and a verification step is necessary. For the verification we need the actual values of T . To save space, instead of T we store a representation that takes advantage of the values in T o that are stored in the index. Given T [1, n] and
. For i = 2, . . . , n let i q = max(1, i − q + 1) and:
Notice that for i ≥ 2,
While T o provides information on the ordering of T 's elements, T δ contains information on their absolute values. It is straightforward to verify that given T o and T δ we can retrieve T in linear time.
Summing up, our approach to compress and index a sequence T and support order-preserving pattern matching is the following: select a window size q and build the components T o and T δ . Then build a compressed index for T o and compress T δ . These two components together constitute our index. The above description is quite general and can be realized in different ways. In the following we describe our particular implementation and experimentally measure its effectiveness.
Representation of the components T o and T δ
We represent T o [1, n] using a Compressed Suffix Array (csa) consisting of a Huffman shaped Wavelet Tree built on the BWT of the sequence T o . In our experiments we used the csa wt class from the sdsl-lite library [14] . We do not need an index for T δ . However, during the verification phase we do need to extract (decompress) the values in random portions of T δ . For this reason we split T δ in blocks of size B (i.e., the same size used for the blocks in the csa of T o ) and we compress each block independently. The k-th block consists of the subsequence T δ [kB + 1, kB + B], except for the last block which has size n mod B. Additionally, we use a header storing the starting position of each block. Hence, given a block index we can decompress it in O(B) time.
To compactly represent a block of T δ we take advantage of the fact that the corresponding values in T o are available during compression and decompression. Recalling the definition of T δ [i] in (4), we partition the values in T into three classes: 
Summing up, compressing a block of T δ amounts to compressing a sequence of non-negative integers 1 , 2 , . . . , B with the additional information that for each i both encoder and decoder know an upper bound w i ≥ i . We have tested several compressors for this setting and we got the best results using the log-skewed coder [15] . Such encoder represents an integer ∈ [0, w) using at most log 2 (w) bits, but if w is not a power of two the smallest values in the range [0, w) are encoded using fewer than log 2 (w) bits.
Searching for a pattern
Given the above representations of T o and T δ , we compute the order preserving occurrences of a pattern P in T as follows. First we compute P o and locate in T o 's csa the row ranges prefixed by each one of the sequences satisfying Corollary 2. If the window size is q there are at most (q − 1)! such sequences. Recall that the basic operation of a csa is the backward search in which, given the range of rows prefixed by a substring α and a character c, we find in O(1) time the range of rows prefixed by cα. This suggests we compute the desired set of row ranges with a two-step procedure: first (Phase 1) with p − q + 1 backward search steps we compute the range of rows prefixed by P o [q, p]; then (Phase 2) with additional backward search steps we compute the range of rows prefixed by
satisfying the conditions of Corollary 2. Phase 2 can require up to q! backward search steps, but the number of steps is also upper bounded by q times the number of row ranges obtained at the end of the phase, which is usually much smaller.
At the end of Phase 2 we are left with a set of rows, each one representing a position in T where an order-preserving match can occur. We verify if there is actually a match (Phase 3) by decompressing the corresponding subsequence of T and comparing it with P . Given a row index r representing a position in T o prefixed by a string
we use the LF-map to move backward in T o until we reach a marked position, that is, a position in T o (and hence in T ) which is a multiple of the block size B (say position B) and marks the beginning of block . Each time we apply the LF-map we also obtain a symbol y i of T o hence when we reach the beginning of the block we also have the sequence
of T o values from the beginning of the block till the position corresponding to P [p] . Using this information and the compressed representation of T δ (whose blocks can be accessed independently) we retrieve the corresponding T values and determine if there is an actual order-preserving match. Phase 3 is usually the most expensive since for each candidate the algorithm has to reach the beginning of the block containing it. We can therefore expect that its running time will be linearly affected by the block size B. Note that in our implementation Phase 2 and 3 are interleaved: as soon as we have determined a range of rows prefixed by one of the patterns in Corollary 2 we execute Phase 3 for all rows in the range before considering any other row range.
Experimental results: Space usage
Since one of the applications of order-preserving matching is the search in Stock Market data we call our tool "stock market index" (smi from now on). In this section we report smi space usage for different values of the block size B and windows size q for the files listed in Fig. 1 . Table 1 shows the space usage of our index for different values of B and q compared to gzip and by the state of the art compressor xz. We can see that smi's space usage is essentially at par with gzip's: it can be smaller or larger depending on the block size B. As expected xz compression is clearly superior to both. Table 2 shows the relative space usage of T o and T δ within the smi. For a fixed block size B, as the window size q increases the cost of storing T δ decreases while the csa size increases. This was to be expect since a larger q means that more information is contained in T o . For a fixed window size q, as the block size B increases the space of both T δ and T o 's csa decreases since both structure have an extra overhead for each block. However, increasing the block size decreases the search speed as discussed in the following section. 
Experimental results: Search time
All tests have been performed on a desktop PC with eight Intel-I7 3.40GHz CPUs running Linux-Debian 8.3. All tests used a single CPU and the test files in Fig. 1 . All tests involved 1000 patterns of length 15 and 20 extracted from the same file where the patterns are later searched, so every search reports at least one occurrence. The patterns were extracted selecting 1000 random position in the file. Note that patterns occurring more often are more likely to be selected so this setting is the least favorable for our algorithm: like all index-based algorithms, it is much faster when the pattern does not occur, or occurs relatively few times. Since Phases 1 and 2 of our algorithm produce a set of candidates that must be verified in Phase 3, in our first experiment we measure how effective are the first two Phases in producing only a small number of candidates which are later discarded (that is, how effective are Phases 1 and 2 in producing a small number of false positives). The results of this experiment are reported in Table 3 . We see that for patterns of length 15 the average number of occurrences is surprisingly high, with a peak of 2000+ average occurrences for the ecg (recall the random selection of patterns favors those which occur more often). Despite this, in most cases for Phase 2 the ratio is smaller than 1.10, that is, the number of candidates at the end of Phase 2 is less than 10% more than the number or actual occurrences. Note that the poor performance of Phase 1 for q = 12 was to be expected since when |P | = 15 Phase 1 will only search in T o 's csa the last 4 symbols of P o which cannot provide an effective filter. Table 4 reports the running times of smi for different values of q and B. Being the first tool to combine compression and indexing smi has no direct competitors: as a reference we report the running times of a simple scan-based search algorithm in which we check each text position with the verification algorithm outlined in [9, Sec. 3] . We observe that for the largest files (prices, rwalk, rand) smi is at least two orders of magnitudes faster than scan, the difference being more evident when the average number of occurrences is small. On the other hand, for ecg with |P | = 15 there are 2000+ average occurrences per pattern and our algorithm is only a few times faster than scan. The results for the two smallest files in our collection (ibm 2 million values, tmax 15 million values) clearly show that our approach outperforms scan also when the number of occurrences is relatively large and the size of the input is relatively small. In [16] Table 4 : smi vs scan: Average running times, in milliseconds, for searching 1000 random patterns of length 15 and 20. Running times do not include the time to load the compressed index (for smi) or the uncompressed text (for scan).
