. Authoring and generating network-free personalized animations. The author takes a picture, specifies parameters and regions to be animated, and encodes the information in a QR code following designed animation schemes. With the authored QR code, our mobile application on the consumer's side registers the view and decodes a personalized animation. The consumer obtains visual information such as how to use a coffee maker without having to access the internet.
. Authoring and generating network-free personalized animations. The author takes a picture, specifies parameters and regions to be animated, and encodes the information in a QR code following designed animation schemes. With the authored QR code, our mobile application on the consumer's side registers the view and decodes a personalized animation. The consumer obtains visual information such as how to use a coffee maker without having to access the internet.
Time-based media (videos, synthetic animations, and virtual reality experiences) are used for communication, in applications such as manufacturers explaining the operation of a new appliance to consumers and scientists illustrating the basis of a new conclusion. However, authoring time-based media that are effective and personalized for the viewer remains a challenge. We introduce AniCode, a novel framework for authoring and consuming time-based media. An author encodes a video animation in a printed code, and affixes the code to an object. A consumer uses a mobile application to capture an image of the object and code, and to generate a video presentation on the fly. Importantly, AniCode presents the video personalized in the consumer's visual context. Our system is designed to be low cost and easy to use. By not requiring an internet connection, and through animations that decode correctly only in the intended context, AniCode enhances privacy of communication using time-based media. Animation schemes in the system include a series of 2D and 3D geometric transformations, color transformation, and annotation. We demonstrate the AniCode framework with sample applications from a wide range of domains, including product "how to" examples, cultural heritage, education, creative art, and design. We evaluate the ease of use and effectiveness of our system with a user study.
CCS Concepts: • Human-centered computing → Visualization; • Computing methodologies → Image-based rendering; Mixed / augmented reality;
INTRODUCTION
Time-based media, such as videos, synthetic animations, and virtual reality experiences increasingly are replacing text and static images in communication. The popularity of this particular type of communication is evident from the ubiquity of do-it-yourself "how to" videos, technical lectures on public platforms, and virtual tours presented as panoramic videos. Advances in software and hardware make it possible to render high-quality animations and capture high-resolution digital videos. However, production of useful content requires time and expertise to shoot and edit video clips, or to model synthetic objects for rendering. Furthermore, the same content is created for all consumers, and lacks personalization. Current video-based communication also requires network accessibility and abundance of storage. While widespread availability of high-speed internet makes it easy to watch large videos almost anywhere with internet access, there are no alternatives for video-based communication in environments with little or no network access. Furthermore, in an age where personal data is easily collected and tracked, there is increased need for applications that protect privacy and do not rely on network access.
We propose the AniCode framework as an alternative to traditional video generation and sharing. We distinguish between authors, who have content to be communicated, and consumers who view and use the content (Fig. 1) . Our system enables authors to create coded artifacts that allow consumers to generate time-based displays using their own device. One example is authoring a customized demonstration of the operation of a complicated piece of equipment that is already installed at a consumer's site. An animation is far more effective than the printed or electronic manual with text and a series of still images. In this scenario, a simple smartphone camera can capture a code embedded in the equipment. We use the code to match image segments and apply authored transformations to generate the animation that shows how to operate the equipment. Since the imagery is in the consumer's own visual context, the motion of objects is clear to the consumer. Due to matching of segments, the correct animation can only be generated when the consumer is in the intended context, thus helping to enhance privacy. Communication is also more private and robust to network instability by generating the animation on the fly without any need to access a network. To focus on preserving the key components of the animation, as well as leaving room for the viewer to have a more personalized experience, a limited amount of information is encoded. Our framework makes use of a consumer's own photograph, and focuses on communicating ideas rather than polished visuals. This allows the production of a video typically 20 MB in size from 200 bytes of coded animation -effectively a 100,000 compression ratio.
Our work makes the following contributions:
• We propose an alternative framework for video-based communication based on authoring a coded artifact that is imaged to create an animation on demand.
• We show that the new framework offers enhanced (but not absolute) robustness and privacy by not relying on the presence of an internet connection and requiring consumers to be on-site and in the correct context to be able to view the animation.
• We present an authoring interface that enables non-experts to author animations and create augmented reality content. We conduct a user study to evaluate the usability of the interface.
• We present a consumer-side mobile application that allows the consumer to image a coded-artifact and reconstruct the authored animation on the fly in their own visual context.
• We show how this framework improves the documentation of products, educational sequences, and offers a new methodology for presentation of scientific results to the general public with sample applications drawn from several fields.
RELATED WORK
At a high level, our work builds on a long history of generating animations in computer graphics [Parent 2012 ], authoring multimedia [Feiner and McKeown 1991] , and computer graphics applied to creating expository media [Agrawala et al. 2011 [Agrawala et al. , 2003 ]. We rely on recent work on communicating using time-based media, on timebased media authoring systems, on mobile communication methods assisted by augmented reality, and on network-free communication systems.
Time-based media
Time-based media, such as video, can be more effective than textbased media in education [Schnotz 2002 ], entertainment [Karat et al. 2001] , and advertising [Appiah 2006 ]. People believe that animations optimally employ the audience's cognitive capacity [Wouters et al. 2008] and promote understanding of concepts [Barak et al. 2011 Cros 2002] . Storytelling from data is an important motivation for the system described in this paper, but our work is not on the humanist or psychological principles of what makes a story effective, but rather on creating a new framework for authors to apply those principles.
Authoring Systems
Authoring for multimedia systems has progressed since seminal work such as the COMET system [Feiner and McKeown 1991] . One recent line of research investigates the possibilities for improving the authoring and presentation of video tutorials. This work includes a study of authors of "how to" videos and a development of an improved system for authoring. This system includes the ability to add bookmarks to a captured video, and then add multimedia annotations to the video [Carter et al. 2014] . Other work also considers the process of effective video capture. For example, an improved first-person viewpoint is developed using Google glass for capture [Carter et al. 2015] . On a high level, this work emphasizes the importance of annotation systems, linked diverse data types, and reconsidering content capture. Animation generation has long been a feature of information and scientific visualization systems [Upson et al. 1989] . Recent work in scientific visualization considers the authoring of 360-degree videos with branching [Chu et al. 2017; Liao et al. 2014 ]. This work emphasizes both the design of the authoring and navigation interfaces.
There are also research projects that focus on authoring tools for end users in mobile applications [Fidas et al. 2015] , which keeps more people in the loop of content production.
Augmented Reality
The popularization of virtual reality (VR) and augmented reality (AR) provides a new approach to communication. Content creation is one of the key areas of AR development. Some applications focus on superimposing virtual objects on a real environment based on coplanarity in single images [Cho et al. 2016] . Similar work includes manipulating existing objects interactively with partial scene reconstructions based on cuboid proxies [Zheng et al. 2012] . Authoring time-based media for AR has also become possible by mixing raw video footage using sparse structure points [Chang et al. 2016] . Recent AR devices such as Microsoft HoloLens provide the possibility of interactive scene editing in the real world based on data from the sensor [Yue et al. 2017] . Some industrial products can create AR tutorials from normal videos, offering users a personalized experience [Revell 2017] . In particular, smartphones with high-resolution cameras provide extraordinary resources for acquiring and processing visual information, thus making mobile VR and AR possible. Researchers also exploit mobile access to context-based information in many sites that require interactive expository resources, where smartphones are used to receive input from the user and create augmented environments [Andolina et al. 2012] .
These systems have interesting insights into content creation for AR. However, they require the author to explicitly transfer a large amount of data to the consumer via internet or local copy in order to communicate ideas. In this paper, we develop methods for users to access personalized animations without an internet connection, which makes the communication more robust to network instability and helps preserve the user's privacy. Compared with prior AR systems, the AniCode framework augments user-captured images to produce animations locally and offers a valuable tool to provide information and engage users without relying on a communication network. Our mobile application is not confined to a specific scene.
Network-Free Communication
Data privacy has become an important focus in systems and applications. When a smartphone is connected to a public network, data privacy is at risk. For instance, users of the fitness tracking app Strava unwittingly gave away locations of secret U.S. army bases [Hern 2018 ]. We explore communicating information visually without internet connection. Our work can be considered a variation of "Visual MIMO" [Ashok 2014 ]. Optical communication systems are designed using active light emitting systems and cameras. Methods for manipulating light emitting systems and then using computer vision techniques on the receiver end have been explored extensively [Yuan et al. 2011] . Additional techniques such as AirCode [Li et al. 2017] and FontCode [Xiao et al. 2018 ] embed information in a network-free environment. AirCode exploits a group of air pockets during fabrication and the scattering light transport under the surface. FontCode alters the glyphs of each character continuously on a font manifold and uses font parameters to embed information. They provide encoding techniques that our system can take advantage of to communicate time-based information.
AniCode uses a small printed code affixed to or embedded in an object and depends on a photograph of the object itself to drive the generation of a video for communication. Rather than using coded artifacts to redirect consumers to internet sites, we use the coded information to segment and animate a consumer-captured image to present visual information. After a one-time installation of an application on their mobile device, the consumer never has to access the internet to observe information provided by the author through coded artifacts affixed to objects in scenes. This improves robustness of the communication, because the consumer does not need network access that may be difficult in remote, congested or restricted areas, and the author does not have to ensure that a server providing videos is always available to provide information. This improves privacy (although does not guarantee it in any way), because neither the consumer's request nor the information they receive is transferred over the internet, and it requires people to be on-site to be able to view the animation, restricting those away from the scene from obtaining the information.
FRAMEWORK OVERVIEW
The AniCode framework enables authors to specify an animation based on a captured image of physical artifacts. A tool guides the author through specifying the animation and generating a visual code containing the specification. The author places the code on an artifact to communicate with consumers. We use QR codes in our current implementation because tools to create them are readily available. To view an authored animation, the consumer captures an image of a scene that contains the coded artifact. Our mobile application generates a personalized animation on the fly without accessing the internet. The key pieces of our pipeline are:
Author's side:
(1) The author takes an image of a static scene containing objects and a reference QR code as landmarks. (2) AniCode performs image segmentation, and the author selects segments and specifies various animation information in the authoring interface. (3) The author generates a new QR code based on the animation information and reference landmarks, then prints it to replace the reference QR code.
Consumer's side:
(1) The consumer opens the mobile app with a smartphone, which directs the view to the scene with the authored QR code. The app takes a picture when the registration error is below a set threshold. (2) The app performs image segmentation on the consumer's image. For each keyframe, it generates a mask of the region to be animated based on segment features matched with those in the author's image. (3) The app generates the animation on the fly by using only the consumer's image and decoded information. The consumer views a visually contextualized demonstration privately.
In the following sections we detail out methodology (Section 4), show sample applications (Section 5), describe a user study evaluating our system (Section 6), and close with limitations and future work (Section 7).
METHODOLOGY
In this section, we elaborate on the design and implementation of the AniCode framework. First, we explore image segmentation algorithms to identify the regions to be animated. Then we show four animation schemes to convey the author's ideas -2D transformation, 3D transformation, color transformation, and annotation. We present an authoring interface in HTML and JavaScript that assists authors in converting an animation into a set of encoded numbers. Finally, we describe a network-free consumer-side mobile application on Android that can guide consumers to the correct view, take a picture, decode the authored information, and generate a personalized animation on the fly.
Regions to Be Animated
Authors need to specify a region of interest (ROI) to be animated in each keyframe. With a mask of an ROI can we apply image transformations. An ROI could be defined by a list of polygon vertices, but the desired ROI boundary may be in a somewhat different location in the consumer's image than in the author's. To make the ROI specification more robust, we use image segmentation.
The image segmentation should assign a segment ID (1 ≤ ID ≤ K) to each pixel where K is the number of segments in the image. Among many image segmentation algorithms are superpixel-based methods. After considering various options such as simple linear iterative clustering (SLIC) [Achanta et al. 2012] and superpixels extracted via energy-driven sampling (SEEDS) [Van den Bergh et al. 2012] , we selected linear spectral clustering (LSC) [Li and Chen 2015] that produces compact and uniform superpixels with low computational cost.
In the LSC algorithm (applied in Fig. 2 ) a pixel p = (l, α, β, x, y) in the CIELAB color space (every component is linearly normalized to [0, 1] ) is mapped to a ten dimensional vector in the feature space. Taking as input the desired number of superpixels K, the algorithm uniformly samples K seed pixels and iteratively performs weighted K-means clustering. It achieves local compactness by limiting the search space of each cluster. After the algorithm converges, it also enforces the connectivity of superpixels by merging small superpixels into neighboring bigger ones.
During the authoring process, the author chooses two parameters of the image segmentation algorithm (via sliders and interactive feedback): the average superpixel size and the superpixel compactness factor. Two other parameters are the number of iterations and the size of superpixels that should be absorbed into bigger ones. We fix them in our system since they have little effect on the result. Once the algorithm achieves a satisfactory result, it generates a matrix of segment IDs with the same size as the original image. For each keyframe to be animated, the author can select one or multiple segments as the ROI in the authoring interface. We extract segment features with a view to coding efficiency. We use three numbers to represent a segment, center coordinates (cx, cy) and the area A of the segment. The consumer-side app executes the LSC algorithm using the same parameters after the consumer takes a registered image. Before generating the animation, it generates an ROI mask for each keyframe based on matching the new segmentation result and the author's encoded features in terms of weighted mean squared error. In a mathematical representation, if the author selects n segments for the ROI in the current keyframe, together with 3n features cx ′ i , cy ′ i , A ′ i where 1 ≤ i ≤ n, the matched ROI in the consumer's image is the union of all the matched segments:
Animation Schemes
To create an animation, the author selects a region to be animated and applies a transformation to it in each keyframe. Common operations include 2D geometric transformation, 3D geometric transformation, color transformation, and annotation. We design four animation schemes (Fig. 3) . All the animation schemes except annotation can use linear or quadratic interpolation during the animation to generate changes at different temporal rates. 2D Transformation. It is basic to use a 2D rigid transformation to describe object motion on the image plane. The author can specify translation t x , t y as well as rotation θ after selecting an ROI. We assume the rotation is around the ROI center (c x , c y ) since it is more intuitive to authors. The author needs to specify the durationT of the current keyframe in seconds and linear or quadratic interpolation. Assuming 30 frames per second (fps) in the video, we apply the following geometric transformation to the selected ROI in the i th frame:
30T for linear interpolation and r = i 30T 2 for quadratic interpolation. After the current ROI is moved to a different location, there may be a hole at the original location. We use the Telea algorithm [Telea 2004 ] for image inpainting that takes the original image and ROI mask as input before generating the animated frames. We also dilate the ROI mask using an elliptical structuring element of size 2 to further improve the visual effect.
3D Transformation. When authors want to describe object motion in 3D space, a 2D rigid transformation is not sufficient. However, it is not practical to store any 3D mesh information in a QR code. Therefore, we use a subspace of 3D transformation, which is 2D perspective transformation on the image plane, because it can describe the motion in 3D space. Instead of translation and rotation, the author needs to specify four pairs of corresponding points
before and after the transformation to obtain the homography. Given the duration T in seconds, 30 fps, in the i t h frame, we can solve the transformation matrix M using a linear system solver as follows:
where the interpolation ratio r = i 30T for linear interpolation and r = i 30T 2 for quadratic interpolation. w j is a normalizer for homogenous coordinates.
Color Transformation. Color transformation can help emphasize a certain region in the image or produce artistic effects. To preserve textures on the object, we convert the image from RGB space to HSV space and change the hue channel uniformly given ∆h from the author. In the i t h frame, we change the RGB values of pixels within the ROI mask (dilated using an elliptical structuring element of size 2) as follows, where we use the same interpolation ratio r defined in previous animation schemes:
Annotation. In expository videos, it is useful to provide textual annotation to explain the functionality. A QR code is capable of encoding some short text for an ROI. Given this information, we dilate the ROI mask using an elliptical structuring element of size 10 and perform bilateral filtering on the background to focus the attention of consumers based on psychological models [Yeshurun and Carrasco 1998 ]:
, ∀p ROI where p is a pixel in the image, Ω is the window of diameter 15 centered in p, f is the range kernel for smoothing differences in intensities with a sigma of 80, and д is the spatial kernel for smoothing differences in coordinates with a sigma of 80. Note that we also reduce the intensity of the non-ROI region by 30% so that the ROI can stand out. The text is presented at the top left corner of the filtered image. Annotation also works well with color transformation if the author wants to emphasize an ROI. 
Authoring Interface
After obtaining the image to animate and its segmentation, the author can proceed to add transformations to the scene using the authoring interface. In our current system, authoring is performed on a laptop or desktop machine. The interface (Fig. 4) requires the author's image and the set of files resulting from the segmentation program, which contains a matrix of segment IDs and a table of segment features. When an image is loaded, the system detects the reference QR code and stores the landmark coordinates. The author can tune the two segmentation parameters by adjusting sliders and visualizing the segmentation result. The author can apply our animation schemes to a selected ROI in the image. Each time the author clicks on a segment, it is highlighted in red. All the highlighted segments add up to an ROI for the current keyframe, for which the duration can be indicated using a slider in the interface. After the author selects an animation scheme from the right panel, corresponding instructions appear. Here we use the terms "Move Object" and "Warp Object" instead of "2D/3D transformation" to appeal to a wider audience of users. For 2D transformation, the author can drag the ROI to a new position and rotate For 3D transformation, the author can drag four green pins to the corners of the ROI, and drag four purple pins to new positions in order to warp the ROI. When the purple pins are dragged, the interface computes a homography and warps the ROI in real time. For color transformation, the author can use a slider with a hue spectrum above it. The interface initializes the value of the slider to average hue of the current ROI, and updates it in real time to reflect color change. For annotation, the author can simply type in the desired text. After the addition of each keyframe, the interface Fig. 4 . Authoring interface. The author can upload an image and then select segments to form an ROI for each keyframe. The author also selects an animation scheme in each keyframe and interactively specifies information to be encoded. The canvas is updated in real time. Our system generates an animation preview and a QR code when authoring is finished.
updates the canvas and matrix of segment IDs. A thumbnail of the current canvas is rendered at the bottom as well so the author can keep track of all the keyframes. The author can also undo a keyframe if not satisfied with the previous frame.
When authoring is finished, the system generates a preview animation based on the author's image and a new QR code Since the QR code stores a limited amount of information, the author is alerted if the amount of information to be encoded has exceeded the maximum allowed. As a tradeoff between capacity and size, the version 13 QR code that we use can encode 483 alphanumeric characters (about seven keyframes) with the data correction level M. The new QR code uses the following encoding:
• 8 numbers, xy-coordinates of four landmarks of the reference QR code.
• 4 numbers, parameters of the LSC algorithm, i.e., the average superpixel size, the superpixel compactness factor, the size of superpixels that should be absorbed into bigger ones, and the number of iterations. Note that only the first two parameters can be tuned in the interface, but we reserve all the fields in case the interface should be updated. • An integer m, the number of keyframes to be animated. For each of the following m lines -An integer n, indicating how many segments there are in the current ROI. -Following are 3n integers for features of each segment, i.e., xy-coordinates of the segment center and the segment area. -An integer τ to represent the animation type of the current keyframe. * If τ = 0 or τ = 4, this type is 2D transformation. Following are 4 numbers, i.e., horizontal translation, vertical translation, rotation, and duration for each 2D transformation. Linear interpolation is used during the animation when τ = 0 and quadratic one is used when τ = 4. * If τ = 1 or τ = 5, this type is 3D transformation. Following are 16 numbers, i.e., xy-coordinates of four pairs of corresponding points before and after the perspective transformation. Another number is also needed for duration. Linear interpolation is used during the animation when τ = 1 and quadratic one is used when τ = 5. * If τ = 2 or τ = 6, this type is color transformation.
Following are 2 numbers, i.e., change of the hue channel and duration in seconds. Linear interpolation is used during the animation when τ = 2 and quadratic one is used when τ = 6. * If τ = 3, this type is annotation. Following are a string and a number, i.e., text content of the annotation and duration in seconds.
Consumer-Side Application
The consumer-side application (Fig. 5) in the AniCode framework works on a handheld mobile device. When the consumer holds a smartphone towards a scene that has authored objects, the app automatically detects and decodes the QR code in the scene using the ZXing QR code framework [Owen et al. 2017] . The first piece of information is the landmark coordinates of the reference QR code in the author's image. Four static red circles are rendered at these locations on the screen. The app also draws four green dots on the screen in real time at the landmark coordinates of the current QR code based on the detection result. For a smoother user experience, we also limit the QR code detection window to a narrower area instead of the whole image based on landmark coordinates of the reference QR code. The consumer registers the view to the author's specification by aligning the dots with the circles. Once the error is below a set threshold, the app takes a image and writes it to the external storage in order to generate the animation. The app automatically switches to the animation generation mode as soon as the image is registered. First, the rest of the decoded information is processed. It performs the LSC image segmentation algorithm using the same parameters on the consumer's image downscaled to 640 × 480 to achieve a good runtime performance without compromising much visual quality. The app generates an ROI mask for each keyframe based on matching the features of segments with the features stored in the QR code. It is worth noting that a segment may be moved to somewhere else in previous 2D or 3D transformation keyframes before animating the current keyframe. Therefore, we maintain a transformation stack for each segment to keep track of their locations. After segment matching is complete, we apply the accumulated transformation to each segment to obtain the intended ROI mask. Once we have a ROI mask for each keyframe, it is easy to parse other parameters in this keyframe to generate the image sequence using our animation schemes. Our current implementation is an Android app using OpenCV in Java [OpenCV team 2017] .
SAMPLE APPLICATIONS
We demonstrate sample applications in the following three areas: expository media, cultural heritage and education, creative art and design. We use static figures to summarize the examples; the animations themselves are available in our supplementary video. Our supplementary portfolio includes more examples and their detailed descriptions.
How do I use this?
A common problem is illustrating how to use a product. Products are designed, to the extent possible, with well-known visual affordances (e.g., the handle on a cup). Simplified diagrams are also sometimes printed on objects or booklets. Online videos describe and illustrate usage. All of these approaches have potential problems; an obvious visual affordance may not be possible to incorporate into the design, people may not be able to understand simplified diagrams, booklets may be lost, and online videos require network access and may show the product in a different view or lighting which make it difficult for users to relate to their particular situation.
The AniCode framework makes it possible to show the consumer an animated video on how to use a product based on the consumer's current visual context. A specific example is shown in Fig. 6 . The consumer needs to understand that they should lift the lid, put in a capsule, and put a cup under the nozzle to make coffee. They also need to know how to add water, clear the trash bin, and make milk foam. The author places a generated QR code on the coffee maker in advance, and the consumer views the animation generated on the fly in the mobile app. The author describes the lid being lifted using a 3D transformation keyframe, and the trash bin being pulled out using a 2D transformation keyframe. Annotations are also shown to indicate where to put the cup and make milk foam.
A second example is to assemble parts of an object. In Fig. 7 , we show a simple example putting together the sections of clarinet. The user is able to view a personalized video using the authored QR code. The pieces of the clarinet are moved to their appropriate locations using 2D transformation keyframes to show the final assembly of the instrument.
One of the strengths of our system, offline data, can be extremely useful in navigation. When traveling, people are often in situations without internet access to give guidance. When travelers arrive at an airport to make a connecting flight, they are often unfamiliar with the complex layout of the airport. In the example in Fig. 8 , a passenger from an international flight has arrived at Chicago O'Hare International Airport and needs to pass through customs, board the airport shuttle to change terminals, and go through security for domestic flights. Using our system, we can provide guidance for how to proceed to a specific set of gates. The animation shows the path to customs, then boarding of the shuttle, followed by the stop to leave the shuttle and pass through security. The animation highlights the route that could be difficult to follow on a static map. Another important aspect to note is that consumers can obtain visual information without having to disclose their personal information using AniCode, whereas sending a request for navigation assistance over the internet broadcasts a consumer's location and the information requested. AniCode also requires people to be onsite to be able to view the animation, preventing those who are not allowed to enter the scene from obtaining the information.
Cultural Heritage and Education
Most cultural heritage artifacts on display at museums and historical sites cannot be touched by visitors; their purpose is usually explained through text. However, text does not always effectively convey concepts that are inherently foreign to visitors. This is especially true when there are multiple artifacts involved, which are used in a complex manner. Providing information through kiosks, Wi-Fi, and cloud-based storage can be financially infeasible for small museums and remote sites. In such cases, visual communication is a more effective way to communicate knowledge to the audience, and showing the animation on the consumer's smartphone without accessing the internet gives the added bonus of a private and personalized experience.
An example in the heritage domain is the process of grinding ink in Fig. 9 , which was part of the standard method of writing in ancient Asia. First, the water container is lifted and moved over the inkstone to show the addition of water. Then, an annotation is displayed identifying the inkstick. Finally, the inkstick is moved to the location of the inkstone and ground over its surface to demonstrate ink production. Fig. 9 . Ink grinding. First, water is added to the inkstone. Then, the inkstick is highlighted with annotation and moved over the inkstone to show the process of grinding ink. Animation in supplemental video. Fig. 10 . A chess endgame. The moves can be recorded using the algebraic notation "Rf3 g2, Bf1! g1Q, Rh3#", but it is far less engaging than an animation, especially for amateur players. Animation in supplemental video.
It is also possible to apply our system to education. We show a chess endgame in Fig. 10 . In chess training, it is important to understand possible moves and tactics in an endgame. A winning strategy for the white side is as follows. In the first round, the white rook moves to f3, and the black pawn moves to g2. In the second round, the white bishop makes a key move to f1, and the black pawn moves to g1 and is promoted to a queen. Finally, the black side is checkmated if the white rook moves to h3. Compared with the algebraic notation such as "Rf3 g2, Bf1! g1Q, Rh3#", our system offers an interactive animation to convey ideas through a static poster.
Creative Art and Design
Artists can design animated posters using our system. For example, the poster in Fig. 11 initially shows two people appreciating a flower in a black box. The artist changes the color of the heads to merge them into the background, and warps them in such a way that a vase is carved out from the black box using keyframes of color and perspective transformations. With an authored QR code from our system, the consumer is able to understand the ideas that previously could not be conveyed through a static poster. Educators can also use this type of example to show the psychological concept of bistable images intuitively. Fig. 11 . The Rubin vase. Two yellow heads gradually change color to the background red, and a vase is carved out from the black box by the warped heads. Animation in supplemental video.
Building blocks are another example of design. Many designers and architects use blocks to develop ideas in 3D space. We demonstrate using a Blockitecture® set in Fig. 12 . In Blockitecture, simplyshaped blocks can be rearranged in many different configurations. Using our system, the author can use a single scene to explore various configurations without physically rearranging the blocks. The author can simply take an image of the scene, and then in the authoring interface perform transformations on the blocks to demonstrate one design, and then restart the authoring process with the same image to move other blocks around to see a different design. Our system allows artists to explore physical designs without having to be physically alter the scene. This Blockitecture example can be expanded to larger scenarios where designers can take an image of a construction in progress, and then use our system to view various possibilities for the construction.
EVALUATION
We evaluated our system with a user study. The goal of the study was to test whether people find our novel system easy to use and which aspects of the authoring interface are the most helpful in creating an animation. We also sought to explore how well people understand the animation decoded through the mobile app and how robust our system is to changes in environment lighting and camera position. People may be familiar with time-based media, authoring systems, and network-free communication as separate entities, but to our knowledge there is no existing system that embodies all three of the areas. Therefore, obtaining user feedback on authoring and consuming personalized time-based media in a network-free environment is important to determine whether such a system is effective for communication.
User Study
In a pilot study, we asked four users (two PhD students in computer science, an illustrator, and a student from a non-computing background) to test the authoring interface by creating a sample animation. They offered feedback on improvements for the interface, such as removing redundant components, adding the undo functionality, and hints about what to do at each step of the authoring process.
For the formal user study, we chose five scenes from the previous section (Blockitecture, coffee maker, ink grinding, navigation on a map, and the Rubin vase) and an additional simple test scene. These five scenes cover various areas of application for our system, which would allow for more comprehensive results. We created an authored QR code for each scene, so that all subjects can view the same animations using the mobile app.
We recruited 20 subjects of varying age and background. Each subject was shown a short instructional video demonstrating the authoring and consuming process. Participants were able to familiarize themselves with authoring and consuming animations using the test scene. They first used the mobile app on an Android smartphone (Google Pixel 2 XL, released in October 2017) to decode an animation from the test scene by registering QR code landmarks. Then they used the authoring interface on a laptop (MacBook Pro 13-inch, Late 2013) to recreate the animation based on what they understood from the animation decoded on the mobile device. We answered questions by the subjects as they worked through the test scene, to make sure they understood how to correctly use the mobile app and authoring interface.
After understanding the authoring and consuming process through the test scene, participants repeated the same procedure for the five scenes set up for this user study. The procedure, again, involves first viewing an animation using the mobile app and then using the authoring interface to recreate the animation. All participants viewed the same animation for each scene. During these five scenes, participants were not allowed to ask us questions and did not receive input from us. The order of scenes for each participant was different, to account for participants getting better at using the system over time. For each scene, we recorded the time taken for subjects to register the view on the smartphone, as well as the time taken to recreate the animation using the authoring interface. After finishing all the scenes, subjects were asked to answer questions regarding how difficult the registration process was and how well they understood what was being conveyed in the animation (as a consumer), and how difficult they found it to create the animations and how satisfied they were with different components in the interface (as an author). We also collected background information about each subject's level of expertise in video editing, computer science, and computer graphics.
Observations
The following key observations are gained through the user study:
• Experts and non-experts alike find the authoring interface easy to use, taking on average around 3 minutes per animation.
• People are most satisfied with the interface components 2D transformation, color transformation, and annotation.
• Registering QR landmarks using the smartphone is an unfamiliar process to many people at first, but they quickly master it and registration time decreases significantly.
• Although registering QR landmarks can require a bit of effort, once correctly registered the decoded animation is easily understood by most viewers.
• Decoded animations are understood by viewers throughout various times of the day with varying lighting conditions and slight variation in camera position. First, our high-level analysis focuses on scores provided by the subjects. All the scores in the survey are on a discrete scale of 1 to 5. For rating the difficulty of registering QR codes, a rating of 5 was most difficult. For understanding decoded animations, 5 was easiest to understand. For evaluating interface components, 5 indicated the highest level of satisfaction. We explicitly explained rating semantics in the survey to avoid confusion.
The average time that people took to register a view was 41.79 seconds. People found it moderately difficult to register QR code landmarks (average rated difficulty: 3.45). Most people found it easy to understand what is being conveyed in the decoded animations (average rated level of understanding: 4.00). The average time taken by people to create an animation was 189.82 seconds. Most people found it easy to create an animation using the authoring interface (average rated difficulty: 2.19). In general, people were satisfied with the way they interacted with different interface components (segmentation tuning: 3.35, 2D transformation: 4.55, 3D transformation: 3.55, color transformation: 4.45, annotation: 4.65, animation preview: 4.35, undo: 4.00).
We also wanted to explore whether there is any difference in behavior between expert and non-expert users. Based on the level of expertise in video editing, computer science, and computer graphics on a discrete scale of 1 to 5 with 5 being most experienced, we consider a participant an expert user if the three numbers add up to 8 or more, or a non-expert user otherwise. We had 10 expert users and 10 non-expert users. We recorded the registration time and authoring time for all users ( Figure. 13 ). Expert users took 20.51 seconds less on average to register a view, because they might have a better idea on how to move and tilt the smartphone in order to better register the QR code landmarks. The non-expert group had greater standard deviation, which suggests that their understanding of how to register a view varied among individuals. Expert users also took 59.97 seconds less on average to create an animation. However, if we compute the average animation creation time per individual, one-way analysis of variance (ANOVA) yields a p-value of 0.0748, greater than the common significance level of 0.05. This means no statistical difference was observed between experts and non-experts in terms of the authoring time. Given the fact that the average authoring time was about 3 minutes and all participants completed each animation in under 10 minutes, we conclude that non-experts are able to use the authoring interface almost as conveniently as expert users.
We also asked participants for general comments on the AniCode framework regarding ease of use. The registration process was difficult for many, mainly because most of them had never done something similar. Registering a 3D scene took significantly longer than registering a 2D poster. However, we also observed that individuals improved rapidly. Once a subject knew how moving and tilting the smartphone affected the registration of QR code landmarks, a view could be registered in 10 seconds. For the authoring process, most participants liked the undo functionality and all the animation schemes except 3D transformation. Some of them had a hard time tuning the segmentation parameters or warping an object. This could be due to the fact that non-experts are not familiar with ideas of segmentation and homography. Participants also gave feedback on potential improvements for the interface, such as adding a scaling functionality, preserving segment selections between keyframes, and more flexibility in the list of thumbnails. Finally, participants mentioned interesting applications of the AniCode framework, including indoor navigation, interactive advertisement, museum displays, home decoration, AR treasure hunt, employee training, educational illustrations, etc. Overall, the participants enjoyed using the system both as a consumer and as an author. They found the system to be innovative and useful. User study resources such as the instructional video, survey, and raw data can be found in our supplementary materials.
From the sample applications and user study, we demonstrate that our system is able to handle various scenes from posters on a wall to objects displayed in the physical world. It gives reasonable results for scenes that consist of only pure color parts or specular and textured regions. To the best of our knowledge, AniCode is the first framework to communicate videos in a network-free environment, making the communication both private and personalized. The AniCode framework is innovative in four respects -authors do not need to employ computer specialists to create expository media, the media incorporate new modes of presentation and interaction, internet communication is not required, and consumers are able to personalize their use of the media. The examples in the paper and supplementary portfolio show that our system is also versatile and applicable to a variety of areas such as education, consumer product documentation, cultural heritage preservation, creative art, and others that require explanations of objects and processes.
LIMITATIONS AND FUTURE WORK
The main limitation of our system is that the segmentation and inpainting results are not always perfect when there are extreme changes in the environment, because we choose the LSC and Telea algorithms as a tradeoff between performance and runtime on a mobile device. The consumer's view may not be exactly the same as the author's, and the object may be moved to another environment with different background and lighting. Figure. 14 shows that our system is robust to reasonable changes of the vantage point and lighting conditions. The registration threshold we set in the mobile app is a tradeoff between registration difficulty and the quality of decoded animations. This means if the consumer takes a picture from a slightly different view, the algorithm usually succeeds in matching the ROIs and recovering a personalized animation. However, drastic changes of the view or lighting conditions can cause failure in ROI matching, which makes decoded animations sometimes confusing. Interestingly, we observed in the user study that participants were able to create the intended animation in the authoring interface even if some ROIs were mismatched. This shows that the author's ideas can still be effectively communicated using our system even when the visual effects are not perfect. The AniCode framework can be further improved by gaining design-related insights from more experiments such as determining the range of consumer camera angles allowed to decode a coherent animation and exploring easier ways for consumers to register a scene.
By design, AniCode only handles scenes whose parts are in a rigid configuration. If a consumer's scene has multiple objects that are in a configuration different from that of the author's, the correct animation cannot be decoded. In the future, this may be solved using multiple codes to support localization of objects in the scene. Furthermore, no additional objects can be introduced to the scene due to the limited capacity of QR codes and dependence on the consumer's picture to provide personalization. An improvement would be adding another animation scheme that enables introducing geometric primitives. Other ideas to enrich the animation schemes include rendering a contour around the highlighted ROI for annotation, adding image layer representations, and linking other pictures or videos that consumers can take. In particular, the AniCode framework can be generalized to use 3D information with recent smartphones that support capturing depth images. The current choice of QR code occupies a noticeable area in the scene. More alternatives such as aesthetically pleasing codes [Lin et al. 2015] , watermarking techniques [Xiao et al. 2018] , and 3D fabricated unobtrusive tags [Li et al. 2017 ] can be applied in the future. Other possible future work includes adopting image processing algorithms based on deep learning and developing new applications.
