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SEPARATING AUTOMATIC FROM
CAYLEY AUTOMATIC GROUPS
DMITRY BERDINSKYA,B, MURRAY ELDER, AND JENNIFER TABACK
Abstract. We investigate the problem of distinguishing non-automatic
Cayley automatic groups from automatic groups. It is well known that
automatic groups are finitely presented with either linear or quadratic
Dehn function. In this work we show that any Cayley automatic group
with Dehn function that is not almost quadratic, or is not finitely pre-
sented, is quantitatively separated from the class of automatic groups
via a distance function previously introduced by the first author and
Trakuldit.
For each such group we construct a concrete unbounded function, de-
pending only on the group, so that the distance function for any Cayley
automatic structure on the group is bounded below by this function.
1. Introduction
Cayley automatic groups, introduced by Kharlampovich, Khoussainov
and Miasnikov in [18], generalize the class of automatic groups while retain-
ing some key algorithmic properties. Namely, the word problem in a Cayley
automatic group is decidable in quadratic time, and the first order theory for
a (directed, labeled) Cayley graph of a Cayley automatic group is decidable.
The family of Cayley automatic groups is much broader than that of auto-
matic groups, for example it includes all finitely generated nilpotent groups
of nilpotency class two [18], the Baumslag-Solitar groups [4, 18], higher rank
lamplighter groups [7], and wreath products of the form G ≀ Z where G is
Cayley automatic [5].
An automatic group G is a group with a regular normal form over a finite
generating set S, with, for each generator x ∈ S, a finite state automaton
recognizing pairs of normal form words which differ by multiplication by x.
In a Cayley automatic group, we allow the normal form to be created from
an alphabet of symbols which are a priori not elements of the group, and
define a bijective function ψ which maps a symbol word to the group element
it represents. Following [6] we assign group elements to the symbol alphabet
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and enlarge the generating set to a set S which includes these symbols. It is
then possible to measure the distance in the Cayley graph with respect to S
between the terminal vertex of the “symbol word” representing the element
and the vertex corresponding to the element itself. Following [6] we define
a function hS,ψ(n) which computes the maximum distance between a group
element and its corresponding symbol word, over all symbol words of length
at most n. This function is dependent on the generating set S as well as
the Cayley automatic structure. We call hS,ψ the Cayley distance function
associated to the Cayley automatic structure. Our goal is to use this function
to quantitatively separate Cayley automatic groups from automatic groups.
The first author and Trakuldit proved in [6] that if G has a Cayley au-
tomatic structure for which the Cayley distance function hS,ψ is bounded
above by a constant function, then G is automatic. It follows that if G is not
automatic, then for each Cayley automatic structure on G the corresponding
Cayley distance function hS,ψ is unbounded. However, it may be the case
that G is not automatic and admits an infinite sequence of Cayley automatic
structures with Cayley distance functions hSi,ψi which get arbitrarily close
to a constant function as i approaches infinity.
In this paper we prove that this limiting situation cannot occur for groups
which have super-quadratic Dehn function (see Definition 4.3). More pre-
cisely, we have the following.
We say a Cayley automatic group G is f -separated (Definition 2.7) if the
Cayley distance function with respect to any Cayley automatic structure on
G is bounded below by a function in the equivalence class [f ], where the
equivalence relation is given in Definition 2.4 below. Let i denote the func-
tion i(n) = n on some domain [N,∞). Strongly-super-polynomial functions,
referred to in Theorem A below, are introduced in Definition 4.3.
Theorem A (Separation for finitely presented groups). If G is a finitely
presented Cayley automatic group with super-quadratic Dehn function, then
there exists an unbounded function φ depending only on G so that G is φ-
separated. Furthermore, if G has strongly-super-polynomial Dehn function,
then G is i-separated.
The analogous theorem for non-finitely presented groups is as follows. A
non-finitely presented group is dense if its irreducible relators have lengths
which are “dense” in the natural numbers; see § 5 for a precise definition.
Wreath products are the prototypical examples of dense groups.
Theorem B (Separation for non-finitely presented groups). If G is a Cay-
ley automatic group which is not finitely presented, then there is a non-
decreasing step function φ depending only on G that is linear for infinitely
many values, so that G is φ-separated. Furthermore, if G is dense then G
is i-separated.
We conjecture the following.
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Conjecture 1.1. Let G be a Cayley automatic group. Then either G is
automatic or G is i-separated.
Our results provide support for this conjecture by exhibiting lower bounds
for Cayley distance functions for all non-automatic Cayley automatic groups
whose Dehn function is super-quadratic or are not finitely presented. How-
ever, these bounds are not always equivalent to i.
Groups with quadratic Dehn function which are not known to be auto-
matic are enticing objects of study as we consider this conjecture. To date
we know of only two classes of such examples that admit a Cayley automatic
structure:
• the higher Heisenberg groups H2k+1 for k > 2 [1, 17, 22]. These are
nilpotent of step 2 so they are Cayley automatic by [18, Theorem
12.4]. Since the only nilpotent automatic groups are virtually abelian
[14], they are not automatic.
• the higher rank lamplighter groups, or Diestel-Leader groups, proven
by Be´rube´, Palnitkar and the third author in [7]. One can show
that the Cayley automatic structure constructed in [7] has Cayley
distance function equivalent to the identity function. These groups
are not of type FP∞ [2], hence not automatic.
Further examples of non-automatic groups with quadratic Dehn function
include Stallings’ group and its generalizations [9, 12]. These examples are
not of type FP∞, hence not automatic. It is not known whether these groups
admit Cayley automatic structures.
Thompson’s group F has quadratic Dehn function and is not known to be
automatic or Cayley automatic; it is shown to be 1-counter-graph automatic
in [13].
Ol’shanskii and Sapir [19] give an example of a group with quadratic Dehn
function and unsolvable conjugacy problem. Ol’shanskii in [23, 21] also gives
an example which is almost quadratic to which Theorem A does not apply;
see §4 below. It is not known whether these groups are automatic or Cayley
automatic. Note that it is equivalent to say that a group is super-quadratic
in our definition below and not almost quadratic, as shown in Lemma 4.6.
We summarize the above discussion in the following question.
Question 1.2. Is there a Cayley automatic group with quadratic (or almost
quadratic) Dehn function that is not automatic?
In the final section of this paper we prove a result which generalizes a
result of the first author and Khoussainov [5] and adds to the list of known
Cayley automatic groups.
Theorem C (Wreath products with virtually infinite cyclic groups). Let
G be a Cayley automatic group, and H any virtually infinite cyclic group.
Then G ≀H is Cayley automatic and i-separated.
3
2. Automatic and Cayley automatic groups
We assume that the reader is familiar with the notions of regular lan-
guages, finite automata and multi-tape synchronous automata. For more
details, we refer the reader to [14]. We say a language L ⊆ Xn is regular if
it is accepted by a synchronous n-tape automaton where n ∈ N and X is a
finite set, or alphabet.
For any group G with finite symmetric generating set S = S−1, let
pi:S∗ → G denote the canonical projection map. For w ∈ S∗ let |w|S denote
the length of w as a word in the free monoid S∗, that is, |w|S denotes the
number of letters in the word w.
2.1. Automatic and Cayley automatic groups. We define automatic
and Cayley automatic groups, and provide some standard lemmas on the
invariance of the Cayley automatic structure under change of generating set.
Definition 2.1. An automatic structure for a group G is a pair (S,L) where
(1) S is a finite symmetric generating set for G;
(2) L ⊆ S∗ is a regular language;
(3) pi|L:L→ G is a bijection;
(4) for each a ∈ S the binary relation
Ra = {(u, v) ∈ L× L | pi(u)a =G pi(v)} ⊆ S
∗ × S∗
is regular, that is, recognized by a two-tape synchronous automaton.
A group is called automatic if it has an automatic structure with respect to
some finite generating set.
It is a standard result, see, for example [14, Theorem 2.4.1], that if G
is automatic then G has an automatic structure with respect to any finite
generating set.
Cayley automatic groups were introduced in [18] with the motivation of
allowing the language L of normal forms representing group elements to be
defined over a symbol alphabet Λ rather than a generating set S for G.
Definition 2.2. A Cayley automatic structure for a group G is a 4-tuple
(S,Λ, L, ψ) where
(1) S is a finite symmetric generating set for G;
(2) Λ is an alphabet and L ⊆ Λ∗ is a regular language;
(3) ψ:L→ G is a bijection;
(4) for each a ∈ S the binary relation
Ra = {(u, v) ∈ L× L |ψ(u)a =G ψ(v)} ⊆ Λ
∗ × Λ∗
is regular, that is, recognized by a two-tape synchronous automaton.
A group is called Cayley automatic if it has a Cayley automatic structure
(S,Λ, L, ψ) with respect to some finite generating set S.
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As for automatic groups, ifG has a Cayley automatic structure (S,Λ, L, ψ)
and Y is another finite generating set for G, then there exists a Cayley au-
tomatic structure (Y,ΛY , LY , ψY ) for G. See [18, Theorem 6.9] for a proof
of this fact; we sharpen this in Proposition 2.10 below.
Note that a Cayley automatic structure (S, S, L, pi|L) for G, that is, one
in which the symbol alphabet is in fact a generating set, and the natural
projection gives a bijection from L to G, is simply an automatic structure
for G.
A priori the symbol alphabet Λ has no relation to a generating set for G.
However it is straightforward to show that we may assume without loss of
generality that Λ = S in any Cayley automatic structure. This is proven
in [6] and in Proposition 2.10 below. With this assumption, a word w ∈ L
labels a path from 1G to pi(w) in the Cayley graph Γ(G,S). It is crucial to
note that in general pi(w) 6= ψ(w).
Definition 2.3. Let (G,S) be a group with Cayley automatic structure
(S, S, L, ψ). The Cayley distance function corresponding to ψ is defined to
be
hS,ψ(n) = max{dS(pi(w), ψ(w)) |w ∈ L
6n}
where dS is the word metric on G with respect to S and
L6n = {w ∈ L | |w|6 n}.
Let F be the following set of nondecreasing functions.
F = {f : [N,+∞)→ R+ | [N,+∞) ⊆ N∧∀n(n ∈ domf ⇒ f(n) 6 f(n+1))}.
As noted previously, let i ∈ F denote the identity function i(n) = n on any
suitable domain. Note that if G is a group with Cayley automatic structure
(S, S, L, ψ) and Cayley distance function hS,ψ, then hS,ψ ∈ F .
We introduce the following partial order on F .
Definition 2.4. Let f, g ∈ F . We say that g 1 f if there exist positive
integers K,M and N such that [N,+∞) ⊆ dom g ∩ dom f and g(n) 6
Kf(Mn) for every integer n > N . We say that g ≈1 f if g 1 f and f 1 g.
The subscript in Definition 2.4 serves to distinguish this equivalence from
the equivalence on Dehn functions discussed in § 2.3. It is clear from the
definition that ≈1 is transitive.
Let z denote the zero function z(n) = 0 on some domain [N,∞]. We note
that if f ∈ F and f(n) = 0 for infinitely many values of n ∈ domf then
f = z on its domain, because f ∈ F is non-decreasing.
The next lemma will be used repeatedly in the proofs below, and is a
fact about certain types of functions which are easily seen to be related or
equivalent under the definition above.
Lemma 2.5. Let A,B,C,D ∈ R with A,D > 1 and B,C > 0. Let f, g ∈ F
with f(n) 6 Dg(An + B) + C. If g 6= z, then f(n) 1 g(n). Moreover, if
h(n) = Df(An+B) + C and f 6= z, then h ∈ F and h ≈1 f .
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Proof. If g is bounded, so g(n) 6 E for all n ∈ dom g for some fixed constant
E, then f is bounded as well. Since g(n) = 0 for at most finitely many
values of n ∈ domg, we have f(n) 1 g(n) (possibly increasing N0). If f
is bounded and f(n) = 0 for at most finitely many values of n ∈ domf , it
follows immediately that h ≈1 f .
For the remainder of the proof, we assume that g is not bounded. There is
a constant N0 so that for n > N0 we have An > B. As g ∈ F , it follows that
for n > N0 we have Dg(An+B)+C 6 Dg(2An)+C. Since g is not bounded,
there is a constant N1 so that for n > N1 we have g(2An) > C. Then for
n > max(N0, N1) we have f(n) 6 Dg(An + B) + C 6 Dg(2An) + C 6
(D + 1)g(2An) and thus f 1 g.
Letting g = f ∈ F the above reasoning shows that h 1 f . As it is clear
that h(n) = Df(An + B) + C ∈ F and f 1 h, it follows that f ≈1 h, as
desired. 
Note that ≈1 defines an equivalence relation on the set F and 1 then
gives a partial ordering on the resulting set of equivalence classes. The
poset of equivalence classes of elements of F has a minimal element [z].
It follows from the previous lemma that all bounded functions f ∈ F for
which f(n) = 0 for at most finitely many values of n ∈ domf are in the
same equivalence class. Furthermore, every f ∈ F can be compared to a
constant function. In contrast, we show that the partial ordering is not a
linear ordering, that is, there are functions in F which cannot be compared
to the identity function i under 1.
Lemma 2.6. Let c ∈ N and g : N→ N the constant function g(n) = c. Let
f ∈ F be any function. Then either f 1 g or g 1 f .
Proof. If there is some D ∈ R+ so that f(n) 6 D =
(
D
c
)
c =
(
D
c
)
g(n) for
all n ∈ domf then f 1 g. If not, then for all D ∈ R+ there is an integer
ND ∈ domf so that f(n) > D for n > ND. In particular, there is an integer
Nc ∈ domf so that f(n) > c = g(n) for all n ∈ domf ∩ [Nc,∞). Thus
g 1 f . 
Definition 2.7. Let f, g ∈ F . We say that g is f -separated if there exists a
function h ≈1 f with h 1 g.
Lemma 2.8 proves that not every function f ∈ F is i-separated.
Lemma 2.8. There exists a function f ∈ F so that i 1 f and f 1 i
Proof. Let n0 = 2 and define the infinite sequence of integers ni+1 = n
2
i =
22
i
. Consider the step function f : N→ R+ defined by
f(x) =
{
n2i n2i 6 x < n2i+1,
n2i+2 n2i+1 6 x < n2i+2.
Suppose f 1 i. Then ∃N0,K,M so that f(x) 6 Ki(Mx) = KMx for all
x > N0. However,
f(n2i+1) = n2i+2 = n
2
2i+1 6 KMn2i+1
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which implies that n2i+1 6 KM for sufficiently large i, a contradiction.
Thus f 1 i.
Conversely suppose i 1 f . Then ∃N0,K,M so that x 6 Kf(Mx) for all
x > N0. This means
s
M
6 Kf(s) for all s = Mx > MN0, which implies
that M⌊ s
M
⌋ 6 KMf(s) for all s >MN0. However,
M
⌊
n22i − 1
M
⌋
=M
⌊
n2i+1 − 1
M
⌋
6 KMf(n2i+1 − 1) = KMn2i
and thus
⌊
n22i−1
M
⌋
6 Kn2i. Therefore,
n22i−1
M
6 Kn2i+1, so n2i 6 KM+
M+1
n2i
which is a contradiction for sufficiently large i. Thus i 1 f . 
2.2. Invariance under change of generating set and change of struc-
ture. Here we describe how robust both the Cayley automatic structure and
the function hS,ψ are to, respectively, change in generating set and change
in structure. First we recall the following standard fact.
Lemma 2.9. Let G be a Cayley automatic group and S a finite symmetric
generating set for G. Let (S,Λ, L, ψ) be a Cayley automatic structure for G.
Then for any w ∈ S∗,
Lw = {(u, v) ∈ L
2 | ψ(v) =G ψ(u)w}
is regular.
Proof. Let w = s1 . . . sn where si ∈ S for 1 6 i 6 n. As (S,Λ, L, ψ) is a
Cayley automatic structure for G, for each s ∈ S there is a synchronous
2-tape automaton Ms which accepts the language
L(Ms) = {(u, v) ∈ L
2 | ψ(v) =G ψ(u)s}.
Let M′i be a synchronous (n+ 1)-tape automaton accepting
(z0, . . . , zi−1, u, v, zi+2, . . . , zn)
where zi ∈ Λ
∗, u, v ∈ L and ψ(v) = ψ(u)si. We construct M
′
i from Msi by
replacing each edge labeled (a, b) ∈ Λ2 by the finite number of edges labeled
(x0, . . . xi−1, a, b, xi+2, . . . , xn) ∈ Λ
n+1 for all possible choices of xj ∈ Λ where
0 6 j 6 i− 1 and i+ 2 6 j 6 n.
Then
Lw =
n⋂
i=1
L(M′i)
which is regular since this is a finite intersection, then apply a homomor-
phism to project onto the first and last factors. 
Proposition 2.10. Let G be a Cayley automatic group and S a finite sym-
metric generating set for G.
(1) If (S,Λ, L, ψ) is a Cayley automatic structure for G, then so is
(S′, S′, L, ψ) where S′ = Λ ∪ Λ−1 ∪ S
7
(2) If (S, S, L, ψ) is a Cayley automatic structure for G with Cayley
distance function hS,ψ, and Y is a finite symmetric generating set
for G, then there exists a language L′ ⊆ Y ∗ and a bijection ψ′ : L′ →
G so that (Y, Y, L′, ψ′) is a Cayley automatic structure for G with
Cayley distance function hY,ψ′ ≈1 hS,ψ.
Proof. (1) Suppose 〈S | R〉 is a presentation for G. For each a ∈ Λ choose
an element ga ∈ G, and choose a word ua ∈ S
∗ with pi(ua) = ga. Note that
this choice is arbitrary; the element ga corresponding to the symbol letter a
could be any group element. Let Λ−1 be the disjoint set {a−1 | a ∈ Λ}; we
will not use these letters, but include them to ensure our new generating set
is symmetric. Since Λ is finite, there is a bound on the length of all ua words.
We have S′ = Λ∪Λ−1∪S and G is presented by 〈S′ | R∪{a = ua | a ∈ Λ}〉.
With this new generating set, we have the same language L which is
regular, and the map ψ : L→ G. For each s ∈ S there is an automaton Ms
recognizing multiplication by s, and it follows from Lemma 2.9 that there is
an analogous 2-tape automaton Ma for each a ∈ Λ
±1.
(2) We have L ⊆ S∗ is a regular language in bijective correspondence with
G. For each s ∈ S, choose a word us ∈ Y
∗ with s =G us and for each y ∈ Y ,
choose a word vy ∈ S
∗ with y =G vy. Let M1 = max{|vy|S | y ∈ Y } and
M2 = max{|us|Y | s ∈ S}.
Let the monoid homomorphism ρ : S∗ → Y ∗ be defined by ρ(s) = us.
It follows that L′ = ρ(L) is a regular language in bijection with G, where
ψ′ : L′ → G defined by ψ′ = ψ ◦ (ρ|L)
−1 is a bijection. Note that for all
w ∈ L we have pi(w) = pi(ρ(w)) and ψ(w) = ψ′(ρ(w)).
For each w ∈ L6n we claim that
(1) dS (pi(w), ψ(w)) 6M1hY,ψ′ (M2n)
To see this, we argue as follows.
• Under ρ, the path labeled w from 1G to pi(w) in Γ(G,S) is mapped
to a path labeled ρ(w) from 1G to pi(ρ(w)) = pi(w) in Γ(G,Y ), and
this path has length at mostM2n, replacing each letter s of the path
by us. See Figure 1.
• By definition, the distance from pi(ρ(w)) to ψ′(ρ(w)) in Γ(G,Y ) is
at most hY,ψ′(M2n) since this is the maximum such distance over all
possible words in (L′)6M2n.
• Then in Γ(G,Y ) we have a path from pi(w) to ψ(w) of length at
most hY,ψ′(M2n) in the letters from Y ; call it γ. Replacing each of
these letters y by uy we obtain a path ρ
−1(γ) in Γ(G,S) from pi(w)
to ψ(w) of length at most M1hY,ψ′(M2n).
Since Equation (1) is true for all w ∈ L6n, it follows that hS,ψ 1 hY,ψ′ .
Similarly for each w′ = ρ(w) ∈ (L′)6n the same argument shows that
dY
(
pi(w′), ψ′(w′)
)
6M2hS,ψ (M1n)
as pi(w′) = pi(w) and ψ(w) = ψ′(w′) are the same vertices.
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wρ−1(γ)
1G
pi(w) = pi(ρ(w))
ψ(w) = ψ′(ρ(w))
(a) In Γ(G,S)
ρ(w)
γ
1G
pi(w) = pi(ρ(w))
ψ(w) = ψ′(ρ(w))
(b) In Γ(G, Y )
Figure 1. Drawing w ∈ L and ρ(w) ∈ L′ in each Cayley graph.
Thus hY,ψ′ 1 hS,ψ and it follows that hY,ψ′ ≈1 hS,ψ 
Remark 2.11. Note that a given group may admit many different Cayley
automatic structures whose Cayley distance functions are not equivalent un-
der 1. Part (2) of Proposition 2.10 proves that given one Cayley automatic
structure for a group G with respect to a generating set S, we can create a
new Cayley automatic structure for G over a generating set Y so that both
Cayley distance functions are equivalent under 1. Thus for every group G
there exists a well-defined family of equivalence classes of functions H(G)
such that hS,ψ is the Cayley distance function for some Cayley automatic
structure of G if and only if [hS,ψ] ∈ H(G).
2.3. Dehn functions. Let P = 〈X | R〉 be a finite presentation of a group
G and FX the free group on X. If w ∈ FX is equal to 1G in G, then there
exist N ∈ N, ri ∈ R and ui ∈ FX such that
wFX =
N∏
i=1
u−1i r
ǫi
i ui
We define the area of w, denoted AP (w), to be the minimal N ∈ N so that
w has such an expression.
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Definition 2.12. The Dehn function of a presentation is the function δP :
N→ N given by
δP (n) = max{AP (w) | w ∈ FX , w =G 1G, |w|6 n}
Note that if f is a Dehn function then f ∈ F . It is standard to define the
following partial order on Dehn functions.
Definition 2.13. For f, g ∈ F we define f 2 g if there exists a constant
C > 0 so that f(n) 6 Cg(Cn)+Cn for all n ∈ N. We write f ≈2 g if f 2 g
and g 2 f .
Recall that each presentation of a group G can give rise to a different
Dehn function. It is a standard fact that all Dehn functions on a group G are
equivalent under the relation 2. Thus we can consider the equivalence class
of these functions as a quasi-isometry invariant of the group. In particular,
we can refer to a group as possessing a linear, quadratic or exponential Dehn
function, for example.
Recall that there are no groups with Dehn function equivalent to nα for
α ∈ (1, 2) [8, 16, 20].
3. Finite presentability and Dehn functions
We start with the following observation.
Lemma 3.1 ([18], Lemma 8.2; [13], Lemma 8). Let (S,Λ, L, ψ) be a Cayley
automatic structure for G. Then there are constants m, e ∈ N, depending
on the Cayley automatic structure, with m > 1 so that for each u ∈ L,
|u|6 mdS(1G, ψ(u)) + e
where dS denotes the word metric in G with respect to the generating set S.
Proof. For each x ∈ S let Mx be a synchronous 2-tape automaton accepting
{(u, v) ∈ L2 | ψ(v) =G ψ(u)x},
and let |Mx| denote the number of states in Mx, and m = max{|Mx|| x ∈ S}.
Let u0 ∈ L be such that ψ(u0) = 1G, and e = |u0|.
For u ∈ L let x1 . . . xk be a geodesic for ψ(u) where xi ∈ S, so k =
dG(1G, ψ(u)). Define ui ∈ L by ψ(ui) =G x1 . . . xi. Then for i = 1, . . . , k we
have
||ui|−|ui−1|| 6 m.
If this difference in length was greater thanm, the path accepted by the two-
tape automaton would end with a sequence of $ symbols in one coordinate
of length greater than m. One could then apply the pumping lemma to this
path, and contradict the fact that ψ is a bijection.
It then follows from the triangle inequality that
|u| = ||uk|−|uk−1|+|uk−1|− · · · − |u1|+|u1|−|u0|+|u0||
6 |(|uk|−|uk−1|)|+ · · ·+ |(|u1|−|u0|)|+ |u0|
6 mk + e
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which establishes the bound. 
The following proposition relates the Cayley distance function to fillings
of loops in the Cayley graph of a Cayley automatic group.
Proposition 3.2. Let (S, S, L, ψ) be a Cayley automatic structure for G
with Cayley distance function hS,ψ. There exist constants c, d, ς, n0,D ∈ N,
depending on the Cayley automatic structure, so that the following holds.
(1) For every w ∈ S∗ with w =G 1G and |w|> n0, there exist wi, ρi ∈ S
∗
with wi =G 1G for 1 6 i 6 k so that
w =FS
k∏
i=1
ρiwiρ
−1
i and |wi|6 4hS,ψ(c|w|+d) + ς.
(2) If G is finitely presented, and δ is the Dehn function with respect to
a fixed presentation 〈S | R〉, then
δ(n) 6 Dn2δ(f(n))
for all n > n0, where f ≈1 hS,ψ.
Note that the constants D, c, and ς in the statement of the proposition de-
pends only on the Cayley automatic structure and not on the Dehn function
δ.
Proof. Letm = maxs∈S{|Ms|} be the maximum number of states in any two-
tape synchronous automaton accepting Rs as in Definition 2.2 in the Cayley
automatic structure for G and u0 ∈ L the word representing the identity
element of G of length e as in Lemma 3.1. Without loss of generality we
assume that m is even, so that all arguments of the function hS,ψ below are
integers.
Choose a loop in Γ(G,S) based at 1G labeled by the path w = s1 . . . sn
where si ∈ S and pi(w) = 1G. For each gi = pi(s1 . . . si) let ui ∈ L be
such that ψ(ui) = gi. For 1 6 i 6 n, as d(1G, gi) 6 n/2, it follows from
Lemma 3.1 that
(2) |ui|S6 mn/2 + e
so the distance from pi(ui) to gi is at most hS,ψ(mn/2 + e). Let γi be a
path from pi(ui) to gi of length at most this bound. We will describe how
to fill “corridors” having perimeter uiγisiγ
−1
i+1u
−1
i+1 with relators of bounded
perimeter. See Figure 2 for an example of such a corridor.
Let ui = ai,1ai,2 . . . ai,|ui|S and for 0 6 j 6 |ui|S define pij = pi(ai,1ai,2 . . . ai,j)
to be the point in Γ(G,S) corresponding to the prefix of ui of length j. If
j > |ui|S then let pij = pi(ui).
We know that the pair (ui, ui+1) is accepted by Msi . Consider the state
of Msi which is reached upon reading the input {(ai,l, ai+1,l)}
l
j=1} where
ai,l, ai+1,l ∈ S ∪ {$}. There must be a path of length at most m in Msi
from this state to some accept state of Msi . Denote the labels along this
path by {(bi,j,r, bi+1,j,r)}
m
r=1 where bi,j,r, bi+1,j,r ∈ S ∪ {$} and we insert the
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ui ui+1
si
γi γi+1
pi(ui)
pi(ui+1)
gi gi+1
Figure 2. The exterior of the figure is labeled by a loop
w = s1s2 · · · sn with w =G 1. The figure depicts a corridor
whose sides are labeled by the closed path uiγisiγ
−1
i+1u
−1
i+1.
padding symbol $ in both coordinates if the path has length less than m.
Then if xi,j denotes the concatenation {ai,j}
l
j=1{bi,j,r}
m
r=1, and xi+1,j denotes
{ai+1,l}
j
l=1{bi+1,j,r}
m
r=1, then ψ(xi,j)si = ψ(xi+1,j), and both these points,
as well as pi(xi,j) and pi(xi+1,j) are depicted in Figure 3.
Thus there is a path in Γ(G,S) from pij to pi+1,j of length at most 2m+
2hS,ψ(mn/2 + e+m) + 1 consisting of the following segments, as shown in
Figure 3:
• βi = {bi,j,r}
r
i=1 from pi,j to pi(xi) of length at most m,
• a path from pi(xi) to ψ(xi) of length at most hS,ψ(mn/2 + e+m),
• an edge labeled si from ψ(xi,j) to ψ(xi+1,j),
• a path from ψ(xi)si = ψ(xi+1) to pi(xi+1) of length at most hS,ψ(mn/2+
e+m),
• βi+1 = {bi+1,j,r}
r
i=1 from pi(xi) to pi+1,j of length at most m.
In Figure 4 the paths between pi,j and pi+i,j for all 1 6 j < max{|ui|S , |ui+1|S}
are depicted for one corridor. Between p|ui| and p|ui+1| we use that existing
path γisiγ
−1
i+1.
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si
γi γi+1
pi(xi,j)
pi(xi+1,j)
ψ(xi,j) ψ(xi+1,j)
βi βi+1
pi,j
pi+1,j
pi(ui)
pi(ui+1)
gi gi+1
Figure 3. Depiction of a path in Γ(G,S) between pi,j =
pi(ai,1ai,2 . . . ai,j) and pi+1,j = pi(ai+1,1ai+1,2 . . . ai+1,j), where
ui = ai,1ai,2 . . . ai,|ui|S is such that ψ(ui) = gi.
These corridors create two types of cells. The first type are created from
two of these paths and their connecting edges, for some j and j + 1 <
max{|ui|S , |ui+1|S}. This creates a cell with perimeter at most
2(2m + 2hS,ψ(mn/2 + e+m) + 1) + 2 = 4m+ 4hS,ψ(mn/2 + e+m) + 4,
where the additional +2 accounts for the single edges ai,j+1 between pi,j and
pi,j+1, and ai+1,j+1 between pi+1,j and p+1,j+1, which lie on the paths ui and
ui+1, respectively, and are not part of the paths previously constructed.
The second type is the “top” cell created by the path from pi,|ui|−1 to
pi+1,|ui+1|−1 together with the path ai,|ui|−1γisiγ
−1
i+1ai+1,|ui+1|−1. This cell
has perimeter at most
(2m+ 2hS,ψ(mn/2 + e+m) + 1) + 2 + (2hS,ψ(mn/2 + e) + 1)
= 2m+ 2hS,ψ(mn/2 + e+m) + 2hS,ψ(mn/2 + e) + 4
6 4m+ 4hS,ψ(mn/2 + e+m) + 4
where the terms in the first line come, respectively, from
• the path from pi,|ui|−1 to pi+1,|ui+1|−1,
• the two edges labeled ai,|ui|−1 and ai+1,|ui+1−1, and
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si
γi γi+1
gi gi+1
pi,j
pi+1,j
pi(ui)
pi(ui+1)
Figure 4. Filling the corridors created by the paths uiγi
with cells of bounded perimeter.
• the path γisiγ
−1
i+1.
To obtain the inequality, note that hS,ψ ∈ F and m > 1, so 2m+4 6 4m+4
and
2hS,ψ(mn/2 + e+m) + 2hS,ψ(mn/2 + e) 6 4hS,ψ(mn/2 + e+m).
Setting c = m/2, d = e + m and ς = 4m + 4 proves the first claim in the
proposition.
To prove the second claim in the proposition, we count the total number
of cells required to subdivide the initial loop into cells of bounded perimeter.
This will yield the inequality involving the Dehn function δ.
It follows from Lemma 3.1 that |ui|6 mn/2 + e for all 1 6 i 6 n. Each
corridor is filled by at most (mn/2 + e) cells, each of perimeter at most
4hS,ψ(cn + d) + ς, where c, d and ς depend on m and e. For a fixed finite
presentation 〈S | R〉 for G with Dehn function δ, each cell constructed above
can be filled by at most δ(4hS,ψ(cn+ d) + ς) cells with perimeter labeled by
a relator from the set R.
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With n corridors, there are n · (mn/2 + e) = n(cn + e) such cells to fill.
Thus an upper bound on the number of relators required to fill w is
n(cn+ e) · δ (4hS,ψ(cn+ d) + ς) = n
2(c+
e
n
) · δ (4hS,ψ(cn + d) + ς)
6 n2(c+ e) · δ (4hS,ψ(cn + d) + ς) .
Setting D = c+e and noting that it follows from Lemma 2.5 that 4hs,ψ(cn+
d) + ς ≈1 hs,ψ(n) proves the second claim of the proposition. 
4. Separating finitely presented Cayley automatic groups
from automatic groups
In this section we prove Theorem A. First we introduce the following
notion.
Definition 4.1. Let f, g ∈ F . We say that f ≪ g if there exists an un-
bounded function t ∈ F such that ft 1 g.
Example 4.2. If g(n) = nc with c > 2 and f(n) = n2 then f ≪ g. Take
t(n) = nc−2. Then t ∈ F is an unbounded function and
f(n)t(n) = nc 1 g(n).
Next we define the following.
Definition 4.3. A function f ∈ F is super-quadratic if for all constants
M > 0 we have f(n) 6 Mn2 for at most finitely many n ∈ N. A non-zero
function is f ∈ F is strongly-super-polynomial if n2f ≪ f .
Example 4.4. The functions n2 lnn and nc for c > 2 are super-quadratic;
the functions en and nlnn are strongly-super-polynomial.
Ol’shanskii introduces the notion of a function being almost quadratic in
[21]; our definition of a super-quadratic function is the same as being not
almost quadratic. However, our notion of a strongly-super-polynomial is
stronger than the more standard definition of a super-polynomial function
given, for example, in [15]:
Definition 4.5. A function f : N→ R is super-polynomial if
lim
n→∞
ln f(n)
lnn
=∞.
In Lemma A.2 in the Appendix we give an example of a function in F
which satisfies the above limit but is not strongly-super-polynomial. How-
ever Proposition A.3 justifies our use of “strongly” since it shows that every
strongly-super-polynomial function is super-polynomial.
Proposition A.1 shows that f is strongly-super-polynomial if and only if
ncf ≪ f for any c > 0, that is, there is nothing special about the choice of
the exponent 2 in Definition 4.3.
Lemma 4.6. A function f ∈ F is super-quadratic if and only if n2 ≪ f .
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Proof. Assume first that n2 ≪ f . Since n2 ≪ f , there exist an unbounded
function t ∈ F and integer constants K,N > 0 and M > 1 such that
n2t(n) 6 Kf(Mn) for all n > N . Assume that for some M ′ > 1 there exist
infinitely many ni ∈ N, i > 1 with 1 6 ni < ni+1 for which f(ni) 6 M ′n2i .
Let ni = kiM + ri, where ki is an integer and 0 6 ri < M . Then we have:
1
K
k2i t(ki) 6 f(Mki) 6 f(ni) 6M
′n2i =M
′M2k2i + 2M
′Mriki +M
′r2i 6
M ′M2k2i + 2M
′M2ki +M
′M2 6M ′M2(ki + 1)
2
for all ki > N . Therefore, t(ki) 6 KM
′M2 (ki+1)
2
k2i
6 2KM ′M2 for all
ki > max{N, 3}, where the 3 follows from the simple observation that if
k > 3 then (k+1)
2
k2
6 2. This contradicts the fact that t is an unbounded
function.
Now assume that f is super-quadratic. Then for each integer i > 1 the
set
{m | ∀n
[
n > m =⇒ f(n) > in2
]
}
is non-empty. Let mi = min{m | ∀n
[
n > m =⇒ f(n) > in2
]
}. We define a
function t(n) as follows: for 0 6 n < m1, let t(n) = 0, and formi 6 n < mi+1
with i > 1, let t(n) = i. By construction, t(n) is a nondecreasing and
unbounded function. As n2t(n) 6 f(n), it follows that n2 ≪ f . 
In [23] Ol’shanskii gives an example of a finitely presented group which
has Dehn function bounded above by c1n
2 for infinitely many values of n,
bounded below by c2n
2 log′ n log′ log′ n for infinitely many values of n, where
log′(n) = max{log2 n, 1}, and bounded between c3n
2 and c4n
2 log′ n log′ log′ n
for all n ∈ N. Since this Dehn function is not super-quadratic, it follows
that Theorem A below does not apply to this example.
We are now ready to prove Theorem A.
Theorem A (Separation for finitely presented groups). If G is a finitely
presented Cayley automatic group with super-quadratic Dehn function, then
there exists an unbounded function φ depending only on G so that G is φ-
separated. Furthermore, if G has strongly-super-polynomial Dehn function,
then G is i-separated.
Proof. Fix a presentation for G and let δ be the Dehn function arising from
this presentation. Fix a Cayley automatic structure (S, S, L, ψ) for G. If
n2 ≪ δ, there is an unbounded function t(n) ∈ F and positive constants
K,M,N0 ∈ N so that n2t(n) 6 Kδ(Mn) for all n > N0.
From Proposition 3.2 we know that there are constants N1,D > 1 and
a function f ∈ F so that for n > N1, we have δ(n) 6 Dn
2δ(f(n)) where
f ≈1 hS,ψ(n).
Combining these equations we have that for all n > max{N0, N1}
n2t(n) 6 Kδ(Mn) 6 KDn2δ (f(Mn))
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and dividing both sides by KDn2 we obtain
(3)
t(n)
KD
6 δ (f(Mn)) .
Define
φ(n) = min
{
m
∣∣∣∣ t(n)KD 6 δ(m)
}
.
It is immediate from Equation (3) that in the definition of φ(n) we have
φ(n) 6 f(Mn) for all n > max{N0, N1}, and hence φ 1 f . Since t ∈ F is
unbounded, it follows that φ ∈ F and φ is unbounded.
Now assume that the inequality n2δ ≪ δ is satisfied. Therefore, there
exist integer constants K,M,N0 > 0 and an unbounded function t ∈ F such
that
(4) n2δ(n)t(n) 6 Kδ(Mn)
for all n > N0. It follows from statement (2) of Proposition 3.2. that there
exists a function f ≈1 hS,ψ and integer constants N1 > 0 and D > 0 for
which the inequality
δ(n) 6 Dn2δ(f(n))
holds for all n > N1. This implies that δ(Mn) 6 DM
2n2δ(f(Mn)) for all
n > N1. Combining this with the inequality in (4) we obtain that
n2δ(n)t(n) 6 Kδ(Mn) 6 DKM2n2δ(f(Mn))
for all n > max{N0, N1}. Therefore,
δ(n)τ(n) 6 δ(f(Mn))
for all n > max{N0, N1}, where τ(n) =
t(n)
DKM2
. Let
m0 = min{n ∈ dom(τ) ⊆ N | τ(n) > 2};
such m0 exists because τ(n) is unbounded. Therefore,
2δ(n) 6 δ(f(Mn)))
for all n > max{N0, N1,m0}. Let d0 = min{n | δ(n) > 1}.
If f(Mn) < n for some n > max{N0, N1,m0, d0} then 2δ(n) 6 δ(f(Mn)) 6
δ(n), which is a contradiction. Thus for all n > max{N0, N1,m0, d0} we
must have that
n 6 f(Mn).
From this we obtain that i 1 f . As f 1 hS,ψ it follows that i 1 hS,ψ, and
we conclude that G is i-separated. 
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5. Dense groups
We introduce a property of some infinitely presented groups which will
allow us to obtain sharper lower bounds on the Cayley distance function of
such a Cayley automatic group. This property will be shown to be inde-
pendent of generating set and the prototypical examples of groups with this
property are wreath products.
Recall that FX denotes the free group generated by a set X.
Definition 5.1 (Densely generated). LetG be a group with finite generating
set X. We say that G is densely generated by X if there exist constants
E,F,N0 ∈ N, 1 6 E < F such that for all n > N0 there is a word wn ∈
(X ∪X−1)∗ which has the following properties:
• wn =G 1G,
• En 6 |wn|6 Fn, and
• for any collection of words ui, ρi ∈ (X ∪ X
−1)∗, 1 6 j 6 k with
ui =G 1G and
wn =FX
k∏
i=1
ρiuiρ
−1
i ,
we have |uj |> n for some 1 6 j 6 k.
In other words, for every interval [En,Fn] there is a loop wn whose length
lies in that interval which cannot be filled by loops all having length at most
n. It follows that if G is densely generated by X then every presentation for
G over X is infinite.
The following lemma shows that being densely generated is independent
of the choice of finite generating set.
Lemma 5.2. If G is densely generated by X and Y is another finite gen-
erating set for G then G is densely generated by Y .
Proof. Let |·|X denote the length of a word in (X ∪X
−1)∗ and |·|Y denote
the length of a word in (Y ∪ Y −1)∗.
For each x ∈ X choose a nonempty word vx ∈ (Y ∪ Y
−1)∗ with x =G vx.
Let M1 = maxx∈X{|vx|Y }, and τ : (X ∪ X
−1)∗ → (Y ∪ Y −1)∗ be the
monoid homomorphism defined by τ(x) = vx. For each y ∈ Y choose a
nonempty word qy ∈ (X ∪X
−1)∗ with y =G qy. Let M2 = maxy∈Y {|qy|X},
and κ : (Y ∪ Y −1)∗ → (X ∪X−1)∗ the monoid homomorphism defined by
κ(y) = qy.
As G is densely generated by X, there exist fixed constants E,F,N0 ∈ N
as in Definition 5.1. Suppose G is not densely generated by Y . Then for all
constants E′, F ′, N ′0 ∈ N there exist some s > N
′
0 so that all words equal to
1G of length between E
′s and F ′s can be filled by cells of perimeter at most
s.
Choose E′ = EM2 and F
′ = M1M2F , and N
′
0 = max{N0,M1M2 + 1}.
Let s0 be chosen so that with respect to these constants, all words equal to
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1G of length between E
′s0 and F
′s0 can be filled by cells of perimeter at
most s0.
As G is densely generated by X, choose n =M2s0. There must be a word
wn ∈ (X ∪X
−1)∗ so that wn =G 1G and whose length satisfies
E(M2s0) 6 |wn|6 F (M2s0)
which cannot be filled by cells all of perimeter at most n. Then τ(wn) labels
a path in Γ(G,Y ) so that
EM2s0 6 |τ(wn)|6M1FM2s0.
Note that the map τ does not decrease length, as τ(wn) is obtained by
substitution, with no free reduction.
Since E′s0 6 |τ(wn)|6 F
′s0, by our choice of s0 we can fill this word
by cells of perimeter at most s0. Now consider this van Kampen diagram
as a subgraph of Γ(G,Y ). Map the entire subgraph, edge-by-edge, into
Γ(G,X) by applying the map κ; the boundary of the new subgraph consists
of paths of the form κ(τ(xi)), where w = x1x2, · · · xn. These paths form
the boundary of the subgraph in Γ(G,X) connecting the original vertices
on the path labeled by wn, and have length at most M1M2. We have thus
created cells of the form κ(τ(xi))x
−1
i of perimeter at most 1+M1M2. These
boundary cells, together with the copy of the van Kampen diagram, provide
a filling of wn.
In summary, the filling we have created has cells of two types:
• the boundary cells, of perimeter 1 +M1M2, and
• images of the cells in the van Kampen diagram in Γ(G,Y ), which
had perimeter at most s0; after applying the homomorphism κ, the
image of such a cell has perimeter at most M2s0.
Note that we chose N ′0 = max{M2M1 + 1, N0} so all of these cells have
perimeter at most M2s0 = n. This contradicts the assumption that G is
densely generated by X. Thus G is also densely generated by Y . 
A group is called dense if it is densely generated by some, hence any,
finite generating set. This definition is inspired by Baumslag’s paper [3]
about wreath products G ≀ H. We prove in Proposition 5.3 that if H is
infinite then G ≀H is dense.
Proposition 5.3. Let G and H be finitely generated groups. If G is non-
trivial and H is infinite, then G ≀H is dense.
Proof. Let G = 〈X |P 〉 and H = 〈Y |Q〉 be presentations of the groups
G and H, where X ⊆ G and Y ⊆ H are finite generating sets. For each
h ∈ H choose a geodesic word uh ∈ (Y ∪ Y
−1)∗ with pi(uh) =G h, and let
U = {uh|h ∈ H}. Then the wreath product G ≀H has presentation
G ≀H = 〈X ∪ Y |P ∪Q ∪ {[au1 , a
v
2] | a1, a2 ∈ X,u, v ∈ U}〉.
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Let BH,Y (n) denote the ball of radius n in the groupH with respect to the
generating set Y . For a given positive integer m, define the set of relators
Rm = P ∪Q ∪ {[a
u
1 , a
v
2] | u, v ∈ U, u 6= v, pi(u), pi(v) ∈ BH,Y (m)}.
For any set S ⊆ H, define the relation TS = {(s1h, s2h) | s1, s2 ∈ S, h ∈
H}. Now we mimic Baumslag’s argument for proving the non-finite pre-
sentability of wreath products, presented in Lemma 3 of [3], see also [11].
Baumslag constructs a group GG,H,S generated by G and H with the fol-
lowing properties:
• Gh1 ∩Gh2 = {1G} for all h1, h2 ∈ H with h1 6= h2, and
•
[
Gh1 , Gh2
]
= {1G} if and only if (h1, h2) ∈ TS .
Note that instead of requiring all conjugacy classes to commute in GG,H,S, we
only require this when the conjugating elements form a pair in the relation
TS .
Choosing S = BH,Y (n) for any fixed n, it follows that in GG,H,S we have
[G,Gh] 6= e for any h for which (e, h) 6∈ TS . In particular, this holds for
any h ∈ BH,Y (2n + 1) \ BH,Y (2n). Therefore there is a relation [a1, a
h
2 ] in
R2n+1 \ R2n which cannot be obtained as a product of conjugates of the
relations from Rn.
Now observe that every loop w ∈ (X ∪X−1 ∪Y ∪Y −1)∗ of length |w|6 n
in the wreath product G ≀H can be represented as a product of conjugates of
relations from Rn. Therefore, a loop of length 8n+ 8, given by the relation
[a1, a
h
2 ], cannot be decomposed into smaller loops of length less or equal than
n. Thus, G ≀H is dense. 
6. Separating non-finitely presented Cayley automatic groups
from automatic groups
The proof of Theorem B relies heavily on the following proposition.
Proposition 6.1. Let G be a non-finitely presented group with finite gen-
erating set S. Then there exists a non-decreasing step function φS ∈ F ,
depending on G and S, and an infinite sequence of integers {ni} such that
φS(ni) = ni and for any Cayley automatic structure (S, S, L, ψ) on G,
(1) φS 1 hS,ψ, and
(2) if G is dense then i 1 hS,ψ.
Proof. Since G is not finitely presented, there exists an infinite sequence of
words wi ∈ S
∗ so that
• wi =G 1G,
• if wi =
∏k
j=1 ρjujρ
−1
j for some k ∈ N and uj , ρj ∈ S
∗ for 1 6 j 6 k,
then |uj |> |wi| for at least one value of j, and
• |wi|= li, and li < li+1.
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Define φS ∈ F by φS(n) = li for li 6 n < li+1.
Let c, d, ς, and n0 be the constants from Proposition 3.2. Then for any
i ∈ N with li > n0 we can decompose wi into loops ui,j using the algorithm
described in Proposition 3.2, and illustrated in Figures 2, 3 and 4, so that
|ui,j|6 4hS,ψ(cli + d) + ς. Our choice of wi ensures that for some j we have
φS(li) = li = |wi|6 |ui,j|.
Suppose li 6 n < li+1. It follows that for this choice of j,
φS(n) = li 6 |ui,j|6 4hS,ψ(cli + d) + ς 6 4hS,ψ(cn + d) + ς.
It then follows from Lemma 2.5 that φS(n) 1 hS,ψ(n).
Now suppose that G is densely generated by X, so there exist constants
E,F and N0 so that for all n > N0 there exists a loop wn =G 1G so that
• En 6 |wn|6 Fn, and
• wn cannot be subdivided into loops all of whose lengths are bounded
above by n. That is, if we write wn = Π
k
i=1ρiuiρ
−1
i where each
ui =G 1G then for some i we have |ui|> n.
Again it follows from Proposition 3.2 that there are constants c, d, ς and n0
so that for n > max(n0, N0), each uj in the above decomposition of wn we
have |uj |6 4hS,ψ(cFn + d) + ς. Since G is dense, it follows that for some j
we have
n 6 |uj|6 4hS,ψ(cFn + d) + ς.
As this is true for every n ∈ N with n > max(n0, N0), it follows from
Lemma 2.5 that i 1 hS,ψ. 
We now prove Theorem B.
Theorem B (Separation for non-finitely presented groups). If G is a Cay-
ley automatic group which is not finitely presented, then there is a non-
decreasing step function φ depending only on G that is linear for infinitely
many values, so that G is φ-separated. Furthermore, if G is dense then G
is i-separated.
Proof of Theorem B. Let S be a fixed finite generating set for G. Suppose
(Y, Y, L, ψ) is a Cayley automatic structure for G with respect to some ar-
bitrary finite generating set Y .
It follows from part (2) of Proposition 2.10 that (S, S, L′, ψ′) is another
Cayley automatic structure with hY,ψ ≈1 hS,ψ′ . If G is dense, it follows from
part (2) of Proposition 6.1 that i 1 hS,ψ′ ≈1 hY,ψ.
It follows from part (1) of Proposition 6.1 that the function φS is such that
φS 1 hS,ψ′ ≈1 hY,ψ. As S was arbitrary, we conclude that for any Cayley
automatic structure with respect to any finite generating set Y , the function
φS which depends only on the group; this is the step function required to
prove the theorem. 
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7. Wreath products with virtually infinite cyclic groups
In this section we prove that if H is virtually infinite cyclic then the
wreath product of any non-trivial Cayley automatic group G with H is
Cayley automatic. Moreover, for any Cayley automatic structure, we see
that G ≀ H is i-separated. It follows, for example, that iterated wreath
products Z ≀ Z ≀ · · · ≀ Z are Cayley automatic and i-separated.
Theorem C (Wreath products with virtually infinite cyclic groups). Let
G be a Cayley automatic group, and H any virtually infinite cyclic group.
Then G ≀H is Cayley automatic and i-separated.
Proof. To show that G ≀H is Cayley automatic, we will construct a Cayley
automatic structure for G ≀H based on a given Cayley automatic structure
for G. It follows from Proposition 5.3 that G ≀ H is dense, and then from
Theorem B that G ≀H is i-separated.
Since G is Cayley automatic, there exists a finite symmetric generating
set S0 for G, a regular language L0 ⊆ S∗0 , bijection ψ0:L0 → G, and a 2-tape
automaton Ms for each s ∈ S0 with accepted language
L(Ms) = {(u, v) ∈ L0 × L0 | ψ0(v) =G ψ0(u)s}.
Without loss of generality assume ψ0(ε) = 1G.
Let H be a finite extension of its cyclic subgroup Z = 〈t〉 of index m+ 1,
and denote by 〈t〉x0, 〈t〉x1, . . . , 〈t〉xm the distinct right cosets of Z, where
x0 = 1H . Let
T = {t, x1, . . . , xm, t
−1, x−11 , . . . , x
−1
m };
then S = S0 ∪ T is a symmetric generating set for G ≀ H. We identify a
particular spanning tree S of the Cayley graph Γ(H,T ) which consists of
a “spine” corresponding to 〈t〉, and at each vertex tk there are m “spokes”
terminating at the m vertices tkxj of H, for k ∈ Z and 1 6 j 6 m, as in
Figure 5.
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x3
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x1
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x1
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x2
x3
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1H
Figure 5. Part of a spanning tree S for Γ(H,T ), where the
index of Z = 〈t〉 in H is 5.
We borrow some terminology from the lamplighter groups Zn ≀ Z to de-
scribe elements of G ≀ H. An element v ∈ G ≀ H can be thought of in two
equivalent ways:
• algebraically, as an element (γ, h) where γ ∈
⊕
k∈H(G)k has finitely
many nontrivial entries and h ∈ H.
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• geometrically, as a copy of S (or Γ(H,T )) where each vertex is
marked by some element of G, with all but finitely many vertices
marked by 1G, and the vertex h of S is also marked with a pointer
indicating the final position of the “lamplighter.” We refer to this
marking as a configuration of S.
Write v = (γ, h) where γ ∈
⊕
hi∈H
(G)hi and h ∈ H. As H is virtually
infinite cyclic, we can write 1 → K → H → Z = 〈t〉 → 1, where we denote
the projection to Z by ξ. Then the vertex corresponding to h ∈ H is an
endpoint of a spoke attached to the vertex tξ(h). For v = (γ, h) with γ as
above, let
• k∗ = ξ(h),
• k1 = min{0, ξ(hi) | (g)hi ∈ γ, (g)hi 6= 1G}, and
• k2 = max{0, ξ(hi) | (g)hi ∈ γ, (g)hi 6= 1G}.
Additionally, letm1 = min(k∗, k1) andm2 = max(k∗, k2). Define the support
of v, denoted supp(v), to be the interval [m1,m2]. The left endpoint of the
support is the smallest k so that either
• v has a nontrivial entry among the copies of Γ(G,S0) attached to
the spine at the vertex tk, including tk itself,
• the final position of the lamplighter is tkxi for some 0 6 i 6 m, or
• all of k∗ and ξ(hi) are positive, that is, the lamplighter is never in a
position along the spine with negative index, so m1 = 0 denotes the
starting position of the lamplighter.
The right endpoint of the support is defined analogously, where the 0 is
included in the definition of k2 to account for the possibility that k∗ and all
the ξ(hi) are negative.
To define our normal form, we mimic the standard “left-first” repre-
sentation of elements of the lamplighter group Zn ≀ Z (cf. [10]). Given
v = (γ, h) ∈ G ≀ H, we describe a path traversed by the lamplighter from
the vertex 1H in S to its final vertex h ∈ S. If m1 < 0, the lamplighter
first moves left along the spine of S to the vertex labeled tm1 , and marks
it with a possibly trivial element of G. The lamplighter then visits tm1x1
and marks it with a possibly trivial element of G and returns to tm1 . This
procedure is repeated for the vertices tm1x2, · · · , t
m1xm. The lamplighter
then proceeds to the vertex corresponding to tm1+1 and repeats the process
of visiting the vertex at the end of each spoke in order and marking it with
a possibly trivial element of G. This continues until the lamplighter reaches
the vertex corresponding to tm2 , where the process is repeated one last time.
If m1 > 0, the lamplighter begins the process of marking the vertices with
possibly trivial elements of G at 1H ∈ S, and then visits the spokes as de-
scribed above, until it reaches the vertex labeled tm2 and marks the vertices
tm2xj for 0 6 j 6 m with possibly trivial elements of G.
We refer to the subpath which starts at the vertex ti where i = min{m1, 0}
as the positive path, because when written as a word in the group generators,
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the exponents of t are all positive. In fact, the positive path is the unique
maximal subpath of this word where all exponents of t are positive.
Upon completing the positive path, one of two things will occur. It may
be that the lamplighter is in its final position, and the path simply ends. If
not, the lamplighter moves to its final position via a subpath of the form
tk or tkxq where k ∈ Z, k 6 0. Note that since m2, the right endpoint of
supp(v), is the maximum of k2 and k∗, the lamplighter will never be in a
position along Z = 〈t〉 to the right of m2, so the exponent k is non-positive.
Figure 6 shows the configuration of an element with support [−2, 1].
x1
x4
x2
x3
t
x1
g4
g3
x4
x2
x3
t
x2
x3
x1
x4
t
x2
g1
x3
x1
x4
g2
1H
Figure 6. The element t−2x2g1x
−1
2 x4g2x
−1
4 t
3g3x1g4x
−1
1 t
−2x3
as a configuration of S. The support of this element is [−2, 1]
and the arrow denotes the final position of the lamplighter.
As the lamplighter travels along its positive path, we will wish to indi-
cate two special positions: the first time the lamplighter is at the vertex
corresponding to 1H = t
0, and the first time the lamplighter is at the ver-
tex which will be its final position. The support and the positive path are
defined so that these are unique positions along the positive path.
The normal form for the Cayley automatic structure on G ≀ H will be
constructed in stages. We first define a normal form N0 ⊆ S
∗ for elements
of G ≀ H as follows. Given v ∈ G ≀ H with supp(v) = [m1,m2], the above
description allows us to uniquely represent v as a word either of the form
(5) v = tnxq or v = t
m1v1tv2 . . . tvst
jxq
where n, j, q, s ∈ Z, j 6 0, s > 1, 0 6 q 6 m, m1 + (s− 1) = m2 and
(6) vς = vς,0x1vς,1x
−1
1 x2vς,2 . . . x
−1
m−1xmvς,mx
−1
m
where vς,t ∈ L0. If m1 = k∗ then we allow v1 to be trivial, otherwise v1
must be nontrivial. If m2 = k∗ we allow vs to be trivial, otherwise vs must
be nontrivial. Each word vς encodes a sequence of words (vς,0, . . . , vς,m) ∈
Lm+10 with ψ0(vς,0) labeling the vertex at position t
m1+ς−1 in S and ψ0(vς,i)
labeling the end of the spoke at position tm1+ς−1xi for 1 6 i 6 m. Note that
in Equation (5), the vς are separated by instances of t as the lamplighter
moves along the positive path. Let N0 ⊆ S
∗ denote the set of words of this
form.
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For example, the element in Figure 6 has N0 normal form
t−2x1x
−1
1 x2v1,2x
−1
2 x3x
−1
3 x4v1,4x
−1
4 tx1x
−1
1 x2x
−1
2 x3x
−1
3 x4x
−1
4 tx1x
−1
1 x2x
−1
2
x3x
−1
3 x4x
−1
4 tv4,0x1v4,1x
−1
1 x2x
−1
2 x3x
−1
3 x4x
−1
4 t
−2x3
where ψ0(v1,2) = g1, ψ0(v1,4) = g2, ψ0(v4,0) = g3, ψ0(v4,1) = g4, and in all
other cases, vi,j = ε where ψ0(ε) = 1G.
We next insert special symbols into the words in N0 to obtain the inter-
mediate language N1.
Let S1 = S ∪ {B,C,B0, C∗} and Λ = S1 \ T = S0 ∪ {B,C,B0, C∗}. Let
v = (γ, h) ∈ G ≀ H be written in the form of Equation (5). Notice that all
terms of the form vς are part of the positive path. With vς as in Equation (6),
before each vς,j we place the symbol C, with one exception. If vς,j is the
label of the vertex h of S which is the final position of the lamplighter, then
precede vς,j by the symbol C∗. Before each term vς we place the symbol B,
with one exception. If m1+ ς − 1 = 0 we place the symbol B0 in front of vς ,
indicating the unique position along the positive path where the lamplighter
is at the vertex 1H ∈ S.
Let N1 ⊆ S
∗
1 denote the set of all words in N0 where the symbols
{B,C,B0, C∗} have been inserted as described. The word in N1 for the
element in Figure 6 is then
t−2BCx1Cx
−1
1 x2Cv1,2x
−1
2 x3Cx
−1
3 x4Cv1,4x
−1
4 tBCx1Cx
−1
1 x2Cx
−1
2 x3C∗x
−1
3
x4Cx
−1
4 tB0Cx1Cx
−1
1 x2Cx
−1
2 x3Cx
−1
3 x4Cx
−1
4 tBCv4,0x1Cv4,1x
−1
1 x2Cx
−1
2
x3Cx
−1
3 x4Cx
−1
4 t
−2x3.
To obtain the final normal form which will be the basis of the Cayley
automatic structure for G ≀ H, let N ⊆ Λ∗ denote the set of words in N1
where all instances of the letters in T are removed. The word in N for the
element in Figure 6 is then
BCCCv1,2CCv1,4BCCCC∗CB0CCCCCBCv4,0Cv4,1CCC.
Define the language
L1 =


p∏
i=1
(βiΓi,0vi,0Γi,1vi,1Γi,2vi,2 . . .Γi,mvi,m)
∣∣∣∣∣∣
vi,j ∈ L0,
βi ∈ {B,B0},
Γi,j ∈ {C,C∗}

 .
Recall that when v 6= tkxq, if m1 = k∗ we allow v1 to be trivial, otherwise
v1 must be nontrivial, and if m2 = k∗ we allow vs to be trivial, otherwise
vs must be nontrivial. These conditions are easily verified by a finite state
automaton inspecting, respectively, of the first and last expressions in the
product representing an element of L1.
(1) If C∗ occurs in the first factor in the product, then all vi,j may be ε
for 0 6 j 6 m; if not, at least one vi,j must be nonempty.
(2) If the C∗ occurs in the last factor in the product, then all vi,j may
be ε for 0 6 j 6 m; if not, at least one vi,j must be nonempty.
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Note that a finite state automaton can also easily verify that when all vς
are trivial, we have a normal form corresponding to tkxq. We assume that
all three of these conditions are verified in L1. As L0 is a regular language,
it follows that L1 is a regular language.
Finally, let
L = L1 ∩ {pB0qC∗r, pC∗qB0r | p, q, r ∈ (Λ \ {B0, C∗})
∗}.
It follows that L is regular and that L = N .
As a further example, note that if v = tnxq, the corresponding word in L
is as follows:
• when n > 0, we have supp(tnxq) = [0, n] and the corresponding word
is
B0C
m+1(BCm+1)n−1BCqC∗C
m−q;
• when n = 0 the corresponding word is B0C
qC∗C
m−q;
• when n < 0, we have supp(tnxq) = [n, 0] and the corresponding word
is
BCqC∗C
m−q(BCm+1)n−1B0C
m+1.
Given a word σ ∈ L, the symbols B0 and C∗ allow us to reconstruct the
support of the corresponding element, as well as the final position of the
lamplighter, that is, the coordinate h. The words vi,j correspond (via ψ0) to
elements of G listed in a specified order. That is, we can deterministically
reconstruct γ ∈
⊕
h∈H(G)h and h ∈ H from σ. Formally, let τ :L → Λ
∗ be
the bijective map defined by
τ(w) = τ
(
s∏
k=1
(βkΓk,0uk,0Γk,1uk,1Γk,2uk,2 . . .Γk,muk,m)
)
= tm1v1tv2 . . . tvst
j
where
vi = vi,0x1vi,1x
−1
1 x2vi,2 . . . x
−1
m−1xmvi,mx
−1
m ,
with ui,j = vi,j , βk ∈ {B,B0}, Γk,j ∈ {C,C∗} and m1 calculated from the
positions of B0 and C∗ as described above.
Define ψ:L→ G by ψ(w) = pi(τ(w)); by construction, ψ is a bijection.
We claim that (S,Λ, L, ψ) is a Cayley automatic structure for G ≀H. To
prove this, we must show that for every generator s ∈ S = S0 ∪ T the
set Ls = {(u, v) ∈ L × L|ψ(u)s =G≀H ψ(v)} is a regular language, that is,
recognized by a 2-tape synchronous automaton. It suffices to do this for
s ∈ S0 ∪ {x1, · · · , xm, t}; see, for example, [13, Lemma 9].
First let s ∈ S0 and suppose (u, v) ∈ Ls. Viewing ψ(u) as a configu-
ration of S with finitely many vertices marked with elements of G and a
distinguished position for the lamplighter, we can easily see the effect of
multiplication by s on the normal form. Let tkxq denote the vertex of S
which is the final position of the lamplighter in u, marked by the element
gu ∈ G. Let ρu ∈ L0 be such that ψ0(ρu) = gu. To obtain the normal form
word for ψ(u)s we simply multiply ρu by s and verify that the multiplication
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is correct using the multiplier automaton Ms given as part of the given Cay-
ley automatic structure on G. Therefore we need to accept pairs of strings
(u, v) ∈ L× L of the following form:
u =
(
Πpi=1βiΠ
m
j=0Cαi,j
)
Θu
(
Πςi=p+2βiΠ
m
j=0Cαi,j
)
and
v =
(
Πpi=1βiΠ
m
j=0Cαi,j
)
Θv
(
Πςi=p+2βiΠ
m
j=0Cαi,j
)
where βi ∈ {B,B0}, αi,j ∈ L0,
Θu = βp+1Cαp+1,0 · · ·C∗αp+ 1, r · · ·Cαp+1,m
and
Θv = βp+1Cαp+1,0 · · ·C∗α
′
p+ 1, r · · ·Cαp+1,m
where (αp+1,r, α
′
p+1,r) is accepted by the multiplier automaton Ms given as
part of the given Cayley automatic structure on G. The bold highlighted
symbols represent the only difference between the two words.
By [18] (see also [13, Lemma 8]) the language L0 is necessarily quasi-
geodesic. It follows that the difference between the lengths of αp+1,r and
α′p+1,r is uniformly bounded. As it is regular to check that two words are
identical with a bounded shift, it follows that we can construct a 2-tape
automaton which checks the prefix of u and v are identical, then calls Ms to
read (αp+1,r, α
′
p+1,r), then checks the suffix of u and v are identical. Thus
Ls is a regular language.
Next let xi ∈ {x1, · · · , xm}, and suppose (u, v) ∈ Lxi . Writing ψ(u) as in
Equation (5), we see that ψ(u)xi ends in the letters xqxi. The product xqxi ∈
H is an element of some right coset 〈t〉xr. That is, xqxi = t
kxr for some k
and r. Viewing ψ(u) and ψ(v) as configurations in S, this means that the
configurations are identical except for the final position of the lamplighter
which is indicated by C∗ in the normal form. Note that as xq and xi vary
among the finite set of coset representatives, there are only a finite number
of possible values of (k, r) which arise.
The elements ψ(u) and ψ(v) may or may not have identical support. For
example if ψ(u) = t−10g1t
20g2t
−5xq and xqxi = t
−7xr then supp(ψ(u)) =
supp(ψ(v)), whereas if ψ(u) = t−10g1t
20g2t
−5xq and xqxi = t
−17xr then
supp(ψ(u)) 6= supp(ψ(v)).
If supp(ψ(u)) = supp(ψ(v)), then we simply need to check the two strings
are identical except for the location of C∗. If ψ(u) ends in xq when written
as in Equation (5), we have xqxi = t
kxr. Let pi : Λ
∗ → {C,C∗, B0}
∗ be a
homomorphism which is the identity on C,C∗, B0 and sends all other letters
to ε. Then pi(u) and pi(v) are identical strings except for the location of C∗
in each string. Observe the letter B0 is in the same position in each string
since the support of ψ(u) and ψ(v) is the same. Further observe that there
exists an integer sq,i such that for every pair (u, v) ∈ Lxi which have the
same support, if C∗ is the xth letter of pi(u) and the yth letter of pi(v), then
x− y = sq,i.
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Consider the language Xq,i ⊆ {C,C∗, B0}
∗ × {C,C∗, B0}
∗ consisting of
all pairs of strings, each of which contains exactly one C∗ letter and one
B0 letter, where C∗ is the xth letter of the first string and the yth letter
of the second string with x − y = sq,i, and B0 is in the same position in
both strings. Since these conditions are regular to check, Xq,i is a regular
language.
Let
κ : Λ∗ × Λ∗ → {C,C∗, B0}
∗ × {C,C∗, B0}
∗
be the map which in each coordinate is the identity on C,C∗ and B0 and
sends all other letters to ε. Let Y ⊆ Λ∗ × Λ∗ be the language consisting of
all pairs of strings such that for every positive integer z the zth letter of the
first string and the second string is the same unless one of these letters is
C∗ (and the other is C). The language Y is regular. Then the language
κ−1(Xq,i) ∩ (L× L) ∩ Y
is regular, and the union of these languages for 0 6 q 6 m+1 is exactly the
subset of Lxi for which multiplication by xi does not change the support for
the first entry.
Now consider all the possible ways that the support of ψ(u) can change
upon multiplication by xi. Again assume ψ(u) ends in xq when written as
in Equation (5), and xqxi = t
kxr. We must consider the following cases.
(1) ψ(u) = tnxq and k 6= 0,
(2) ψ(u) = tm1v1tv2 . . . tvst
jxq with supp(ψ(u)) = [m1,m2], j 6 0 and
(a) k > −j; in this case the support of v extends further to the
right of m2,
(b) k < m1 −m2 − j; in this case the support of v extends further
to the left of m1.
Each of these cases can be handled in a manner similar to the above case,
by considering the relative positions of C∗ and B0 in pi(u), pi(v). For the first
case, if n > 0, k > −n then
u = B0C
m+1(BCm+1)n−1BCqC∗C
m−q
and v = B0C
m+1(BCm+1)n+k−1BCrC∗C
m−r;
if n > 0, k < −n then
u = B0C
m+1(BCm+1)n−1BCqC∗C
m−q
and v = BCrC∗C
m−r(BCm+1)−k−n−1B0C
m+1
Analogous pairs of expressions can be worked out for n 6 0; clearly all such
pairs can be recognised by 2-tape automata since q, i, k, r are fixed. We leave
details of the remaining cases to the reader.
Finally, suppose (u, v) ∈ Lt. Writing ψ(u) as in Equation (5), we see that
ψ(u)t ends in the letters xqt. Once again, we can consider the case where
the support of ψ(u) does not change, in which case we merely need to check
the location of the C∗ letters in each word, and separately the case where
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the support of ψ(u) differs at one endpoint from the support of ψ(v). We
follow the same reasoning as in the previous case of multiplication by xi;
note that xqt is in some right coset of Z in H, so we can write xqt = tkxr, for
a possibly different coset representative xr. We can therefore show that Lt is
a regular language as well. The regular languages Ls, Lxi and Lt complete
the construction of the Cayley automatic structure (S,Λ, L, ψ) for G ≀ H,
where H is a finite extension of Z. 
Appendix A. Additional results on strongly-super-polynomial
functions
In this appendix we demonstrate the connection between strongly-super-
polynomial and super-polynomial functions.
Proposition A.1. Let 0 < c < d. Then for a function f ∈ F , we have
ncf ≪ f if and only if ndf ≪ f .
Proof. Assume first that ndf ≪ f . Then there exists an unbounded function
t ∈ F and integer constants K,M > 0 and N > 0 such that ncf(n)t(n) 6
Kf(Mn) for all n > N . Let τ(n) = nd−ct(n). Then τ ∈ F and as t
is unbounded, so is τ . Writing ncf(n)τ(n) 6 Kf(Mn), it follows that
ncf ≪ f .
Now assume that ncf ≪ f . Then there exists an unbounded function
t ∈ F and integer constants K,M > 0 and N > 0 such that ncf(n)t(n) 6
Kf(Mn) for all n > N . Therefore, the inequality
nct(n) 6 K
f(Mn)
f(n)
.
holds for all n > N . This implies that the inequality
(7) (Mkn)ct(Mkn) 6 K
f(Mk+1n)
f(Mkn)
holds for all integers k > 0 and n > N . Let k0 = ⌊
d
c
⌋; then we have
d 6 (k0 + 1)c. Allowing k to take all values between 1 and k0 in (7) and
multiplying the resulting inequalities together yields
nct(n)(Mn)ct(Mn) . . . (Mk0n)ct(Mk0n)
6 Kk0+1
f(Mn)
f(n)
f(M2n)
f(Mn)
. . .
f(Mk0+1n)
f(Mk0n)
= Kk0+1
f(Mk0+1n)
f(n)
.
It follows that
(8) M ′nc(k0+1)τ(n) 6 Kk0+1
f(Mk0+1n)
f(n)
holds for all n > N , where τ(n) = t(n)t(Mn) . . . t(Mk0n) and M ′ = M c
M2c . . .Mk0c. Since M ′ > 1, the inequality in (8) implies that
(9) nc(k0+1)f(n)τ(n) 6 Kk0+1f(Mk0+1n)
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for all n > N . By construction, τ(n) is both an element of F and an an
unbounded function. Therefore, nc(k0+1)f ≪ f . As d 6 (k0 + 1)c it follows
from the initial argument in the proof that ndf ≪ f . 
The following lemma presents an example of a function which is super-
polynomial but not strongly-super-polynomial.
Lemma A.2. For given α > 1, let fα : N → R be the function defined by
fα(n) = α
(lnn)1.5 . Then
(1) f ∈ F ,
(2) fα is super-polynomial, and
(3) fα is not strongly-super-polynomial.
Proof. It is clear that fα ∈ F since α > 1.
We have
lim
n→∞
ln(α(lnn)
1.5
)
lnn
= lim
n→∞
(lnn)1.5 ln(α)
lnn
= ln(α) lim
n→∞
(lnn)0.5 =∞
so fα is super-polynomial. Note that α > 1 so lnα > 0.
Suppose (for contradiction) that fα is strongly-super-polynomial, so there
is an unbounded function t ∈ F and positive integer constants K,M and N
such that n2fα(n)t(n) 6 Kfα(Mn) for all n > N . This means
t(n) 6
Kα(ln(Mn))
1.5−(ln(n))1.5
n2
Taking the logarithm of this inequality we obtain:
ln(t(n)) 6 lnK +
[
(ln(Mn))1.5 − (ln(n))1.5
]
lnα− 2 ln n
which we can write as
ln(t(n))6 lnK+
[
(ln(M)+ln(n))(ln(Mn))0.5−(ln(n))(ln(n))0.5
]
lnα−2 lnn
which becomes
ln(t(n)) 6 lnK + (ln(M))(ln(Mn))0.5 lnα
+ (ln(n))
[(
ln(Mn))0.5 − (ln n)0.5
)
ln(α)− 2
]
which becomes
ln(t(n)) 6 lnK + (ln(M))(ln(Mn))0.5 lnα
+ ln(α)(ln(n))
[(
ln(Mn))0.5 − (ln n)0.5
)
−
2
ln(α)
]
Now if we let B = ln(Mn)0.5 − (lnn)0.5 then B(ln(Mn)0.5 + (lnn)0.5) =
ln(Mn)− (lnn) = lnM and so
B =
lnM
(ln(Mn))0.5 + (lnn)0.5
.
Thus
ln(t(n)) 6 lnK + (ln(M))(ln(Mn))0.5 lnα
+ ln(α)(ln(n))
[(
lnM
(ln(Mn))0.5 + (lnn)0.5
)
−
2
ln(α)
]
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which becomes
ln(t(n)) 6 lnK + lnα ln(M)
[
(ln(Mn))0.5
+ (ln(n))
[(
1
(ln(Mn))0.5 + (ln n)0.5
)
−
2
ln(α) lnM
]]
which becomes
ln(t(n)) 6 lnK + lnα ln(M)
[
(ln(Mn))
(ln(Mn))0.5
+ (ln(n))
[(
1
(ln(Mn)0.5 + (lnn)0.5
)
−
2
ln(α) lnM
]]
which becomes
ln(t(n)) 6 lnK + lnα ln(M)
[
(ln(M) + ln(n))
(ln(Mn))0.5
+ (ln(n))
[(
1
(ln(Mn)0.5 + (lnn)0.5
)
−
2
ln(α) lnM
]]
which becomes
ln(t(n)) 6 lnK + lnα ln(M) ln(n)
[[
ln(M)
(ln(n)) ln(Mn))0.5
+
1
(ln(Mn))0.5
+
1
(ln(Mn)0.5 + (lnn)0.5
]
−
2
ln(α) lnM
]
The expression in the inside square brackets is going to 0 as n → ∞, so
eventually it will be less than 2ln(α) lnM , contradicting the fact that t ∈ F . 
The next proposition proves that any function which is strongly-super-
polynomial is also super-polynomial.
Proposition A.3. Let f ∈ F be a non-zero function. If f is strongly-super-
polynomial, then f is super-polynomial.
Proof. Since f is strongly-super-polynomial, by Proposition A.1 we have
ncf ≪ f for any arbitrary c > 0 we wish to choose. So for any c > 0 there
are positive constants Kc,Mc and Nc and an unbounded function tc ∈ F so
that the inequality
ncf(n)tc(n) 6 Kcf(Mcn)
holds for all n > Nc. Therefore, for all n > NcMc we have⌊
n
Mc
⌋c
f
(⌊
n
Mc
⌋)
tc
(⌊
n
Mc
⌋)
6 Kcf
(
Mc
⌊
n
Mc
⌋)
6 Kcf(n).
Taking the logarithm of this inequality we obtain
c ln
⌊
n
Mc
⌋
+ ln f
(⌊
n
Mc
⌋)
+ ln tc
(⌊
n
Mc
⌋)
6 lnKc + ln f(n).
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which becomes
c ln
⌊
n
Mc
⌋
+ ln f
(⌊
n
Mc
⌋)
+ ln tc
(⌊
n
Mc
⌋)
− lnKc 6 ln f(n).
Now since f and tc are both unbounded functions, there exists some
N ′c > NcMc so that
ln f
(⌊
n
Mc
⌋)
+ ln tc
(⌊
n
Mc
⌋)
− lnKc > 0
for all n > N ′c. Thus we have
c ln
⌊
n
Mc
⌋
6 ln f(n)
for all n > N ′c.
Dividing sides by lnn, we obtain that
(10) c
ln
⌊
n
Mc
⌋
lnn
6
ln f(n)
lnn
for all n > N ′c.
Now choose Ic ∈ N so that Ic > N ′c and
ln
⌊
n
Mc
⌋
lnn > 0.9 for all n > Ic.
Observe that the limit limn→∞
ln
⌊
n
Mc
⌋
lnn = 1 and the term
ln
⌊
i
Mc
⌋
ln i is increasing,
so such a value Ic exists.
Then from this observation and equation (10) we get
0.9c 6 c
ln
⌊
n
Mc
⌋
lnn
6
ln f(n)
lnn
for all n > Ic.
Since c > 0 can be arbitrary, this shows that the limit of ln f(n)lnn must go
to ∞. 
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