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"Almost everything that distinguishes our age from its predecessors 
is due to science." 
- Bertrand Russell 
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Author's Note and Overview 
This work originally began with the question "what is the effect of humidity on 
urban ozone formation"? It appeared that very little direct work on this problem had 
been undertaken, as almost all experiments were performed at approximately 50% or 
60% humidity. As many large cities are located in sub-tropical or tropical climates 
and regularly experience much higher relative humidities, this seemed to be a 
significant question. A series of experiments were designed to investigate this 
problem. As state-of-the-art instrumentation and expertise in the field of fine 
particulates were available, the photochemical formation of secondary aerosol was 
investigated in parallel with the humidity/ozone problem. The former investigation 
subsequently became the main focus of this work. 
Chapters one (chemistry), two (computational modelling of photochemistry) and 
three (secondary aerosol) of this thesis review the literature which is relevant to this 
study. 
Chapter four describes the calculation of photolysis rate coefficients for nitrogen 
dioxide. The first half of this chapter is effectively a review of the nature of the 
photolysis rate coefficient and calculation methods, as published in the literature, and 
the second half (section 4.4) is original work in which the described methods are 
compared. 
Chapter five describes the experimental design and experimental work performed. 
This chapter also describes the procedure by which the data were validated and 
prepared for analysis. 
VI 
Chapter six describes the development and application of a model for calculating the 
diurnal in-chamber photolysis rate coefficients, which accounts for factors such as 
clouds, transmittance through the chamber walls, shadowing of one chamber on the 
other and reflection from the chamber floors. 
Chapter seven describes an empirical analysis of the experimental data and the 
empirical model of formation of total particulate volume, which was developed 
directly from the experimental data. The application of this model is also 
demonstrated and the results are compared with data published by other researchers. 
Chapter eight describes an investigation in which a standard chemical kinetic 
mechanism was used to model the mass of particulate matter formed as a function of 
time. The mechanism is described in some detail and relevant information from the 
literature is presented in which inconsistencies and assumptions with regard to the 
mechanism are discussed. A novel approach to chamber characterization is 
presented. The model is compared against the experimental data. 
Chapter nine discusses the application of both models (empirical and mechanism) to 
investigate the effects of precursors such as toluene, NOx and H20 and conditions 
such as temperature and radiation intensity (photolysis rate) on the formation of 
secondary particulates and ozone. 
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Abstract 
This work investigates the computer modelling of the photochemical formation of 
smog products such as ozone and aerosol, in a system containing toluene, NOx and 
water vapour. In particular, the problem of modelling this process in the 
Commonwealth Scientific and Industrial Research Organization (CSIRO) smog 
chambers, which utilize outdoor exposure, is addressed. 
The primary requirement for such modelling is a knowledge of the photolytic rate 
coefficients. Photolytic rate coefficients of species other than N02 are often related 
to JNo2 (rate coefficient for the photolysis ofN02) by a simple factor, but for outdoor 
chambers, this method is prone to error as the diurnal profiles may not be similar in 
shape. Three methods for the calculation of diurnal JNo2 are investigated. The most 
suitable method for incorporation into a general model, is found to be one which 
determines the photolytic rate coefficients for N02, as well as several other species, 
from actinic flux, absorption cross section and quantum yields. A computer model 
was developed, based on this method, to calculate in-chamber photolysis rate 
coefficients for the CSIRO smog chambers, in which ex-chamber rate coefficients 
are adjusted by accounting for variation in light intensity by transmittance through 
the Teflon walls, albedo from the chamber floor and radiation attenuation due to 
clouds. 
The photochemical formation of secondary aerosol is investigated in a series of 
toluene-NOx experiments, which were performed in the CSIRO smog chambers. 
Three stages of aerosol formation, in plots of total particulate volume versus time, 
Vlll 
are identified: a delay period in which no significant mass of aerosol is formed, a 
regime of rapid aerosol formation (regime 1) and a second regime of slowed aerosol 
formation (regime 2). Two models are presented which were developed from the 
experimental data. One model is empirically based on observations of discrete stages 
of aerosol formation and readily allows aerosol growth profiles to be calculated. The 
second model is based on an adaptation of published toluene photooxidation 
mechanisms and provides some chemical information about the oxidation products. 
Both models compare favorably against the experimental data. 
The gross effects of precursor concentrations (toluene, NOx and H20) and ambient 
conditions (temperature, photolysis rate) on the formation of secondary aerosol are 
also investigated, primarily using the mechanism model. An increase in [NOx]o 
results in increased delay time, rate of aerosol formation in regime 1 and volume of 
aerosol formed in regime 1. This is due to increased formation of dinitrocresol and 
furanone products. An increase in toluene results in a decrease in the delay time and 
an increase in the rate of aerosol formation in regime 1, due to enhanced reactivity 
from the toluene products, such as the radicals from the photolysis of benzaldehyde. 
Water vapor has very little effect on the formation of aerosol volume, except that 
rates are slightly increased due to more OH radicals from reaction with 0(1D) from 
ozone photolysis. Increased temperature results in increased volume of aerosol 
formed in regime 1 (increased dinitrocresol formation), while increased photolysis 
rate results in increased rate of aerosol formation in regime 1. Both the rate and 
volume of aerosol formed in regime 2 are increased by increased temperature or 
photolysis rate. 
IX 
Both models indicate that the yield of secondary particulates from hydrocarbons 
(mass concentration aerosol formed/mass concentration hydrocarbon precursor) is 
proportional to the ratio [NOx]0/[hydrocarbon]0 • 
X 
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Chapter One 
Atmospheric Chemistry 
2 
1.1: INTRODUCTION 
The aim of this chapter is to describe some general classes of atmospheric reactions 
which lead to the formation of photochemical smog. The chemistry of a few 
significant species is described in more detail. For more detailed information, the 
reader is directed to the definitive review paper by Atkinson (1990). 
Many reactions are initiated by the absorption of light. Some of these reactions lead 
to the heating of the atmosphere by absorption of ultraviolet light, others lead to the 
production of sugars such as in photosynthesis. The major types of photon-initiated 
reactions are detailed in box 1.1 (Atkins, 1990). 
A =Primary atom or molecule 
A* = Excited form of primary atom or molecule 
B, C, M = Arbitrary atoms or molecules 
Primary Absorption: 
A+hv~A· 
Subsequent Processes: 
Dissociation: A* ~Bl+B2 
Direct Reaction: A* +B~Cl+C2 
Emission: 
Energy Transfer A*+ B ~A+ B* 
Deactivation: A*+M~A+M 
Ionization: Not significant in troposphere. 
BOX 1.1: Photochemical Processes 
Please note that for the remainder of this document, in keeping with current policy in 
the field, hydroxyl radicals ('OH) and peroxy radicals (H02') will be represented 
without the electron-dot. 
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1.2: PHOTOCHEMICAL REACTIONS 
1.2.1: Types of Primary Photochemical Processes 
Upon absorption of a photon, a variety of photochemical processes can occur (box 
1.1 ). The radiation frequencies which are capable of causing photochemical reactions 
are referred to as "actinic" radiation. The most important photochemical reaction is 
photodissociation, which is discussed in detail. Other photochemical processes are 
dealt with briefly. 
1.2.1.1: Photodissociation 
The most important photochemical process in gas phase tropospheric chemistry is 
photodissociation of a compound into reactive fragments which, through secondary 
thermal reactions, are the source of free radicals such as OH, HOz and ROz. These 
species are central to the chemistry of both clean and polluted air parcels and their 
production is summarized in sections 1.2.2.12 and 1.2.2.13. 
An example of producing fragments m the ground electronic state 1s the 
photodissociation ofN02: 
N02 + hv (290 < A, < 430 nm) --~ NO + oe P) (Zannetti, 1990) (1.1) 
4 
Both fragments are in the ground state. This is quickly followed by reaction 1.2: 
oe P) + 02 --M-~ 03 (Zannetti ,1990) (1.2) 
Reaction 1.2 is the only known reaction which produces ozone in the troposphere 
(Whitten, 1983). 
An example of photodissociation which results in electronically excited fragments is 
the photodissociation of ozone: 
03 + hv (A< 320 nm) --~ Oct D)+ 02 (Finlayson-Pitts & Pitts, 1986) (1.3) 
The excited oxygen atom reacts rapidly with water vapour: 
0(1D) + H20----~ 20H (Burrows eta!, 1981) (1.4) 
Another important photodissociation is that of nitrous acid: 
BONO + hv -----? OH +NO (Sakamaki et al, 1980) (1.5) 
Aldehydes also undergo photodissociation to produce free radicals (reaction 1.6). 
HCHO + hv (250 <A.< 370 nm) --~ R + HCO· 
~ H2 +CO (Finlayson-Pitts & Pitts, 1986) (1.6) 
5 
1.2.1.2: Intramolecular Rearrangement 
Rearrangement can occur without dissociation. 
(1.7) 
1.2.1.3: Photoisomerisation 
Trans-butenedial can be photoisomerized to the cis form. This particular reaction has 
been selected as an example, as it is believed that the trans form is initially created in 
the early stages of toluene oxidation, but photoisomerisation is fast enough that most 
models only include the cis form. 
f 
H-~ /H 
C=C +hv-
~ ~-H 
! (Forstner et a!, 1997) (1.8) 
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1.2.1.4: Other Photochemical Processes 
• Photodimerisation: Some molecules, such as anthracene, dimerise in the actinic 
uv. 
• Hydrogen Atom Abstraction: this may occur following electronic excitation, 
especially if there is a hydrogen in the y position. These reactions may be 
important in bimolecular photochemical processes that occur on surfaces or in 
aqueous droplets. 
• Photosensitised Reactions: An electronically excited molecule can transfer its 
energy to a second species, which then undergoes a photochemical process. This 
may be of significance in systems of dissolved S02, 03, 02, N02 and PAN. 
1.2.2: Photochemical Reactions of Atmospheric Species 
1.2.2.1: Molecular Oxygen 
Table 1.1 shows the threshold wavelengths for the production of various oxygen 
photolysis products. 
Table 1.1: Threshhold wavelengths for production of 0 2 photolysis products 
(F' I p· & p· 1986) m ayson- Itts Itts, 
Electronic State of Oxygen atoms Threshold Wavelength (nm) 
0( P)_ + O("i P) 242.4 
oeP) + 0(1D) 175.0 
O(P) + 0(1S) 133.2 
It is apparent from the low wavelength that the production of singlet oxygen atom is 
7 
unlikely to occur in the troposphere. However, photolysis of oxygen m the 
stratosphere is the initiating reaction in the production of stratospheric ozone. 
1.2.2.2: Ozone 
The fraction yields of excited states of the photolysis products of ozone (diatomic 
and monatomic oxygen) are strongly dependent on the wavelength of the exciting 
radiation. However, the most important photolytic reaction of ozone in tropospheric 
chemistry is the production of 0( 1D). 
03 + hv (A. < 310 nm) --~ 0( I D) + Oz( I ~g) (Finlayson-Pitts & Pitts, 1986) (1.3) 
Although the thermodynamic threshold for reaction 1.3 is 31 Onm, dissociation does 
occur at longer wavelengths because of vibrational excitation. 
At 1atm, 50% relative humidity and 298K, approximately 10% of the OCD) from 
reaction 1.3 undergoes reaction 1.4. 
0(1D) + HzO----~ 20H (Burrows eta!, 1981) (1.4) 
Approximately 5% of the OCD) undergo deactivation by the water molecule. 
However, the reaction most competitive to reaction 1.4 is deactivation by air: 
octD) + M----~ oeP) + M (Finlayson-Pitts& Pitts, 1986) (1.9) 
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1.2.2.3: N02 
As in the case for ozone, the electronic excited state of the photolysis products is 
dependent on the wavelength of the exciting radiation. Below 397.8nm, oeP) is 
produced, and below 243.9nm, oen) is produced. 
N02 + hv (290 <A.< 430 nm) --~NO+ oe P) (Zannetti, 1990) (1.1) 
The significance of reaction 1.1, is that the ground state oxygen atom combines with 
ground-state oxygen molecules to create ozone (reaction 1.2). 
oe P) + 02 ---· (Zannetti, 1990) (1.2) 
The ozone is scavenged by nitrogen monoxide: 
03 +NO ----~ N02 + 02 (Zannetti, 1990) (1.10) 
In the absence of light, reaction 1.10 is extremely effective as N02 cannot be 
dissociated (ie: reaction 1.1 does not occur). Under steady-state conditions (incident 
light intensity, temperature), a photochemical steady state is attained in which 
reaction 1.10 re-forms the starting molecules at the same rate as they are consumed 
to generate ozone: the process does not result in a continual build-up of ozone. The 
concentration of ozone can therefore be related to the ratio of nitrogen dioxide to 
nitrogen monoxide (Whitten, 1983): 
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where kD is the photodissociation rate coefficient of reaction 1.1 (also referred to as 
JN02) and k3 is the rate coefficient of reaction 1.1 0. Although kD varies diurnally with 
the solar zenith angle, it has been found that the ratio of the two rate coefficients is 
approximately 0.01 ppm (Whitten, 1983). A N02/NO ratio of 10 is therefore needed 
to produce O.lppm of ozone. The three reactions (the nitrogen cycle) shows that 
there is no net production or destruction of ozone, which is known as the 
photostationary state. 
However, the high ozone concentrations regularly recorded in urban areas cannot be 
explained solely by the photostationary state: the amount of nitrogen dioxide formed 
by reaction 1.11, which occurs in combustion exhaust gases, is insufficient to 
achieve the high N02/NO ratios required. The N02/NO ratio of fresh NOx emissions 
from combustion sources is usually approximately 0.1 (Johnson et al, 1990). 
2NO + 02 ---~ 2N02 (Seinfeld, 1980) (1.11) 
There must therefore be another source of nitrogen dioxide which can lead to the 
build-up of ozone. This source has been established as being from the oxidation of 
nitrogen monoxide by carbon-containing species (Whitten, 1983). 
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1.2.2.4: so2 
Sulphur dioxide dissociates to SO and 0 only at wavelengths below 218nm, and 
therefore does not occur in the troposphere. However, excited states of S02, from 
absorption of radiation below 330nm, can transfer energy to create excited states of 
molecular oxygen, which may react in turn with other species. The tropospheric 
reactions of sulphur-containing compounds are beyond the scope of this work. 
1.2.2.5: HONO and Organic Nitrites 
Nitrous acid is generated by the equilibrium between NO, N02 and H20. 
NO+ N02 + H20 ~ 2 HONO (Stockwell & calvert, 1978) (1.12) 
HONO absorbs in the same region as N02, and if present is a major source of OH 
radicals in polluted urban atmospheres: 
HONO + hv( A< 400nm) ---~ OH +NO (Sakamakietal, 1980) (1.5) 
Similarly: 
RONO + hv ---~ RQ· +NO (Finlayson-Pitts & Pitts, 1986) (1.13) 
The lifetimes of alkyl nitrites in the presence of actinic radiation are short, and it is 
believed they are formed during the night by the reverse of reaction 1.13 and serve as 
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a temporary storage ofNO. 
1.2.2.6: HN03 and Organic Nitrates 
HN03 + hv( 200< A< 320nm) --~ OH + N02 (Johnston and Graham, 1974) (1.14) 
Other possible photolysis products of nitric acid are nitrous acid, atomic oxygen, 
atomic hydrogen and the nitrate radical. 
Organic nitrates can undergo three primary processes: 
RCHON02+hv --a--+ RCH20· + N02 
~ RC.O.H + HONO 
---c~ RCH20NO + 0" (Finlayson-Pitts& Pitts, 1986) (1.15) 
Reaction 1.15a is the most important decomposition route, as the N02 may photolyse 
and the 0 3P result in ozone formation. 
Peroxyacetyl nitrate (PAN) is a particularly important organic nitrate as it is an 
irritant to the human respiratory system. It also acts as a NOx reservoir, which is 
released largely through thermal decomposition. The photolysis of PAN is small 
when compared with the thermal decomposition. 
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1.2.2. 7: Other Inorganic Nitrogen Containing Compounds 
N03: There are two sets of dissociation products: 
N03 + hv ('A< 650nm) --~NO+ 0 2 
~ NOz + oe P) (Finlayson-Pitts & Pitts, 1986) (1.16) 
The rate of reaction 1.16b exceeds that of reaction 1.16a at all wavelengths. 
N20s: NzOs exists in ambient air in equilibrium with NOz and N03. The equilibrium 
constant for reaction 1.17 is uncertain, but equilibrium is achieved quickly: 
N02 + N03 <=> NzOs (Finlayson-Pitts & Pitts, 1986) (1.17) 
Four photolysis reactions are possible: 
NzOs + hv 
~2NOz+O 
--c,__-~ NOz +NO+ Oz 
~NO+ 0 + N03· (Fin1ayson-Pitts&Pitts, 1986) (1.18) 
Reaction 1.18a is significant at all wavelengths less than 1270nrn. 1.18b is not 
significant in the troposphere. 1.18c is possible at wavelengths lower than 1 070nm 
and 1.18d at wavelengths lower than 300nrn, but no direct evidence exists that these 
latter two reactions actually occur (Finlayson-Pitts & Pitts, 1986). 
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CINO: Nitrosyl chloride may be produced in marine environments by reaction 
between NOz and solid NaCI. It is readily photolysed in the actinic region: 
ClNO + hv ---4- Cl +NO (Finlayson-Pitts & Pitts, 1986) ( 1.19) 
1.2.2.8: H202 and Organic Peroxides 
Hydrogen peroxide plays an important role in suspended droplets, and is produced 
from the reaction of two hydroperoxyl radicals. 
H02 + HOz ------'; HzOz + Oz (Burrows et al, 1987) (1.20) 
The formation of hydrogen peroxide is enhanced in the presence of water vapour due 
to the fonnation of a radical-water complex, H02.H20 (see reaction 1.55). 
The photolysis of gaseous hydrogen peroxide has a quantum yield of unity at 
wavelengths less than 360nm. 
HzOz + hv ( A< 360nm) ----~ 20H (Finlayson-Pitts & Pitts, 1986) (1.21) 
Organic peroxides also photo lyse by cleavage of the weak 0-0 bond. 
RaOORb + hv ----~ RaO· + RbO· (Finlayson-Pitts & Pitts, 1986) (1.22) 
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The alkoxy radicals can undergo further dissociation due to excess internal energy, 
but deactivation is rapid, and the degree to which this occurs is not known 
(Finlayson-Pitts & Pitts, 1986). 
1.2.2.9: HCHO and Higher Aldehydes 
Formaldehyde absorbs radiation up to 370nm, while the higher aldehydes only 
absorb to 345nm. Formaldehyde has two photodissociation paths: 
HCHO + hv (250 <'A< 370 nm) --~ H + HCO· 
--~Hz+ CO (Finlayson-Pitts & Pitts, 1986) (1.6) 
Reaction 1.6a is particularly important, as it provides a source of HOz radicals 
(reaction 1.27) and hence ultimately OH, which initiates many organic reactions. 
Higher aldehydes also have several theoretical photodissociation paths, but many can 
be ignored as they do not occur under atmospheric conditions. The two major paths 
are the formation of HCO· and CO: 
RCHzCHO +hv --a---+ RCHi + HCO· 
--b---+ RCH3 + CO (Finlayson-Pitts & Pitts, 1986) (1.23) 
a and p unsaturated aldehydes do not photolyse readily. 
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1.2.2.10: Ketones 
Ketones absorb at wavelengths up to 330nm and cleave to form radicals. In the 
troposphere, two pathways are usually observed: 
~ Ra· + RbCO· (Finlayson-Pitts & Pitts, 1986) (1.24) 
The pathway forming the most stable radical predominates. For example, under 
laboratory conditions in iodine gas, alb=40 for methyl ethyl ketone, where 
Ra=methyl and Rb=ethyl. 
1.2.2.11: Dicarbonyl Compounds 
Dicarbonyl compounds, such as glyoxal and methyl glyoxal, are formed in the air by 
the photooxidation of aromatic hydrocarbons in the presence of NOx. These species 
absorb in the actinic regions, and photolyse rapidly. Glyoxal photolyses according to 
reaction 1.25. 
(CH0)2 + hv --~ 2CO + H2 (87%) 
~ HCHO + CO ( 13%) (Finlayson-Pitts & Pitts, 1986) (1.25) 
Methyl glyoxal and biacetal photolyse to produce acetyl radicals (CH3CO'), which 
react further to produce PAN. 
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1.2.2.12: Sources ofOH Radicals 
The major source is from the photolysis of ozone to form excited monatomic oxygen, 
which subsequently reacts with water vapour: 
03 + hv (A.< 320 nm) --7 0(1D) + Oz( 1~g) (Finlayson-Pitts & Pitts, 1986) (1.3) 
0(1D) + HzO ----~ 20H (Burrows eta!, 1981) (1.4) 
Photolysis of nitrous acid and hydrogen peroxide produce OH directly: 
HONO + hv( A. < 400nm) ---7 OH +NO (Sakamaki et al, 1980) (1.5) 
HzOz + hv (A< 360nm) ----~ 20H (Finlayson-Pitts & Pitts, 1986) (1.21) 
Conversion ofH02 to OH occurs by reaction 1.26: 
HOz + N0----7 OH + NOz (Finlayson-Pitts&Pitts,l986) (1.26) 
OH radicals can also be generated by the photolysis of species such as HONO 
(reaction 1.5). Such production is not net however, because HONO is created from 
OH and NO. Despite this, these sources of OH radicals do make a contribution to the 
smog chemistry. 
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1.2.2.13: Sources of H02 Radicals 
An important source ofH02 is from photolysis of formaldehyde. 
HCHO + hv (250 <'A< 370 nm) -----+ H + HCO' (1.6) 
H + Oz --M~ HOz (Finlayson-Pitts & Pitts, 1986) (1.27) 
HCQ· + Oz ------:)- HOz + CO (Finlayson-Pitts & Pitts, 1986) (1.28) 
A similar mechanism is also true for any species that photolyses to produce HCO'. 
Alkoxy radicals (produced from photolysis of organic peroxides) also act as a source 
ofHOz: 
RCHzO· + Oz ------)> RCHO + HOz (Finlayson-Pitts & Pitts, 1986) (1.29) 
Other, less direct, mechanisms for the production of H02 include the thermal 
decomposition of PAN in the presence of NO, and hydrogen abstraction by the 
nitrate radical. The relative importance of the above reactions in the formation of 
HOz is strongly dependent on conditions such as time of day, temperature, and the 
ambient hydrocarbons present. 
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1.3: GENERAL GAS-PHASE REACTIONS 
Carbon-containing species (also referred to as reactive organic compounds "ROC", 
which excludes methane) often react with free radicals, the hydroxyl radical in 
particular, and subsequently become radicals themselves. These radicals then react 
with nitrogen monoxide to create nitrogen dioxide (figure 1.1). This is the 
mechanism by which the photostationary state is broken, and accounts for the "extra" 
source ofN02. 
N02 + hv (<430nm) -----:~~ NO + Q(3P) 
~2 
Figure 1.1: Formation of Tropospheric Ozone 
This reaction scheme shows that a build-up of ozone can occur, as one nitrogen-
containing molecule can create as many as ten ozone molecules (Olszyna et al, 
1994). The oxidation reactions ofROC are described. 
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1.3.1: Alkanes 
Under atmospheric conditions, the potential loss processes for the alkanes involve 
reactions with OH and N03 radicals. Reaction with ozone is of negligible importance 
since the rate constants for these reactions at room temperature are extremely small 
(Atkinson & Carter, 1984- cited from Atkinson, 1990). 
1.3.1.1: Reaction of Alkanes with Hydroxyl Radicals 
An interesting feature of these reactions is that Arrhenius plots of the rate constants 
are curved - indicating that the underlying mechanism of the reaction changes with 
temperature. A three-parameter expression is used to describe the temperature 
dependence of these rate constants: k = CT2e-01T, where the parameters C and Dare 
derived experimentally. The initial reaction is a hydrogen-atom abstraction: 
RH + OH -----?> R + HzO (Finlayson-Pitts & Pitts, 1986) (1.30) 
The dissociation reactivity of alkane C-H bonds is greatest for tertiary bonds and 
least for primary bonds (Atkinson, 1990). 
1.3.1.2: Reaction of Alkanes with Nitrate Radicals 
During the day, removal of alkanes is attributed mostly to reaction with OH, but at 
night, homogeneous hydrogen abstraction by the nitrate radical is predominant 
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(although minor- two orders of magnitude less important than daytime OH radical 
reactions) (Atkinson et al, 1984). 
RH + N03 ----~ R + HN03 (Atkinson, 1990) ( 1.31) 
1.3.2: R, R02 and RO Radicals 
1.3.2.1: Reactions of Alkyl Radicals 
These radicals are produced by the reactions of alkanes and alkenes with hydroxyl 
and nitrate radicals (Atkinson, 1990). Aromatic alkyl radicals, such as from hydrogen 
abstraction from toluene, are discussed in section 1.3.5. The only significant reaction 
of alkyl radicals is reaction with oxygen to form an alkyl peroxy radical: 
R + Oz + M --~ ROz· + M (Finlayson-Pitts & Pitts, 1986) (1.32) 
Under atmospheric conditions, this reaction is effectively second order, but is often 
treated as pseudo-first order, as [02] is constant. The reaction becomes more feasible 
as the size of R increases, because internal dissipation of energy is more possible and 
the need for a third body is less necessary. Two suggested bimolecular abstraction 
reactions with oxygen (1.33 and 1.34) are generally ignored as their rates are 
significantly slower than the addition reaction (1.32) (Finlayson-Pitts & Pitts, 1986). 
RCHz· + 02-----7 RCHO + OH (1.33) 
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(1.34) 
Atkinson (1990) summanzes that under tropospheric conditions, for all alkyl, 
hydroxyalkyl, benzyl and allyl radicals, the reaction with 0 2 is the sole loss process 
and that other reactions need not be considered. 
1.3.2.2: Reactions of Alkylperoxy Radicals 
All smaller alkylperoxy radicals, formed from the reaction of alkyl radicals with 0 2, 
react with NO by two pathways (Atkinson, 1990). 
R02· +NO----~ RO" + N02 (Finlayson-Pitts & Pitts, 1986) (1.35) 
Reaction 1.35 is particularly important in the conversion of NO to N02. The larger 
alkylperoxy radicals undergo addition to form alkyl nitrates: 
R02· +NO+ M --4 RON02 + M (Finlayson-Pitts & Pitts, 1986) (1.36) 
Expresions have been derived (Carter and Atkinson, 1989 - cited from Atkinson, 
1990) to determine the fractional distribution between reactions 1.35 and 1.36, which 
is dependent on aspects such as number of carbon atoms, temperature and pressure. 
Alkylperoxy radicals react rapidly with N02 and the products thermally decompose 
back to the reactants. 
When NO concentrations are very low, R02 reacts with H02 and itself to produce 
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ROOH and several other products (Atkinson, 1990) such as alcohols, aldehydes and 
alkoxy radicals. The rate coefficients of such reactions decrease as R goes from 
primary to secondary to tertiary. It is suggested that this may be due to steric effects. 
It is known that the reaction of R02 and HOz proceeds by H-atom abstraction, but 
little is known regarding rate constants. It appears that reaction with H02 is more 
important than the self-reaction ofROz (Atkinson, 1990). 
Alkyl peroxy and acyl peroxy radicals also react with N02 through combination to 
yield the corresponding peroxynitrates. 
1.3.2.3: Reactions of Alkoxy Radicals 
Alkoxy radicals undergo many possible reactions: reaction with Oz, isomerization, 
decomposition, reaction with NO and reaction with NOz. 
Reaction with oxygen occurs if an abstractable hydrogen is available on the 
neighboring carbon, and is the major alkoxy radical removal process in the 
troposphere (Atkinson, 1990): 
RCHzO· + Oz ----~ RCHO + HOz· (Finlayson-Pitts & Pitts, 1986) (1.37) 
The rate constant for reaction 1.3 7 has been investigated extensively under different 
conditions, for several species (Atkinson, 1990). Other products such as HzOz, from 
reaction with oxygen, have been proposed. 
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Larger alkoxy radicals can undergo unimolecular decomposition to form carbonyl 
compounds and free radicals (Rl=alkyl and R2,R3=alkyl or H): 
I 0 II 
R1-···-C-R3 --
1 
R1 + R2-C-R3 
R2 (Finlayson-Pitts & Pitts, 1986) (1.38) 
Reaction with NO has two possible pathways: 
--~ R1R2CO + HNO (Finlayson-Pitts & Pitts, 1986) (1.39) 
However, nitrites produced by reaction a, are rapidly photolysed to the reactants 
during the day. This reaction therefore serves as a temporary storage for radicals at 
night (if there is available NO - most would titrate with ozone to N02), which is 
important and needs to considered when modelling smog production over several 
days. 
Reaction with N02 is very similar to reaction 1.39, except that alkylnitrate (a) and 
nitrous acid (b) is produced. 
Of all the above reactions, reaction with 0 2 is the most important. For larger alkoxy 
radicals, isomerisation and decomposition becomes important. 
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1.3.3: Alkenes 
Reactions of alkenes and OH radicals are very fast, and often have negative 
activation energies. This means that the overall rates of these reactions decrease with 
increasing temperature. This is possibly due to the formation of an intermediate 
species (an energised adduct) which can either redissociate to re-form the reactants 
or can be stabilized through collision. The stabilized adduct can proceed to react to 
form other species. If the rate of dissociation of the energised intermediate back into 
the reactants increases with temperature faster than the rate of stabilization, the 
apparent overall activation energy will be negative (Atkins, 1990). 
The OH adds to the alkene to form an adduct: 
OH 
""I ./ c-c 
/ """ (Finlayson-Pitts & Pitts, 1986) (1.40) 
The adduct can then react with oxygen to form an alkylperoxy radical, which after 
oxidizing NO to N02, forms a hydroxy-substituted alkoxy radical. Decomposition or 
reaction with oxygen usually follows. In asymmetrical alkenes, addition of the OH 
can occur at either end of the double bond, thereby creating different adducts. 
Reactions of alkenes and OH generates two carbonyls, while reactions of alkanes and 
OH only form one carbonyl. Abstraction of hydrogen from side-chains accounts for 
less than 5% of the total reaction for smaller alkenes and 10% for larger alkenes. 
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Hydrogen abstraction is significant for only a few species such as 1 ,3- and 1,4-
cyclohexadiene (Atkinson, 1990). 
Reactions of alkenes with ozone produce aldehydes, ketones and acids, as well as 
inorganics such as CO, C02 and H20. It is thought that the reaction is initiated by 
electrophilic addition to the double bond to form a primary ozonide: 
(Finlayson-Pitts & Pitts, 1986) (1.41) 
Subsequent cleavage of a 0-0 bond leads to the production of an energy-rich 
biradical (Criegee intermediate) (Atkinson, 1990): 
a/ R1 R2C=O + R3R4COO 
/ Criegee 
Intermediate 
~ R1 R2COO + R3R4C=O 
Criegee 
Intermediate (Finlayson-Pitts & Pitts, 1986) (1.42) 
The Criegee intermediates contain excess energy and mostly ( ~80%) decompose 
through various pathways into alkyl or alkoxy radical fragments, CO, OH and C02, 
or may simply undergo deactivation (~20%) through collision with another 
molecule. In the presence of an aldehyde, the Criegee intermediate may react to form 
a secondary ozonide: 
26 
R1 R2COO + R3R4CHO -
(Finlayson-Pitts & Pitts, 1986) (1.43) 
Criegee intermediates also rearrange in the presence of water vapour to produce 
carboxylic acids. eg: 
CH200 + H20----~> HCOOH + H20 (Finlayson-Pitts & Pitts, 1986) (1.44) 
It is possible that Criegee intermediates also react with S02 to produce an aerosol 
(possibly H2S04), but a mechanism has not been established (Izumi et al, 1987). It is 
also possible that Criegee intermediates oxidize NO and N02, and themselves 
become ketones. Very little absolute kinetic data regarding Criegee intermediate 
reaction with NO, N02, S02, H20, aldehydes and CO exists, only data regarding a 
few relative rate coefficients. 
Reactions of alkenes with ground state oxygen atoms, oC P), also have negative 
activation energies: 
(Finlayson-Pitts & Pitts, 1986) (1.45) 
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The triplet biradical can then undergo ring closure to form an epoxide, rearrangement 
to form a carbonyl compound or decomposition into free radicals. 
Alkenes react rapidly with nitrate radicals. As in the case for oe P) and OH, the rate 
coefficients increase with increasing substitution at the double bond, which suggests 
charge transfer from the alkene to the nitrate during the rate-determining transition 
state. Using propene as an example: 
(Finlayson-Pitts & Pitts, 1986) (1.46) 
These products can dissociate to produce propylene oxide and N02 or add to oxygen 
to form an alkylperoxy-type radical. 
1.3.4: Alkynes 
Lower alkynes, such as ethyne, are relatively unreactive in the atmosphere (a lifetime 
of 16 days) and have not been extensively studied. Reaction of higher alkynes with 
with OH is much faster, but the mechanism has not been investigated thoroughly. It 
is believed that an adduct is first formed which must undergo stabilization through 
collision or isomerization before either dissociating back into the reactants or 
undergoing other reaction. Such subsequent reactions are not known with certainty, 
but reaction with oxygen is possible. The strength of the H-C bond makes hydrogen 
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abstraction difficult. 
(Finlayson-Pitts & Pitts, 1986) (1.47) 
Reactions of alkynes with ozone and N03 radicals appear to be of negligible 
importance as an alkyne loss process (Atkinson, 1990). 
1.3.5: Aromatics 
Aromatics play a significant role in atmospheric chemistry. Monocyclic aromatics 
react only very slowly with 0 3 and N03 radicals and reactions of polycyclic aromatic 
hydrocarbons (P AH) with these radicals appear to be insignificant. P AH do however, 
react with species such as N205, albeit minimally (Atkinson, 1990). 
Reaction with OH is the only significant direct reaction with most aromatic 
compounds. In the case of toluene, the most studied aromatic hydrocarbon (benzene 
is relatively unreactive), OH attacks primarily at the ortho position: 
1H3 
rg + OH 
(Finlayson-Pitts & Pitts, 1986) (1.48) 
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The adduct reacts with oxygen to form a-cresol (80%). 
(Finlayson-Pitts & Pitts, 1986) (1.49) 
Minor amounts of meta (5%) and para (15%) cresol are also created. 
Some hydrogen abstraction also occurs: 
r3 r2 
g +OH- lQJ + H20 
(Finlayson-Pitts & Pitts, 1986) (1.50) 
The benzyl radical then undergoes reactions described for alkyl radicals. The 
ultimate products include benzaldehyde, benzylnitrate, cresols and a small amount of 
peroxybenzylnitrate, a very powerful lachrymator. 
Ring cleavage also can occur when oxygen actually adds to the OR-aromatic adduct, 
instead of abstracting hydrogen, to create peroxy radicals at any of the 1, 3 or 5 
positions. The peroxy group then creates a bridge across the ring and the bridged 
molecule reacts with another oxygen molecule, which creates a peroxy group at the 
carbon to which the methyl is attached. Oxidation of NO reduces the peroxy radical 
to an alkoxy radical, which then undergoes a series of ~-scissions. Ultimate products 
include 2-butene-1,4-dial, glyoxal and methylglyoxal. Many other products have not 
been identified. Atkinson (1990) notes that much of the oxidation processes of other 
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aromatics such as benzene and the xylenes are equally unknown. 
Benzaldehyde, a product of toluene oxidation, mostly reacts with OH (and to a lesser 
degree with N03) by H-atom abstraction from the -CHO substituent group. Addition 
of OH or N03 to the aromatic ring is slow (relative to benzene) since the -CHO 
group is electron withdrawing. Reaction with 0 3 is not significant as an atmospheric 
loss process. Benzaldehyde also undergoes photolysis, but the products (in particular 
whether they are radicals or not- see section 8.2) are not known (Atkinson, 1990). 
Phenolic compounds such as phenol and cresols are also formed through the 
oxidation of benzene and toluene. The major losses of these compounds is through 
reaction with N03 and OH radicals (mostly H-atom abstraction). Atkinson (1990) 
also notes that reaction with 0 3 is possible, although minor. Phenolic compounds are 
readily incorporated into rain and fog, so wet deposition can play a major role in 
their removal from the atmosphere. 
The mechanism of toluene photooxidation is described in significantly more detail in 
chapter eight. 
1.3.6: Oxygenates 
Species in this category include phenol, cresols, aldehydes, ketones, unsaturated 
carbonyls, ethers, alcohols, esters and epoxides. A comprehensive study of the 
reactions of all of these functional species is beyond the scope of this review, indeed 
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many of the reactions have not yet been clearly identified (Atkinson, 1990). Instead, 
the most significant reactions of the common radicals (OH, HOz and N03) with the 
above groups will be described. Important species such as formaldehyde and CO will 
be dealt with in slightly more detail. 
OH is the predominant reactive species (relative to 0 3 or N03) for removal of most 
oxygenates including alcohols, ethers, carboxylic acids and hydroperoxides. Even so, 
reaction with OH may be slow and the major removal processes for some 
oxygenates, such as carboxylic acids, may be a physical process such as dry or wet 
deposition. Reactions of OH with oxygenated organics that do not contain a C=C, 
proceed by hydrogen abstraction, similarly to alkane reactions, but a and ~ 
unsaturated carbonyl compounds can undergo either hydrogen abstraction or addition 
of the OH to the double bond (despite this being a major removal process of a and ~ 
unsaturated carbonyl compounds, significant reaction with N03 in a similar manner 
to OH and reaction with 0 3 at the olefin bond also occurs) (Atkinson, 1990). 
H02 reactions are generally slower than those involving OH, except in the case of 
formaldehyde, which creates an alkoxy radical and isomerizes to a peroxy radical, 
which is reasonably stable. This radical may react with NO and then Oz, to lead to 
the production of formic acid. 
Nitrate radicals react with aldehydes and abstract hydrogen, similarly to OR-
aldehyde reactions. Nitrate radicals rapidly remove the hydrogen from the OH group 
in phenol and cresols, but are slow to react with aliphatic alcohols such as methanol 
and ethanol. Reactions of nitrate radicals becomes most significant at night, when the 
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concentration can be higher than by day, owing to no loss through photolysis. 
Formaldehyde, a very important radical source, is lost through reaction with OH, 
H02 and N03 depending on the ambient conditions: 
• daytime in clean air: photolysis predominates 
• daytime in polluted air: H02 and OH reactions predominate 
• nighttime: N03 reactions contribute to the aldehyde loss, but is slow compared to 
daytime H02 and OH reactions 
The simplest carbon-containing oxygenate species is carbon monoxide (CO) which 
only reacts with hydroxyl radicals (reaction 1.51 and 1.52) to create peroxy radicals 
(Whitten, 1983). 
CO + HO -----·---+ C02 + H 
H + 02 ---+ H02 
(1.51) 
(1.52) 
If sufficient NO is present, the NO can be converted to N02, which can photolyse 
and create an ozone molecule. If insufficient NO is present, self reaction of H02 is 
likely to occur, and no ozone is produced. 
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1.4: EFFECT OF HUMIDITY ON OZONE FORMATION 
The effect of water vapour on the formation of ozone has not been widely studied 
and quantitative validation of proposed mechanisms has not been possible due to 
lack of reliable and systematic experimental data. In many instances, data seem to 
show no trends. For example, maximum ozone concentration in the C2H4-NOx 
system increases with increasing humidity, but decreases in the 1-C4H8-NOx system 
(Wilson et al (1970) and Nieboer et al (1978) referenced by Sakamaki et al, 1980). 
Sakamaki et al concentrated on the C3H6-NOx system (up to 60% relative humidity) 
and concluded that "the presence of water vapour does appreciably affect the rate of 
photooxidation, but the effect on [03]max or ultimate ozone formation potential 
should not be significant." Contrary to this statement, Sakamaki et al (1980) do 
however, observe a small decrease in [03]max with increased relative humidity. They 
also note that ozone formation in a humid system is 25% lower than in a dry system. 
Three possibilities were proposed to account for the increased photooxidation rate: 
The photolysis of HONO to create hydroxyl radicals 
NO + N02 +H20 2HONO 
HONO+hv OH+NO 
(1.53) 
(1.54) 
This proposal was discarded as it was determined that, in order to predict the 
observed concentrations, the forward rate coefficient of reaction 1.53 would have to 
be 1000 times larger than that determined in previous studies (Chan et al, 1976). 
Reactor Effects: It was proposed that the NO oxidation was enhanced due to 
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enhanced background reactivity accompanied by water vapour ("dirty" chamber 
effect). This proposal was discarded on the basis that the oxidation ofNO, enhanced 
directly by water vapour reaction with 0 1D to create OH radicals, would exceed that 
caused by a dirty chamber effect (Sakamaki et al, 1980). 
Effect of Water Vapour on Radical Reactions: Complex formation between free 
radicals and HzO has been observed or suggested for HOz and CH302· (Sakamaki et 
al, 1980). 
It was found that the bimolecular rate coefficient of the HOz + HOz reaction 
increased with increased partial pressure of HzO, and was ascribed to the enhanced 
rate of reaction of HOz + H02.Hz0 (Hamilton and Lii 1977, referenced in 
Hatakeyama et al1981). 
HOz + HOz.HzO ---~ HzOz + HzO + Oz (1.55) 
Akimoto et al propose that the water vapour effect on the photooxidation rate may be 
due to water-complexed free radicals, such as a water-complexed Criegee 
intermediate, CH3CHOO.HzO (Calvert et al 1978, referenced by Hatakeyama et al 
1981 ). However, they note that it is important to assess the formation of HONO 
before the start of irradiation in order to assess the water vapour effect more clearly. 
Akimoto et al (1987) continued their investigation into the formation of HONO on 
the reactor walls, and deduced that the dark reaction 
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(1.56) 
proceeds heterogeneously on surfaces to emit HONO into the gas phase, which under 
irradiation, can serve as an OH radical source (1.54). HN03 was not observed in the 
gas phase, except after irradiation, and even then reached steady-state after 30 
minutes. 1.56 can be modelled by 1.57 and 1.58: 
(1.57) 
N02 + OH ---~ HN03 (wall) (1.58) 
Burrows et al (1981) summarise the overall decomposition of ozone in the presence 
of water vapour as a short chain reaction: 
(1.3) 
(1.9) 
initiation 0( 1 D) + H20 ---~ 20H (1.4) 
propagation OH + 03 ---~ H02 + 02 (1.59) 
(1.60) 
(1.20) 
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OH + HOz ---~ HzO + Oz 
When Hz or CO are present in excess, 
OH +Hz (or CO)---~ H + HzO (or COz) 
H + Oz + M HOz + M 
(1.61) 
(1.62) 
(1.27) 
This system of reactions appear to demonstrate that ozone will be reduced at high 
water vapour concentrations. Burrows et al (1981) note that the involvement of the 
HOz.HzO complex would be expected to lead to an [HzO] dependence of reaction 
1.61, which is not observed. This suggests that [HzO] does not play a significant role 
in the kinetics of the reaction of OH with H02• 
Another species of importance that reacts with water is N20 5, a potentially important 
night-time NOx sink reaction and pathway for formation of HN03 (Tuazon et al, 
1983). 
(1.63) 
NzOs is formed primarily from reaction ofNOz with N03· radicals, which during the 
day are rapidly photolysed. Hence this reaction is important only at night. 
Experiment showed that the formation of nitric acid by reaction 1.63 involved both 
homogeneous and heterogeneous components. 
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Chapter Two 
Computer Modelling of Atmospheric Chemistry 
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2.1: INTRODUCTION 
The goal of most models of photochemical smog is to assess the most effective 
decrease of NOx or ROC concentrations that will give a desired decrease in ozone. 
Air quality models are mathematical descriptions of the atmospheric transport, 
diffusion and chemical reactions of pollutants. They are implemented by entering 
parameters such as emissions, topography, meteorology and initial chemistry of a 
region, and allowed to calculate species concentrations at given points at given 
times. Seinfeld (1988) suggests that a practical airshed model consists of four levels: 
1. A set of assumptions and approximations to reduce the actual problem to an 
idealized one which is more easily handled, but retains the most important 
features of the actual problem. 
2. The mathematical relations and conditions that describe the idealized physical 
system. 
3. The algorithms and "computational schemes" that are used to solve the basic 
equations. 
4. The computer program that actually calculates the problem. 
These models can be classified as prognostic (based on the physicochemical 
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principles governing air pollution) or diagnostic (based on physical observations of 
air quality). Some recent wind-flow models incorporate bothe prognostic and 
diagnostic aspects, and may be described as using the prognostic model equations to 
interpolate between observed data points. This review will deal solely with the 
prognostic group of models. Figure 2.1 shows how air quality models are classified 
according to the method that is used to simulate the transport of the air parcel. The 
exact nature of each model type will not be dealt with in this review. 
Particle-in-cell 
Figure 2.1: Classification of Air Quality Models 
A functional air quality model is composed of at least two components: one which 
models the transport (including dispersion and removal processes) and one which 
models the chemistry. The former component will be discussed only briefly and the 
latter in more detail. 
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Figure 2.2: Schematic of the Components of Air Quality Models 
It is essential for all models to incorporate some knowledge of the wind field into 
their algorithms, although the depth of the knowledge required varies from model to 
model, depending on what type of transport model and dispersion model is used 
(gaussian, box, particle). It is important for the modeller to determine what the 
conditions to be modelled are, as this will affect the type of transport model used. 
For example, most trajectory models are based on the assumption of a horizontal 
wind field and vertical flow is ignored, while only grid models can treat unsteady 
wind fields, vertical motions and vertical shear with ease. 
Most simple diagnostic wind field components are based solely on the conservation 
of mass as the air parcel moves over the terrain. Prognostic models involve the 
iterative numerical solution of the governing equations of the atmosphere. The 
simulation starts with a set of initial conditions and the model simulates the response 
of those conditions to variables such as surface temperatures and "roughness". 
Problems with prognostic models are that they are usually computationally 
expensive and don't always reproduce actual observations. 
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Turbulent dispersion is modelled most often by either eulerian or lagrangian 
approaches. The extensive research in this area has led to a great variety of models 
that range from simple to extremely complex involving systems of partial differential 
equations. The turbulent dispersion component in models is important as processes 
such as vertical mixing can have a profound effect on predictions of species' 
concentrations. 
2.2: CLASSIFICATION OF PHOTOCHEMICAL MECHANISMS 
Gas phase chemical reaction mechanisms for atmospheric organic and NOx systems 
are still undergoing significant development. The development of mechanisms which 
simulate the production of photochemical smog is particularly difficult as hundreds 
of known reactions occur, not all of which are fully understood. The method by 
which the reaction mechanism deals with the complex chemistry provides the 
category for primary classification as an explicit mechanism or as a reduced 
mechanism (Whitten, 1983). 
Explicit mechanisms aim to account for all the detail of the chemistry that occurs, for 
all species and intermediates, and for variables such as pressure and temperature. 
These mechanisms often involve thousands of reaction steps, and are too complex to 
be incorporated into most three-dimensional atmospheric models. However, as 
computational hardware becomes more sophisticated, modelling these complex 
systems becomes possible. Further difficulties include the fact that the chemistry of 
photochemical smog is non-linear, and explicit mechanisms do not exist for all the 
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organic compounds observed in the atmosphere. The integration, or numerical 
solution, of such mechanisms is often difficult and is computationally expensive, 
although with modem computer technology this is becoming less of a problem. 
Reduced mechanisms are the favored type of mechanism as they usually involve 
fewer than one hundred reaction steps, which reasonably approximate the detailed 
chemistry of explicit mechanisms. Reduced mechanisms usually retain the full 
inorganic (NOx/03/HOx) mechanism, because of the relatively small number of 
inorganic species and reactions. The chemistry of organics however, is simplified by 
"lumping" together similar reactions and/or species. 
The classification of chemical reaction mechanisms is given in figure 2.3. 
Chemical Reaction 
Mechanisms 
Reduced 
Lumped Structure 
Figure 2.3: Classification of Chemical Reaction Mechanisms 
Figure 2.3 demonstrates that mechanisms may be reduced in several different ways. 
One method not shown, is to neglect some of the less important reactions. The 
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largest problem with this method is how to decide which reactions of hundreds are 
not significant, and when iterative methods are used to solve the equations, large 
errors can arise if seemingly insignificant (but actually important) species are not 
represented. 
2.2.1: Surrogate Species Mechanisms 
This method selects certain chemical species whose mechanisms are well defined 
(eg: propene) and uses them to represent of the whole atmospheric mix (eg: propene 
to represent all hydrocarbons). This often leads to a poor approximation of reality. 
An example of a surrogate species mechanism is the Dodge Mechanism, which was 
developed in 1977 (McRae et al, 1984). 
Briefly, the entire organic atmospheric mixture is represented by propene, n-butane 
and small quantities of formaldehyde and acetaldehyde. Unreactive species are also 
classed as a species called "unreactive". The mechanism contains a total of 76 
reactions, which involve 39 species (precursors and intermediates). 
The reaction rate coefficients used in the mechanism are the actual rate coefficients 
of the surrogate species. Temperature effects on the rate coefficients are not taken 
into account. This leads to overprediction in some circumstances, and 
underprediction in others. The greatest problem with the Dodge mechanism is how to 
specifY the class to which any given species belongs. In general, alkenes are 
represented by propene, alkanes by butane and aldehydes by the two aldehydes 
mentioned above. Aromatics are not considered at all. 
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A problem that many mechanisms face is that the air quality authorities rarely 
measure concentrations of individual organic species, only NMHC (non-methane 
hydrocarbons). To overcome the problem of representing NMHC as propene and n-
butane, it was determined that an urban atmosphere mix could be represented by (on 
a carbon basis) 25% propene, 75% butane and the two aldehydes at about 2% of the 
initial hydrocarbon level. Plainly, such a generalization is open to significant error. 
There is very little information about the current use of the Dodge mechanism which 
is possibly due to the advent of faster and more powerful computers which allow 
more detailed mechanisms to be used. 
2.2.2: Lumped Molecule Mechanisms 
This method lumps molecules from the same class together to form a hypothetical 
species. For example, the hundreds of reactive organic compounds can be lumped 
into four groups: olefins; paraffins; aldehydes and aromatics. A difficulty with this 
type of clustering is that carbon is not conserved (an olefin could become a paraffin) 
and adjustable parameters are required to take this into account. The class of lumped 
molecule mechanisms can be further divided into surrogate and generalized lumped 
molecule mechanisms. 
Surrogate species lumped molecule mechanisms use actual molecules to represent 
the whole group. For example, n-butane can be used to represent all alkanes and the 
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alkane portion of the organic species mechanism will consist of the detailed explicit 
chemistry of n-butane. The assumption is therefore made that the chemistry of 5ppm 
alkanes is the same as 5ppm n-butane. This type of lumping can lead to problems if 
one of the significant molecules in the mixture has a very different reactivity to 
others of its class. An example of this is ethene, which reacts to form formaldehyde 
at one-third the rate of other alkenes, so if ethene is used to represent alkenes, the 
rate of reaction will be under-predicted. If propene is used to represent alkenes and 
ethene is a significant component in the air parcel, the rate of reaction will be over-
predicted. 
Generalized lumped molecule mechanisms use hypothetical molecules to represent 
the entire group of molecules. The chemistry of the hypothetical molecule reflects 
the common features of the whole group. For example, alkanes are represented by 
the hypothetical molecule "ALKANE", whose rate coefficients and mechanisms are 
some average of all alkanes in an atmospheric mix. An example of such a 
mechanism is the McRae & Seinfeld Mechanism (McRae et al, 1984). 
The McRae & Seinfeld mechanism is a generalized species lumped molecule 
mechanism ie: each organic group of compounds is represented by a hypothetical 
species. The mechanism was first developed in 1978 by Falls and Seinfeld (cited 
from McRae et al, 1984), and updated rate coefficients, presented by McRae and 
Seinfeld, were incorporated in 1983. 
The mechanism incorporates six organic classes, and describes the reactions of 32 
species by 52 reactions. Many of the rate coefficients take temperature into account. 
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The six species used for each organic class are: 
1. HCHO methanal (explicit) 
2. C2H4 ethene (explicit) 
3. ALK hypothetical for all alkanes except methane 
4. OLE hypothetical for all olefins except ethene 
5. RCHO hypothetical for all aldehydes except methanal 
6. ARO hypothetical for all aromatics 
UR all unreactive species 
The mechanism represents all carbonyls by methanal (formaldehyde - which is 
treated explicitly) and the hypothetical species "RCHO", which uses ethanal rate 
coefficients for all higher aldehydes. All akanes are represented by the hypothetical 
species ALK, and the mechanism uses hypothetical radicals in the products of the 
photo-oxidation of ALK. These hypothetical radicals are also formed from the photo-
oxidation of alkenes, which are represented explicitly as ethene, and the rest of the 
olefins as OLE. 
Aromatic photo-oxidation is dealt with in a simplistic manner: an extremely simple 
reaction scheme represents the vast number of known aromatic reactions. Aromatic 
reactions are very important as the only important atmospheric oxidation pathway is 
reaction with hydroxyl radicals. Reaction 2.1 is the only reaction used by the 
mechanism to describe aromatic chemistry: 
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ARO + OH ---~ R02 + RCHO (2.1) 
This step must account for both the decay of the initial species (toluene, xylene etc) 
and the formation of the radicals. This has been shown to be difficult and other 
reduced mechanisms use up to twenty different schemes to show radical formation 
from aromatics. 
Rate constants are mole-weighted lumped rate coefficients based on initial 
concentrations. This ensures that the rate coefficient is not dominated by those 
species that may have large rate coefficient, but only small concentrations. The 
practical application of this method is simple due to the availability of extensive 
literature about basic species rate coefficient data. 
For the same reasons as the Dodge mechanism, the NMHC concentration must be 
divided into the groups of the mechanism in realistic proportions. Default values for 
splitting are available, which were determined from samples of Los Angeles air in 
1974. 
The Atkinson et al Mechanism, developed in 1982, is a surrogate species lumped 
molecule mechanism and is composed of 82 reactions involving 52 species, covering 
14 organic classes (McRae et al, 1984). Species are grouped by molecule type and 
several surrogate species are used to represent each group. 
One feature of the Atkinson mechanism is the use of non-integer stoichiometry. For 
example, the photodissociation of the nitrate radical is treated as a single step: 
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N03· + hv ---~ 0.3 NO+ 0.7 N02 + 0.7 0 3 
This is the result of combining two elementary reaction steps: 
N03· + hv --a-~ NO+ 02 
--b----t N02 + 0· 
(2.2) 
(2.3) 
(2.4) 
By assuming that the production of molecular oxygen in step a can be ignored and 
that 0· reacts very rapidly with oxygen to form ozone, the two pathways can be 
combined into a single linear reaction. The stoichiometry coefficients are determined 
experimentally, and are based on the ratio of the rate coefficients of each step to the 
sum of the two rate coefficients. This method is often used to reduce the number of 
reaction steps. 
Another feature of the Atkinson mechanism IS apparent violations of mass 
conservation: 
N02 + hv ---~NO+ 03 (2.5) 
As in the previous example, this is the result of combining two elementary reaction 
steps and assuming that the second reaction is extremely fast, therefore making the 
products of reaction two to appear as products of reaction one. This type of 
elimination can however, lead to the appearance of negative stoichiometric 
coefficients: 
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CO+ OH ----?- COz + NOz- NO+ Oz 
The fourteen species used in the Atkinson mechanism are: 
1. PRPA 
2. ALKA 
3. ETHE 
4. PRPE 
5. BUTE 
6. BENZ 
7. TOLU 
8. XYEN 
9. HCHO 
10. ALD2 
11. ACHO 
12. RCHO 
13.ACET 
14. MEK 
propane (explicit) 
alkanes with carbon number > 3 
ethene (explicit) 
propene (surrogate for 1-alkenes) 
trans-2-butene (surrogate for all internal alkenes) 
benzene (explicit) 
toluene (surrogate for all monoalkylbenzenes) 
lumped xylene (surrogate for all di- and tri-alkylbenzenes) 
methanal (explicit) 
ethanal (explicit) 
benzaldehyde (explicit) 
propionaldehyde (surrogate for higher aldehydes) 
acetone ( explicit) 
methylethylketone (surrogate for higher ketones) 
UR unreactive 
(2.6) 
Photolysis rate coefficients for ozone, methanal and ethanal are scaled relative to 
JN02. The nitrogen dioxide photolysis rate coefficient as a function of zenith angle is 
readily available in the literature (chapter four). Rate constants can also be calculated 
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for a range of temperatures using published activation energies. 
2.2.3: Lumped Structure Mechanisms 
This method classifies molecules based on the chemical bonds and their reactivity. 
ie: molecules are broken down into their structural components. For example, the 
classes are no longer alkanes, alkenes etc, but singly-bonded carbons, doubly bonded 
carbons, aldehydes etc. An initial mixture of organics is therefore broken down into 
bond types and functional groups. For example, 1-butene may be treated as one 
double bond and two single bonds. An example of such a mechanism is the Killus & 
Whitten Mechanism, also known as the "Carbon Bond Mechanism", of which there 
are several versions. The major advantage of this mechanism is the easy 
classification of molecules with two functional groups. For example, lumped 
molecule mechanisms have difficulty categorizing propenal - aldehyde or alkene? 
The Carbon Bond Mechanism treats the molecule as two components: two olefin 
carbon atoms (one "OLE") and one carbonyl carbon atom (one "ALD2"). 
The CBM-IV is described by 82 reactions involving 34 species (Hogo & Gery, 
1987): 
1. NO Nitric Oxide 
2. N02 Nitrogen Dioxide 
3. N03 Nitrate Radical 
4. N205 Dinitrogen Pentoxide 
5. HONO Nitrous Acid 
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6. HN03 Nitric Acid 
7. PNA Peroxynitric Acid (HOzNOz) 
8. OlD Oxygen Atom (singlet) 
9. 0 Oxygen Atom (triplet) 
10. OH Hydroxyl Radical 
11. H20 Water 
12.03 Ozone 
13. H02 Hydroperoxy Radical 
14. H202 Hydrogen Peroxide 
15. co Carbon Monoxide 
16. FORM Formaldehyde (methanal) 
17. ALD2 High Mr Aldehydes (RCHO, R>H) 
18. C203 Peroxyacyl Radical (CH3C.O.OO") 
19. PAN Peroxyacetyl Nitrate (CH3C.O.OONOz) 
20.PAR Paraffin carbon Bond ( C-C) 
21. ROR Secondary Organic Oxy Radical 
22. OLE Olefinic Carbon Bond (C=C) 
23. ETH Ethene 
24. TOL Toluene 
25. CRES Cresol and Higher Mr Phenols 
26. T02 Toluene-Hydroxyl Radical Adduct 
27. CRO Methylphenoxy Radical 
28. OPEN Aromatic Oxidation Ring Fragment 
29.XYL Xylene 
30. MGLY Methylglyoxal 
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31. ISOP 
32. X02 
33. X02N 
34.NR 
Isoprene 
NO-to-NOz operation 
NO-to nitrate operation 
Nonreactive Carbon 
The primary carbon species are ETH, OLE, ALD2, FORM, TOL, XYL, PAR, ISOP 
and NR. The sum of the concentrations of these species is entered into the CBM as 
total NMHC concentration, units ppmC, with the fractional reactivity of each 
species. 
As an example of lumping structures, consider a mixture containing propene, butene 
and octene: 
[OLE] = [propene] + [butene] + [ octene] 
[PAR]= [propene]+ 2[butene] + 6[octene] 
The CBM deals with aromatics by assigning the structures as toluenes, xylenes or 
cresols. 
Intermediate species include, amongst others, lumped structures such as aromatic 
ring fragments "OPEN". In some cases, the assignment of particular molecules is 
based on the subsequent products they will form, not the molecules themselves. An 
example of this is cis-2-butene. Using the normal assignment rules, it would be 
classed as 2 PAR + 1 OLE. However, the CBM actually assigns it as two of ALD2, 
because internal alkenes react more rapidly than terminal alkenes, and the 
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assignment as carbonyls accounts for the extra reactivity. Most common organic 
molecules have been categorized for use in the Carbon Bond mechanism (Hogo & 
Gery, 1987). 
The reaction rate coefficients for each carbon bond type are fixed, and are based on 
the reactions of that particular carbon bond type. In order to be able to do this, the 
following two assumptions are made: 
• the reactions of each structural component are independent of the reactions 
elsewhere in the molecule. 
• all carbon atoms with similar bonding react at similar rates (regardless of size of 
molecule). 
Killus and Whitten (1982b) indicate that the use of default carbon bond rate 
coefficients provides quite accurate simulations of several urban atmospheric 
mixtures. Killus and Whitten advise users to modify the rate coefficients to simulate 
special cases outside the range of urban mixes considered. Photolysis reaction rates 
of the species N02, 03, N03, HN02, H202, H202, ALD2, OPEN and MGL Y are 
calculated either directly or relative to N02• 
The CBM has been found to be the most reactive of all the photochemical 
mechanisms, and is more responsive to a wider range of reactivity than earlier 
mechanisms (Hogo & Gery 1987). It has subsequently become widely used in the air 
quality management and regulation industry. 
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2.3: DETERMINATION OF PHOTOCHEMICAL MECHANISMS 
Chemical reaction mechanisms are determined from extensive controlled 
experimental work. This research usually involves studying individual reaction 
species over time under controlled experimental conditions, using methods such as 
spectroscopy, gas chromatography or chemiluminescence. Temperature and pressure 
effects must also be identified. The data are then analyzed and an explicit mechanism 
for each species is proposed. In order for the mechanism to be useful, it is necessary 
for it to contain both kinetic and thermodynamic data about each reaction step. The 
proposed mechanisms for all species are then combined in various ways (depending 
on the class of mechanism) to produce the photochemical smog reaction mechanism. 
To study gas reactions with minimal surface effects, the reactions are usually 
performed in "smog chambers", which are large vessels in which conditions such as 
temperature and radiation can be measured or controlled. Theoretically, the larger the 
chamber, the smaller the surface area to volume ratio, and the better the chamber will 
represent an open atmosphere. 
2.4: VALIDATION OF PHOTOCHEMICAL REACTION MECHANISMS 
Currently, there is no rigorous procedure for validation of any given mechanism. 
There are certain criteria which, if met, indicate that the mechanism is a reasonable 
description of the process it is meant to simulate. 
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Because of the assumptions and extrapolations that must be made in order to 
simplify a photochemical mechanism, the fundamental basis of the mechanism must 
be sound. The reaction steps and their associated rate coefficients must be the most 
accurate available. The mechanism should also conserve mass and avoid the use of 
sensitive empirical parameters. However, this is not a firm rule: for some series of 
reactions, it is not the absolute values of the rate coefficients, but the ratios between 
them that is important and in some cases, violations in mass conservation have 
insignificant effects. 
Most photochemical mechanisms are validated against smog chamber observations, 
using various proportions and different mixes of precursors. This, however, is not 
always ideal as smog chambers are notorious for not representing the open 
atmosphere accurately. Some smog chambers are "fast" and others are "slow". Other 
effects occur if the chamber walls are not perfectly clean and dry, or if the chamber 
is not purged and baked for a sufficient length of time to remove impurities. 
Extensive research has been undertaken to account for these effects in a 
mathematical manner, by "adjusting" the raw smog chamber data, or by assuming 
initial radical concentrations/sources such as nitrous acid (Carter et al, 1981 ). Other 
research has concentrated on methods for cleaning and drying the chambers. The 
issue of smog-chamber effects appears to be a controversial one with no simple 
solution. 
Lumped mechanisms can be validated against explicit mechanisms. It is now 
considered that one of the criteria for a valid lumped mechanism is that it must be 
comparable with explicit mechanisms. 
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Whitten (1983) identifies four principles which must be taken into account when 
validating mechanisms: 
• The mechanism must simulate not only the ozone-formation behavior of the 
mixture, but also the formation of other available data such as NOx, 
hydrocarbons aldehydes etc. This is exemplified by the concept of a hierarchy of 
species (figure 2.4), which states that the mechanism must be validated for the 
lowest level first (formaldehyde), and then at progressively higher levels. This 
type of validation has two primary advantages: it clarifies the source of 
uncertainty in simulations, and reduces the probability that a complex mechanism 
for a large hydrocarbon contains compensating errors. 
HCHO and HCO-
CO, C02, NO, N02, 03 
HYDROCARBONS 
HIGHER CARBONYLS 
PANS 
FORMALDEHYDE 
FORMYL RADICALS 
INORGANICS 
Figure 2.4: Hierarchical Levels of Species in Photochemical Smog (Whitten, 
1983) 
• The experiments used to validate a lumped mechanism must include a broad 
spectrum of reactivity (different precursor levels and NOx/ROC ratios). 
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• For lumped mechanisms, a variety of hydrocarbons should be attempted, even if 
their reactivities are similar. 
• Some experiments should be run to completion ie: to a true ozone peak, even if it 
takes more than one day. 
2.5: NUMERICAL SOLUTION OF REACTION MECHANISMS 
One difficulty with applying kinetic theory m a model is that observations are 
generally concentration versus time. Most theoretical studies express reaction 
kinetics as the time rate of change of concentration. One must therefore either 
differentiate the observed data, or integrate the theoretical equations for comparisons 
to be made between theory and experiment. Because differentiation accentuates the 
noise in the observed data, the theoretical equations are usually integrated. 
In simple cases, analytical integration is possible using standard integrals and more 
complex differential equations can be simplified using pseudo-first order or steady-
state approximations. More commonly, it is not possible to simplify the equation to 
be integrated and numerical methods need to be employed. These methods generally 
work as follows: given the concentrations of all species at time to and the rate 
equations, Rr, for every reaction, r, in which the species of interest, s, occurs, the 
concentration of s can be calculated after a small time increment, dt, as: 
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co(s) + L (Rr(s) X dt) (2.7) 
The choice of the size of the increment is important. If the step size is small enough 
to describe the changes occurring by the most rapid rates, a large number of steps are 
required to describe the system from start to finish, even though much of the time it 
is the slower rates of the major species that predominate. However, if the step size is 
too large, the reactions occurring by the fast rates will not be accurately described. 
Systems in which selection of suitable timesteps is difficult are referred to as being 
"stiff'. 
Examples ofnumerical methods include trapezoidal, Simpson's and Runge-Kutta. Of 
these, the latter is most common, in particular fourth order Runge-Kutta. A 
significant disadvantage of these methods is that the step size is constant. A 
commonly used variable step-size method is the Gear method (Weigert, 1987). 
These methods have been built into complex algorithms for solving reaction 
mechanisms and a detailed description of these algorithms is beyond the scope of 
this study. 
The numerical solution of the kinetics and thermodynamics of chemical mechanisms 
is usually performed using a computer. There are many programs available which do 
this by accepting a description of the reaction mechanism and initial conditions, and 
then use some numerical integration technique to calculate the species' 
concentrations over time. 
61 
2.6: EMPIRICAL MODELLING OF PHOTOCHEMICAL REACTIONS 
Although urban photochemistry has traditionally been modeled using comprehensive 
photochemical mechanisms, chemical kinetics and thermodynamics, the large 
number of organic species in the urban atmosphere which must be included in the 
chemical mechanism make these models computationally expensive. Another 
approach is to model the ozone formation empirically. The Integrated Empirical Rate 
(IER) model, developed from empirical observations of the formation of ozone in 
smog chamber experiments, deals with the entire atmospheric hydrocarbon mix as 
"ROC": reactive organic compounds. It is not a mechanism, because it incorporates 
no reaction steps, kinetics or thermodynamics in its algorithms, but a set of generic 
reactions is used to illustrate the underlying chemistry. Advantages over more 
traditional photochemical modeling procedures are that is it computationally 
inexpensive, simple to apply and reasonably accurate. 
The IER model is based on the following parameters: NOy, sum of all oxidized 
nitrogen species (NO, N0
2
, HN0
3
, PAN, organic nitrates); NOx, NO plus N02; 
SMOG, ozone plus all oxidized nitrogen species with the exception of NO; SP 
(Smog Product), includes all smog, including non-gaseous smog, but excluding 
background smog; E (Extent), measurement of progress towards maximum smog 
formation, expressed as a fraction. 
A major underlying assumption of the IER model is that the reactivity of the organic 
products of reactions involving ROC is equal to the reactivity of the original ROC -
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thus the reactivity of ROC at all times is considered to be constant (Johnson & 
Quigley, 1989). This allows the rate of smog formation to be related to the initial 
ROC concentration, even after several hours of exposure. 
The IER model is based on two unique approaches. The first is that smog formation 
is equated to the oxidation of nitrogen monoxide. 
[SMOG]= [03] + [NOy]- [NO] (2.8) 
The amount of reaction required to reach [SMOG] is the smog product (SP). 
The second unique approach is that smog formation is regarded as a function of the 
cumulative total solar radiation (TSR) received by the air parcel. The parameter used 
to represent TSR is JN02, the rate coefficient for the photolysis of nitrogen dioxide, 
which itself is a function of solar zenith angle, and has dimensions time- 1 (Johnson et 
al, 1990). The integral of JN02 with respect to time is therefore dimensionless, and is 
referred to as "cumulative incident sunlight flux" (Johnson & Quigley, 1989). 
t;t 
Cumulative Incident Light Flux = J J NOz dt (2.9) 
t;O 
The rate of formation of smog is also strongly dependent on temperature. An 
empirical temperature function is therefore incorporated into equation 2.9 (Johnson 
& Quigley, 1989). 
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t=t 
Cumulative Incident Light Flux = J J NOz • f (T). dt (2.10) 
t=O 
1 1 
where fiT)= exp[ -lOOOy{ --}] andy= 4.7 
273+T 316 
The solution of equation 2.10 is a dimensionless quantity and, due to the inclusion of 
the temperature function, should be renamed to "effective cumulative incident light 
flux". It is not the current protocol to do so. 
A plot of SP versus cumulative incident sunlight flux, from precursor emission to 
completion of smog formation, yields two distinct regimes: the light-limited regime 
and NOx-limited regime (figure 2.5). 
[SP] 
Light Limited 
Regime 
NOx Limited 
Regime 
Cumulative J.f(T) 
Figure 2.5: The Two IER Regimes as a function of the Smog Product Profile 
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2.6.1: Light Limited Regime 
In the light-limited regime, SP is proportional to the cumulative incident sunlight: 
t=t 
[SP] Rsmog x J J NOz .f(T).dt (2.11) 
t=O 
where Rsmog is the slope of a plot of [SP] versus cumulative incident light flux, and 
is proportional to the concentration of ROC: 
Rsmog = aRoc[ROC] (2.12) 
and aRoc = 0.0067 (from empirical observation). 
The rate of smog formation is therefore proportional to the concentration of ROC. 
This is as expected, as ROC contributes to the radical pool, which assists in the 
conversion of NO to N02• In the light limited regime, the Extent parameter is less 
than one. 
2.6.2: NOx Limited Regime 
In the NOx-limited regime, sufficient light has fallen on the air parcel to convert all 
NOx to stable nitrogen products, and the smog concentration remains approximately 
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constant. Smog chamber experiments have shown that the maximum smog 
concentration is dependent on [NOx]0 , the total emissions of nitrogen oxides. 
[SMOG]max = ~[NOx]0 (2.13) 
The experimental value for~ is 4.09. Equation (2.13) is valid when the initial smog 
concentration is zero. In the NOx limited regime the extent parameter is unity. 
66 
Chapter Three 
Secondary Aerosols 
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3.1: INTRODUCTION 
Fine particles, like ozone, are undesirable as they are detrimental to the well-being of 
human beings. They can penetrate deep into the respiratory system and cause 
significant discomfort to susceptible people, such as asthmatics. Another, more 
noticeable effect is reduced visibility (when the particle size is in the range of the 
wavelength of visible light). 
"Aerosol" is technically defined as a suspension of fine solid or liquid particles in a 
gas. However, this term now more commonly refers to the particulate component 
only. Atmospheric particles can be traced to natural sources such as wind-borne dust, 
sea-spray, smoke and volcanoes, as well as to anthropogenic sources such as from 
the combustion of fuels (Pandis et al, 1995). Such particulate matter is classed as 
primary aerosol. Secondary aerosol is formed from gas-to-particle conversion and 
are typically much finer than primary aerosol, but can range in size from a few 
nanometers to tens of micrometers (Pandis et al, 1995). 
Pandis et al (1995) classify pnmary tropospheric aerosol into eight categories: 
marine, remote continental, nonurban continental, urban, desert, polar, biomass 
burning and background. The size ranges and characteristics of each category are 
well defined. Urban aerosol is of particular importance and is mostly anthropogenic 
in origin. It comes primarily from combustion sources and the main constituents are 
sulphate, nitrate, ammonium, elemental carbon, organic carbon and crustal 
compounds (silicates and iron oxides). The nitrates and organic carbon constituents 
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are mostly secondary aerosol (Odum et al, 1996) from the reactions of hydrocarbon 
and NOx precursors. Not all hydrocarbons result in secondary aerosol and different 
hydrocarbons form aerosol to different degrees. Bowman et al (1995) developed a 
technique to determine the amount of secondary photochemical species generated by 
the individual organic components of a complex organic/NOx mixture and 
summarized that aromatic species and formaldehyde enhance the production of 
secondary organic and nitrate aerosol (Bowman et al, 1995). Izumi and Fukuyama 
(1990) describe the aerosol potential of hydrocarbons in terms of yield. This 
approach is discussed in more detail in chapter seven. Seinfeld & Pandis (1998) note 
that the ability of a given volatile organic compound to produce secondary organic 
aerosol, during its atmospheric oxidation, depends on three factors, namely its 
atmospheric abundance, its chemical reactivity and the volatility of its products. It is 
interesting to note that very few researchers include the concentrations of other 
precursors such as NOx and H20, when describing the ability of a hydrocarbon 
precursor to form secondary aerosol. 
3.2: CHEMICAL-PHYSICAL PROCESSES 
Gas-phase chemical reactions are responsible for the production of species which 
may condense from the gas phase to form either liquid or solid particulate (Husar & 
Whitby, 1973). Analytical identification of the condensed species has proven to be 
difficult, but modem analytical techniques have allowed researchers to qualitatively 
assay collected aerosol (Forstner et al, 1997). Most species which will condense can 
be predicted from their published vapour pressures and modelled concentrations: if 
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the modelled (gaseous) concentration exceeds the vapour pressure (saturation 
concentration), the excess concentration of the species will condense to form aerosol. 
However, Pankow (1994, cited from Forstner et al, 1997) suggests that once organics 
have begun to condense and an organic layer has formed on the particles, even 
products whose gas-phase concentrations are below their saturation concentrations 
will partially condense. 
Condensation can occur either homogeneously or heterogeneously. Homogeneous 
condensation occurs in systems in which the initial particle concentration is zero and 
the particle formation is by molecular clustering of condensable species. 
Heterogeneous condensation occurs when some particles are already present in the 
system, on to which condensation occurs directly. This mechanism is more complex 
than homogeneous condensation, as it is affected by additional variables such as the 
size, shape, concentration and chemical make-up of the pre-existing particles. As 
there are almost always particles present in the troposphere, it is unlikely that 
homogeneous condensation would occur outside of smog chambers. 
Most smog-chamber experiments start with purified, aerosol-free air. This forces 
condensable species to accumulate in the gas-phase until saturation concentration is 
reached, and to then condense homogeneously. In some cases, the species become 
super-saturated and rapidly condense homogeneously to form a high concentration of 
very fine aerosol. Subsequent condensation then proceeds heterogeneously. 
Physical process such as nucleation, condensation, absorption and coagulation affect 
properties such as number or volume concentration and size distribution. Fine 
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particles are formed through nucleation and condensation, and coagulate to change 
the aerosol distribution from many small particles to fewer larger particles. If 
heterogeneous condensation and coagulation continues, the particles may become 
large enough to scatter light and reduce visibility. 
Ambient aerosol is never monodisperse: it is distributed over a large size-range. 
Depending on the source of the aerosol, the number concentration vs size spectrum 
may take on different characteristics, such as the number of peaks or shape of the 
distribution. The majority of photochemical aerosol count-versus-size spectra (and 
volume-versus-size spectra) are log-normal in nature (Peters et al, 1993) and can be 
described by equation 3 .1. 
_ _!_x[ln(d)-ln(md) ]
2 
j(d) =Co+ Ae 2 ln(ag) (3.1) 
j(d) count or volume concentration as a function of particle diameter 
Co baseline count or volume concentration 
A = maximum peak concentration minus baseline concentration 
d particle diameter (independent variable) 
md = count or volume median diameter 
crg = geometric standard deviation 
The defining characteristics of a log-normal distribution are its median (which, in a 
log-normal distribution is identical to the geometric mean) and geometric standard 
deviation (GSD), crg. The median of a count or volume versus size spectrum is 
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labeled the "count median diameter" (CMD) or "volume median diameter" (VMD) 
respectively, and is the diameter at which half of the aerosol (on a count or volume 
basis respectively) is contained in particles that are smaller than itself. The GSD for a 
lognormal distribution is independent of the power being measured (ie, it is the same 
for both the count and volume spectra of a particular sample). The VMD is related to 
the CMD, in a log-normal spectrum, by the Hatch-Choate equation (Peters et al, 
1993): 
(3.2) 
The total count concentration or total volume concentration could, in theory, be 
calculated by integrating equation 3.1 over the desired size range, but is not possible 
in practice. Most instrumental techniques for measurement of aerosol distributions 
determine the count concentration over discrete size ranges, or "bins", not the count 
concentration for an infinitesimal size range. Equation 3.1, if applied to such data, 
would describe the spectrum with respect to the total counts in each bin, rather than 
the count concentration for each infinitesimal size range, and the total count could 
not be determined by integrating the fitted equation. The application of equation 3.1 
to experimental data is discussed in chapter five. 
If the total count concentration, count median diameter and geometric standard 
deviation are already known, it is possible to calculate the total volume concentration 
using equation 3.3 (Heintzenberg, 1994): 
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dgN = count median diameter 
<Yg = geometric standard deviation 
N = total counts 
Total volume concentration is a useful parameter in the study of aerosol formation, 
as the mass of the aerosol can be estimated by making some assumption regarding 
the aerosol density. This allows yields from precursor species to be calculated, as 
well as the aerosol-forming potential of hydrocarbons (Grosjean & Seinfeld, 1989). 
Calculation of aerosol mass concentrations and aerosol yields are discussed in more 
detail in chapter seven. Published research of photochemical aerosol formation is 
also examined in chapters seven and eight. 
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Chapter Four 
Calculation of the Diurnal N02 Photolysis Rate Coefficient 
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4.1: INTRODUCTION 
Most tropospheric smog chemistry is powered by photolysis reactions and accurate, 
reliable photolysis rates are required for computer modelling. The nature of 
photolysis rates are complex, as they are often dependent on factors such as 
temperature, altitude, zenith angle, actinic flux, albedo and wavelength, which 
themselves are often dependent on other factors such as time of day, time of year, 
latitude and longitude. The photolysis of N02 is of particular interest, as one of the 
products, triplet atomic oxygen, reacts with oxygen to produce ozone, which is toxic 
to humans and plants and is damaging to infrastructure. 
N02 + hv (290nm to 450nm) ---~ NO + oe P) 
The definition of JNo2 is given in equation 4.1: 
d[N0 2 ] = 
dt 
-J Noz[NOz] (4.1) 
Many photochemical models employ complex algorithms to calculate JN02· It is 
usually calculated from tabulated data of actinic flux, primary quantum yield and 
absorption cross section, but other empirical methods are also available. Rate 
constants for other photolysis reactions are often calculated by simply multiplying 
the calculated JNo2 by factors (Hogo & Gery, 1988). It is therefore imperative that 
the calculated JNo2 is accurate (Dickerson et al, 1982). 
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Photolysis rate coefficients often calculated independently of JNoz are ozone to 
singlet oxygen atom, and formaldehyde (Hogo & Gery 1988). 
4.2: THE PHYSICAL NATURE OF ACTINIC FLUX AND JNoz 
4.2.1: Effect of Temperature 
JNoz has a minimal temperature dependence between 227K to 401K (Dickerson et al 
1982), but does increase slightly with increasing temperature and fits an Arrhenius 
expression to yield an activation energy of 0.5KJmor1• The trend of increasing JNo2 
with increasing temperature was also observed by Shetter et al (1988), who used a 
relative technique CJN02(30degq/ JN02(T)) to produce an equation relating JNoz at 25 
degrees Celsius to JNoz at all other temperatures. Shetter proposed JN02(25degC) be 
determined from standard absorption and primary quantum yield data (which is 
determined at 25 deg C) and actinic flux data, discussed in detail in section 4.3 .1, and 
then use equation 4.2 to adjust for temperature. 
4.2.2: Effect of Pressure 
No JNoz pressure dependence is observed between 0.144 atm and 1.20 atm, within 
the experimental precision (Dickerson et al1982). Parrish et al (1983) notes that JNo2 
measurements made in photolysis tubes at pressures well below ambient compare 
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favorably with measurements made at ambient pressure. 
4.2.3: Effect of Zenith Angle 
JNo2 is empirically related to the solar zenith angle. Dickerson et al (1982) and 
Parrish et al (1983) both proposed empirical expressions which allows JNo2 to be 
calculated from the zenith angle alone. These are discussed in more detail in section 
4.3.3. 
4.2.4: Effect of Albedo 
Blumthaler (1993) states that two geographical parameters are significant for the 
intensity of solar radiation at the earth's surface: altitude above sea-level, and albedo. 
The albedo of interest is the ratio of reflected UV radiation to incident UV radiation, 
often expressed as a percentage. The reflected radiation also takes part in initiating 
photolysis reactions, and albedo is used in many models to account for different 
ground-covers, which have different albedos, and therefore affect photolysis rates 
differently. Most natural surfaces such as soil, vegetation and oceans have UV 
albedos close to zero when measured at altitudes less than 500m. Snow and clouds 
have UV albedos near unity. Upward scattered radiation increases with altitude for 
all surfaces. 
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4.2.5: Effect of Surface Altitude Above Sea Level 
As altitude increases, actinic flux increases marginally (5% at zenith angles < 45°; 
less than 13% at larger zenith angles, >70°) (Finlayson-Pitts & Pitts, 1986). This will 
have a similar effect on JN02. Parrish et al (1983) assumed that the effect of ground-
level altitude is proportional to the altitude dependence of JNoz, and successfully 
derived adjustment factors to enable their high-altitude measurements to be 
compared with other low-altitude measurements. 
4.2.6: Effect of Altitude Above Surface 
Dickerson et al (1982) reported that JNo2 is approximately 10% higher 0.05km above 
the surface, than JNo2 at the surface, probably because the radiation flux is higher 
than at ground level: the whole upward reflected radiation, plus about 10° below 
horizontal to the sides as the horizon falls. Ground-based measurements can at best 
see the horizon at 90° from the zenith. Another possibility for the higher JNo2 is the 
reduced aerosol loading. Aside from this initial difference, it appears that JNo2 is 
independent of altitude above the ground for the range 0.05 and 5.5 km (Dickerson et 
al 1982). Dickerson does point out that his measurements were made in a relatively 
clean atmosphere, and that if the aerosol loading were higher, there may be a more 
pronounced change in JNo2 with altitude. This was illustrated by Peterson (1977), 
who calculated that the actinic flux increases significantly in the first few kilometers 
due to backscattering of light by particulate matter and to radiation absorption by 
surface ozone. It was estimated that a 37% increase in total actinic flux can occur in 
the first kilometer for all zenith angles (Finlayson-Pitts & Pitts, 1986). Demerjian, 
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Schere and Peterson (1980) calculated that actinic flux increases significantly with 
altitude (first five kilometers), particularly at low wavelengths and small zenith 
angles. The downward component of the actinic flux decreases at progressively 
lower heights through the troposphere, due to absorption and backscattering by 
ozone and aerosols, as does the upward component, due to reduced horizon. In stark 
contrast to Dickerson, Demerjian et. al. state that the total actinic flux more than 
doubles between the surface and 5km and the effect of this on JNo2 (and other 
photolysis rates) is pronounced. 
4.2.7: Effect of Clouds 
Dickerson's work showed that clouds attenuated the total solar radiation by roughly 
20% more than the UV radiation in the region of N02 photolysis (Dickerson et al 
1982). Schere & Demerjian (1977) have shown that scaling theoretically calculated 
clear-sky JNo2 with experimental UV data appears to produce good agreement with 
experimental JNo2 on cloudy days. This model assumes that clouds act as an isotropic 
filter. However, Parrish et al (1983) have shown that the attenuation of JNo2 and UV 
are not affected the same way: at small zenith angles JNo2 is reduced less than the 
horizontal UV flux, while at high zenith angles the opposite occurs. They have also 
shown that assuming simple attenuation of JNo2 by clouds does not produce 
satisfactory results at all zenith angles, and that diffusion and/or reflection of 
radiation must also be considered. A parameterized model was presented by Parrish 
et al (1983) for this purpose. Demerjian et al (1980) summarize two methods by 
which theoretical, clear-sky JN02 can be adjusted to account for clouds. The first was 
suggested by Leighton and utilizes cloud transmissivities as a function of zenith 
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angle and cloud type. Most of this work was undertaken using horizontal, not actinic, 
solar flux. The second method relies on continuous measurement of incident 
radiation and comparing the measured flux to theoretical clear-sky flux to determine 
the solar depletion. 
4.2.8: Effect of Aerosols 
Aerosols attenuate the actinic flux through scattering and some absorption, jointly 
represented as the aerosol extinction coefficient or optical thickness. The aerosol 
optical thickness has little dependence on wavelength (Blumthaler, 1993). At long 
wavelengths and low zenith angles, actinic flux actually increases with increasing 
aerosol concentration, because multiple scattering causes some radiation to pass 
through the same point several times. Peterson and Flowers (1974, cited from 
Peterson & Demerjian, 1976) reported that even in the absence of clouds, 10% 
variation in ultra-violet flux were common in the Los Angeles Basin, in response to 
aerosol and gaseous pollutant levels. Unfortunately, because of the day-to-day and 
locational variation of aerosol profile with altitude, it is difficult to establish an 
average atmospheric representation (Demerjian et al, 1980). 
4.2.9: Effect of Molecular Absorption 
Absorption of incident radiation by 0 3, 0 2, H20 and C02 are all taken into account 
when the theoretical actinic flux is calculated (Finlayson-Pitts & Pitts, 1984). 
Actinic flux has been shown to be dependent on changes of stratospheric ozone 
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concentrations, over a narrow spectral regwn m the ultraviolet. Higher ozone 
concentrations produce significantly lower actinic fluxes at wavelengths less than 
325nm (Demerjian et al, 1980). Variations in the ozone column can exceed 50% 
from equator to pole, and with the worldwide trend of ozone depletion and seasonal 
changes, it is important to understand the effect on actinic flux. With reference to 
this, Demerjian states that at wavelengths greater than about 325nm, the ozone 
optical thickness is less than 10% of that for aerosols and Rayleigh extinction 
combined. At wavelengths shorter than about 305nm, the ozone optical thickness is 
so large that the absolute amount of energy reaching the surface is small. Thus 
outside these limits only very large changes in ozone will significantly influence the 
actinic flux. The wavelengths of actinic flux which are affected result in JNo2 being 
unaffected by changes in ozone column, while other photolysis rates, such as Jm, are 
affected significantly. 
Demerjian calculated that for an ozone increase of just 5%, at 302.5nm the decrease 
in actinic flux ranges from 9.9% to 21.3% over all zenith angles 0° to 86°, and that at 
322.5nm the decrease ranges from 1.7% to 10.5%. Finlayson-Pitts & Pitts mention 
that the assumed concentrations and vertical distributions of ozone and particles used 
by Peterson and co-workers to calculate tables of actinic flux, were characteristic of 
general conditions over the continental United States. It is therefore preferable to 
calculate a new table of actinic data pertinent to the area being modelled. For 
example, Australia experiences an increased UV flux in the spring due to ozone 
depletion (Blumthaler et al, 1996). 
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4.3: CALCULATION OF JNo2 
Three methods are described. 
4.3.1: JNo2 From Actinic Flux and Molecular Data 
This method is based on the following "working equation" (Shetter et al, 1988): 
-li 
J x = f cr(A, T) ¢(A, T) I( A, x) dA (4.3) 
A 
Where: Ix = photolytic rate coefficient for species x 
'A = shortest actinic wavelength (290nm in the troposphere) 
'Ai = wavelength at which absorption or quantum yield becomes zero 
cr = absorption cross-section, function of wavelength and temperature 
~ = primary quantum yield, function of wavelength and temperature 
I= solar actinic flux, function of wavelength and zenith angle (X) 
Absorption Cross-section (figure 4.1). Davidson et al (1988) published a set of 
recommended absorption cross sections for N02 at zero degrees Celsius, and factors 
(a) for temperature dependence over a range of wavelengths (temperatures in degrees 
Celsius): 
crT (A) = cr 00 c (A) + a (A) T (4.4) 
84 
The most commonly used units of cr are cm2 molecule-1. 
Many models do not account for temperature variation of cr, because the variation is 
very slight over the temperature range -40°C to 125°C (Davidson et al, 1988), and 
use values for 25 degrees Celsius (eg: Schere & Demerjian, 1977). 
Davidson notes that this is in conflict with Bass et al (1976), who observed a 
decrease in the absorption cross-section with decrease in temperature, and concludes 
that Bass' results must be in error. 
Primary Quantum Yield (figure 4.2). Not all photons absorbed by a species result 
in dissociation reactions: some of the excited molecules may undergo deactivation by 
processes such as collision or emission. The primary quantum yield is the fraction of 
molecules that, having absorbed a photon, subsequently dissociate. Significant 
research has been undertaken in the determination of~ for NOz, and is summarized 
by Gardner et al (1987). Gardner et al (1987) published recommended values for~ at 
298K, based on their own observations and previously published data. A significant 
dependence of ~ on temperature indicates that internal rotational and vibrational 
energy, as well as electronic energy, contribute to the dissociation of NOz. No 
method for conversion of the 25°C data to other temperatures is given, but a plot of~ 
vs temperature for experimental and theoretical data (at 404.5nm) shows a scatter 
that could be approximated as linear ( ~ increases with increase in temperature). It 
appears that temperature dependence at other wavelengths is not available, but 
Shetter et al (1988) found excellent agreement between experimental and theoretical 
JNoz data when the temperature dependence of~ seen at 404.5nm was assumed to be 
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true for wavelengths between 397.9nm and 420nm. It is noted however, that there is 
no justification for such an assumption. Limited data indicate that at all other 
wavelengths <1> is independent of temperature (Shetter et al, 1988). 
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Figure 4.1: Radiation Absorption Cross-section for N02 as a Function of 
Wavelength. The dotted section represents the values extrapolated by the 
author to make the absorption data cover the same wavelength range as the 
quantum yield data. Because the quantum yield in this range is so small, any 
error in the extrapolated values will have an insignificant effect on the 
calculated JNo2· 
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Figure 4.2: Primary Quantum Yield for N02 as a Function of Wavelength 
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Actinic Flux. Ruggaber et al (1993) define actinic flux as "the radiant flux density 
incident onto a spherical unit area and therefore is an omnidirectional flux". In 
support of this, Madronich ( 1987) describes the actinic flux as "concerning the 
probability of an encounter between a photon and a molecule". "Actinic" strictly 
means "capable of causing photochemical reactions" (Finlayson-Pitts & Pitts, 1986). 
Actinic flux is calculated by integrating the radiance, L(8,~ ), over all angles 
(Madronich, 1987): 
Actinic Flux = f f L(B,cp) sine dB dcp 
</> e 
(4.5) 
The actinic flux therefore consists of a direct component and a diffuse component 
from reflection and scattering. 
Of particular importance to atmospheric chemistry is the solar flux per unit interval 
of wavelength, as tables of such data can be incorporated into models. Outside the 
atmosphere, the solar flux approximates blackbody emission at 6000K, but light 
absorption and scattering by the atmosphere modifies the spectral distribution. 
Absorption by 0 2, 0, N2 and 0 3 results in only light of A.~290nm being available in 
the troposphere for photochemical reactions (some actinic flux at 220nm is seen in 
the upper troposphere due to the "window" between the Oz and 03 cross-sections). 
The actinic flux to which a given volume of air is exposed is also affected by the 
zenith angle (and hence time of day, latitude, season), extent of surface reflections 
and by the presence of clouds. The calculation of actinic flux is beyond the scope of 
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this study, but standard "average" actinic data are available as a function of 
wavelength and zenith angle (Finlayson-Pitts & Pitts, 1986). Correction factors for 
variables such as earth-sun distance and altitude are also available, but are not 
always used as some knowledge of the actual atmospheric conditions becomes 
necessary in order to use the correction factors in an appropriate manner (Shetter et 
al, 1988). 
Very little work has been undertaken to investigate the long-term changes of actinic 
flux (i.e., over decades), which could be important in the higher latitudes because of 
the reduction of stratospheric ozone, which allows more UV radiation to reach the 
troposphere. Many models still employ actinic data calculated and tabulated in the 
early 1980's, which may be unsuitable today. 
A major advantage of this method is that it can be extended, with appropriate 
absorption cross section and quantum yield data, to determine the photolysis rate 
coefficients of other species using the same actinic data. 
4.3.2: JNo2 From Total Solar lrradiance and Zenith Angles 
Irradiance (also TSR - total solar radiation) is defined by Ruggaber et al (1993) as 
"the radiant flux density incident onto a unit horizontal area". This quantity is 
measured by most meteorological facilities, and research into converting solar 
irradiance data to actinic flux has been undertaken (Ruggaber et al, 1993). This 
however, introduces the difficulty of determining the diffuse component of the 
actinic flux using a "diffuse ratio" (the direct component is simply the direct part of 
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the irradiance divided by the cosine of the zenith angle) (Ruggaber et al, 1993). 
Schere and Demerjian (1978) proposed three equations which allowed JNoz to be 
calculated directly from TSR and solar zenith angle, X· Wratt et al (1992) re-
published the equations as "corrected", but fail to explain the correction. The factor 
by which TSR (units W m-2) is multiplied to calculate JNoz (units min-1) is presented 
as a function of zenith angle in figure 4.3. 
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Figure 4.3: Total Solar Radiation Factor from the Wratt Model as a function of 
Zenith Angle 
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The main advantage of this method is that rate coefficients can be calculated for 
cloudy conditions; most calculation methods assume clear-sky. Obviously, this 
method cannot be used if no TSR data is available and no TSR calculation algorithm 
is available. 
4.3.3: JNo2 From Zenith Angles 
Dickerson et al (1982) proposed an empirical expression which allows JNo2 to be 
calculated from zenith angle alone (between 0° and 65°): 
1No
2 
= 0.0167 exp( -0.575 secx) (s-1) (4.9) 
Parrish et al ( 1983 ), using more experimental data than Dickerson, proposed the 
following expression for summertime, clear skies, small aerosol loadings and low-
albedo background, for all zenith angles: 
1No
2 
= 0.01305exp(-0.360 secx) (s- 1) ( 4.1 0) 
The error in the calculated JNo2 is reported to be ±7%, considerably better than those 
calculated from equation 4.9 (±13%) (Parrish et al, 1983). 
This method has the advantage of being extremely simple: the only requirement is an 
algorithm to calculate solar zenith angles. A disadvantage is that it is only suitable 
for non-hazy, clear-sky conditions. 
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4.4: COMPARISON OF JNo2 CALCULATION METHODS 
The aim of this investigation is to compare the four JNo2 models from the perspective 
of a user, and to illustrate the differences and shortcomings of each method. It is not 
possible to comment on the accuracy of any model, as local experimental JNo2 data 
are not available. 
4.4.1: Procedure 
JNo2 were calculated using each of the methods described above, for Brisbane, 27.3°S 
153.1°E (winter-27/07/79, summer-22/02/80) and Gladstone, 23.8°S 151.3°E 
(summer-24/02/84, winter-04/07/84), Queensland, Australia. These days were 
selected as they were clear-sky with low aerosol loading, and measured TSR data 
were available. 
Calculation of JNo2 by method 1 was accomplished using the algorithms published 
by Schere and Demerjian (1977) (the FORTRAN77 program is presented in 
appendix 1 ). The primary quantum yield data were from Gardner et al (1987) and 
absorption cross section data were from Davidson et al (1988). Actinic flux data 
were used as published by Peterson (1976). JNo2 were also calculated using the 
equations published by Wratt et al (1992) from clear-sky, half-hour averaged, TSR 
data. The empirical equations proposed by Dickerson and Parrish was used to 
calculate JNo2 from zenith angles, which were themselves calculated using the 
FORTRAN77 program listed in appendix 2. 
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4.4.2: Results and Discussion 
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Comparison of N02 Photolysis Rate Constants Determined by Different Methods 
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The most notable feature from figures 4.4 to 4.7, are the shoulders on each of the 
Wratt curves, in which JNoz is calculated from TSR data. The shoulders correspond 
to the "crossover" point at 64° (where a different equation is used). This may be due 
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to the third equation producing too steep a slope (figure 4.3). If the shoulders are 
ignored, the rate coefficients calculated by the Schere and Demerjian algorithms 
agree well with the Wratt rate coefficients for most days modelled. The diurnal 
variation of the Wratt rate coefficients in figure 4.6 deviate significantly from the 
familiar curve associated with clear-sky days. It is possible that there was some haze 
present which increased the TSR at low zenith angles and decreased the TSR at 
higher zenith angles. 
The Parrish rate coefficients are consistently higher and have a different diurnal 
shape than the other theoretical rate coefficients. This is despite their claim of an 
accuracy no worse than 7%, while the Dickerson rate coefficients are low at high 
zenith angles and vice-versa. 
The maximum variation between all models at noon is 15%. 
As previously mentioned, the Schere and Demerjian algorithm uses a table of actinic 
flux calculated for conditions in the USA. Ideally, an actinic dataset relevant to local 
conditions (ozone column, aerosol loading, albedo, altitude) would be incorporated 
for more accurate atmospheric chemical modelling. Finlayson-Pitts & Pitts (1986) 
also describe in some detail how the actinic flux data should be adjusted to account 
for other variations such as Earth-Sun distance. 
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4.4.3: Zenith Angle Dependence 
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Figure 4.8: Comparison of Calculated JNo2 as a Function of Zenith Angle 
Figure 4.8 shows the zenith angle dependence of each model, with the exception of 
the Wratt model which requires measured TSR data. OZIPM4 (Ozone Isopleth 
Plotting Model, version 4) has also been included as its use is widespread in the air 
quality modelling and regulatory industry (Hogo & Gery, 1988). The OZIPM4 JNo2 
algorithm is similar to the Parrish and Dickerson equations in that JNoz is calculated 
as a function of zenith angle alone. JNoz values used in OZIPM4 are the highest of 
the four models at small zenith angles, but agree well with the Parrish model at 
zenith angles greater than 50°. OZIPM4 values at a zenith angle of0° are 13% higher 
than the lowest values, those calculated by the Schere and Demerjian algorithm. 
Such differences have been shown to have a significant impact on simulated smog-
forming chemistry, and if accurate model calculations are to be obtained, JNo2 values 
must be accurately known as a function of zenith angle (Peterson , 1977). 
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4.5: SUMMARY 
Four models for calculation of JNo2 were described and investigated. The simplest 
empirical models, those of Dickerson and Parrish, were found to be easy to use, the 
only required information being zenith angles. The Parrish model was found to give 
consistently higher values of JNo2 than the other models. The Schere and Demerjian 
computer model was found to be easy to use, but the large number of variables 
affecting actinic flux may produce incorrect values for JNo2 under conditions which 
are different to those assumed for the tabulated actinic flux data. Ideally, actinic flux 
data would be calculated for the local area and season (albedo, aerosol loading, 
ozone column, altitude etc). The Wratt model, in which JNo2 are calculated from 
measured TSR data using one of three equations, was found to be useful in that it can 
produce JNo2 values for non-clear-sky days, but has a problem in which shoulders 
appear at the crossover point between two of the equations. 
• For modelling where high accuracy is not a priority and no TSR data is available, 
the Dickerson model is recommended. 
• For modelling where TSR data is available, the Wratt model is recommended, 
but care must be taken when using JNo2 values at zenith angles greater than 64°. 
• For high-accuracy modelling of clear-sky days, the Schere and Demerjian 
method is recommended, with actinic data calculated for the local area and 
season. Cloudy-sky rate coefficients can be estimated by scaling theoretical 
clear-sky values using measured UV flux. This method is also the most 
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appropriate method to use if photolysis rate coefficients are required for several 
species other than N02. 
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Chapter Five 
Experimental Work and Data Preparation 
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5.1: EXPERIMENTAL DESIGN AND EXECUTION 
The a1m of this study was to investigate the photochemical formation of fine 
particulates. This included the effect of precursor concentrations and physical 
conditions on the rates of production and quantities of fine particulates formed. Two 
techniques of smog chamber experiments could have been used. The first involves 
comprehensive reactor characterization for wall effects and radical sources (Akimoto 
et al, 1987; Killus & Whitten, 1990) and using this information to "adjust" 
experimental data to exclude chamber effects. The second method, incremental 
analysis, (Carter & Atkinson, 1987) uses a base mixture of precursors and observes 
the changes incurred when the concentration of one of the precursors is changed. The 
change is usually measured as the difference between the base mixture and the 
incremented mixture; chamber effects are assumed to be the same in each case and 
therefore eliminated from the data in the subtraction. The latter method requires 
accurate injection and control of precursor concentrations, as well as controlled 
conditions such as temperature and radiation flux, and also does not easily allow 
mechanistic effects of any single species to be investigated. The former technique 
was used in this investigation as the chambers were outdoor chambers which made it 
impossible to keep experimental conditions constant. 
Experiments were performed in the Commonwealth Scientific and Industrial 
Research Organization (CSIRO) smog chambers in North Ryde, Sydney, Australia. 
The CSIRO smog chamber facility consisted of two chambers, Levante and Ponente, 
positioned side by side facing true North. Both chambers were approximately cubic 
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with a volume of 20.4m3 and the walls were constructed from panels of 0.05mm 
Teflon film. Overnight and during charging, the chambers were held in a dark shed 
and were wheeled out of the shed into the sunlight to commence an experiment. Each 
experiment took one day to perform. Ozone, nitric oxide, NOx, total solar radiation 
(TSR), ultra-violet (UV) radiation, chamber temperature and aerosol distribution 
were monitored as a function of time for all experiments, and formaldehyde was 
monitored in some cases. The CSIRO laboratory automatically sampled each 
chamber alternately for fifteen minutes and the data were saved to a desktop 
computer. 
• Ozone concentration was measured by UV absorption using a MonitorLab Model 
9800 instrument. 
• NO and NOx concentrations were measured by chemiluminescence usmg a 
MonitorLab Model 8840 instrument, which was set to determine NOx over the 
range zero to one part per million. 
• Formaldehyde concentration was measured using a Shimadzu fluorescent UV 
instrument. 
• Incident TSR was measured using an Eppley Model 29826 and incident UV was 
measured using an Eppley Model 29570. These instruments were positioned on 
the roof of the shed in which the chambers were housed. 
• The particulate number size distribution was monitored using a TSI Scanning 
Mobility Particle Sizer (SMPS), with electrostatic classifier model 3071A and 
condensation particle counter model 3010. The SMPS counts the particle number 
concentration over several discrete size ranges (bins), which increase in range 
logarithmically, to create a spectrum of number concentration versus size. Each 
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distribution measurement took approximately two minutes. The SMPS was 
positioned below the chambers sampled through a Y4 inch copper pipe. The 
section of this pipe exposed in the chamber was wrapped in a tight-fitting Teflon 
tube. Particulate number size distribution spectra were taken in triplicate and each 
chamber was sampled alternately throughout the experiment. The instrument 
configuration was changed depending on the size range of interest, so that a 
narrower or broader spectrum was measured. In each experiment, the SMPS was 
initially configured to measure the size range 7 .5nm to 305nm (0.457mm 
impactor, 10 Lmin-1 sheath air, 1 Lmin-1 aerosol air), but as the fine particles 
agglomerated and grew in diameter the configuration was changed to measure the 
size range 18.4nm to 697nm (0.508mm impactor, 2.5 Lmin- 1 sheath air, 0.25 
Lmin-1 aerosol air). The humidity of the sheath air (which is used to carry the 
sample air through the instrument) was controlled to be approximately the same 
as the humidity of the chamber air using a small perspex container with liquid 
water in the bottom for high humidity, or by passing through molecular sieve for 
very low humidity. 
• Humidity was usually measured only once during each experiment using a Testo 
Humidity/Temperature Measuring Instrument, model 610. The temperature and 
relative humidity of the chamber air were recorded, and converted to absolute 
humidity (ppm) using a psychrometric calculator (Linric Company Psychrometric 
Calculator version 1.3) and assuming ideal gas behavior. 
Three precursor variables were considered in the experimental design: effect of 
hydrocarbons, NOx, humidity and the required concentrations. 
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• Toluene was selected as the representative hydrocarbon because of its aerosol 
forming potential (Izumi et al, 1990; Forstner et al, 1997), and well-characterized 
mechanism and oxidation products (Atkinson et al 1980, Killus & Whitten, 
1982). Additionally, Pandis et al (1995) estimated that toluene is one of the major 
secondary organic particulate precursors in a typical Los Angeles smog. Toluene 
(and its products) has a high rate of oxidation, a low rate of radical production, 
and its mechanism contains a powerful NOx sink (Killus & Whitten, 1982). 
• Initial NOx concentrations was in the range Oppm to OJppm and was injected as 
NO. A survey of the literature revealed that the most common range used in 
smog chamber experiments is Oppm to 0.6ppm. This lower range was used to 
ensure the NOx limited regime was reached sooner, aerosol forming reactions 
could occur and to increase the hydrocarbon/NOx ratio. 
• Humidity concentrations are more easily modelled in mechanisms as absolute 
humidity than as relative humidity. However, as condensation on the chamber 
walls is undesirable, the water vapour aspect of this study was designed as 
relative humidity. It was not considered important to exactly replicate either the 
absolute or relative concentrations of water vapour, as long as a range of absolute 
concentrations was used (Oppm to 20000ppm) and no condensation occurred. 
The following initial concentration ranges for the above variables were selected after 
perusal of the literature (Atkinson et al, 1980 & 1982; Carter & Atkinson, 1987; 
Killus & Whitten, 1990; Takagi et al, 1980). 
Toluene: 
NOx: 
RH: 
O.Oppm to 2.0ppm 
O.Oppm to 0.3ppm 
0% to 90% 
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Table 5.1 shows the approximate concentrations which were chosen to investigate 
the effect of different precursor concentrations. The "code" used in the experimental 
design allowed an experiment to be identified by its three-digit code (toluene, NOx, 
H20). For example, an experiment denoted as 023 would have zero toluene, 0.2ppm 
NOx and approximately 80% humidity. 
Table 5.1: Proposed Precursor Concentrations 
Code 0 1 2 3 
Toluene I ppm 0 0.6 1.3 2.0 
NOx/ppm 0 0.1 0.2 0.3 
RH/% 0 20 50 80 
To investigate all possible combinations of the concentrations given in table 5.1, 
sixty-four experiments would have been required. It was therefore necessary to select 
runs which would yield the most relevant information. To investigate the effect of 
toluene and NOx, initial humidity was set at approximately 50%. To investigate the 
effect of water vapour, both toluene and NOx were held constant at the highest 
concentrations for maximum reactivity. 
RH 
330 
331 
332 
333 
NOx 
302 
312 
322 
332 
Toluene 
032 
132 
232 
332 
Run 332 is common to each trend investigation, so only ten runs were required. It is 
debatable whether 302 is necessary (zero NOx), but in the interest of a 
comprehensive study, it was included. Runs 302 and 032 were included to 
characterize the chambers under these conditions. As these runs would only show 
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trends under high NOx and high toluene conditions, further runs at low 
concentrations were also required: 
RH 
110 
111 
112 
113 
NOx 
102 
112 
122 
132 
Toluene 
012 
112 
212 
312 
The HC/NOx ratio (as ppm toluene/ppm NOx) covers the range zero to twenty. 
Several 000 runs were performed to determine the "absolute background" reactivity 
of the chambers. One toluene/NOx run was performed in both chambers on the same 
day, to investigate possible differences between the two chambers. 
Any decision regarding further runs was delayed pending the initial experimental 
results, the order of which were designed to indicate the suitability of the selected 
concentrations. Blank runs were performed on the first experimental day to check 
background ozone formation and NOx outgassing from the chamber walls (and were 
repeated several times during the trials). The slowest (132) and fastest (312) runs 
were performed on the second experimental day, to ensure that the entire range of 
proposed concentrations will react sufficiently in one day. The same mid-range run 
(322) was performed in both chambers on the third experimental day, to investigate 
differences between the two chambers. 032 and 012 were also run early in the 
experiments as a pair with only one variable changed, and to assist with chamber 
characterization (zero hydrocarbons, significant NOx). Thereafter, runs were 
generally paired such that there was only one variable different between them and a 
true comparison would be possible (the same actinic flux and temperature). During 
the course of the experiments, some runs were repeated if it was felt the data were 
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suspect, and also to check the reproducibility of the experiments. 
The experiments were performed over three periods through 1996: January/February, 
July and November. Every experiment was identified by a code denoted by #Cdd. 
"#" denotes the experimental period number (1, 2 or 3), "C" denotes the chamber 
used (L or P) and "dd" denotes the chronological experimental day number. For 
example, the third experiment performed in Levante in July is labeled 2L03. Time 
and funding constraints meant that it was not possible to always purge and bake the 
chambers for one or two days between experiments. In some cases, experiments were 
performed on consecutive days, which may have caused "carry over" of precursors 
and reactive products. Tables 5.2 to 5.4 show the actual concentrations used and 
includes relevant experimental notes. 
In the third set of experiments, an aerosol generator was used to produce a fine, 
almost monodisperse NaCl aerosol of known characteristics in the chambers prior to 
exposure to the sun. The aim of these experiments was to determine, at a preliminary 
level, if the presence of seed aerosol had any effect on either aerosol or ozone 
production. 
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Table 5.2: Svdnev 1 
Date QUT Times: NO N02 03 Toluene H20 Notes 
CSIRO Out 
CODE In /ppm /ppm /ppm /ppm /ppm 
18/01/96 1L04 08:04 0.0000 0.0000 0.0000 0.0 500 
346 1P04 15:30 0.0000 0.0000 0.0000 0.0 500 
23/01/96 1L07 07:30 0.3106 0.0136 0.0000 0.6 16800 
347 1P07 15:30 0.0983 0.0095 0.0000 2.0 17400 
25/01/96 1L09 08:30 0.2032 0.0301 0.0000 2.0 17800 
348 1P09 12:00 0.1962 0.0269 0.0000 2.0 18300 
27/01196 1Lll 07:56 0.3112 0.0097 0.0000 1.3 16200 Temperature data from day 04 
350 1Pl1 15:00 0.3112 0.0097 0.0000 2.0 16600 Temperature data from day 04 
30/01/96 1Ll3 10:18 0.3128 0.0101 0.0000 2.0 4430 
351 1P13 15:30 0.2633 0.0105 0.0000 2.0 23000 
01/02/96 1L15 05:50 0.3020 0.0200 0.0000 0.0 16200 
349 1P15 12:30 0.0780 0.0230 0.0000 0.0 15800 
03/02/96 1L17 06:45 0.0000 0.0000 0.0000 0.0 600 Temp. data from day 21; Covered in black plastic 
352 1P17 15:30 0.0000 0.0000 0.0000 0.0 1300 Temp. data from day 21; Leaks; Not exposed 7:50 to 
09:15 
05/02/96 1L19 09:00 0.3167 0.0046 0.0000 1.3 17400 
353 1P19 14:00 0.3190 0.0048 0.0000 2.0 16800 
06/02/96 1L20 06:15 0.1053 0.0187 0.0000 0.6 16200 
354 12:30 
07/02/96 1L21 06:30 0.1082 0.0144 0.0000 0.6 17200 
355 1P21 ' 14:00 .... 0.2145 0.0149 0.0000 0.6 17200 
-~----···-···--------
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Table 5.3: Svdnev 2 
Date QUT Times: NO N02 03 Toluene H20 Notes 
CSIRO Out 
CODE In /ppm /ppm /ppm /ppm /ppm 
09/07/96 2L01 9:40 0.0000 0.0000 0.0000 0.0 900 Averaged UV and Temperature data 
363 2P01 16:30 0.0000 0.0000 0.0000 0.0 1100 Averaged UV and Temperature data 
11/07/96 2L02 08:48 0.0000 0.0000 0.0000 0.0 900 
364 2P02 16:30 0.0000 0.0000 0.0000 0.0 450 
12/07/96 2L03 08:50 0.1100 0.0000 0.0000 0.6 11100 
365 2P03 16:00 0.0000 0.0000 0.0150 0.0 400 
15/07/96 2L04 08:26 0.2300 0.0150 0.0000 2.0 15300 
366 2P04 14:30 0.0000 0.0000 0.0270 0.0 400 
16/07/96 2L05 08:35 0.0490 0.0044 0.0000 0.5 + Synthetic Exhaust 
367 2P05 . J4:30 . 0.0500 0.0004 0.0000 0.0 + Synthetic Exhaust 
' 
-----
~-----
-
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Table 5.4: Svdnev 3 
Date QUT Times: NO N02 03 Toluene H20 Notes 
CSIRO Out 
CODE In /ppm /ppm /ppm /ppm /ppm 
06111/96 3L01 08:07 0.0000 0.0000 0.0065 0.0 450 
369 3P01 15:50 0.0000 0.0000 0.0067 0.0 600 
08111196 3L02 DARK 
3P02 
10/11196 3L03 07:53 0.0000 0.0013 0.0040 2.0 10500 
371 3P03 14:00 0.0000 0.0002 0.0000 0.6 8600 
11111/96 3L04 07:02 0.2234 0.0678 0.0000 2.0 10100 Plus NaCI Seed 
372 3P04 13:00 0.2255 0.0503 0.0002 2.0 10800 
12/11/96 3L05 06:51 0.2166 0.0126 0.0000 2.0 10500 
373 3P05 1400 0.2181 0.0085 0.0000 2.0 10400 Plus NaCI Seed 
14/11196 3L06 05:28 0.6 500 Most chem data not recorded. Temp data from 3P06. 
374 3P06 11:00 0.1120 0.0290 0.0000 0.6 22000 
16/11196 3L07 05:45 0.1080 0.0000 0.0000 0.6 20300 Temperature data from day 05 
375 3P07 14:00 0.1120 0.0000 0.0000 0.6 1000 Temperature data from day 05 
19111/96 3L08 06:29 0.2260 0.0000 0.0000 2.0 5200 Early temperature data from day 05; Plus NaCl Seed 
376 3P08 14:00 0.2200 0.0020 0.0000 2.0 10300 Early temperature data from day 05 
Additional E F he CSIRO 
03/12/96 3L09 05:30 0.0000 0.0000 0.0000 0.0 10000 
377 3P09 14:30 0.0000 0.0000 0.0000 0.0 10000 
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5.2: DATA PREPARATION 
5.2.1: CSIRO-Determined Data 
The chemical data (03, NO, NOx and HCHO), temperature data and radiation data 
were measured and validated by the CSIRO. The data were provided in Excel 
spreadsheets as a function of the time of day corrected to Eastern Standard Time 
(150° East Longitude). 
The data were extracted and saved in standard-format ASCII files for efficient access 
by the analysis software (Microcal Origin scientific spreadsheet). 
5.2.2: Humidity and Aerosol Data 
Humidity data were collected as relative humidity and the associated temperature. 
Absolute humidity (ppm) was then determined using the Linric Company 
Psychrometric Calculator version 1.3. 
The particulate number size spectra were measured using the SMPS. The number of 
measurements, in experiments in which more than 50 measurements were made, 
were arbitrarily reduced to approximately 50 to simplify data analysis and to reduce 
computing time. This reduction involved removing some measurements where 
several had been taken in a short period of time, and/or by removing every third or 
fourth measurement. The extensions of the remaining data files (measurements) were 
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renamed to be in ascending numerical order. The time at which each measurement 
was taken was carefully noted. 
As mentioned previously, the SMPS is configured to measure a particulate number 
size spectrum over an optimum size range. In some instances the distribution shifts 
towards the large diameter end due to agglomeration of the particles. This sometimes 
caused the high end of the distribution to move beyond the upper boundary of the 
measurement (figure 5.1 ). 
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Figure 5.1: Spectrum shifting off-scale 
When this occurred, the SMPS configuration was changed to measure a larger range 
of diameters. This high-end cut-off and subsequent change of SMPS configuration 
had two major effects on the measurements. 
• Volume spectra typically have a higher median diameter than the associated count 
spectra. Thus, even if only a small portion of the high end of a count spectrum is 
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beyond the measurement range, the associated region in the volume spectrum may 
be significant. The total particulate volume, determined by summing the volumes 
from each bin in the measured spectrum, would therefore be lower than reality. In 
some cases, the count spectrum may have shifted so far out of the measurement 
range that even the total count, determined by summing the counts from each bin 
in the measured spectrum, would be in error. Count median diameter and volume 
median diameter, if calculated from the measured data, would also be in error. 
• It was found that different SMPS configurations, to measure different spectrum 
ranges, have pronounced differences in the measured total particle counts and 
volumes (figure 5.2). Experimental data indicate that spectral characteristics, such 
as median diameter and geometric standard deviation, do not change. It is 
hypothesized that this is due to (constant) fractional loss of aerosol in the SMPS 
system, under some configurations. 
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Figure 5.2: The discontinuity caused by SMPS configuration change 
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A third source of error in the experimental data is retention. In some cases, small 
quantities of particles are temporarily retained in the SMPS classifier system and are 
released when the counter is measuring the large diameter end of the spectrum range. 
This has the effect that even though the actual particles are small, they are counted as 
belonging to the high end of the spectrum. The appearance of the count spectrum is 
largely unaffected, but the effect on the volume spectrum is severe and causes the 
total volume to be erroneously high (figure 5.3). 
PLOTS FOR 100% of 3L02.S30 
Midpoint Dia.1,1J.qer /nm ~.mnn.EOOPJ 
Figure 5.3: Erroneous High Volume Data Caused by Particle Retention 
These difficulties in the experimental data are reduced by assuming that the nature of 
all the spectra is log-normal (Hinds, 1982). The form of the log-normal relationship 
shown in equation ( 5.1) was fitted to the raw experimental count spectra using 
Levenberg-Marquardt iterations and the change in chi-square as an indicator of the 
fit. 
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-ln 2 (dldgN) 
Count= A X e Zxw 2 
A = Maximum height of the spectrum 
d = midpoint diameter of the bin 
dgN =count median diameter (figure 5.5) 
w = ln(geometric standard deviation) 
(5.1) 
This fitted equation (figure 5.4) described the spectrum with respect to the total 
counts in each bin, the ranges of which increased in a logarithmic manner from the 
low diameter end of the spectrum to the high diameter end of the spectrum. 
Therefore, the total count could not be determined by integrating the fitted equation. 
Instead, the fitted equation was used to calculate the count concentrations for the 
experimental range as well as several bins outside of the experimental range. The 
sum of the counts over all bins yielded the total count (figure 5.6). 
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Figure 5.4: Comparison of Experimental and Fitted Spectrum 
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Comparison of CMD for Raw and Fitted Data 1 L21 
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Figure 5.5: Comparison of Experimental and Fitted Count Median Diameter 
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Figure 5.6: Comparison of Experimental and Fitted Total Counts 
The total volume was calculated using equation 3.3 (figure 5.7). 
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Comparison of Total Volume of Raw and Fitted Data, 1 L21 
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Figure 5.7: Comparison of Experimental and Fitted Total Volumes 
The volume median diameter (VMD) was calculated usmg the Hatch-Choate 
equation (equation 3.2) (figure 5.8). 
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Figure 5.8: Comparison of Experimental and Fitted Volume Median Diameters 
The problems associated with the erroneous measurement of large particles and with 
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the measured spectrum going off-range are minimized at this stage of data 
preparation. However, figure (5.6) demonstrates that the change in SMPS 
configuration caused a discontinuity to occur in the time-series plots of count and 
volume. The discontinuity was reduced by scaling the lower total counts and 
volumes to be level with the higher values (figure 5.9). In the cases where no change 
in configuration occurred, all the data were scaled using average factors determined 
for the two configurations in question, from laboratory tests using a standard 
generated aerosol (1.7 for count data; 2.7 for volume data). The factors used to scale 
the count and volume spectra are presented in table 5.5. 
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Figure 5.9: Comparison of Scaled and Non-Scaled Total Counts 
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Table 5.5: Factors Used to Scale Total Particle Count and Volume Data 
Experiment Number of Samples Count Volume 
Samples Scaled Factor Factor 
1L04 24 1-24 1.7 2.7 
1P04 18 1 - 18 1.7 2.7 
1L07 44 1 - 14 1.45 1.8 
1L07 44 15- 38 1.1 1.25 
1P07 44 1 - 14 1.4 1.7 
1P07 44 15- 38 1.05 1.2 
1L09 45 1 - 17 2.5 3.0 
1L09 45 18-39 1.5 1.9 
1P09 45 1 - 17 2.15 2.7 
1P09 45 18-37 1.5 1.5 
lLll 51 1 - 17 2.0 2.0 
lPll 51 1 - 17 1.7 2.7 
1L13 38 1-32 5.0 5.5 
1P13 37 1-30 2.8 2.7 
ILlS 39 1-39 1.7 2.7 
1P15 41 1 - 41 1.7 2.7 
1L17 23 1 - 23 1.7 2.7 
1P17 23 1 - 23 1.7 2.7 
1L19 21 1 - 13 2.0 2.7 
1P19 21 1 - 13 2.3 3.4 
1L20 47 1 - 21 2.3 2.7 
1L21 36 1 -20 5.3 3.0 
1P21 38 1-22 5.0 1.8 
2L01 50 1-50 1.7 2.7 
2P01 49 1-49 1.7 2.7 
2L02 56 1 -56 1.7 2.7 
2P02 30 1 - 30 1.7 2.7 
2L03 54 1-47 4.0 5.5 
2P03 39 1 -29 1.7 2.7 
2L04 54 1-32 10 18 
2P04 45 1-20 1.5 2.7 
2L05 60 1 -60 1.7 2.7 
2P05 55 1 -55 1.7 2.7 
3L01 54 1- 54 1.7 2.7 
3P01 54 1 -54 1.7 2.7 
3L02 57 1 -57 1.7 2.7 
3P02 15 1 - 15 1.7 2.7 
3L03 37 1- 37 1.7 2.7 
3P03 39 1 - 39 1.7 2.7 
3L04 40 1 -26 1.2 2.7 
3P04 38 1-24 1.7 2.7 
3L05 36 1 - 18 1.5 2.7 
3P05 36 1 - 18 1.7 2.7 
3L06 39 1 - 30 1.4 1.7 
3P06 33 1 -24 1.4 1.8 
3L07 46 1-26 1.5 1.8 
3P07 55 1 - 35 1.4 1.7 
3L08 36 1 - 14 1.7 2.7 
3P08 36 1 - 14 1.1 2.7 
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Chapter Six 
Modelling In-Chamber Photolysis Rate Coefficients: 
Procedure and Discussion 
121 
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6.1: INTRODUCTION 
Several aspects were considered when creating a model for the determination of in-
chamber photolytic rate coefficients for the CSIRO chambers: 
• rate coefficients for several photolytic species would be needed 
• albedo of the chamber floor 
• attenuation of radiation through the TEFLON walls 
• attenuation of radiation due to clouds/aerosol etc 
Aspects such as distance of the earth from the sun, ozone column and water column 
were not included in the model as the correction factors for these were considered to 
be less than the overall experimental uncertainty. 
Two programs were developed: one to calculate chamber-specific rate coefficients 
(CHAMRATE.EXE - appendix 1) and the other to order them in a tabular format 
suitable for use in the PKSS programs (PKSSRATE.EXE- appendix 3). 
6.2: ALBEDO 
Measurements of radiation inside and outside of the chambers were taken by the 
CSIRO and the data were made available for this study. The measurements of 
interest were taken using a single LICOR spectroradiometer, which measures the 
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spectral distribution of radiation by dispersing the radiation through a diffraction 
grating monochromator, and measuring the energy in the various wavebands of the 
resulting spectrum with a silicon detector. The LICOR was used to measure the in-
chamber incident radiation and then subsequently the in-chamber reflected radiation. 
Ideally, two instruments would have been used to take the measurements 
simultaneously. LICOR data in the actinic range (300 nm - 400 nm) were used to 
determine the in-chamber albedo. To adjust for clouds and haze, the reflected LICOR 
data were scaled to be comparable to the direct LICOR data using total direct UV 
data, which was measured continuously. 
Table 6.1: Data used in the determination of albedo 
Day Time uv Description LICOR LICOR Albedo 
total direct reflected 
1 10:56 24.4 LICOR up 10.9 --
1 11:16 24.9 LICOR up 10.6 --
1 11:26 25.0 LICORup 11.9 --
1 12:01 25.2 LICORdown -- 7.0 
1 12:11 25.0 LICORdown -- 6.6 
1 Average 11.13 6.80 
1 Scaled 11.13 6.71 0.60 
2 11:15 22.1 LICORup 9.6 --
2 11:21 21.9 LICOR up 9.5 --
2 11:27 21.7 LICORdown -- 6.0 
2 11:33 21.9 LICORdown -- 5.9 
2 Average 9.55 5.95 
2 Scaled 9.55 6.00 0.63 
3 12:34 17.5 LICORup 10.0 --
3 12:40 17.1 LICOR up 10.1 --
3 12:46 16.9 LICOR up 10.0 --
3 12:52 16.6 LICORdown 
--
4.3 
3 12:58 16.3 LICORdown -- 4.2 
3 Average 10.03 4.25 
3 Scaled 10.03 4.44 0.44 
Table 6.1 shows that in two instances the albedo was approximately 0.6, but on 
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another occasion was 0.4. There does not appear to be a simple explanation for this 
difference. 
Figure 6.1 shows that, in the actinic region, the albedo was approximately 0.6 which 
is in agreement with the values in table 6.1. A value of 0.6 was therefore used in the 
model. 
Irradiation Measurements (Smoothed) in the CSIRO Smog Chamber 
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Figure 6.1: Comparison of the Incident and Reflected Actinic Spectrum. 
6.3: TEFLON TRANSMITTANCE 
Ideally, the actual attenuation of radiation by the chamber walls would be determined 
by measuring the UV radiation intensity both inside and outside the chamber. Such 
data were not available. Instead, a UV-VIS transmittance spectrum of a 0.05mm 
TEFLON film was collected using a Varian CARY 3 UV-Visible spectrophotometer 
(figure 6.2). 
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Figure 6.2. Spectrum of 0.05mm Teflon Film 
The mean transmittance over the actinic range 290nm to 450 nm was 0.86. 
6.4: CLOUD FACTORS 
Schere and Demerjian suggested the measured UV flux be used to scale raw profiles 
to account for clouds. Parrish et al (1983) show that JNo2 is not attenuated by clouds 
in the same manner as the UV flux, which results in UV -scaled JNo2 profiles being 
biased positively or negatively, depending on the zenith angle. The parameterized 
model presented by Parrish to minimize this bias was not used, as the error in the raw 
profiles (being calculated from a model developed for specific set conditions) would 
most probably not be improved by using the Parrish cloud model. In addition, the 
experimental data presented by Parrish et al (1983) for comparison with the data 
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from the parameterized model, contains a large degree of scatter, which indicates 
that the uncertainty in the model is quite large. It was therefore decided that a simple 
attenuation model based on measured UV data would be used. 
The UV data provided had the following characteristics: 
• One datum every 15 minutes 
• The time of the first datum is random. ie: not necessarily on the quarter-hour. 
All data were converted to one-hour averages and linearly interpolated to create on-
the-hour data. Hourly datapoints at the extremes of the dataset were estimated from 
the raw data. A comparison of the raw UV data with the averaged-interpolated UV 
data is presented in figure 6.3. 
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Figure 6.3: Hourly Average Interpolated UV Data with Original Datapoints 
The maximum "clear-sky" UV profile was determined by plotting all the hourly data 
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(from a single experimental series eg: trip 1, 2 or 3) on a single plot, and estimating 
the maximum profile such that the profile was symmetrical either side of 12:00. This 
is justified by noting that the Australian Eastern Timeline is 150° East and Sydney is 
151° East. Solar noon would therefore actually occur only about 4 minutes before 
mid-day EST, so solar time and EST could be considered to be identical. 
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Figure 6.4: Maximum Diurnal UV Profile 
The hourly UV data were then divided by UVmax to yield the factor used to account 
for attenuation of radiation by clouds, aerosol etc. 
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Table 6.2: Cloud Factors for Sydney 1 
Time 4 7 9 15 11 13 17 19 20 21 
05:00 0 0 0 0 0 0 0 0 0 0 
06:00 1.000 1.000 0.250 0.926 1.000 0.250 0.951 0 0.442 0.832 
07:00 1.000 0.809 0.769 0.863 1.000 0.308 0.988 0 0.418 0.538 
08:00 0.997 0.709 0.617 0.765 1.000 0.148 0.857 0.786 0.420 0.316 
09:00 0.977 0.785 0.730 0.613 0.908 0.144 0.865 0.838 0.474 0.359 
10:00 0.938 0.691 0.928 0.808 0.950 0.183 0.917 0.894 0.527 0.439 
11:00 0.979 0.657 0.993 0.908 0.978 0.216 0.850 0.932 0.591 0.704 
12:00 0.956 0.694 1.000 0.952 0.969 0.157 0.770 0.933 0.698 0.870 
13:00 0.997 0.654 0.792 0.981 0.942 0.215 0.903 0.924 0.849 0.901 
14:00 0.985 0.604 0.521 0 0.870 0.344 0.951 0.938 0.521 0.856 
15:00 0.884 0.662 0 0 1.000 0.200 0.875 1.000 0 0.500 
16:00 0.607 0.607 0 0 1.000 0.250 0.714 0 0 0 
17:00 0 0 0 0 0 0 0 0 0 0 
Table 6.3: Cloud Factors for Sydney 2 
Time 1 2 3 4 5 
05:00 0 0 0 0 0 
06:00 0 0 0 0 1.000 
07:00 1.000 1.000 1.000 1.000 0.667 
08:00 0.827 0.545 0.897 0.926 0.941 
09:00 0.916 0.780 0.919 0.963 1.003 
10:00 0.892 0.787 0.866 0.940 0.976 
11:00 0.919 0.851 0.872 0.954 1.000 
12:00 0.834 0.779 0.809 0.909 0.839 
13:00 0.793 0.717 0.851 0.802 0.803 
14:00 0.797 0.712 0.880 0.745 0.852 
15:00 0.716 0.553 0.642 0.833 0.833 
16:00 0.636 0.545 0.545 0.909 0.545 
17:00 0.500 0.667 0.667 0.667 0 
129 
Table 6.4: Cloud Factors for Sydney 3 
Time 1 3 4 5 6 7 8 
05:00 1.000 1.000 1.000 1.000 0.500 1.000 1.000 
06:00 1.000 1.000 0.889 0.693 0.639 0.556 1.000 
07:00 1.000 0.895 1.000 0.367 0.580 0.412 0.913 
08:00 0.856 0.999 0.978 0.700 0.668 0.736 0.970 
09:00 0.739 1.001 0.956 0.827 0.875 0.897 0.969 
10:00 0.608 0.999 0.934 0.936 0.827 0.886 0.963 
11:00 0.495 1.000 0.939 0.955 0.594 0.775 0.815 
12:00 0.614 0.977 0.932 0.929 0 0.727 0.712 
13:00 0.616 0.926 0.891 0.892 0 0.649 0.847 
14:00 0.679 0.445 0.879 0.838 0 0.613 0.838 
15:00 0.498 0.498 0 0 0 0 0.771 
16:00 0.514 0 0 0 0 0 0 
17:00 0 0 0 0 0 0 0 
6.5: CHAMRA TE.EXE 
Chamrate.exe is the executable program which is used to calculate the in-chamber 
rate coefficients. The components of the program are described in this section. The 
FORTRAN 77 source code is presented in appendix 1. 
6.5.1: Photolytic Rate-Coefficient Model 
The first consideration, that rate coefficients for several photolytic species were most 
likely to be needed, meant that the semi-empirical method using actinic flux data, 
absorption cross-sections and quantum yields, was the most appropriate method 
available (Schere and Demerjian, 1977). 
The photolytic rate coefficient model used in this study, used the same actinic data 
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published by Schere and Demerjian (1977), which was calculated for "typical 
atmospheric aerosol and ozone profiles .... to represent general conditions in the U.S." 
This was considered to be reasonable, based on the observations when different 
methods of calculating JNoz were compared (chapter four). The JNoz investigation 
showed that this actinic data produced a JNoz profile comparable to other methods. 
These clear-sky, ex-chamber photolysis rate coefficient data were subsequently 
adjusted by a cloud factor and a chamber factor (which accounted for wall 
transmission and albedo) to yield the in-chamber rate coefficients. The exact nature 
of the chamber factor is explained in section 6.5.2. 
6.5.2: Wall Transmittivity and Albedo Model 
Not all radiation experienced in a chamber is direct radiation. Some radiation is 
reflected from the floor of the chamber (reflected radiation). Some radiation enters 
one chamber after having passed through the other chamber (shadow radiation). This 
"shadow" radiation may be either direct or reflected from the chamber floor. The 
nature of the albedo of the chamber floors has already been discussed. Thus, several 
"types" of radiation can be present in either chamber at any given time, and are 
illustrated in figure 6.5. The amount of radiation a chamber experiences which is 
direct, reflected or shadowed is dependent on the solar zenith angle and solar 
azimuth angle. 
A comprehensive two-dimensional model was developed to provide a factor, given 
the zenith angle, by which the ex-chamber rate coefficients can be converted to in-
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chamber rate coefficients. The model is two-dimensional because the azimuth is 
defined to be constant (90 degrees from North in the morning and 180 degrees after 
midday), and that the only variable is the zenith angle. This definition was made in 
order to simplify the calculation and the validity of this assumption is investigated 
later on. 
B 
LA= Direct Radiation (chamber furthest from the sun) (one wall shadow attenuation) 
LB = Direct Radiation (chamber nearest to the sun) (one wall shadow attenuation) 
LC =Direct, Shadow Attenuated Radiation (three wall shadow attenuation) 
LD =Self-Reflected, Direct Radiation (chamber furthest from the sun) 
LE =Self-Reflected, Direct Radiation (chamber nearest to the sun) 
LF =Self-Reflected, Shadow-Attenuated Radiation (three wall shadow attenuation) 
LG =Radiation Reflected from Other Chamber (three wall shadow attenuation) 
X = Zenith Angle 
Figure 6.5: Cross Sectional Representation of Radiation Types 
The model was based on identifying the cross-sectional areas, at any given zenith 
angle, which represent the following radiation types: 
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• amount of direct radiation in each chamber. 
• amount of shadow-attenuated radiation in the chamber furthest from the sun. 
• amount of self-reflected direct radiation in each chamber. 
• amount of self-reflected, shadow-attenuated radiation in the chamber furthest 
from the sun. 
• amount of radiation reflected from the chamber nearest to the sun into the other 
chamber. 
The shadow effect is defined to be caused by radiation passing through two extra 
walls of Teflon film. The shadow effect of one Teflon film is modelled using a factor 
between zero and unity, and is analogous to transmittance: a factor of unity is 
equivalent to no shadow effect, and a factor of zero is equivalent to the walls of the 
chamber nearest the sun being impermeable to radiation (from the perspective of the 
other chamber). Attenuation of radiation passing through the first wall of Teflon film 
is modelled by multiplying all radiation types by the transmittance and is referred to 
as "direct" radiation. 
The length of the chamber edge is defined to be unity, and the individual areas 
therefore represent fractions. The chamber factor is calculated as the total sum of the 
product of each area and its associated radiation type. For example, if the radiation 
type is reflected, the area is multiplied by the albedo; if the radiation type is 
shadowed, the area is multiplied by the square of the transmitivity (two extra Teflon 
walls). 
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Comparison ofTwo Dimensional Model With a Simple Three Dimensional Model 
A simple three-dimensional model was developed to investigate the validity of 
ignoring the solar azimuth angle. This model was three dimensional, as the amounts 
of each radiation type were represented as volumes in the chamber, instead of areas 
on a cross-section. The model had the following characteristics: 
• only developed for one chamber (equivalent to the chamber nearest the sun) 
• no shading effects (albedo was considered to have a more significant impact) 
• only developed for solar azimuth angles between 0° (North) and 45° (North-East), 
because the factors would be identical, for a given zenith angle, to factors from 
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Figure 6.6: Comparison of 3D and 2D Chamber Albedo Models 
Figure 6.6 shows that the 2D and 3D model are in perfect agreement when the 
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azimuth angle is zero (which is the same as the azimuth angle being 90 degrees, for a 
cubic chamber). This is as expected: the shadow in the 3D model is not "skewed". 
Figure 6.6 also shows that the largest difference between the two models occurs 
when the azimuth angle is 45 degrees, and the zenith angle is approximately 55 
degrees: the 2D model under-predicts the factor by 6%. 
The following points indicate that it is permissible to use the comprehensive 2D 
model and that a significantly more complex 3D model need not be developed: 
• At small zenith angles, where accuracy is more important due to faster photolysis 
rates, the two models are in good agreement. 
• The combination of zenith and azimuth angles which give the poorest agreement 
would not occur every day, and when the combination does occur, it would not be 
for long. 
• The largest error associated with using the 2D model is under-prediction by 6%. 
If the chambers did not face due north, a 3D model would need to be developed. 
6.5.3: Cloud Model 
The hourly rate coefficients were multiplied by the factors shown in tables 6.2 to 6.4. 
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6.5.4: CHAMRA TE.EXE Input File 
For completeness, the computer program, in which the photolysis rate coefficients 
model is coded, is described. 
Location: 
Date: 
CSIRO, North Ryde, Australia 
03/02/1996 
Latitude: -33.8 
Longitude: -151.1 
Time Zone: 10.0 
Start Time: 0500 
End Time: 1700 
Increment: 60 
Units: permin 
Albedo&Shadow: 1 
Clouds: 1 
0500 0 
0600 0.951 
0700 0.988 
0800 0.857 
0900 0.865 
1000 0.917 
1100 0.850 
1200 0.770 
1300 0.903 
1400 0.951 
1500 0.875 
1600 0.714 
1700 0 
Box 6.1: Example Input file for Chamrate.exe 
Most aspects of the input file are self-explanatory, however, some will be described 
in more detail. 
• Start Time and End Time must be 05:00 and 17:00 respectively, with an 
increment of 60 minutes, if PKSSRA TE.EXE is to be used for converting the 
output file to a format suitable for the PKSS programs. This is because 
PKSSRA TE.EXE has been developed for only a small range of conditions. 
• Units can be "permin" or "persec". If using the PKSS programs, "permin" 1s 
preferable. 
• Albedo&Shadow can be either on (1) or off (0). If set to off, the wall 
transmittance and albedo model is not executed, so only ex-chamber rate 
coefficients are calculated. 
• Clouds can be either on (1) or off (0). If set to off, attenuation due to clouds is not 
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computed. If set to on, the attenuation factors must be provided for every time 
increment, as shown in box 6.1. 
6.5.5: CHAMRA TE.EXE Output File 
For use in PKSSRATE.EXE, the CHAMRATE.EXE output file is named using the 
following convention: 
StDdd 
where "t" is the Sydney trip number and "dd" is the experimental day number. 
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IN-CHAMBER RATE COEFFICENT CALCULATIONS 
FOR 
FIRST ORDER PHOTOCHEMICAL REACTIONS 
IN THE CSIRO SMOG CHAMBERS 
This program adapted from that given in USEPA report EPA-600/4-77-015, 
"Calculation of Selected Photolytic Rate Coefficients over a Diurnal 
Range: A computer Algorithm", by K. L. Schere and K. L. Demerjian. 
(March 1977) 
This code written by: Aaron Wiegand ...... February 1997 
School of Physical Sciences 
Queensland University of Technology 
GPO Box 2434 
Brisbane 4001 
Australia 
Input File: csiro 
Location: CSIRO, North Ryde, Australia 
Latitude: -33.800 Longitude: -151.100 
Date: 3/ 2/1996 
CHAMBER ALBEDO AND SHADOW (TRANSMITTANCE) FACTORS 
Albedo= 0.600 Transmittance = 0.860 
TIME ZENITH PONENTE LEV ANTE 
500 90.0 0.636 0.860 
600 82.6 0.725 0.894 
700 70.4 0.880 0.952 
800 58.0 1.045 1.021 
900 45.6 1.127 1.113 
1000 33.6 1.179 1.205 
1100 23.1 1.243 1.266 
1200 17.2 1.279 1.296 
1300 20.5 1.280 1.259 
1400 30.1 1.226 1.197 
1500 41.8 1.145 1.142 
1600 54.2 1.046 1.078 
1700 66.6 0.972 0.932 
RATE COEFFICENTS BELOW ARE FOR: N02 
TIME ZENITH PONENTE LEV ANTE 
(LST) (DEGREES) (/MIN) (/MIN) 
500 94.3 O.OOOOE+OO O.OOOOE+OO 
600 82.6 0.3722E-01 0.4586E-01 
700 70.4 0.1770E+00 0.1915E+00 
800 58.0 0.3038E+OO 0.2969E+OO 
900 45.6 0.4091E+00 0.4039E+00 
1000 33.6 0.5089E+OO 0.5201E+OO 
1100 23.1 0.5267E+OO 0.5367E+OO 
1200 17.2 0.5016E+OO 0.5083E+00 
1300 20.5 0.5820E+OO 0. 5725E+OO 
1400 30.1 0.5614E+OO 0.5480E+OO 
1500 41.8 0.4393E+OO 0.4382E+OO 
1600 54.2 0.2747E+00 0.2830E+OO 
1700 66.6 O.OOOOE+OO O.OOOOE+OO 
RATE COEFFICENTS BELOW ARE FOR: HONO 
Rest of fi~e not inc~uded 
Box 6.2: Example Output File from CHAMRATE.EXE (Filename= S1D17) 
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6.6: PKSSRA TE.EXE 
The output file from chamrate.exe is structured to be user-friendly, but is not in 
correct format for the PKSS programs. PKSSRA TE.EXE, given the time at which 
the chambers were first exposed to the sun, will convert the chamrate output file to a 
format suitable for the PKSS programs. 
{RATE COEFFICENTS FOR LEVANTE IN PER MIN} 
TABLE 
[HVN02,HVHON0*100,HV0303P*100,HV0301D*1000,HVHCHOr*1000,HVHCHOs*1000,HVH202*1000]= 
0 { 645}: 0.1551, 0.8853, 1.2957, 0.1969, 0.3569, 1.1823, 0.3352, 
15 { 700}: 0.1915, 1.0950, 1.5770, 0.2565, 0.4483, 1.4730, 0.4179, 
75 { 800}: 0.2969, 1.7890, 2.0680, 0.8677, 0.8758, 2.6690, 0.7584, 
135 { 900}: 0.4039, 2.4550, 2.6640, 1.9150, 1.3910, 3.9180, 1.1250, 
195 {1000}: 0.5201, 3.2050, 3.3220, 3.0940, 1.9390, 5.3020, 1.5290, 
255 {1100}: 0.5367, 3.3260, 3.4170, 3.7950, 2.1120, 5.6310, 1.6330, 
315 {1200}: 0.5083, 3.1570, 3.2370, 3.8750, 2.0470, 5.3960, 1.5690, 
375 {1300}: 0.5725, 3.5520, 3.6470, 4.2070, 2.2790, 6.0420, 1.7550, 
435 {1400}: 0.5480, 3.3840, 3.4890, 3.4250, 2.0770, 5.6410, 1.6290, 
495 {1500}: 0.4382, 2.6770, 2.8530, 2.2910, 1.5580, 4.3350, 1.2470, 
555 {1600}: 0.2830, 1.7090, 1.9310, 0.9816, 0.8821, 2.6110, 0.7445, 
615 {1700}: 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000; 
Box 6.3a: Output from PKSSRATE.EXE (filename= 1L17.JRT) 
{RATE COEFFICENTS FOR PONENTE IN PER MIN} 
TABLE 
[HVN02,HVHON0*100,HV0303P*100,HV0301D*1000,HVHCHOr*1000,HVHCHOs*1000,HVH202*1000]= 
0 { 645}: 0.1421, 0.8110, 1.1852, 0.1815, 0.3276, 1.0844, 0.3074, 
15 { 700}: 0.1770, 1.0120, 1.4580, 0.2371, 0.4144, 1.3620, 0.3863, 
75 { 800}: 0.3038, 1.8300, 2.1160, 0.8878, 0.8961, 2.7310, 0.7759, 
135 { 900}: 0.4091, 2.4860, 2.6990, 1.9400, 1.4090, 3.9690, 1.1400, 
195 {1000}: 0.5089, 3.1360, 3.2510, 3.0270, 1.8970, 5.1880, 1.4960, 
255 {1100}: 0.5267, 3.2640, 3.3530, 3.7240, 2.0720, 5.5260, 1.6020, 
315 {1200}: 0.5016, 3.1160, 3.1940, 3.8230, 2.0190, 5.3250, 1.5480, 
375 {1300}: 0.5820, 3.6110, 3.7070, 4.2760, 2.3170, 6.1420, 1.7830, 
435 {1400}: 0.5614, 3.4660, 3.5740, 3.5090, 2.1280, 5.7790, 1.6690, 
495 {1500}: 0.4393, 2.6840, 2.8600, 2.2960, 1.5620, 4.3460, 1.2500, 
555 {1600}: 0.2747, 1.6580, 1.8740, 0.9526, 0.8561, 2.5340, 0.7225, 
615 {1700}: 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000; 
Box 6.3b: Output from PKSSRA TE.EXE (filename= 1P17.JRT) 
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6.7: COMPARISON OF IN-CHAMBER JNo2 WITH EX-CHAMBER JNo2 
FROMTSR 
In-chamber JNo2 was calculated usmg chamrate.exe, and ex-chamber JNo2 was 
calculated from measured TSR data and zenith angles using the Wratt equation 
(section 4.3.2), for day 17 of Sydney trip 1. The data are presented in figure 6.7. 
Comparison of Chamrate.exe Model and Standard TSR model 
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Figure 6.7: Comparison of In-Chamber JNo2 Model with JNo2 from TSR 
Figure 6. 7 shows good agreement between the two sets of data. If it is assumed that 
the error of each model is small, it can be said that the ex-chamber photolytic rate 
coefficients are closely reproduced in the chamber. This is most possibly due to the 
attenuation of radiation by the walls being countered by the increased radiation from 
reflection off the floor. 
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Chapter Seven 
Empirical Analysis of Aerosol Formation 
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7.1: INTRODUCTION 
Empirical modelling has been successfully applied to the formation of 
photochemical smog (section 2.6) and is useful to investigate general relationships 
between reactants, conditions and products. This chapter investigates the 
photochemical production of aerosol solely through analysis of the experimental 
aerosol growth profiles. 
7.2: PROCEDURE 
Profiles of particle formation, with respect to total count and total volume, were 
plotted as a function of the cumulative JN02.f(T), which was used as a surrogate for 
incident actinic flux. G. Johnson et al (1989) successfully used this parameter in the 
formulation of the Integrated Empirical Rate (IER) model (section 2.6), which 
describes the formation of photochemical oxidants. This procedure incorporates the 
effect of temperature and radiation. JNo2 data were calculated by CHAMRA TE.EXE. 
The temperature function, f(T), was not the same as that used by Johnson et al, and is 
described in detail in section 7.3. 
The experiments were grouped such that only one condition (precursor) varied 
amongst them, and their profiles were plotted on the same graph (figures 7.A.l to 
7.B.8). 
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7.3: TEMPERATURE FUNCTION 
To incorporate the effect of temperature, an empirical temperature function was 
developed using a toluene photochemical oxidation mechanism. The form of the IER 
model temperature function was adopted (equation 2.1 0), as it could be used to 
adjust a rate coefficient from one temperature to another, as long as the "activation 
energy" was known. As the nature of the temperature function is relative (with 
respect to 298 Kelvin) and not absolute, a vigorous chamber characterization was 
deemed not essential. Additionally, SMOG (03 + NOy- NO) was used as a surrogate 
to describe the overall reactivity of the system. Photolytic rate coefficients were 
based and calculated for a summer solstice; initial concentrations were fixed with 
NOx at 0.2ppm, toluene at 1.3ppm and water vapour at 20000ppm. To determine the 
"activation energy", six runs of the model were performed with the diurnal 
temperatures held constant at 273, 283, 293, 303, 313 and 323 Kelvin. The SMOG 
concentration was then plotted against the cumulative sum (integral) of JNoz (figure 
7.1). 
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Effect of Temperature on SMOG Formation in a Toluene NOx System 
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Figure 7.1a: Effect of temperature on SMOG formation. 
The overall rate (gradient) of smog formation in each case was determined (from 
cumulative JNo2 = 10 to 45) and an Arrhenius plot of ln(gradient) versus liT was 
produced (figure 7.1 b). 
Arrhenius Plot to Determine Temperature Function for Empirical Model 
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Figure 7.1b: Arrhenius Plot to Determine Temperature Function for Empirical 
Model. 
The linear regression line had the following parameters: slope = -930±60; intercept = 
-1.4±0.2; correlation coefficient = -0.991. Equation 7.1 therefore provides the 
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relative size of the slope (rate) at temperature T to the slope (rate) at 298K. 
1 1 
f(T) -930x(---) e T 298 (7.1) 
This function differs from the function employed in the IER model: its (equation 7.1) 
activation energy is significantly lower and the function is unity at 25 degrees 
Celsius, instead of 43 degrees Celsius. The net result of these is that a change in 
temperature does not affect the overall rate as significantly as the IER temperature 
function. For comparison, Shetter's equation (Shetter et al 1988) for converting JNo2 
to JN02(25C) is close to unity over the given temperature range, which is expected due 
to the low activation energy for the photolysis of N02. These three functions are 
compared graphically in figure 7.2. 
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Figure 7.2: Comparison of three temperature functions. 
By incorporating equation 7.1 into the x-axis through multiplication with JN02, the 
effect of temperature was effectively incorporated into the plot (figure 7.3) and the 
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experiments, in which all other conditions were identical, were superimposed. This 
allowed effects from other variables such as precursor concentrations to be compared 
directly. 
Effect of Temperature on SMOG Formation in a Toluene NOx System 
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Figure 7.3: Incorporating the effect of temperature on SMOG formation. 
7.4: INITIAL OBSERVATIONS 
The volume profiles in figure 7 .A.2 show distinct stages of aerosol formation: an 
initial delay, which is followed by a rapid growth region (regime 1) and a slower 
linear growth region (regime 2). For the purpose of simplification, the delay period 
and regimes 1 and 2 were approximated as linear. These regimes are demonstrated in 
figure 7.4. 
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Figure 7.4: Schematic of Photochemical Aerosol Formation 
d =delay, Rl =Regime 1, R2 =Regime 2 
In almost all cases, the total volume profiles are similar to the ozone profiles, except 
while ozone concentrations level off and even decline in regime 2, the total volumes 
continue to increase. The similarity in profiles suggests that the formation of aerosol 
is linked to the formation of ozone. Additionally, in the case of both ozone and total 
volume, the boundary between regime 1 and regime 2 is matched by an 
accompanying leveling-off in extent, which typically occurs at extent equal to 0.8 
(figure 7.B.l). In most cases, extent does not reach unity. This indicates that the 
smog product (SP) reaches a maximum prior to reaching the theoretical SPmax. As 
ozone is the major component of smog, it is likely that the suppression of SP is due 
to an ozone sink. It is also possible that the theoretical SPmax does not ideally apply 
to a purely toluene/NOx system in which NOx is rapidly lost as organic-nitrogen 
(which therefore reduces the ozone forming potential), as the IER relationships were 
mostly developed in propene/NOx systems. The following steps are the major paths 
for the formation of photochemical products from toluene: 
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03 + hv 0 1D + 02 
0 1D+H20 20H 
Toluene+ OH (abstraction) Products, some leading to aerosol 
Toluene+ OH (addition) Products, some leading to aerosol 
In the development of the empirical model, parameters considered were the initial 
delay, the volume concentrations at the end of regimes 1 and 2 and the rates of 
increase of aerosol volume in regimes 1 and 2 with respect to JJNo2.f(T)dt. The 
numerical data extracted from the plots are presented in tables 7.1 - 7. 7 to simplify 
pattern recognition. 
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Effect ofT ok.lene on Photochemical Aeroscl Formation 
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7.5: RESULTS AND DISCUSSION 
Table 7.1 Effect ofNOx- Low Toluene (0.6ppm (see figure A3.1) 
Exp [NOx]o Delay Slope Volume (03]max Slope 
ppm .[Jl'02·f(T) Regime I Regime I /ppm Regime2 
3P03 0.000 8 2.26E8 0.9EIO 0.07 1.30E8 
IL20 0.124 9 9.15E9 1.5EII 0.15 1.50E9 
IL21 0.123 9 7.32E9 1.5EII 0.15 1.15E9 
IP21 0.229 15 8.86E9 3.4Eil 0.24 1.27E9 
IL07 0.324 26 6.49E9 4.7EII 0.40 1.87E9 
Table 7.2 Effect of NOx- High Toluene (2.0ppm 1 (see figure A3.2) 
Exp [NOx]o Delay Slope Volume (03]max Slope 
1JN02·f(T) Regime I Regime I /ppm Regime2 
3L03 0.000 10 1.28E9 1.8E I 0 0.12 3.13E8 
IP07 0.108 13 9.43E9 1.5EII 0.21 1.60E9 
IPI9 0.324 10 2.67EIO 4.4Eil 0.42 3.50E9 
NOTE: I L09 and I P09 could be included in this analysis, but have been excluded as there is inconsistency in the data as 
both chambers charged identically on the same day, reacted significantly differently. 
Table 7.3 Effect of Toluene- Low NOx (O.lppm' (see figure A3.3 
Exp Toluene Delay Slope Volume (03]max Slope 
.lJNo2.f(T) Regime I Regime I /ppm Regime2 
IP15 0.0 12 3.16E8 1.2EIO 0.025 5.80E7 
IL20 0.6 9 9.15E9 1.5EII 0.15 1.50E9 
IL21 0.6 9 7.32E9 1.5Ell 0.15 1.15E9 
IP07 2.0 13 9.43E9 1.5Ell 0.21 1.60E9 
NOTE: All volume profiles appeared to be approximately supenmposed. At the end of regime I, all expenments had the 
same ozone concentration, although I P07 briefly continued to produce more ozone. The volume profile of 2L03 
appeared to be different to the others and was therefore excluded from the analysis. 
Table 7.4 Effect of Toluene- High NOx (0.3ppm (see figure A3.4) 
Exp Toluene Delay Slope Volume (03]max Slope 
.lJNo2.f(T) Regime I Regime I /ppm Regime 2 
ILlS 0.0 13 1.0 I E8 5.8E9 Not Recorded 2.33E7 
IL07 0.6 26 6.49E9 4.7EII 0.40 1.87E9 
ILl I 1.3 12 1.71EIO 5.5Ell 0.45 2.50E9 
ILI9 1.3 13 1.72EIO 3.8Ell 0.46 3.73E9 
Table 7.5 Effect of Water Vapour- Low NOx (O.Ippm) and Low Toluene (0.6ppm) 
Exp Water Delay Slope Volume (03]max Slope 
Vapour 1J)<Q2.f{T) Regime I Regime I /ppm Regime 2 
3P07 I.OOE3 23 8.52E9 1.45EII 0.32 7.00E8 
IL20 1.62E4 9 9.15E9 1.5EII 0.15 1.50E9 
IL21 1.72E4 9 7.32E9 1.5EII 0.15 1.15E9 
3L07 2.03E4 14 8.33E9 1.9Ell 0.22 9.50E8 
3P06 2.20E4 10 5.14E9 I.OEII 0.20 1.07E9 
Table 7.6 Effect of Water Vapour- High NOx (0.3ppm) and High Toluene (2.0ppm) 
Exp Water Delay Slope Volume (03]max Slope 
Vapour 1JN02·f(T) Regime I Regime I /ppm Regime 2 
IL13 4.50E3 16 
- - - -
3P04 1.08E4 10 1.50EIO 3.9Ell 0.34 5.08E9 
IPI9 1.68E4 10 2.67EIO 4.4Ell 0.42 3.50E9 
IPI3 2.3E4 15 2.76EIO - - -
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Table 7.7 Plateau of Maximum Volumes Reached 
Ex_j)eriment Max. Volume 
1L07 6.0E11 
1P07 3.5Ell 
1L09 8.0E11 
1Lll 8.2E11 
3P04 7.6Ell 
NOTE: Most of the expenments did not reach the stage at which regime 2 formed a plateau. 
Although the experiments have been classified in tables 7.1 - 7. 7 according to 
precursor loading, all data ( 19 experiments) were used to determine the coefficients 
of the empirical model. Experiments were excluded from some determinations if 
they were inappropriate (such as when toluene concentration was zero, but the 
empirical relationship showed toluene to be a denominator). Johnson & Quigley 
( 1989) succussfully showed that simple linear relationships can be used to 
approximate complex photochemical processes with a reasonable degree of accuracy 
and that these relationships may provide insight about the overall photochemical 
processes. To emulate this approach, the empirical relationships for the empirical 
aerosol model were determined by plotting the variable (such as delay period) versus 
various mathematical combinations of the precursor concentrations until the best 
linear fit (by visual observation and correlation coefficient) was found. 
Initial investigations into the relationship between the profile parameters and initial 
concentrations showed small intercepts. It was considered that these were most likely 
due to experimental scatter and chamber effects. An approximate mean profile from 
all blank runs was used to establish blank chamber parameters. With the exception of 
delay, only two parameters were marginally (possibly insignificantly) affected: the 
slope of regime 1 and the volume formed in regime 1, from which 4E7 and 4E9 were 
subtracted respectively from all data. Except for the delay period and slope of regime 
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2, the regression line was forced through the origin. 
7.5.1: Delay Period 
At low toluene concentrations, the onset of regime 1 is delayed with increasing NOx, 
owing to titration of NO (the major component of the initial NOx) with ozone 
(figures 7.B.1 - 7.B.8). At high toluene concentrations, the onset ofregime 1 appears 
to be constant with increasing NOx (figure 7.A.2). It is possible that at 2.0ppm, the 
toluene is in such excess that all NO is rapidly converted to N02, but the 
concentration of condensable species is below saturation concentration. Figure 7.A.4 
shows that at high NOx, increased toluene concentration reduces the delay period. 
Increased water vapour concentration appears to result in reduced delay. Once the 
NO concentration has been depleted, a measurable volume of aerosol starts to form. 
It was found that the following relationship best fits the data: 
[NO]o delay period a 
[Toluene]o ~[H 20] 
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(7.2) 
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Figure 7.5: Linear Regression ofDelay Period vs [N0]0 /([Toluene]0 *[H20]0 °.5) 
Although R2 is only 0.69, which indicates that the linear fit is not entirely 
satisfactory, other combinations of precursor concentrations failed to produce as high 
a correllation. Further justification for the acceptance of this relationship is that it can 
be explained by considering the underlying chemistry. 
The toluene-based photochemical process begins by reaction with hydroxyl radicals, 
which themselves are derived from water molecules. As the formation of the two 
hydroxyl radicals from one water molecule is significantly faster (approximately 30 
times faster) than their reaction with toluene, the following reaction may be written 
as a summary representation of this process. 
Toluene + O.SH20 ---~ Products which rapidly convert NO to N02 
The rate of NO to N02 conversion 1s therefore proportional to the toluene 
concentration and to the square root of the water vapour concentration. The time for 
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a specific concentration of NO to be converted to NOz, assuming a constant rate, is 
the concentration divided by the rate of conversion. These observations are reflected 
in equation 7.2. 
The y-axis intercept in figure 7.5, which is the delay one would expect when initial 
NO concentration is zero, may be attributed to the period during which the 
concentration of condensable species is below the saturation concentration. 
It is important to note that the model is not applicable to cases where toluene or 
water concentrations approach zero concentration. 
7.5.2: Regime 1 
The effect of [NOx]o on the rate of growth in regime 1 was examined at low and high 
toluene concentrations. At high toluene concentrations, it is apparent that the rate of 
aerosol formation increases as NOx concentrations increase. 
The effect of toluene on the rate of growth in regime 1 was examined at low and high 
[NOx]o concentrations. In the former case (figure 7.A.3), the increasing toluene 
appears to have no significant effect on the rate of formation of either ozone or 
aerosol. It is possible that toluene is in large excess and NOx is the rate limiting 
species, which also implies that NOx does have some effect on the rate of aerosol 
formation. Figure 7 .A.4 (high [NOx]o) illustrates that the rate of formation of aerosol 
in regime 1 is strongly dependent on toluene concentration. 
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At high concentrations of toluene and NOx, it appears that the rate of aerosol 
formation increases with increasing water vapour concentration. It was found that the 
following relationship best fits the data: 
d[volregimel] ,--
------:-------"-- a [NOx] x [Toluene] x -J[H 20] d[JJ N02 .f(T)dt] 
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(7.3) 
The following reaction is a representation of the aerosol formation in regime 1. 
NOx +Toluene+ 0.5Hz0 {+ 03} ---~Organic Nitrate Aerosol Products 
Tables 7.1 and 7.2 show a strong relationship between increasing NOx and a 
corresponding increase in total volume at the end of regime 1. Tables 7.3 and 7.4 
show that at constant [NOx]o, the aerosol volume at the end of regime 1 is 
approximately constant. The effect of toluene on the total volume of aerosol formed 
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in regime 1 appears to be neglibible. While the majority of the aerosol formed in this 
regime is probably organic-nitrogen based, it is also likely that some small 
proportion is not nitrogen-containing. This proportion would be difficult to quantify 
with the current data and is most probably not practical as an excellent empirical fit 
is given by equation 7.4. 
[Aerosol ]max, regime 1 a [NOx] 
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Figure 7.7: Linear Regression of Aerosol Volume Produced in Regime 1 vs 
[NOx] 0 
7.5.3: Regime 2 
It appears that the rate of aerosol formation in regime 2 is dependent on both [NOx]o 
and [toluene]o concentrations. In this regime, NO-to-N02 conversion (the rate of 
which is dependent on toluene concentration) and ozone formation have ceased. 
According to the IER model, the maximum SP concentration (the majority of which 
is ozone) is related to the initial NOx concentration. It is therefore proposed that the 
observed relation to initial NOx concentration is due to the rate of aerosol formation 
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in regime 2 being dependent on the rate of photolysis of ozone (which leads to 
formation of OH). 
Figure 7.8 shows that the linear model of the data does not hold near zero. The linear 
model assumes a distinct y-intercept, which implies that if any of the precursor 
concentrations are zero, aerosol will still form. Although such formation was 
observed experimentally, the scatter of data near/on the y-axis demonstrate that it is 
not possible to model this in such a simple, linear fashion. It is possible that this 
"zero precursor" aerosol formation is due to adsorbed precursor species bleeding off 
the chamber walls during all experiments. 
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Figure 7.8: Linear Regression of Slope of Regime 2 vs 
[NOx]o *[Toluene]0 *[H20] 0 o.s 
The following reaction is a representation of the fundamental process for aerosol 
formation in regime 2. 
03 +Toluene + O.SH20 ----~ Organic Aerosol Products 
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The volume of aerosol produced in regime two (total volume minus volume 
produced in regime 1) was found to be directly related to the initial toluene and NOx 
concentrations. Water vapour appeared to have no effect on the volume of aerosol 
formed in regime 2 and ozone concentrations declined slowly during this period. 
These factors imply that the aerosol formed in regime 2 is due to the interaction 
between ozone (which forms OH radicals) and toluene and that the aerosol produced 
in regime 2 consists largely of condensable non-nitrogen-containing organic species. 
It must be noted that due to the small number of datapoints, the excellent correlation 
may be misleading. 
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7.5.4: Summary of Empirical Coefficients 
The empirical coefficients of the three linear sections of aerosol volume 
concentration profiles are summarized in table 7.8. Graphical comparisons between 
the empirical model and the experimental data are shown in Figures 7.lla to 7.1lz. 
These demonstrate that although the modelled profiles are often in qualitative 
agreement with the experimental data, the model does not reproduce the 
experimental data in a consistent, quantitative manner. This may be due to any of 
several reasons, including the unknown accuracy of the experimental data (with 
which the model was both developed and tested), or possibly the limitations created 
through modelling a complex system with linear relationships. The poor performance 
of the model when precursor concentrations approach zero emphasises this limitation 
to higher concentrations, which was identified when the model was developed 
(section 7.5.1). 
Table 7.8: Summary of the empirical model regression coefficients 
[Quantity= (Variable* Slope)+ Intercept] 
Quantity Variable Slope Intercept R 
[NO] 
Delay [Toluene] x .J[H 20] 2800 ± 500 8.5 ± I 0.835 
Regime I slope [NOx] x [Toluene] x .J[H 20] 3.3E8 ± 0.2E8 0 0.956 
Regime 1 vol. [NOx] 1.47El2 ± 0.07El2 0 0.945 
Regime 2 slope [NOx] x [Toluene] x .J[H 20] 4.0E7 ± 0.4E7 6E8 ± 2E8 0.942 
Regime 2 vol. [NOx] x [Toluene] 6.7Ell ± 0.3Ell 0 0.970 
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7.6: COMPARISON WITH LITERATURE 
It is important to note that the absolute values of these coefficients are highly 
dependent on the calibration of the SMPS, and comparison with external data would 
help ascertain the validity of their use outside of the calibration dataset. 
Kocmond et al (1977) published some results from four toluene/NOx experiments, 
two each in the indoor Calspan (JNoz=0.23min-1) and University of Minnesota 
(JNoz=0.20min-1) smog chambers. Izumi and Fukuyama (1990) also published data 
from a similar experiment (JN02=0.27min·1, T=302K to 305K). Only the maximum 
rates of volume formation (which corresponds to regime 1) with respect to time were 
provided and have been compared against the empirical model. The modelled rate of 
particulate volume formation [nm3cm·3(JJN02.f(T)dt)"1] was converted to 
nm
3
cm·3min·1 by use of a plot of JJNoz.f(T)dt versus time in minutes. The results are 
summarized in table 7.9. 
Table 7.9: Comparison of Empirical Model's Regime 1 With Published Data 
(A=Kocmond et al, 1977; B=Izumi & Fukuyama, 1990) 
Expt. Source [Tol.) [NO) HzO HzO T (dV/dt) max (dV/dt) max 
/ppm /ppm 1% /ppm f'C Literature Model 
(*assumed) /nm3 I nm3 
cm·3min"1 cm"3min"1 
Cal6 A 0.35 0.17 30 9500 25* 3.7E7 4.6E8 
Cal30 A 1.17 0.53 20 6300 25* 4.3E7 3.9E9 
Min76 A 0.35 0.152 47 14900 25* 4.1E8 4.2E8 
Min87 A 0.35 0.155 30 9500 25* 1.4E8 3.5E8 
Izumi1 B 0.89 0.20 50 20200 29-32 1.4E9 2.3E9 
The model shows poor agreement with the results from the Calspan chamber, but 
reasonable agreement with results from the Minnesota chamber and Izumi. It is 
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possible that the Calspan experiments are in error, as almost no significant change 
was observed between experiments 6 and 30, despite the substantial difference in 
precursor concentrations. The observed maximum rate in the Minnesota experiments 
vary with initial concentrations in a similar manner to the model, although to a larger 
degree. This large difference between the two Minnesota results could be attributed 
to experimental error, as it seems unlikely that such a small variation in precursor 
concentrations could cause such a marked change in rate of particulate formation. 
The temperatures at which the Kocmond experiments were performed was not 
published, and a constant temperature of 25°C was assumed, which may cause some 
error. The Minnesota and Izumi results lend evidence to support the validity of the 
model in regime 1. 
Most literature data deals with aerosol yield and gross gas-to-particle conversion. 
These quantities, as defined by Wang et al (1992) are given in equations 7.5 and 7.6. 
Other definitions, such as the mass concentration being the carbon mass 
concentration also are used (Izumi et al, 1990), but will not be dealt with here. The 
empirical model cannot estimate aerosol yield, as the amount of toluene that reacts is 
not known, but gross gas-to-particle conversion can be estimated if the density of the 
aerosol is assumed. Wang et al (1992) suggest that purely organic aerosols can have 
an assumed density of 1.0 g cm-3 and an organic/inorganic mix (such as when S02 or 
NH3 are included as precursors) a density of 1.5 g cm-3. Stem et al (1987) also 
assumed a density of 1.0 g cm-3 for aerosol produced in their toluene/NOx 
experiments. Modelled gross gas-to-particle conversions are compared with 
experimental data from the literature in table 7 .10. 
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aerosol mass concentration 
Yield = ------~----------:­
mass concentration of hydrocarbon reactant consumed 
aerosol mass concentration 
Gross gas- to- particle conversion = ----------------
initial mass concentration of hydrocarbon precursor 
(7.5) 
(7.6) 
Table 7.10: Comparison of Modelled Gross Conversion with Published Data 
(A=Wan~ et al (1992); B=Stern et al (1987); C=Izumi & Fukuyama 1990) 
Expt. Source [To!.) [NO) [N02) H20 T Literature Modelled 
/ppm /ppm /ppm /ppm rc Gross Gross 
Conversion Conversion 
/% 1% 
907 A 1.83 0.550 0.099 20000* 25* 5.4 25.4 
t B - - - - - 4.8t -
Izumi1 c 0.89 0.20 0.0* 20200 29-32 1.9 12.5 
* Assumed values 
t Average value from several experiments 
Table 7.10 shows that the model appears to overestimate the gross conversion by a 
factor of five. This is reflected in the model-estimated maximum aerosol 
concentration of 4.1Ellnm3cm-3 for the Izumi (1990) experiment in which only 
6.3E10nm3cm-3 was observed at the maximum plateau. The cause for this difference 
is unknown, but could be attributed to both the experimental data and the model, or 
even to the assumed density which may be too high. Wang et al (1992) note that 
gross conversion is not a strong parameter by which to quantify potential for aerosol 
formation, as it is only useful if i) initial hydrocarbon concentration is known and ii) 
if the aerosol formation goes to completion. 
7.7: GROSS GAS-TO-PARTICLE CONVERSION 
The effect of initial toluene and NOx concentrations on gross gas-to-particle 
conversion can be estimated from the empirical model. Most researchers do not 
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appear to have investigated this and tend to determine an average value over several 
experiments (Stern et al, 1987). Stern does note that "aerosol yields are somewhat 
dependent on the HCINOx ratio .... since there is a correlation between the system 
reactivity, which is dependent on the HC/NOx ratio, and the percent conversion to 
the aerosol phase". Although the absolute values from the model may not be 
comparable with published data, trends in the gross gas-to-particle conversion can be 
observed. A matrix of total aerosol volumes for a range of initial toluene (0.1 ppm to 
1.5ppm, increment 0.2ppm) and NOx (0.01ppm to 0.3ppm, increment 0.05ppm) 
concentrations was calculated, and converted to gross gas-to-particle conversion 
factors. It was found that the degree of conversion is linearly dependent on the 
NOx/toluene ratio (figure 7.10). The concentration of the toluene is parts per million, 
not parts per million as carbon. 
Effect of NOxrr oluene Ratio on Degree of Gross Gas-to-particle Conversion 
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Figure 7.10: Relationship Between Percent Gross Toluene Conversion and 
Initial NOx/Toluene Ratio 
If the concentration of NOx is increased with respect to toluene concentration, the 
fraction of toluene converted to aerosol increases. This is demonstrated in regime 1 
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of the empirical model. At very high NOx/toluene ratios, all the toluene is converted 
to aerosol and the percent gross conversion exceeds 100%. This is possibly due to 
the assumption of density = 1g cm-3 being too high. This relationship demonstrates 
that any published values for the gross gas-to-particle conversion can only be used to 
predict degree of aerosol formation in systems with similar NOx/HC ratios. For 
example, Stem's value of 4.8 percent is the average of several experiments whose 
NOx/toluene ratios vary from 0.2 to 0.7. According to the empirical model, the 
percent gross conversion over this range varies from approximately nine percent to 
thirty percent. 
7.8: EFFECT OF SEED PARTICLES 
The effect of initial concentrations of seed particles has not been included in the 
empirical model, as they appear to have no effect on the total volume of aerosol 
formed, but do have an effect on the total count (figure 7.A.7). Nucleation is 
suppressed by the presence of seed particles because condensation of "condensable" 
products onto seed particles maintains the concentration below saturation 
concentration (Stem et al 1987). Fewer and larger particles are therefore formed than 
when no seed is present. This effect was observed in two separate experiments in 
which the opposite chamber was seeded, which eliminates the possibility of the 
observation being chamber-dependent. The volume concentration profiles in both 
chambers, in both experiments, were almost identical with respect to cumulative 
incident light. This implies that the seed particles do not act catalytically in the 
aerosol-forming reactions. Figure 7.B.7 demonstrates that the presence of seed 
particles may reduce maximum ozone concentrations, but this observation is 
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inconclusive. 
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Figures 7.11a -7.11z: Comparison of Empirical Model with Experimental Data 
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7.9: SUMMARY AND CONCLUSIONS 
The empirical relationships fit the CSIRO experimental profiles (the calibration set) 
very well in some cases but are less appropriate in others (figure 7.11). Nevertheless, 
there is sufficient agreement between the experimental data and the empirical model, 
and with published data, to indicate that the empirical model is a good first 
approximation to a mechanism that can be developed to predict particulate 
concentrations from toluene precursor in an urban atmosphere. Further work is 
needed to investigate if aerosol formation from other hydrocarbons also show 
distinct regimes for the same reasons. 
• The photochemical formation of aerosol from toluene, with respect to total 
aerosol volume, can be modelled empirically using three distinct stages: 
1. delay period, which is proportional to initial NO concentration and inversely 
proportional to initial toluene concentration and the square root of water 
vapour concentration. 
2. regime 1, the slope of which is dependent on [NOx]o, [toluene]0 and 
...J[H20] 0 , and of which the total aerosol volume formed is dependent on 
initial NOx concentration. 
3. regime 2, of which both the slope is dependent on [NOx]o, [toluene]0 and 
...J[H20] 0 • The total aerosol volume formed in this regime appears to be 
dependent on [NOx]o and [toluene] 0 concentrations. In this case, [NOx]o is a 
surrogate for [03]max, in accordance with the IER model. 
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• The aerosol formed m regime 1 is possibly mostly nitrogen-based (organic 
nitrates). 
• The aerosol formed in regime 2 is possibly mostly non-nitrogenous. 
• The mechanism of aerosol formation from toluene involves the reaction of 
toluene with hydroxyl radicals, which are generated via the reaction of water 
with an 0 1D atom formed from ozone photolysis. Evidence that supports this 
route for aerosol formation are: 
1. the growth of particle volume is delayed until the appearance of ozone 
2. increased [NO]o results in greater delay of aerosol formation due to titration 
with ozone at low toluene concentrations (table 7.1 ). 
3. increased [NOx]o results in greater maximum concentrations of aerosol due 
to increased nitrate aerosol (regime 1) and increased ozone concentrations, 
which leads to increased organic aerosol in regime 2 (tables 7.1 and 7.2). 
4. very low water vapour concentrations lead to higher ozone concentrations 
(figure 7.B.5), extent nearing unity (figure 7.B.5) and suppressed aerosol 
formation in regime 2. 
• Seed particles appear to have no effect on the total volume of aerosol formed, but 
do have an effect on the total count. 
• The percent gross gas-to-particle conversion is linearly dependent on the NOx I 
hydrocarbon ratio. 
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Chapter Eight 
Mechanistic Analysis of Aerosol Formation 
181 
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Mechanistic modelling, like empirical modelling, is useful to investigate 
relationships between reactants, conditions and products. Advantages over empirical 
models include the ability to follow specific chemical reactions which lead to 
products of interest and to identify intermediate species. With regards to aerosol, the 
potential to identify and investigate the formation of condensable species is also a 
major advantage. 
A mechanism describing the photooxidation of toluene was developed (figure 8.5) 
for use in the Photochemical Kinetics Simulation Software (PKSS) suite of 
numerical integration programs, version 3.0a (Jeffries, 1996). The mechanism was 
used to investigate the background reactivity of the smog chambers, which was 
included in the mechanism. Initial conditions input files for each experiment were 
processed by the PKSS programs and the profiles of major chemical species were 
compared against experimental data. An aerosol mass concentration profile for each 
experiment was also compared against experimental data. 
8.1: NUMERICAL INTEGRATION SOFTWARE 
Chemical kinetic mechanisms are composed of a series of fundamental reactions 
which describe the relationships between reactants and products and include kinetic 
and thermodynamic information about the reactions. The chemical mechanism and 
initial conditions are usually input to software for evaluation and processing. The 
numerical evaluation of chemical kinetic mechanisms is described in section 2.5. A 
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detailed description of the PKSS suite of programs is provided in manuals 
accompanying the software (Jeffries, 1996). Figures 8.1 to 8.3 are typical examples 
of PKSS input files which were used in this study, and figure 8.4 is the 
corresponding output file. 
TOLUENE SMOG CHAMBER MODELLING, 1L07 
toluene.pks 
CONCENTRATION: 
concentrations 
NO = 0.3106, {ppm} 
N02 = 0.0136, 
TOL = 0.6000, 
HONO 0.06; 
mechanism to use 
initial 
MAXCONC: maximum 
concentrations 
NO= 0.5, N02 = 0.5 {ppm}; 
PRINT = 
species' cones 
{Inorganic Species} 
03, NO, N02, TOL, HN03, HONO, N03, N205, HCHO, 
{Known Organic Aerosol} 
NTOL, NCre, DNCre, BzAld, BzAcid, l?hOH, C4Count, C5Count, 
{Thermal Equilibrium Species} 
!?AN, PBzN, C4DOxEn02N, C5DOxEn02N, 
{Miscellaneous} 
Cre, CreOH, BzNtr, PhNOH, PhDNOH, CBD, CSDOxEn, MGLY, GLY, CO; 
{RATE COEFFICENTS IN PER MINUTE IN A SEPARATE FILE} 
output these 
@c:\modelling\jrt\1107.jrt see figure 8.2 
{TEMPERATURES IN DEGREES CELSIUS IN A SEPARATE FILE} 
@c:\modelling\dgc\1107.dgc see figure 8.3 
CONSTANT: non-variable parameters 
Dilution=O.O, 
WATER=l6800.0; {ppm} 
CONTROL: 
TMAX 480.0; length of simulation in minutes 
FINISHED; 
Figure 8.1: Initial conditions input file for 1L07 
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{RATE COEFFICENTS FOR LEVANTE IN PER MIN} 
TABLE 
[HVN02,HVHON0*100,HV0303P*100,HV0301D*1000,HVHCHOr*1000,HVHCHOs*1000,HVH202*1000]= 
0 {730}: 0.2183, 1.2945, 1.5970, 0.5501, 0.6090, 1.8825, 0.5350, 
30 {800}: 0.2590, 1.5630, 1.7850, 0.8246, 0.7853, 2.3600, 0.6715, 
90 {900}: 0.3807, 2.3200, 2.4940, 1.9030, 1.3340, 3.7310, 1.0730, 
150 {1000}: 0.4017, 2.4780, 2.5600, 2.4580, 1.5120, 4.1180, 1.1880, 
210 {1100}: 0.4233, 2.6260, 2.6960, 3.1080, 1.6840, 4.4660, 1.2970, 
270 {1200}: 0.4667, 2.9010, 2.9690, 3.6350, 1.8920, 4.9730, 1.4470, 
330 {1300}: 0.4219, 2.6200, 2.6870, 3.1780, 1.6920, 4.4700, 1.2990, 
390 {1400}: 0.3531, 2.1820, 2.2460, 2.2570, 1.3480, 3.6480, 1.0540, 
450 {1500}: 0.3364, 2.0580, 2.1830, 1.7970, 1.2050, 3.3440, 0.9624, 
510 {1600}: 0.2464, 1.4880, 1.6750, 0.8891, 0.7779, 2.2870, 0.6525, 
570 {1700}: 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000, 0.0000; 
Figure 8.2: Photochemical rate coefficients input file for 1L07 
TABLE [CTEMPERATURE] 
0 {07:30}: 21.1, 
5 {07:34}: 21.2, 
22 {07:52}: 22.4, 
47 {08:17}: 22.6, 
65 {08:34}: 25.0, 
82 {08:52}: 26.9, 
107 {09:17}: 25.9, 
125 {09:34}: 27.0, 
142 {09:52}: 27.6, 
167 {10:17}: 26.3, 
185 {10:34}: 26.6, 
202 {10:52}: 26.9, 
227 {11:17}: 27.1, 
245 {11:34}: 28.1, 
262 {11:52}: 28.6, 
287 {12:17}: 26.1, 
305 {12:34}: 26.9, 
322 {12:52}: 27.8, 
347 {13:16}: 27.5, 
365 {13:34}: 27.2, 
382 {13:52}: 26.3, 
407 {14:16}: 24.9, 
425 {14:34}: 24.6, 
442 {14:52}: 25.3, 
467 {15:16}: 26.1, 
485 {15:34}: 25.9, 
502 {15:52}: 25.2; 
Figure 8.3: Diurnal temperature input file for 1L07 
"C:\MODELLING\IC\1L07.IC at 01/21/98 11:22:30" 
"TOLUENE SMOG CHAMBER MODELLING, 1L07 at 01/21/98 13:06:30" 
"toluene created on 01/21/98 at 13:06:30" 
"Toluene Photochemical Mechanism" 
"N" "T" "03" "NO" "N02" nTOL" 
"DNCRE" 
"HN03 11 11 HON0 11 
"N205" "HCHO" "NTOL" "NCRE" "BZALD" "BZACID" 
"PHOH" "C4COUNT" "C5COUNT" "PAN" "PBZN" "C4DOXEN02N" 
"C5DOXEN02N" "CRE" "CREOH" "BZNTR" "PHNOH" "PHDNOH" 
11 CSDOXEN" 11 MGLY 11 "GLY" "CO" 
"N03" 
"CBD" 
0) O.OE+OO O.OOE+OO 0.31060 0.01360 0.60000 O.OOE+OO 0.06000 O.OOE+OO 
O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO 
O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO 
O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO O.OOE+OO 
1) 2.5E-05 7.37E-08 0.31060 0.01360 0.60000 8.57E-11 0.06000 4.84E-13 
5.06E-16 2.32E-09 2.06E-14 8.41E-22 O.OOE+OO 1.64E-11 O.OOE+OO O.OOE+OO 
3.38E-19 1.49E-28 3.59E-21 2.13E-22 7.53E-22 3.32E-31 6.99E-11 4.55E-21 
1.86E-12 2.21E-22 O.OOE+OO 2.50E-11 2.21E-20 2.50E-11 1.40E-22 1.52E-16 
Iterations 2-70 deleted 
71) 486.602 0.43898 5.01E-07 0.00024 0.33582 0.18623 0.00028 4.92E-07 
7.45E-08 0.04673 0.00010 0.00091 0.02760 0.00899 0.00055 8.45E-05 
0.13317 0.00141 0.01760 0.00818 0.09429 0.00103 0.00135 2.28E-13 
0.00315 0.00288 0.00729 0.03681 0.00078 0.01489 0.02950 0.49031 
Figure 8.4: Output file for 1L07 
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The PKSS output files can be imported into a spreadsheet for graphical and 
numerical analysis. 
8.2: THE TOLUENE PHOTOOXIDATION MECHANISM 
The toluene photooxidation mechanism used in this study was initially based on that 
proposed by Leone et al ( 1985), as it was comprehensive and well documented. It 
was modified using mechanisms proposed by other researchers including Killus and 
Whitten (1982) and Atkinson et al (1980). Rate constants of all reactions were 
compared from several sources and were selected by considering agreement between 
sources and authors' comments regarding the values. Where possible, activation 
energy data were entered into the mechanism for rate coefficient calculation, rather 
than fixed rate coefficients (which were usually set for 298K). The specific literature 
source for each reaction is cited in the mechanism (figure 8.5). 
A simplistic convention was developed to name and identify ring fragment species in 
a manner which was unambiguous and suitable for use in the PKSS programs: 
• the total number of carbons(#) denoted as C#. 
• one carbonyl (Ox) or two carbonyls (DOx). 
• unsaturation (En) 
• alkoxy group (0) or peroxy group (02) 
• nitro group (N) 
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For example, HC(O)CH=CHC(O)Oz' is listed as C4DOxEn02. Care has been taken 
to ensure that no two compounds were given the same name. 
A similar convention was adopted for the aromatic compounds, except where 
possible some part of the common name of the basic compound was used. For 
example: 
Hydroxy Cresol = CreOH = "cresol with an extra hydroxyl group" 
Nitro Cresol= NCre 
DiNitro Cresol= DNCre 
The structural formulae for all aromatic species and most ring-fragment species, as 
well as their designation used in the mechanism, are presented in figures 8.6 to 8.13. 
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TITLE=Toluene Photochemical Mechanism; 
{ 
REFERENCES: 
- {1} "An Outdoor Smog chamber and Modelling Study of Toluene -
NOx PhotoOxidation", by Joseph Leone et al, International 
Journal of Chemical Kinetics, 1985. 
- {2} "A Mechanism Describing the Photochemical Oxidation of 
Toluene in Smog", by Killus and Whitten, Atmospheric 
Environment, 1982. 
- {3} From the Carter, Atkinson, Lurman mechanism provided with 
the PKSS programs (cal86.rxn). 
- {4} "Evaluated Kinetic and Photochemical Data for Atmospheric 
Chemistry: Supplement IV", R. Atkinson et al, Atmospheric 
Environment, 1992. 
- {5} From the inorganic reaction mechanism provided with the 
l?KSS programs (inorcarb.rxn). 
- {6} From the Carbon-Bond 4.3 Mechanism provided with the 
PKSS programs (cb43.rxn). 
- {7} "Kinetic Studies of the Photochemistry of the Urban Troposphere", 
by T. E. Graedel, Farrow and Weber, Atmospheric Environment, 1976. 
- (8) "Journal of Physical and Chemical Reference Data", Monograph 2-
Gas-Phase Tropospheric Chemistry of Organic compounds, R. Atkinson, 1994. 
- {9} "A Smog Chamber and Modelling Study of the Gas Phase NOx-Air Photooxidation 
of Toluene and the Cresols", by R. Atkinson et al, Int. J. Chern. Kin"' 1980. 
- {10} "Reactions of OH and N03 Radicals with Phenol, Cresols, and 2-Nitrophenol 
at 296+/- 2K", by R. Atkinson, S. Aschmann, J. Arey, Environ. Sci. Technol., 1992. 
Units: 
Afactor=ppm min, 
ActEne=kelvin; 
! N02 Photolysis rate coefficients 
Table=HVN02; {Reaction 01?1} 
! Other rate coefficients 
Table=HV0303P; {Reaction 
Table=HV0301D; {Reaction 
Table=HVHCHOr; 
Table=HVHCHOs; 
Table=HVH202; 
Table=HVHONO; 
Reaction= 
{Reaction 
{Reaction 
{Reaction 
{Reaction 
OHV1} 
OHV2} 
FORM2} 
FORM1} 
TERM3} 
HON05} 
{************** Inorganic Reactions **************} 
{OZONE PRODUCTION} 
OP1] N02 {+ hv} NO + 0(3P) 
OP2] 0(3P) + 02 {+ M} 03 {+ M} 
OP3] 03 + NO N02 + 02 
OP4] 0(3P) + N02 NO + 02 
OP5] 0(3P) + N02 {+ M} = N03 {+ M} 
01?6] 0(3P) + NO {+ M} = N02 {+ M} 
{N03 CHEMISTRY} 
N03_1] 03 + N02 N03 + 02 
N03_2] N03 {+ hv} 0.3*NO + 0.7*N02 + 0.7*03P 
N03_3] N03 + NO 2.0*N02 
N03_4] N03 + N02 NO + N02 + 02 
N03_5a] N03 + N02 {+ M} = N205 {+ M} 
N03_5b] N205 {+ M} = N02 + N03 {+ M} 
N03_6] N205 + H20 = 2.0*HN03 {homogeneous rate} 
{OZONE PhOTOLYSIS} 
OHV1] 03 {+ hv} 0(3P) + 02 
OHV2] 03 {+ hv} 0(1D) + 02 
OHV3] 0(1D) {+ M} 0(3P) {+ M} 
OHV4] 0(1D)+ H20 2.0*0H 
OHV5] 03 + OH H02 + 02 
OHV6] 03 + H02 OH + 2.0*02 
{HONO CHEMISTRY} 
HON01] NO + NO + 02 2.0*N02 
HON02a] N02 + NO + H20 2.0*HONO 
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II HVN02, 
II 4.7@510, {1} 
II 4.1E+03@-1500, {1} 
II 1.38E+04, {2} 
II 164.1@894, {3} 
II 323.3@602, {6} 
II 1.77E+02@-2450, {4} 
II 1.5E+01*HVN02, {1} 
II 3.0E+04, {1} 
II 3.66E+01@-1230, {1} 
II 3.0E+03, {4} 
II 5.8E+16@-11080, {4} 
II 2.96E-06, {3} 
II HV0303P, 
II HV0301D, 
II 4.45E+10, {2} 
II 3.3E+05, {4} 
# 2.57E+03@-970, {1} 
II 2.1E+01@-580, {1} 
# 1.22E-10@530, {1} 
# l. 6E-11, {2} 
HON02b] HONO + HONO N02 + NO + H20 # 
HON03] NO + OH {+ M} HONO {+ M} # 
HON04] HONO + OH N02 + H20 # 
HONOS] HONO {+ hv} NO + OH # 
{NO/N02 WITH R02} 
NWR1] NO + H02 N02 + OH # 
NWR2a] N02 + H02 {+ M} H02N02 {+ M} # 
NWR2b] H02N02 {+ M} H02 + N02 {+ M} # 
NWR3] H02N02 + OH N02 + H20 + 02 # 
NWR4] N02 + OH {+ M} HN03 {+ M} # 
NWRS] HN03 + OH N03 + H20 # 
{H02 TERMINATION REACTIONS} 
TERM1] H02 + H02 H202 + 02 # 
TERM2] H02 + H02 + H20 H202 + 02 + H20 {H20 catal.} # 
TERM3] H202 {+ hv} 2.0*0H # 
TERM4] H202 + OH H02 + H20 # 
TERMS] OH + H02 H20 + 02 # 
TERM6] co + OH H02 { + C02} # 
{************** Organic Reactions **************} 
{FORMALDEHYDE 
FORM1] HCHO 
FORM2] HCHO 
CHEMISTRY} 
{+ hv} 
{+ hv} 
FORM3] HCHO + 0(3P) 
FORM4] HCHO + 03 
FORMS] HCHO + OH 
FORM6] HCHO + H02 
FORM?] HCHO + N03 
{FORMS] HCHO + N02 
FORM9] CHO + 02 
FORM10] CHO + OH 
H2 + CO # 
2.0*H02 + CO # 
OH + H02 + CO # 
CHO + OH + 02 # 
CHO + H20 # 
CHO + H202 # 
CHO + HN03 # 
= CHO + HONO Can cause stiffness?# 
CO + H02 # 
= CO + H20 # 
{Aldehyde Reactions 
ALD1] CH3CHO 
and PAN Formation} 
ALD2] CH3CHO + OH 
ALD3] CH302 + NO 
{+ hv} CH302 + H02 + CO 
C20x02 + H20 
ALD4] CH30 + 02 
ALDS] CH30 + N02 
ALD6] CH302 + H02 
ALD7] CH300H + OH 
ALD8] CH302 + CH302 
ALD9] C20x02 + NO 
ALD10a] C20x02 + N02 
ALD10b] PAN 
ALD11] C20x02 + H02 
{+ M} 
{+M} 
ALD13] CH3 + 02 {+ M} 
{Alpha-Dicarbonyl Chemistry} 
ADC1] MGLY + OH 
ADC2] MGLY {+ hv} 
ADC3] MGLY {+ hv} 
ADC4] GLY + OH 
N02 + CH30 
HCHO + H02 
CH30N02 {+ M} 
CH300H + 02 
CH302 + H20 
0.8*CH30 + 0.6*HCHO 
N02 + CH3 { + C02} 
PAN {+M} 
C20x02 + N02 
CH3C(0)02H + 02 
CH302 {+ M} 
C20x02 + CO + H20 
C20x02 + H02 + CO 
CH302 + H02 + 2.0*CO 
H02 + 2.0*CO + H20 
+ 0.6*CH30H 
ADCS] GLY {+ hv} 0.13*HCHO + 0.87*H2 + 1.87*CO 
{Toluene Abstraction Pathway} 
TOLAB1] TOL + OH Bz02 + H20 
TOLAB2] Bz02 + NO N02 + BzO 
TOLAB3] Bz02 + NO BzNtr 
TOLAB4] BzO + 02 BzAld + H02 
TOLABS] BzO + N02 BzNtr 
TOLAB6] BzAld {+ hv} H02 + Ph02 + co 
TOLAB7] BzAld + OH Bz0x02 + H20 
TOLAB8] Bz0x02 + NO N02 + Ph02 { + C02} 
TOLAB9a] Bz0x02 + N02 PBzN 
TOLAB9b] PBzN Bz0x02 + N02 
TOLAB10] Bz0x02 + H02 BzAcid + 02 
TOLAB11] Ph02 + NO N02 + PhO 
TOLAB12] Ph02 + N02 N03 + PhO 
TOLAB13] PhO + N02 PhNOH 
TOLAB14] PhNOH + N03 PhNO + HN03 
TOLAB1S] PhNO + N02 PhD NOH 
TOLAB16] PhO + H02 PhOH + 02 
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# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
1. SE-OS, {2} 
1.4E+04, {2} 
2.66E+04@-390, {4} 
HVHONO, 
S.4E+03@240, {1} 
6.9SE+03, {4} 
1.S6E+17@-10900,{4} 
2.22E+03@360, 
1.6E+04, 
2.2E+02, 
3.37E+03, 
7.76E-10@S800, 
HVH202, 
4.29E+03@-160, 
7.09E+04@2SO, 
4.0E+02, 
{4} 
{1} 
{4} 
{2} 
{l} 
{4} 
{4} 
{1} 
{6} 
{7} 
{4} 
{7} 
HVHCHOs, 
HVHCHOr, 
4.3E+04@-1SSO, 
1.8E-OS, 
1.3E+04@2S, 
4.14E-03, 
0.86, {4} 
{estim}{7}} 
{4} 
{7} 
3.0E-10, 
8.1E+03, 
9.9E+01, 
2.6E-04*HVN02, {1} 
1. OE+04@260, {1} 
1.1E+04, {1} 
1.06E+02@-1080, {4} 
2.96E+04, {4} 
S.62E+02@780, {4} 
2.6E+03@219, {8} 
9.62E+02@-220, {1} 
3.0E+04, {4} 
6.9E+03, {1} 
1.19E+18@-13S40,{1} 
4.4E+02@1040, {8} 
3.3E+03, {4} 
2.SE+04, {1} 
1.2E-02*HVN02, {1} 
6.7E-03*HVN02, {1} 
1.7E+04, {2} 
8.0E-03*HVN02, {l} 
1.1E+03, {8} 
9.0E+03, {1} 
1.0E+03, {l} 
1.01E+02@-690, {1} 
1.9E+04, {1} 
4.SE-03*HVN02, {2} 
1.9E+04, {l} 
1.0E+04, {1} 
6.9E+03, {1} 
9.7E+16@-13040, {1} 
1.0E+03, {8} 
9.0E+03, {1} 
1.0E+04, {l} 
2.2E+04, {1} 
3.0E+03, {1} 
2.2E+04, {1} 
4.4E+03, {9} 
TOLAB17] PhOH 
TOLAB18] PhOH 
+ N03 
+ OH 
{Toluene Addition Pathway} 
TOLAD1] TOL + OH 
TOLAD2] RARO + 02 
TOLAD3] RARO + N02 
TOLAD4] RARO + 02 
TOLADS] RAR002 + NO 
TOLAD6] RAR002 + NO 
TOLAD7] Cre + OH 
TOLAD8] Cre + N03 
TOLAD9] Cre-H + N02 
TOLAD10] Cre + OH 
TOLAD11] CreOH + N02 
TOLAD12] NCre + N03 
TOLAD13] MNPO + N02 
TOLAD14] CreOH + 02 
TOLAD15] CreOH02 + NO 
TOLAD16] CreOH02 + NO 
TOLAD17] OEAC + OH{+ 02} 
TOLAD18] PVAC {+ hv} 
{Conjugated Gamma-Dicarbonyl 
CGD1] CBD + OH 
CGD2] C4DOxEn02 + NO 
CGD3] C30xEn02 + NO 
CGD4] C3DOx02 + NO 
CGDSa] C4DOxEn02 + N02 
CGDSb] C4DOxEn02N 
CGD6] C3DOx02 + NO 
CGD7] C30xEn02 + NO 
CGD8] C30xEn02 + N02 
CGD9] CSDOxEn + OH 
CGD10] CSDOxEn + OH 
CGD11] CSDOxOH02 + NO 
CGD12] C5DOxEn02 + NO 
CGD13] C40xEn02 + NO 
CGD14] C4DOx02 + NO 
CGD15a] C5DOxEn02 + N02 
CGD15b] C5DOxEn02N 
PhO + HN03 
PhO + H20 
RARO 
Cre + H02 
NTOL + H20 
RAR002 
N02 + H02 + MGLY + CBD 
N02 + H02 + GLY + CSDOxEn 
Cre-H + H20 
Cre-H + HN03 
NCre 
CreOH 
NCre + H20 
MNPO + HN03 
DNCre 
CreOH02 
N02 + H02 + CBD + PVAC 
N02 + H02 + CSDOxEn + OEAC 
H02 + H20 + CO { + C02} 
CH3CHO { + C02} 
Chemistry} 
C4DOxEn02 + C4Count 
N02 { + C02} + C30xEn02 
N02 + C3DOx02 
C3DOxON 
C4DOxEn02N 
C4DOxEn02 + N02 
GLY + H02 + N02 + CO 
C30xEnON 
C3DOx02 + N03 
H20 + C5DOxEn02 + CSCount 
C5DOxOH02 
N02 + H02 + MGLY + GLY 
N02 {+ C02} + C40xEn02 
N02 + C4DOx02 
C4DOxON 
CSDOxEn02N 
C5DOxEn02 + N02 
N02 + C20x02 + GLY CGD16] C4DOx02 + NO 
CGD17] C4DOx02 +NO 
CGD18] C40xEn02 + NO 
= N02 + H02 + MGLY + CO 
C40xEnON 
CGD19] C40xEn02 + N02 
CGD20] CBD + 03 
N03 + C4DOx02 
2.0*GLY 
{THIS SECTION IS NOT ACTIVE DUE TO LACK OF GOOD KINETIC DATA 
{Furandione Production} 
CGD21] C4DOxEn02 + NO {02} FD + N02 
CGD22] C5DOxEn02 + NO {02} FD + N02 
CGD23] FD {+ H20 + hv} DHFD 
CGD24] C5DOxEn02 + NO {02} = MFD + N02 
} 
! Get CSIRO chamber specific Reactions 
@c:\pkss\mech\chamber.rxn 
ENDMECH; 
Figure 8.5: Toluene Photooxidation Mechanism 
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# 5.8E+03, 
# 1.5E+03, 
# 7.8E+03, 
# 1.01E+02@-690, 
4.4E+04, 
4.7E+01, 
1.0E+04, 
O.OE+OO, 
1.004E+05@-900, 
1.5E+04, 
2.2E+04, 
5.6E+04, 
4.4E+04, 
{10} 
{8} 
{8} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
1. 8E+04, 
2.2E+04, 
4.9E+01, 
0.75E+04, 
0.25E+04, 
4.7E+04, 
3.3E-02*HVN02, 
{1,9} 
{1,9} 
{1} 
{8} 
# 4.4E+04, 
# l.OE+04, 
# 1.0E+04, 
# 4.0E+02, 
# 6.9E+03, 
# 2.2E-02, 
# 1.0E+04, 
# 4.0E+02, 
# 1. 0E+04, 
# 2.2E+04, 
# 7.4E+03, 
# 1.0E+04, 
# 1.0E+04, 
# 1.0E+04, 
# 8.0E+02, 
# 6.9E+03, 
# 2.2E-02, 
# 5.0E+03, 
# 5.0E+03, 
# 8.0E+02, 
# 1.0E+04, 
# 3.0E-03; 
# ? f {} 
# ? f {} 
# ? f {} 
# ? ; {} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{1} 
{2} 
The inorganic reactions are essentially identical to those found m most 
photooxidation mechanisms and are described generally in chapter 1. 
As discussed in chapter 1, toluene is initially attacked by the hydroxyl radical. 
Approximately 90% of this reaction proceeds via hydroxyl addition to the aromatic 
ring and 10% via hydrogen abstraction from the methyl group. Some significant 
sections of the toluene oxidation mechanism are presented structurally in figures 8.6 
to 8.13. 
+ 02 6r0H 
(Cre) 
+HO: 
©+OH Cf + 02 H ~ H ~ (TOL) (RARO) (RAR002) 
0. 
+ N02 ~ +H,O 
NO (NTOL) 2 
Figure 8.6: First Steps of Hydroxyl Addition Pathway 
191 
~H 
(Cre) 
~ lQJ ~~,o 
(Cre-H) 
N02 + H02 
:-0-H KH 
CBD PVAC {cisbutenedial} 
H 
+O, OH 
80% 
(CreO 
20% 00. 
+NO, 
&
OH &0. 
+NO). 0 +HNO, 
No NO, 
' NPO) (NCre) (M 
1+ NO, Lo. 
+NO, g +HNO, ~OH 
~NO, 
00. 
(RAR002) 
(Cre-H) 
0, (DNCre) 
. 8 7· Oxidation of Cresol Figure · · 
0% (GLY) (C5DOXEN) 
+NO(+ 2~) 
100% ~ j 
~---- N02 + H02 + ;----\H + ~H 
(MGLY} (CBD) 
. 8 8· OXIdatiOn o Figure · · . . fRAR002 
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V +OH H-(02) 
(CBD) 
4H 
(C5DOXEN) 
+OH 
-(02) 
~H +(~~ o=()=o ~~o ~~00. 
2,5-Furandione Dihydrofurandion 
;=(/H ~ ;==( 0 0=\~00. (02) 0=\r 
3-Methyi-2,5-Furandione 
Figure 8.9: Formation of Furan Products from Dicarbonyls 
(Bz02) 
0 
rH22IO. 
,---~ g (+ N02) 
(BzO) 
+NO 
+NO ©0-NO, 
(BzNtr) 
~/H 
© (BzAid) 
Figure 8.10: First Steps of Hydrogen Abstraction Pathway 
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00. 
hv HO,+C0+6 0 
\ /H 
c (Ph02) 
6 
00. 
NO,+CO,+ 6 \/00. +NO 
c 
H,0+6 
(Ph02) 
+OH \ /OON02 (02) 
6 (BzOX02) + N02 
(PBZN) 
(Peroxybenzoylnitrate) 
Figure 8.11: Oxidation of Benzaldehyde 
OH 0. &'NO, &'NO, + N02 ~HN03+0 
00. +NO NO,+© 6 (Ph NOH) (PhNO) t•NQ OH (Ph02) 
+ N02 N03 (PhO) 0,•© OH + H02 ¢rNO, + + H20 HN03 
(PhOH) 
+ N03 
N02 
+OH (PhDNOH) 
Figure 8.12: Oxidation of the Phenylperoxy Radical 
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~ ;00. ~ NO,+CO,+ ~ ---, 
00. (C30xEn02) ~0+0H~~ 
(CBD) (02) (C4DOxEn02) 
+NO~ ~NO, [ (C3DOxON) 
(0,) ~ NO, 
+ (C3DOx02) 
1-- 0. q 9 ~ NO, + NO · '\._}' + HO, + NO, + CO 
(0,) (GLY) 
0===-- j)NO, 
~ '==! (0,) (C30xEnON) 
Figure 8.13: Example Conjugated y-Dicarbonyl Chemistry- Oxidation of Cis-
butenedial. Oxidation pathway of 4-oxo-2-pentenal (CSDOxEn) is similar. 
The following points about the mechanism must be noted: 
• In cases where an intermediate reaction is significantly slower than a following 
reaction, the intermediate step has been omitted from the mechanism and its rate 
coefficient (which is rate determining) used as the overall rate coefficient. For 
example, the abstraction of hydrogen from the methyl group and subsequent 
addition of oxygen (figure 8.10) should be written as: 
©00 
(Bz02) 
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Although k1 (1.1E3 ppm-1min- 1) is similar to k2 (1.5E3 ppm-1min-1) (Atkinson, 
1994), the significantly greater concentration of oxygen over hydroxyl radicals 
results in reaction 2 proceeding at a significantly greater rate. The rate of reaction 
1, the rate determining reaction, can therefore be used to describe a "single step 
reaction" from toluene to the benzylperoxy radical. 
• The literature is inconsistent with regards to the photolysis of benzaldehyde. The 
Leone et al (1985) and Atkinson et al (1980) mechanisms simply specify the 
products to be "stable products". The Killus and Whitten (1982) mechanism, 
however, describes the formation of peroxy radical, carbon monoxide and 
phenylperoxy radical. Atkinson (monograph) states that "the photodissociation 
products (in particular, whether the products are radical species or not) ... are 
not known". As preliminary runs of the mechanism showed low reactivity, the 
radical products proposed by Killus and Whitten were adopted. 
• Ring-opening reactions TOLAD5 and TOLAD6 (figure 8.5) describe two possible 
pathways for the reaction of RAR002 with NO. Leone et al (1985) note that the 
total rate coefficient for the two reactions is l.OE4 ppm- 1 min-1• They note that 
TOLAD5 leads to a much more reactive system than TOLAD6, as the photolysis 
of methyl glyoxal is a major source of radicals in the toluene-NOx system. They 
conclude that because of the significant decrease in overall reactivity when even a 
small fraction of TOLAD6 is allowed, 100% of the reaction proceeds via 
TOLAD5. This is also reflected in the Killus and Whitten mechanism. Atkinson et 
al (1980) demonstrate that the split could be 75% TOLAD5 and 25% TOLAD6 
under some conditions, but no definitive conclusion is drawn. In keeping with the 
196 
Leone mechanism, 100% of the reaction proceeds via TOLAD5. 
• Similarly to TOLAD5 and TOLAD6, ring-opening reactions TOLAD15 and 
TOLAD16 describe two possible pathways for the reaction ofCreOH02 with NO. 
Leone et al (1985) note that the total rate coefficient for the two reactions is also 
l.OE4 ppm-1 min-1• They note that TOLAD15 leads to a much more reactive 
system than TO LAD 16. They conclude that because of the significant decrease in 
overall reactivity when even a small fraction of TO LAD 16 is allowed, 100% of 
the reaction proceeds via TOLAD15. This is also reflected in the Killus and 
Whitten mechanism. Atkinson et al (1980) demonstrate that the split could be 
75% TOLAD15 and 25% TOLAD16 under some conditions, but again, no 
definitive conclusion is drawn. As a major pathway for the formation of 
methylfurandione (identified in photochemical aerosol - section 8.4.2) is from 4-
oxo-2-pentenal" (C5DOxEn) (Forstner et al, 1997), and no significant change in 
overall reactivity was observed, 75% of the reaction was set to proceed via 
TOLAD15. 
• The mechanism does not account for varying reactivities between isomers, nor for 
the yields of individual isomers. For example, Forstner et al (1997) demonstrates 
that 4-nitro-o-cresol, 3-methyl-4-nitrophenol and 4-methyl-2-nitrophenol were all 
found in the aerosol product. The proposed mechanism simply lumps all mono-
nitrocresol products as "NCre", which inherently includes other products such as 
1-nitro-o-cresol, which was not found in the aerosol phase, but is thought to react 
to form the di-nitrocresol, 2-methyl-4,6-dinitrophenol (DNCre). 
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• The Leone et al mechanism (1985) and the Atkinson mechanism (1980) describe 
the formation of 4-oxo-2-pentenal (C5DOxEn) to occur from reactions TOLAD6 
and TO LAD 16. This species goes on to oxidize through a series of reactions 
(from reaction CGD8 onwards) to ultimately form C02. However, Andino et al 
(1996) and Forstner et al (1997) note that the C5 product of reaction TOLAD16 is 
2-methyl-2-butendial (which would also be classed as C5DOxEn), which reacts to 
form 3-methyl-2-5-furandione and 3-methyl-2(5H)-furanone, both aerosol 
products. This apparent disparity is difficult to investigate, as no rate coefficients 
for the formation of the furan species are available (figure 8.9). Four simplistic 
reactions have been included as comments in the mechanism for completeness, 
but the general mechanism for the oxidation of C5DOxEn has not been altered. 
• The Leone, Killus and Whitten, and Atkinson mechanisms all assume that 
reactions TOLAD5 and TOLAD15 produce cis-butenedial (CBD). Andino et al 
(1996) and Forstner et al (1997) note that trans-butenedial is also formed, but 
rapidly photoisomerises to CBD, which then either oxidizes to C02 or forms 2,5-
furandione in a manner similar to C5DOxEn. 
8.3: CHAMBER CHARACTERIZATION 
The pnmary aim of most smog chamber experiments is to observe gas-phase 
reactions under controlled atmospheric conditions. Two types of smog chambers are 
employed to this end: indoor chambers and outdoor chambers. The radiation to 
indoor chambers is typically provided by banks of ultraviolet lamps. Outdoor 
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chambers rely on natural sunlight to drive the photochemical reactions. The 
measurement of the radiation flux and subsequent modelling of photolytic rates has 
been described in chapter six. To minimize reactions with the walls of the chamber, 
they are usually constructed from a relatively inert compound such as Teflon. To 
further reduce wall effects, large chambers are constructed so that the surface to 
volume ratio is minimized. Chambers are usually designed so they can be cleaned or 
"deactivated" through purging with pure air and exposed to strong radiation. 
Despite these precautions to make chamber walls inert, wall reactions do occur, 
which results in the acceleration of the generation and loss of some species, relative 
to the generation and loss of those species in the atmosphere. It is therefore important 
to identify the reactions which are caused by the presence of the wall and include 
them in the mechanism used in the model, so that the "atmospheric reactions" can be 
distinguished from the "chamber reactions". This however, is difficult, so the 
observed additional reactivity is usually attributed to some unknown "radical 
source". 
Killus and Whitten (1990) reviewed common practices for smog chamber 
characterization, and summarized that "the majority of chamber background 
phenomena may be attributed to the emission of a few simple compounds (primarily 
HONO and HCHO) from chamber surfaces". These chemistry of these two 
compounds are used as surrogates for all chamber reactivity, and in many instances 
may not be physically observed in any experiment. 
Nitrous acid (HONO) is a probable source of both radicals and trace NOx (Killus and 
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Whitten, 1990) through rapid photolysis to NO and OH. It is usually modelled as an 
initial charge being present at the start of the experiment. This is a reasonable 
practice in the case when high initial concentrations of NOx are used, due to rapid 
surface conversion ofN02. However, Killus and Whitten (1990) found evidence for 
a constant emission source ofHONO from the chamber walls. 
Formaldehyde (HCHO) is also used to model the chamber reactivity by providing a 
source of H02 radicals through photolysis, which convert NO to N02, ultimately 
resulting in ozone formation. It must be noted that formaldehyde is not always the 
preferred OH source: Atkinson et al (1980) used a simple flux ofOH radicals. 
The emission of HCHO (and in some cases HONO) is typically modelled as a 
constant emission from the walls, but according to Carter et al (1982), this may be 
too simplistic. Carter notes that the flux of radicals is dependent on variables such as 
humidity, temperature and light intensity. As the current experiments were 
performed over a year (during which these factors would change with the seasons), it 
is important to identify and model the effect of these variables. 
8.3.1: Experimental 
Blank runs were performed during each experimental series with the aim of chamber 
characterization. A blank run is one in which the chamber was purged with purified 
air and exposed to sunlight. One "blank" experiment was run in which only H20 was 
added, and another was performed in which only NO and H20 were charged. Details 
are provided in tables 5.2 to 5.4. 
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Due to instrumental breakdown, some experiments are missing temperature or UV 
data. In these cases, profiles of these data were estimated from available information: 
• UV profile was simply considered to be the average of all available UV data 
from that experimental series. 
• Temperature profiles were copied from experiments from the same experimental 
series which had similar UV profiles. 
These experiments were not used in the development of the blank chamber model, 
but were used in the testing of the model. 
8.3.2: Analysis 
Figure 8.14 shows that the maximum concentration of ozone reached in the blank 
experiments appears to be season-dependent, with concentrations as high as 0.08ppm 
being reached in summer. 
E 
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Figure 8.14: Maximum Ozone Concentrations Reached in Blank Experiments 
as a Function of Time of Year 
201 
For characterization purposes, it was first assumed that a continuous flux of HCHO 
and an initial charge of HONO existed in the chambers. The rate of HCHO flux and 
magnitude of [HONO]o were determined through systematic modelling and 
comparison with values from the literature. Ozone loss to walls was set as zero. The 
procedure and results are described below. 
Step 1: Determination of a suitable [HONO]o 
Photolysis rates for a hypothetical clear-sky summer solstice were calculated. The 
toluene mechanism was edited to contain no chamber-dependent reactions, except 
for a constant flux of HCHO. Experiments with a range of HCHO fluxes for several 
[HONO]o were modelled. The maximum ozone concentrations were plotted as a 
function ofHCHO flux and [HONO]o (figure 8.15). 
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Figure 8.15: Maximum Ozone Concentrations Reached as a Function of Initial 
HONO Concentration and Constant HCHO Fluxes (eg: HCH02 denotes a 
constant flux of 2*10-4 ppm min-1). 
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[HONO]o was selected to be 0.003ppm, as this provided the range of required ozone 
concentrations, for the range ofHCHO fluxes used. Leone et al (1985) postulated an 
equation to estimate [HONO]o from [NOz]0 • Applying this equation to some of their 
data yields 0.0027ppm. Killus and Whitten (1990) used [HONO]o up to 0.05ppm. 
These examples indicate that setting [HONO]o to 0.003 ppm is reasonable. 
Step 2: Determination of HCHO flux 
Each blank experiment was modelled using [HON0]0 = 0.003ppm and various 
HCHO fluxes. The flux which yielded the ozone profile the closest visual fit to the 
experimental ozone profile was recorded (table 8.1 ). Note that 2P04 was excluded 
from this analysis as the diurnal profile was not comparable with the others. 
Table 8.1: Best HCHO Fluxes (Visual Fit) 
Experiment BestHCHO 
Code Flux 
/10-4ppm min-
l 
1L04 4.9 
1P04 5.1 
2L02 0.7 
2P02 0.6 
2P03 0.9 
3L01 1.5 
3P01 1.3 
Table 8.1 shows that the ideal HCHO flux is not constant, but appears to increase in 
the summer. In order to model this in the mechanism, the flux was related 
empirically to the seasonally varying JNoz by empirical factors. The factors were 
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determined by dividing the integrated ideal HCHO flux by the integrated JNo2 for 
each experiment. The factors are presented in table 8.2. 
Table 8.2: Factors Relating Total HCHO Required to the Cumulative JNo2 
(Integrated HCHO Flux Divided by Integrated JN02) 
Experiment }:HCHOflux 
Code LJN02 
/10-4 
1L04 8.86 
1P04 9.25 
2L02 3.23 
2P02 2.77 
2P03 3.72 
3L01 4.20 
3P01 3.64 
Table 8.2 shows that the factor is not constant and therefore cannot be used in the 
mechanism. However, the factor is akin to a rate coefficient and does illustrate 
Arrhenius-type behavior (figure 8.16). 
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Figure 8.16: Arrhenius Plot for HCHO Flux Factors 
The factor by which JNo2 must be multiplied to yield the flux of HCHO can therefore 
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be calculated using equation 8.1 (where Tis temperature in Kelvin): 
-5700 
HCHO Factor - 1.1E5 x e T 
Step 3: Evaluation ofHONO flux 
(8.1) 
Evaluation of the mechanism using [HONO]o = 0.003ppm and the variable HCHO 
flux yields ozone profiles which are too reactive initially, but do yield correct ozone 
maxima. Killus and Whitten (1990) suggest that the HONO should be introduced to 
the system as a flux. 
[HONO]o was set to zero, and the HCHO flux set to be evaluated as determined in 
step 2. Each blank experiment was modelled using constant fluxes ofHONO, and the 
flux which yielded the best visual fit to the experimental profile was recorded (table 
8.3). 
Table 8.3: Best HONO Fluxes (Visual Fit) 
Experiment BestHONO 
Code Flux 
/10-6ppm min-
1 
1L04 6.0 
1P04 6.3 
2L02 9.5 
2P02 9.5 
2P03 10.0 
3L01 9.0 
3P01 8.0 
These fluxes were related to JNoz in the same manner as before to give factors (table 
8.4). 
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Table 8.4: Factors Relating Total HONO Required to the Cumulative JNo2 
(Integrated HONO Flux Divided by Integrated JNo2) 
Experiment LHONOflux 
Code LJN02 
/10-5 
1L04 1.08 
1P04 1.14 
2L02 4.38 
2P02 4.38 
2P03 4.14 
3L01 2.52 
3P01 2.24 
These factors were related to temperature in the same manner as before (figure 8.17). 
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Figure 8.17: Arrhenius Plot for HONO Flux Factors 
The factor by which JNo2 must be multiplied to yield the flux ofHONO can therefore 
be calculated using equation 8.2 (where Tis temperature in Kelvin): 
7200 
HONO Factor - 5.7E -16 x e T 
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(8.2) 
Extending the analogy of the factor being a rate coefficient, the positive slope may 
indicate that the mechanism by which HONO is released from the walls, is not that 
of simple desorption, but may be two-step in which a pre-equilibrium is formed 
(Atkins, 1990), such as formation from adsorbed nitric acid followed by desorption. 
The blank chamber characterization reactions (flux of HCHO and HONO) were 
added to the mechanism (figure 8.18). Although these fluxes are surrogate species 
for the radicals required to produce the observed ozone profiles in blank chambers, 
experiments 3L03 and 3P03 (charged with toluene and no NOx) show a steady 
increase in NOother (all nitrogen species except NO N02 + HN03 + HONO + N03 + 
N20s +PAN) concentrations. To model this observation, a constant N02 flux of 4E-
5ppm min-1 was added to the mechanism. Over a complete experiment, this is 
equivalent to approximately 0.015ppm of NOx and does not overly affect the 
modelled toluene-NOx experiments. This flux ofNOother is approximately four times 
greater than the blank chamber characterization flux of HONO and it is suggested 
that this flux is from the desorption of nitrogen compounds from the walls, through 
interaction with the toluene and/or its photooxidation products. 
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{CSIRO CHAMBER DEPENDENT REACTIONS} 
Units: 
Afactor=ppm min, 
ActEne=kelvin; 
Reaction= 
{ozone loss} 
R03loss] 03 
{wall formation of HONO from N02} 
# O.OE-00, 
{Rate constant derived from K&W "Background Reactivity ... " p553. See also Calvert 
p471} 
HONOwall] N02 + H20 = HONO {+ HN03 - N02} # 1.38E-13@3271; 
{N02 flux ref: 3103 and 3p03} 
Reaction= 
N02flux] 
{flux of HONO from the wall} 
! calculate factor 
Reaction= 
HONOfluxl] 
RateisSame: 
facthono=HONOfluxl; 
= N02 
! use the factor in the actual reaction 
Reaction= 
HONOflux2] = HONO 
!{flux of HCHO from the wall} 
! calculate factor 
Reaction= 
HCHOfluxl] 
RateisSame: 
facthcho=HCHOfluxl; 
! use the factor in the actual reaction 
Reaction= 
HCH0flux2] = HCHO 
# 4.0E-5; 
# 5.7E-16@7200; 
#=facthono*HVN02; 
# l.lE+OS@-5700; 
#=facthcho*HVN02; 
Figure 8.18: Chamber Characterization Component of the Mechanism 
(chamber.rxn). 
Dilution and ozone loss to the walls was assumed to be zero. Although this is not 
physically true, it is likely that the overall uncertainty in the experiments is greater 
than these variables. The modelling procedure is also simplified by making these 
assumptions. 
208 
8.3.3: Results 
Figures 4.19.a to 4.19.p compare the blank chamber characterization model with the 
experimental data. 
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Figures 4.19.a to 4.19.p: Comparison of blank chamber characterization with 
the experimental data. 
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With respect to ozone, 3L09 and 3P09 (figures 4.19.o and 4.19.p) both appeared to 
be significantly more reactive than the mechanism, despite the mechanism working 
well for all other blank runs. This effect may be due to the high water vapour 
concentration in these two experiments. Aside from these, the characterization for 
the blank chambers appears to be satisfactory with respect to ozone formation. 
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8.4: MODELLING TOLUENE-NOx EXPERIMENTS 
8.4.1: Chemistry 
In almost all initial modelling cases, the mechanism model simulated a lower rate of 
reaction than was found experimentally. In particular, the oxidation of NO was 
significantly delayed, which also resulted in a delay in ozone formation. Carter et al 
(1982) suggest including a small initial charge of HONO in the model, the 
importance of which increases with increasing initial N02/NO ratios, but is a minor 
contributor to the overall radical flux after 30-60 minutes of irradiation (after which 
the radical flux becomes significant). Carter et al (1982) suggest initial 
concentrations in the range O.OOlppm to 0.05ppm. Killus and Whitten (1990) also 
note that initial gas-phase concentrations of HONO can be used as radical initiators 
in chamber modelling studies, and that the contribution is limited after a short while. 
Modelled data were compared against experimental data and were optimally 
matched, by visual inspection of the plots, by adjusting the initial loading of HONO. 
In particular, the oxidation of NO and the formation of ozone were used as guides 
regarding overall reactivity. It is believed that the large variation in HON00 required 
for the experiments may be in part due to the chambers not being purged and baked 
between all experiments. This may have resulted in carry-over contamination and 
therefore enhanced or reduced reactivity. Table 8.5 lists the initial HONO loading for 
each experiment. 
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Table 8.5: Initial HONO Concentrations Used to Increase Reactivity of 
Mechanism Model 
Experiment [HONO]o I ppm Experiment [HONO]o I ppm 
1L07 0.06 2L03 0.01 
1P07 0.00 2L04 0.005 
1L09 0.04 3L03 0.00 
1P09 0.00 3P03 0.00 
1Lll 0.04 3L04 0.06 
1Pll 0.00 3P04 0.04 
1L13 0.02 3L05 0.03 
1P13 0.015 3P05 0.02 
1L15 0.015 3P06 0.03 
1P15 0.015 3L07 0.015 
1L19 0.05 3P07 0.002 
1P19 0.04 3L08 0.03 
1L20 0.025 3P08 0.02 
1L21 0.025 
1P21 0.04 
Figures (8.20 to 8.47) show that in most cases, the modelled data fits the 
experimental data quite reasonably. It is not expected that the model would simulate 
the experimental data perfectly, as there are several variables which have not been 
accurately identified. These include: 
• The actual toluene concentrations. The toluene concentrations used in the model 
are based on the amount of liquid toluene injected into the chambers. These 
concentrations have not been verified by experimental data. 
• Contamination: In some cases, the chambers may not have been adequately 
purged and baked between experiments. This may have resulted in enhanced or 
reduced reactivity. 
• Actual JN02: The JNo2 data have some unknown degree of uncertainty as they 
were determined independently of experimental data. 
• Temperatures: In some cases, the temperatures have been copied from other 
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similar experiments (See "notes" in table of initial concentrations). 
The ozone and NO profiles match reasonably well. In cases where HON00 is high, 
the modelled profile ofNOother is significantly elevated above the experimental data. 
If the initial concentrations of HONO are subtracted from the NOother profiles, the 
modelled profiles then match the experimental profiles reasonably well. 
Formaldehyde was not determined for all experiments and these can be identified 
where measured formaldehyde profiles are constant at zero. In most cases, where 
experimental formaldehyde data are available, the modelled formaldehyde profiles 
also match the experimental profiles reasonably well 
With reference to section 2.4, the mechanism appears to satisfy the four categories 
proposed by Whitten ( 1983 ), and by taking into account the noted uncertainties and 
the satisfactory reproduction of the experimental chemical profiles, it is argued that 
the mechanism is validated sufficiently. 
8.4.2: Aerosol 
Forstner et al (1997) qualitatively and quantitatively analyzed the chemical 
components of secondary organic aerosol from the photooxidation of several 
aromatic hydrocarbons. Table 8.6 lists the major compounds and their fractional 
abundance in the identified component of the aerosol. Forstner notes that the 
identified aerosol was approximately 30% of the total. organic aerosol. 
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Table 8.6: Most Significant Compounds in the Identified Component of Aerosol 
Resulting from Toluene Photooxidation (Forstner et al (1997) 
Compound Mechanism Name Percent of Identified 
Aerosol 
3-methyl-2,5-furandione - 26 
dihydro-2,5-furandi one - 22 
methylnitrophenols NCre 22 
2,5-furandione - 10 
Benzoic Acid BzAcid 5 
2-methyl-4,6- DNCre 4 
dini tropheno 1 
Benzaldehyde BzAld 3 
The formation of methylnitrophenols (nitrocresols) was also observed by Grosjean 
( 1984 ). It was also observed that the only dinitrocresol in the aerosol phase was 2-
methyl-4,6-dinitrophenol. Other researchers, such as Andino et al (1996), make no 
mention of the furanones in their studies of aromatic photooxidation. Bierbach et al 
(1994) note that furanones are ultimately formed from the OR-initiated oxidation of 
aromatics, but may be removed through reaction with OH radicals. Some 
mechanisms for the formation of furanones have been proposed (Forstner et al, 1997; 
Bierbach et al, 1994), but few rate coefficient data are available. The formation of 
furanones in the mechanism has therefore not been included, but two counter species 
have been included to determine the total "concentration" of oxidation reactions that 
CBD and C5DOxEn undergo. A fraction of these reactions may be attributed to the 
formation of furanones. 
In order to model aerosol species from the mechanism, several basic assumptions 
were made: 
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• The entire concentration of the compound forms aerosol. It can be argued that 
this is not a valid assumption as the concentration of the species may not reach 
saturation concentration. However, Pandis et al (1992) notes that some gas-phase 
species, in particular polycyclic aromatic hydrocarbons, can be adsorbed on 
available aerosol particles even if their concentrations are less than their 
saturation concentration, but the extent of this process for other species is 
unknown. For such species, Pandis assumed that the saturation vapor 
concentration is 2 ppt, which is sufficiently small that virtually all of the 
condensable product ends up in the aerosol phase. 
• The density of the observed aerosol was taken to be 1.0 g cm-1 (Stern et al, 1987, 
Wang et al (1992)). The mass concentration units used were !J.g m-3. 
• No loss of aerosol to the chamber walls. Grosjean and Seinfeld (1989) note that 
aerosol concentrations may be severely underestimated due to loss to Teflon 
walls, but that wall loss is of lesser importance when maximum aerosol volume is 
reached rapidly. As aerosol formation usually proceeded rapidly to high 
concentrations, this assumption probably does not invalidate the model. 
The modelled mass concentration of aerosol (grams per million moles of chamber 
air) was calculated as the sum of the products of concentration and molar mass of all 
relevant species. This was then converted to !J.g m-3 assuming the chamber air to be 
an ideal gas at STP. 
Initial modelling results (which considered the aerosol to be composed of NTOL, 
NCre, DNCre, PhNOH, PhDNOH, BzAld, BzAcid and PhOH) yielded aerosol 
concentrations which were consistently lower than the experimental concentrations. 
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Table 8.6 shows that furanones are also a significant component of aerosol and are 
formed from the reactions of CBD and C5DOxEn. The counter species, C4Count and 
C5Count, represent the total concentrations of CBD and C5DOxEn which have 
reacted through mechanism reactions CGD 1 and CGD9 respectively. By assuming 
that some constant fraction of these species react to form aerosol furanones without 
affecting overall reactivity, it is possible to include surrogate concentrations for 
furanones in the total aerosol concentration. The molar masses of C5Count and 
C4Count are assumed to be 100 g mor1 and 110 g mor1 respectively (the molar 
masses of dihydrofurandione and 3-methyl-2,5-furandione ). The initial results also 
showed the benzaldehyde fraction to be higher than would be expected from the data 
in table 8.6. This was corrected by noting that benzaldehyde is the only component 
with a relatively high vapour pressure (saturation concentration): at 30°C, the 
saturation concentration of benzaldehyde is approximately 12 j.lg m-3 (Lide, 1991). 
The component of benzaldehyde which forms aerosol was therefore considered to be 
the total benzaldehyde concentration minus 12 j.lg m-3. The published saturation 
concentrations of the other compounds are significantly lower than this and the 
concentration of these compounds left in the gas phase was therefore considered to 
be negligible. 
The total concentration of C5Count was found to be significantly lower than the 
concentration of C4Count and was therefore ignored as an aerosol source. This is in 
conflict with the data presented in table 8.6, as 3-methyl-2,5-furandione (the 
"product" of C5Count) was found to represent 26% of the identified aerosol. The 
modelled aerosol profiles match the experimental profiles best when 0.5 of C4Count 
is assumed to form aerosol furanone products. These profiles are presented in figures 
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8.20 to 8.47. 
The total aerosol mass was finally calculated as the sum of the masses of 
0.5*C4Count, NTOL, NCre, DNCre, PhNOH, PhDNOH, BzAld (minus 12 )lg m-3), 
BzAcid and PhOH. 
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Figures 8.20- 8.47: Comparison of Mechanism Model with Experimental Data 
(Each experiment is counted as one figure.) 
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Figures 8.48 to 8.77 show the speciation of the aerosol produced in each experiment. 
Dinitrocresols consistently form the bulk of the aerosol, followed closely by 
furanones. Table 8.7 shows the mean fractional distribution of the aerosol 
components over all the experiments. 
Table 8.7: Mean Fractional Breakdown of Modelled Toluene Photochemical 
Aerosol 
Species Mean Percent of Standard Deviation of 
Aerosol Mean 
C4aero 33 7 
Ntol 0.1 0.04 
NCre 6 6 
DNCre 38 9 
PhNOH 9 6 
BzAld 9 4 
BzAcid 1 1 
PhOH 0.4 0.4 
Forstner et al (1997) note that up to 70% of their aerosol was unidentified. This may 
account for the disparity between tables 8.6 and 8.7. Forstner also notes that 22% of 
their identified aerosol was nitrocresol and only 4% was dinitrocresol. The ratio 
between these two species is inverted in this modelling study, and may be attributed 
to the fact that Forstner et al included a significant quantity of propene in their 
experiments, which may have acted as a N03 radical sink (mechanism reactions 
TOLAD12 and TOLAD13). It is possible that this addition of propene may also be 
the cause for other disparities, such as the significant presence of 3-methyl-2,5-
furandione in Forstner's experiments. 
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8.5: CONCLUSION 
The proposed mechanism model, coupled with the chamber characterization 
reactions, can be used to model the mass of aerosol formed through the 
photochemical oxidation of toluene in a toluene/NOx system. Comparison of figures 
7.11(a-z) and 8.(20-47) shows that the mechanism model consistently produces a 
better match to the experimental data than the mechanism model. This is most likely 
due to oversimplification of complex photochemical processes by the mechanism 
model, especially when precursor concentrations approach zero. Further comparison 
between the performance of the two models is provided in chapter nine. 
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Chapter Nine 
Model Comparison and Effects of Precursors 
243 
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9.1: PROCEDURE 
Both models were used to investigate the dependence of the formation of aerosol on 
precursor concentrations (toluene, NOx and H20) and temperature. Photolysis rate 
coefficients were calculated for a clear-sky summer solstice. The simulations were 
performed for "in-chamber" scenarios, as both models had been developed and 
"validated" using in-chamber data; i.e.: the chamber radiation model was included in 
the photolysis rate coefficient calculations, and the chamber characterization 
reactions were included in the mechanism. 
Standard precursor concentrations of N0x=0.2ppm, toluene= 1.2ppm and 
H20=15000ppm were selected. A standard temperature profile was selected, and is 
shown in figure 9.1. The effect of each variable was investigated by individually 
varying each variable over five concentrations and by increasing and decreasing the 
temperature profile. Table 9.1 lists the details of each experiment. A simple 
sensitivity analysis was performed on the mechanism model to investigate the effect 
of increased photolysis rate coefficients. This provided information about the 
formation of ozone and aerosol as well as an indicator regarding the sensitivity of the 
system to the photolysis rate coefficient model being inaccurate. 
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Figure 9.1: The Standard Temperature Profile Used in the Modelling 
Investigation 
Table 9.1: Experiment Conditions (STP=Standard Temperature Profile; SPP=Standard 
Photolysis Rate Coefficients Profile ) 
Variable [NOx] 0 [Toluene]o [H20]o Temp. Photolysis 
0.01 1.2 15000 STP SPP 
0.1 1.2 15000 STP SPP 
NOx 0.2 1.2 15000 STP SPP 
0.3 1.2 15000 STP SPP 
0.4 1.2 15000 STP SPP 
0.2 0.05 15000 STP SPP 
0.2 0.6 15000 STP SPP 
Toluene 0.2 1.2 15000 STP SPP 
0.2 1.8 15000 STP SPP 
0.2 2.4 15000 STP SPP 
0.2 1.2 500 STP SPP 
0.2 1.2 7500 STP SPP 
H20 0.2 1.2 15000 STP SPP 
0.2 1.2 22500 STP SPP 
0.2 1.2 30000 STP SPP 
0.2 1.2 15000 STP- 15 SPP 
oc 
0.2 1.2 15000 STP- 10 SPP 
oc 
Temp. 0.2 1.2 15000 STP- 5 °C SPP 
0.2 1.2 15000 STP SPP 
0.2 1.2 15000 STP + 5°C SPP 
0.2 1.2 15000 STP SPPx0.6 
0.2 1.2 15000 STP SPPx0.8 
Photolysis - 0.2 1.2 15000 STP SPP 
mechanism 0.2 1.2 15000 STP SPPx1.2 
model only 0.2 1.2 15000 STP SPPxl.4 
246 
The mechanism model was run from 7:00 to 17:00, and the empirical model was run 
for 250 cumulative radiation*f(T) units, which were converted to times by 
interpolation from a table relating cumulative radiation*f(T) units to the time of day. 
The volumes estimated by the empirical model were converted to !-Lg m-3 by 
assuming a density of 1.0 g cm-3. 
The empirical model aerosol profiles are presented in figures 9.2 to 9.5, and the 
mechanism model aerosol profiles are presented in figures 9.6 to 9.10. The 
mechanism model ozone profiles are presented in figures 9.11 to 9.15. The aerosol 
composition plots from the mechanism model are presented in figures 9.16 to 9 .40. 
247 
1000 
900 
800 
"e 
~ 700 
" 
600 ~ 500 
" 8 
5 400 ll 
"' 
"' 300 
"' :::
1 200 
~ 100 
0 
The Effect of NOxon Aerosol Formation in a Toluene- NOx Mixture 
-0.01ppm 
---- 0.1ppm 
······ 0.2ppm 
-·-·-· 0.3ppm 
-·····- 0.4ppm 
fi 
ii 
i/ 
., 
" 'i 
.f 
Empirical Model 
-100~~~~~~~~~~--~~~~--~~~~--~~~-J 
07:00 08:00 09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 
Time 
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Figure 9.3: Effect of Toluene on Aerosol Formation -Empirical Model 
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Figure 9.4: Effect of Humidity on Aerosol Formation - Empirical Model 
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Figure 9.5: Effect of Temperature on Aerosol Formation - Empirical Model 
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Figure 9.6: Effect of NOxon Aerosol Formation- Mechanism Model 
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Figure 9.7: Effect of Toluene on Aerosol Formation- Mechanism Model 
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Figure 9.9: Effect of Temperature on Aerosol Formation - Mechanism Model 
251 
"e 
~ 
g 
~ 
1l 
c 
0 (.) 
~ 
~ 
"' ::E 
~ 
.t 
600 
500 
400 
300 
200 
100 
0 
The Effect of Photolysis Rate on Aerosol Formation in a Toluene - NOx Mixture 
Mechanism Model 
-60% 
---- 80% 
... 100% 
-·-·-·120% 
-······140% 
:'i 
;i 
// 
_!i 
// ,: 
07:00 08:00 09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 
Time 
Figure 9.10: Effect of Photolysis Rate on Aerosol Formation -Mechanism 
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Figure 9.11: Effect ofNOx on Ozone Formation- Mechanism Model 
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Figure 9.12: Effect of Toluene on Ozone Formation- Mechanism Model 
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Figure 9.13: Effect of Humidity on Ozone Formation -Mechanism Model 
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Figure 9.15: Effect of Photolysis Rate on Ozone Formation -Mechanism Model 
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Figures 9.16 - 9.40: Effect of Changing Precursors on Aerosol Compositions 
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9.2: RESULTS AND DISCUSSION 
9.2.1: General Observations 
The mechanism model yields a significantly greater delay period than the empirical 
model. This is most likely due to the fact that no initial HONO concentration was 
assumed in the mechanism, so the reactions proceeded slower than is suggested by 
the empirical model (which was developed directly from observed chamber data, 
with no correction for chamber reactivity). Maximum aerosol concentrations are 
comparable between both models. Advantages of the mechanism model over the 
empirical model include smooth profiles and the ability to model concentrations of 
other species. However, the empirical model has the advantage of simplicity and 
minimal computational requirements. 
9.2.2: Effect of NOx 
Both models show that the delay period and rate of formation in regime 1 increases 
with increased [NOx] 0 • However, the increased delay period is not so apparent in the 
empirical model. The aerosol volume formed in regime 1 increases as [NOx]0 
mcreases and is primarily due to the formation of dinitrocresols and aerosol 
C4DOxEn products, such as furanones. The ozone profiles are very similar to the 
aerosol profiles, except the ozone profiles reach a maximum and start to decline. 
This is possibly due to lack of reactive NOx (which would create ozone) and ozone 
sink reactions such as photolysis. 
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9.2.3: Effect of Toluene 
Both models show that the delay period and rate of formation in regime 1 increases 
with increased toluene. Again, the increased delay period is not so apparent in the 
empirical model. In both models, the initial rate of aerosol formation increases with 
increased toluene. The aerosol volume formed in regime 1 increases slightly in the 
mechanism model as toluene increases and is primarily due to increased formation of 
benzaldehyde, and the profiles of dinitrocresols and C4DOxEn products remain 
approximately constant once the initial toluene concentration reaches 1.2 ppm. The 
mechanism also shows a marginal increase in aerosol volume formed in regime 2. 
The empirical model shows no change in the volume formed in regime 1, but does 
indicate that the volume formed in regime 2 increases with increased toluene. 
Initial rates of ozone formation increase with increased toluene, but final ozone 
concentrations and profiles are approximately unaffected. 
9.2.4: Effect of Water Vapour 
The mechanism model shows that water vapour has very little impact on aerosol 
formation, with the exception that the volume of particles formed in regime 2 
increases slightly as water vapour concentration increases. This is due to increased 
C4DoxEn aerosol products. The opposite effect occurs for ozone: final ozone 
concentrations decrease with increased water vapour concentration. These 
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observations are due to less 0 1D being deactivated to 0 3P to re-form ozone, but 
reacting instead with H20 to increase the concentration of hydroxyl radicals. These 
radicals react with toluene to create more ring-opening products such as CBD 
(C4DOxEn) which lead to condensable species. 
The empirical model shows no changes in absolute concentrations of aerosol formed 
in either regime, but does show small increases in rates of formation for both 
regimes. 
9.2.5: Effect of Temperature 
The empirical model shows that temperature only affects the rates of regimes 1 and 
2, not the concentrations formed in either regime. The mechanism model also shows 
an increase in rates as temperature increases, but indicates that the volume of aerosol 
also increases in each regime. It appears that the increase in both regimes is due 
primarily to increased formation of dinitrocresols. 
9.2.6: Effect of Photolysis Rate 
The mechanism model was used to investigate the effect of increased and decreased 
photolysis rate coefficients. This provides information about the formation of ozone 
and aerosols when the radiation is attenuated. As the rates of photolysis are increased 
from 60% of the standard values to 140% of the standard values, the initial rate of 
formation of ozone rapidly increases. The ozone maxima are greater and are reached 
sooner, and the profiles then merge and behave similarly, although at increased 
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photolysis rates the ozone is reduced slightly faster. 
The effect on aerosol formation is more interesting. As the rate coefficients increase, 
the delay decreases, rate of regime 1 increases, volume formed in regime 1 remains 
constant, and the rate and volume formed in regime 2 increases. The component 
plots show that the formation of dinitrocresols decreases and the formation of 
C4DOxEn products increases. In regime 1, these changes balance against each other 
and the gross volume remains constant, although it is reached considerably sooner. 
The overall increase in volume is due to the increase in C4DOxEn products being 
greater than the decrease in dinitrocresols. The decrease in dinitrocresols is due to 
the reduction of nitrate radicals through increased photolysis (mechanism reaction 
N03 _2). This also means less formation of nitrocresol and a corresponding increase 
in the reaction of cresol with hydroxyl radicals (which are also more abundant from 
increased ozone photolysis), which leads to the formation of CBD (C4DOxEn) and 
its aerosol products. 
It appears that even if the photolysis rate coefficient model is underpredicting by 
40%, the behavior of the system is not greatly affected. However, figures 9.10 and 
9.15 indicate that more significant error could be incorporated if the estimated rate 
coefficients are 40% high, but this seems unlikely as there is good agreement with 
other photolysis models. 
9.2.7: Yields 
Several studies have attempted to determine the aerosol forming potential of 
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hydrocarbons (Bowman et al, 1995; Izumi et al, 1990; Pandis et al, 1992). The most 
common measure for this is relative yield. Chapter seven briefly discussed gross gas-
to-particle conversion. The mechanism model allows the relative gas-to-particle 
conversion to be studied, as the amount of toluene used in a given experiment can be 
estimated. The relative yields are calculated by equation 7.5 and are presented in 
figure 9.41. 
Effect of Variables on Relative Aerosol Conversion 
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Figure 9.41: Relative Aerosol Yield as the Listed Effect (Precursor 
Concentration, Condition) Increases over the Ranges Listed in Table 9.1. 
Figure 9.41 shows that only NOx and toluene appear to have a significant effect on 
the yield. Figure 9.42 shows that this is also true for gross gas-to-particle conversion. 
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Effect of Variables on Gross Aerosol Conversion 
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Figure 9.42: Gross Aerosol Yield as the Listed Effect (Precursor Concentration, 
Condition) Increases over the Ranges Listed in Table 9.1. 
As determined in chapter seven, the NOx/HC ratio is a better indicator for 
hydrocarbon-to-aerosol yields (both relative and gross), and that other variables such 
as humidity, temperature and radiation do not play a significant role. 
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9.3: SUMMARY 
Table 9.2 summarizes the effect of changing conditions and precursor concentrations 
on aerosol formation. The results from the empirical model are not used in this 
summary, as it was developed directly from experimental data which had a 
significant degree of uncertainty. This made the effects of the variables more 
difficult to identify and the mechanism model more impartial. 
Table 9.2: Effect on Aerosol Formation Profile as a Function of Time, as the 
Stated Variable is Increased. Estimated by the Mechanism Model. 
(I=Increases; SI=Sli~htly Increases; N=None; D=Decreases) 
Variable Delay Rate Volume Rate Volume 
Re~ime 1 Re~ime 1 Re~ime 2 Re~ime 2 
[N0x]0 I I I SI SI 
fToluene]o D I SI SI SI 
[H20]o N N N SI SI 
Temp. N SI I I I 
Photolysis D I N I I 
Comparison of tables 9.2 and 7.8 provides some insight into the agreements and 
differences between the models with respect to precursor concentrations. Most 
notable is the insignificant effect of [H20] in regime one and minimal effect in 
regime two displayed by the mechanism model. Also, [NOx] appears to have less 
effect in regime two than is indicated by the empirical model, and the influence of 
[Toluene] appears to be less significant than is indicated by the empirical model, 
although the qualitative influence is similar in both models. It is proposed that the 
overall effect of the precursors is exaggerated by the empirical model as there is less 
flexibility and a "brute force" approach is necessary: the flexibility of the mechanism 
model may cause dampening of the effect of precursors as more pathways for the 
precursor and products are possible. 
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Three methods for the calculation of diurnal photolysis rate coefficients were 
investigated, as no definitive method was recommended in the literature. The most 
versatile method was found to be one which determines the clear-sky rate 
coefficients from actinic flux, absorption cross section and quantum yields. 
Advantages of this method were the ability to calculate photolysis rate coefficients 
for several species and that no experimental data was required. A computer model of 
this method was developed, with sub-modules to calculate in-chamber photolysis 
rate coefficients for the CSIRO smog chambers by accounting for albedo and wall 
transmitivity. Attenuation of radiation by clouds was modelled using measured 
ultra-violet data. 
Photochemical formation of secondary aerosol was investigated in a senes of 
toluene-NOx experiments, which were performed in the CSIRO smog chambers. 
Two models were developed from the experimental data. The aerosol volume growth 
profiles estimated by both models compared favorably against the experimental data. 
The first model was empirical and identified three stages of aerosol formation: an 
initial delay period, a rapid growth regime (regime 1) and a slower growth regime 
(regime 2) to a maximum concentration. This model calculated aerosol volume 
growth profiles as a function of cumulative JNoz, a surrogate measure for radiation, 
temperature and initial precursor concentrations. The empirical relationships are 
summarized in table 7.8. 
The second model was based on an adaptation of published toluene photooxidation 
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mechanisms and provided chemical information about the oxidation products which 
form aerosol. A novel chamber characterization was undertaken to account for 
enhanced reactivity, which varied as a function of season, and was incorporated into 
the mechanism. This model estimated aerosol growth profiles as a function of time. 
The average composition of the modelled aerosol over all experiments was compared 
to published experimental data and is presented in table 8.7. 
The overall effects of precursor concentrations (toluene, NOx and H20) and ambient 
conditions (temperature, photolysis rate) on the formation of aerosol (and ozone) 
were investigated, primarily using the mechanism model. The effects of these 
variables on the three stages of aerosol formation are summarized in table 9 .2. 
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Appendix 1: CHAMRATE.FOR (FORTRAN 77 Source Code) 
(To Calculate In-Chamber Diurnal Rate Coefficients) 
*----------------------------------------------------------------------* 
* RATE COEFFICENT CALCULATIONS FOR FIRST ORDER PHOTOCHEMICAL REACTIONS * 
* IN THE CSIRO SMOG CHAMBERS * 
*----------------------------------------------------------------------* 
* This code adapted from that given in USEPA report EPA-600/4-77-015, * 
* "Calculation of Selected Photolytic Rate Coefficients over a Diurnal * 
* Range: A computer Algorithm", by K. L. Schere and K. L. Demerjian. * 
* (March 1977) * 
* 
* 
* 
UPDATED PRIMARY QUANTUM YIELDS AND ABSORPTION CROSS_SECTIONS 
FROM GARDNER, E. P. et al, AND DAVIDSON, J. A. et al. 
* 
* 
* 
* * 
* --> Cloud factors have to be calulated elsewhere from UV data * 
* --> Albedo is fixed (see section where data is read from datafile) * 
* --> Transmittance is fixed and defined to occur when radiation * 
* passes through any film of Teflon * 
* * 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
This code written by: Aaron Wiegand 
(February/March 1997) 
School of Physical Sciences 
Queensland University of Technology 
GPO Box 2434 
Brisbane 4001 
Australia 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
*----------------------------------------------------------------------* 
real*8 K, KL, KP, LALBFACT, PALBFACT 
character*4 NAMES(11) 
common /ar1/ XJ(52,10) ,SIGMA(52,20) ,PHI(52,20),Z(10),RTCON(10) 
common LAM1, INC, SLA, SLO, TZ, IY, IM, ID, ISTRT, ISTOP, IINC 
common SPECIE, MAXZ, ITIME(100), XZ(100), K(100), JSTRT, JSTOP 
common ICLOUDS, CLOUDFACT(100) 
common KL(100), KP(100), LALBFACT(100), PALBFACT(100) 
common /ar2/ NAMES, MINMAX(11,2) 
real albedo, transmittance 
integer STARTL, chamfact 
character fi1e1*50, file2*50, location*50, unit*6 
logical filethere 
*---------------------------------------------------------------------* 
* OPENING SCREEN * 
*---------------------------------------------------------------------* 
write(6,3) 
3 format(//) 
write (6,5) 
5 format(72('-'),/, 
+20x,'IN-CHAMBER RATE COEFFICENT CALCULATIONS',/, 
+35x, 'FOR',/, 
+21x,'FIRST ORDER PHOTOCHEMICAL REACTIONS',/, 
+25x,'IN THE CSIRO SMOG CHAMBERS',/, 
+72('-'),/,' This program adapt', 
+'ed from that given in USEPA report EPA-600/4-77-015,',/,' "Calc', 
+'ulation of Selected Photolytic Rate Coefficients over a Diurnal',/, 
+'Range: A computer Algorithm", by K. L. Schere and K. L. Derner', 
+'jian.',/,' (March 1977)',//, 
+' This code written by: Aaron Wiegand ...... February 1997' ,/,23x, 
+'School of Physical Sciences',/,23x, 
+'Queensland University of Technology',/,23x, 
+'GPO Box 2434' ,/,23x, 
+'Brisbane 4001',/,23x, 
+'Australia',/,72('-')) 
write (6, 3) 
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*---------------------------------------------------------------------* 
* GET INPUT FILE AND CREATE OUTPUT FILE * 
*---------------------------------------------------------------------* 
print* 
10 print*, 'Path and name of input file: ' 
read*, filel 
inquire (file=filel, exist=filethere) 
if (.not.filethere) then 
print* 
print*, 'File does not exist (Cntrl-Break to cancel).' 
go to 10 
endif 
20 print*, 'Path and name of output file: ' 
read*, file2 
inquire (file=file2, exist=fi~ethere) 
if (filethere) then 
print* 
print*, 'File already exists. Try another name.' 
go to 20 
endif 
open (unit=l3, file=filel, status='old') 
open (unit=l4, file=file2, status='new') 
*---------------------------------------------------------------------* 
* GET DATA FROM INPUT FILE * 
*---------------------------------------------------------------------* 
* POSITION IN TIME AND SPACE 
read (13, 25) location 
25 format (l5x, A50) 
read (13, 30) ID, IM, IY 
30 format (l5x, I2, lx, I2, lx, I4) 
read (13, 35) SLA 
35 format (l5x, Fl0.4) 
read (13, 40) SLO 
40 format (l5x, Fl0.4) 
read (13, 45) TZ 
45 format (l5x, F5.l) 
* other details 
read (13, 50) JSTRT 
50 format (l5x, I4) 
read (13, 55) JSTOP 
55 format (l5x, I4) 
read (13, 60) IINC 
60 format (l5x, I4) 
* units (per min or per sec) 
read (13, 65) unit 
65 format (l5x, A6) 
* adjust for albedo and shadow? 
read (13, 67) chamfact 
67 format (l5x, Il) 
* adjust for clouds? 
read (13, 70) I CLOUDS 
70 format (l5x, Il) 
* get cloud data 
if (I CLOUDS. EQ .l) then 
A = JSTOP - JSTRT 
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* 
* 
* 
* 
B = FLOAT((JSTOP-JSTRT)/100) 
IEND = (B + (A-B*l00.)/60.) * FLOAT(60/IINC)+l. 
do 80 icount=l,IEND 
read (13, 75) CLOUDFACT(icount) 
75 format (15x, F5.3) 
80 continue 
end if 
albedo and shadow data are fixed!!! 
- Albedo taken from LICOR mesurements and subsequent trials 
- Transmittance taken from average transmittance of a 
0.05mm TEFLON film in the region 290nm to 450nm. 
albedo=0.6 
transmittance=0.86 
*---------------------------------------------------------------------* 
* 
WRITE FIRST FEW LINES OF OUTPUT FILE * 
*---------------------------------------------------------------------* 
write (14, 5) 
write (14, 110) filel 
110 format ('Input File: ', A50) 
write (14, 120) location, SLA, SLO 
120 format (lX,/,'Location: ', A50,//, 
+'Latitude:' ,F8.3,' Longitude: ',F8.3,/) 
write (14, 130) ID, IM, IY 
130 format ('Date:', I2,'/',I2,'/',I4) 
write (14, 140) 
140 format (72('-')) 
************************************************************************ 
* 
INITIALISE VARIABLES * 
************************************************************************ 
* 
* 
* 
* 
145 write (6, 150) 
150 format(/////////,' For which species do you want to calculate ', 
+'photolytic rate coefficients?' ,//,30x,'l: N02',/,30x,'2: HONO' ,/, 
+30x,'3: HN03',/,30x,'4: 033P' ,/,30x,'5: 031D',/,30x,'6: 03SD' ,/, 
+30x,'7: FOR1',/,30x,'8: FOR2' ,/,30x,'9: H202' ,/,29x,'l0: ACAl' ,/, 
+29x,'ll: ACA2'/,29x,'l2: All of the above' ,//29x,'l3: Display', 
+' the photolysis reactions',//) 
155 print*, 'Enter a number (1- 13): ' 
read*, SPECIE 
MAXL 
MAXZ 
LAMl 
INC 
number of species 
number of zenith angles 
starting wavelength 
wavelength increment 
if (SPECIE.LT.l2.AND.SPECIE.GT.O) then 
STARTL = SPECIE 
MAXL = SPECIE 
elseif (SPECIE.EQ.l2) then 
STARTL = 1 
MAXL = 11 
elseif (SPECIE.EQ.l3) then 
call reactions 
read* 
go to 145 
else 
print*, 'You must enter a number from 1 to 13!!!' 
go to 155 
endif 
MAXZ 
LAMl 
INC 
10 
2900 
100 
275 
* NOTE: the data arrays are initialised in the subprogram "BLOCK DATA" 
************************************************************************ 
* MAIN * 
************************************************************************ 
* calculate chamber-dependent factors from albedo and transmittance 
* 
* 
* 
* 
* 
250 
if (chamfact.EQ.1) then 
call ALBSHADOW(albedo, transmittance) 
end if 
do 200 L=STARTL,MAXL 
do 250 M=1,MAXZ 
call RATE(L, M, MINMAX(L,l), MINMAX(L,2), RTCON(M)) 
continue 
spline interpolation of rate coefficients: 
call INTERJ? 
convert K to desired units 
if (unit.EQ.'permin') then 
call UNITS 
end if 
adjust K for clouds 
if (ICLOUDS.EQ.1) then 
call CLOUDS 
end if 
adjust K for chamber albedo and shadow for Pon and Lev 
if (chamfact.EQ.1) then 
call ALBADJUST 
end if 
enter data into output matrices if chamfact=O 
if (chamfact.EQ.O) then 
do 280 i=1,100 
KL(i)=K(i) 
KP(i)=K(i) 
280 continue 
end if 
call OUT(L,unit) 
200 continue 
end 
************************************************************************ 
* INITIALISE DATA ARRAYS * 
************************************************************************ 
BLOCK DATA 
common /ar1/ XJ(52,10),SIGMA(52,20),PHI(52,20),Z(10),RTCON(10) 
common /ar2/ NAMES(11), MINMAX(11,2) 
* zenith angles used for dataset 
* 
* 
data Z /0, 10, 20, 30, 40, 50, 60, 70, 78, 86/ 
actinic irradience at above zenith angles and wavelengths 
(each pair of lines is at one wavelength) 
data ( (XJ(i,j) ,j=1,10) ,i=1,52) I 
+0.0001500, 0.0001500, 0.0000000, 0.0000000, 0.0000000, 
+0.0000000, 0.0000000, 0.0000000, 0.0000000, 0.0000000, 
+0.0398350, 0.0380150, 0.0325460, 0.0246470, 0.0155188, 
+0.0074586, 0.0022850, 0.0003046, 0.0000000, 0.0000000, 
+0.4394000, 0.4313000, 0.4012000, 0.3305500, 0.2814000, 
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+0.1978000, 0.1104300, 0.0392490, 0.0092690, 0.0009416, 
+0.9551000, 0.9438000, 0.9006000, 0.8261000, 0.7174000, 
+0.5706000, 0.3890000, 0.1937200, 0.0637200, 0.0088930, 
+1.6132000, 1.5944000, 1.5384000, 1.4402000, 1.2922000, 
+1.0832000, 0.8031000, 0.4628000, 0.2029100, 0.0389400, 
+1.7134000, 1.6964000, 1.6450000, 1.5547000, 1.4160000, 
+1.2153000, 0.9357000, 0.5726000, 0.2689000, 0.0614900, 
+1. 8924000' 1.8748000, 1.8237000, 1.7327000, 1.5915000, 
+1.3834000, 1.2429000, 0.6841000, 0.3276000, 0.0765300, 
+1.9508000, 1.9335000, 1.8849000, 1.7982000, 1.6621000, 
+1.4590000, 1.1638000, 0.7493000, 0.3626000, 0.0834100, 
+2.3974000, 2.3782000, 2.3233000, 2.2238000, 2.0668000, 
+1.8310000, 1.4799000, 0.9722000, 0.4767000, 0.1065300, 
+2.3177000, 2.3008000, 2.2508000, 2.1609000, 2.0189000, 
+1.8026000, 1.4751000, 0.9879000, 0.4913000, 0.1065000, 
+2.3415000, 2.3254000, 2.2789000, 2.1947000, 2.0594000, 
+1.8520000, 1.5336000, 1.0468000, 0.5291000, 0.1113600, 
+3.1737000, 3.1530000, 3.0929000, 2.9841000, 2.8100000, 
+2.5412000, 2.1246000, 1.4744000, 0.7580000, 0.1555700, 
+3.9935000, 3.9685000, 3.8957000, 3.7652000, 3.5559000, 
+3.2319000, 2.7246000, 1.9188000, 1.0035000, 0.2017300, 
+4.1188000, 4.0949000, 4.0250000, 3.8985000, 3.6956000, 
+3.3780000, 2.8754000, 2.0589000, 1.0973000, 0.2153800, 
+4.2224500, 4.1180000, 4.0509500, 3.9301500, 3.7348000, 
+3.4279500, 2.9379000, 2.1285500, 1.1513500, 0.2226250, 
+4.6172000, 4.5120000, 4.4421000, 4.3168499, 4.1135000, 
+3.7932000, 3.2742000, 2.4022500, 1.3207000, 0.2506650, 
+5.2089000, 5.1817000, 5.1007500, 4.9576500, 4.7279500, 
+4.3661000, 3.7832500, 2.7996500, 1.5589500, 0.2921350, 
+5.6146000, 5.5851500, 5.4983500, 5.3444500, 5.0991000, 
+4. 7150000' 4.0991000, 3.0552500, 1.7205500, 0.3188350, 
+5.7505000, 5.7211000, 5.6363000, 5.4851000, 5.2420000, 
+4.8484500, 4.2483000, 3.1934500, 1.8205500, 0.3330000, 
+5.7988000, 5.7708000, 5.6876500, 5.5407500, 5.3036000, 
+4.9180000, 4.3271000, 3.2775000, 1.8874500, 0.3398000, 
+5.7835500, 5.7564500, 5.6759000, 5.5333000, 5.3046500, 
+4.9435500, 4.3521500, 3.3168000, 1.9265000, 0.3416000, 
+5.8866000, 5.8571500, 5.7735000, 5.6254000, 5.3897000, 
+5.0215500, 4.4222500, 3.3773000, 1.9704500, 0.3420500, 
+5.9349500, 5.9050500, 5.8182500, 5.6660000, 5.4247000, 
+5.0527000, 4.4501500, 3.4050000, 1.9941500, 0.3394000, 
+5.9323000, 5.9032000, 5.8178500, 5.6686000, 5.4327000, 
+5.0667000, 4.4724000, 3.4337500, 2.0198000, 0.3376000, 
+5.9797000, 5.9503500, 5.8656000, 5.7171000, 5.4816500, 
+5.1156000, 4.5209500, 3.4756000, 2.0455000, 0.3312500, 
+5. 9271500' 5.8988000, 5.8161500, 5.6701500, 5.4392500, 
+5.0801500, 4.4947500, 3.4615500, 2.0399500, 0.3217000, 
+5.9095500, 5.8814500, 5.7972500, 5.6504500, 5.4197000, 
+5.0612000, 4.4787000, 3.4521000, 2.0371500, 0.3147000, 
+5.9687500, 5.9396500, 5.8528500, 5.7025500, 5.4671000, 
+5.1035000, 4.5142000, 3.4785500, 2.0515500, 0.3088500, 
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+6.0576000, 6.0280000, 5.9412000, 5.7889500, 5.5507000, 
+5.1827500, 4.5850500, 3.5335500, 2.0813000, 0.3034500, 
+6.1739000, 6.1445000, 6.0576000, 5.9047000, 5.6665000, 
+5.2964000, 4.7142000, 3.6287000, 2.1482000, 0.3108000, 
+6.2265000, 6.1975000, 6.1110000, 5.9585000, 5.7225000, 
+5.3540000, 4.7538500, 3.6857000, 2.1941000, 0.3201000, 
+6.2692500, 6.2397500, 6.1517500, 5.9972500, 5.7577500, 
+5.3875000, 4.7846750, 3.7140000, 2.2183000, 0.3236750, 
+6.3120000, 6.2820000, 6.1925000, 6.0360000, 5.7930000, 
+5.4210000, 4.8155000, 3.7423000, 2.2425000, 0.3272500, 
+6.3210000, 6.2917500, 6.2047500, 5.9370000, 5.6377500, 
+5.4517500, 4.8578000, 3.7983500, 2.3026500, 0.3494500, 
+6.3300000, 6.3015000, 6.2170000, 5.8380000, 5.4825000, 
+5.4825000, 4.9001000, 3.8544000, 2.3628000, 0.3716500, 
+6.4215000, 6.3922500, 6.3060000, 6.0392500, 5.7432500, 
+5.5620000, 4.9790500, 3.9345500, 2.4376250, 0.4003750, 
+6.5130000, 6.4830000, 6.3950000, 6.2405000, 6.0040000, 
+5.6415000, 5.0580000, 4.0147000, 2.5124500, 0.4291000, 
+6.5937500, 6.5630000, 6.4720000, 6.3142500, 6.0740000, 
+5.7082500, 5.1225000, 4.0785750, 2.5737000, 0.4548250, 
+6.6745000, 6.6430000, 6.5490000, 6.3880000, 6.1440000, 
+5.7750000, 5.1870000, 4.1424500, 2.6349500, 0.4805500, 
+6.6590000, 6.6265000, 6.5367500, 6.3787500, 6.1392500, 
+5.7772500, 5.1992500, 4.1676250, 2.6706250, 0.4994500, 
+6.6435000, 6.6100000, 6.5245000, 6.3695000, 6.1345000, 
+5.7795000, 5.2115000, 4.1928000, 2.7063000, 0.5184000, 
+6.4600000, 6.4500000, 6.3500000, 6.2000000, 5.9800000, 
+5.7100000, 5.1500000, 4.0900000, 2.7400000, 0.5300000, 
+6.4000000, 6.3800000, 6.2900000, 6.1400000, 5.9100000, 
+5.6500000, 5.1100000, 4.0700000, 2.7500000, 0.5400000, 
+6.3400000, 6.3200000, 6.2200000, 6.0800000, 5.8700000, 
+5.6000000, 5.0500000, 4.0500000, 2.7600000, 0.5600000, 
+6.2700000, 6.2500000, 6.1600000, 6.0200000, 5.8000000, 
+5.5500000, 5.0200000, 4.0400000, 2.7700000, 0.5600000, 
+6.2100000, 6.1900000, 6.1000000, 5.9600000, 5.7500000, 
+4.5900000, 4.9700000, 4.0200000, 2.7800000, 0.5800000, 
+6.1400000, 6.1200000, 6.0300000, 5.9000000, 5.6800000, 
+5.4300000, 4.9200000, 4.0000000, 2.7900000, 0.5900000, 
+6.0800000, 6.0600000, 5.9700000, 5.8400000, 5.6400000, 
+5.4000000, 4.9000000, 3.9900000, 2.7900000, 0.5900000, 
+6.0200000, 6.0000000, 5.9100000, 5.7800000, 5.5800000, 
+5.3400000, 4.8600000, 3.9700000, 2.7900000, 0.5900000, 
+5.9500000, 5.9400000, 5.8500000, 5.7200000, 5.5300000, 
+5.3100000, 4.8400000, 3.9600000, 2.7900000, 0.6000000, 
+5.8900000, 5.8800000, 5.7900000, 5.6600000, 5.4700000, 
+5.2500000, 4.8000000, 3.9400000, 2.7800000, 0.6000000, 
+5.8200000, 5.8100000, 5.7300000, 5.5900000, 5.4200000, 
+5.2200000, 4.7800000, 3.9300000, 2.7800000, 0.6000000/ 
* ARRAY OF SPECIES' NAMES 
data NAMES /'N02','HONO' ,'HN03' ,'033P','031D','03SD','FOR1', 
+ 'FOR2' ,'H202' ,'ACA1' ,'ACA2'/ 
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* ARRAY OF MINIMUM AND MAXIMUM LAMBDA FOR EACH SPECIES 
data ((MINMAX(i 1j) 1j=1 12) 1i=1 111) 12900 1 4500 1 3000 1 3900 1 
+ 29001 32001 29001 75001 29001 31001 29001 35001 29001 36001 
+ 29001 36001 29001 37001 29001 34001 29001 31001 
* FILL ARRAYS OF ABSORPTION COEFFICIENTS (SIGMA) and QUANTUM YIELDS (PHI) 
*************** N02 *************** 
data ((SIGMA(r 1C) 1 r=1 117) 1 c=1 11) I 
+ 0.899E-19 1 1.302E-19 1 1.848E-19 1 2.457E-19 1 3.099E-19 1 3.758E-19 1 
+ 4.283E-19 1 4.806E-19 1 5.288E-19 1 5.622E-19 1 5.904E-19 1 6.006E-19 1 
+ 5.971E-19 1 5.782E-19 1 5.400E-19 1 5.000E-19 1 4.500E-19I 
data ((PHI(r 1c) 1 r=1 117) 1 c=1 11) I 
+ 0.9991 0.9971 0.9951 0.9931 0.9911 0.9891 0.9871 0.9841 0.9811 
+ 0.9751 0.9601 0.6951 0.1301 0.0181 0.0001 0.0001 0.0001 
*************** HONO *************** 
data ((SIGMA(r 1C) 1 r=2 111) 1 c=2 12) I 
+ 0.79E-20 1 1.14E-20 1 1.75E-20 1 2.86E-20 1 4.23E-20 1 5.29E-20 1 
+ 3.98E-20 1 6.08E-20 1 3.33E-20 1 1.78E-20I 
data ((PHI (r 1c) 1 r=2 111) 1 c=2 12) I 
+ 1.001 1.001 1.001 1.001 1.001 1.001 1.001 1.001 1.001 0.001 
*************** HN03 *************** 
data ((SIGMA(r 1C) 1 r=1 1 4) 1 c=3 13) I 
+ 6.34E-21 1 2.76E-21 1 9.50E-22 1 1.80E-22I 
data ( (PHI(r 1c) 1 r=1 14) 1 c=3 13) 11.00 1 1.00 1 1.00 1 0.001 
*************** 033P *************** 
data ((SIGMA(r 1C) 1 r=1 147) 1 c=4 14) I 
+ 1.62E-18 1 4.44E-19 1 1.19E-19 1 3.36E-20 1 8.79E-21 1 1.94E-21 1 
+ 3.86E-22 1 O.OOE-00 1 O.OOE-00 1 O.OOE-00 1 O.OOE-00 1 O.OOE-00 1 
+ O.OOE-00 1 O.OOE-00 1 O.OOE-00 1 O.OOE-00 1 1.99E-22 1 3.60E-22 1 
+ 5.38E-22 1 7.48E-22 1 9.58E-22 1 1.31E-21 1 1.74E-21 1 2.20E-21 1 
+ 2.76E-21 1 3.31E-21 1 3.78E-21 1 4.54E-21 1 5.09E-21 1 4.93E-21 1 
+ 5.15E-21 1 5.52E-21 1 4.98E-21 1 4.17E-21 1 3.61E-21 1 3.18E-21 1 
+ 2.69E-21 1 2.17E-21 1 1.79E-21 1 1.52E-21 1 1.26E-21 1 9.77E-22 1 
+ 8.06E-22 1 6.76E-22 1 5.56E-22 1 4.84E-22 1 4.07E-22I 
data ((PHI(r 1c) 1 r=1 147) 1 c=4 14) I 
+ 0.01 0.01 1.01 1.01 1.01 1.01 1.01 0.01 0.01 0.01 0.01 0.01 
+ 0.01 0.01 0.01 0.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
+ 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
+ 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
*************** 0310 *************** 
data ((SIGMA(r 1c) 1 r=1 1 3) 1 c=5 15) I 
+ 1.62E-18 1 4.44E-19 1 1.19E-19I 
data ((PHI(r 1c) 1 r=1 13) 1 c=5 15) I 
+ 1.01 1.01 1.01 
*************** 03SD *************** 
data ((SIGMA(r 1c) 1 r=1 17) 1 c=6 16) I1.62E-18 1 4.44E-19 1 
+ 1.19E-19 1 3.36E-20 1 8.79E-21 1 1.94E-21 1 3.86E-22I 
data ((PHI(r 1c) 1 r=1 17) 1 c=6 16) I 
+ 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
*************** FOR1 *************** 
data ((SIGMA(r 1C) 1 r=1 18) 1 c=7 17) I 
+ 3.18E-20 1 3.25E-20 1 3.15E-20 1 2.34E-20 1 2.37E-201 1.98E-20 1 
+ 8.37E-21 1 1.76E-21I 
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data ((PHI(r,c), r=1,8), c=7,7) I 
+ 0.81, 0.66, 0.52, 0.40, 0.29, 0.18, 0.09, 0.011 
*************** FOR2 *************** 
data ((SIGMA(r,c), r=1,8), c=8,8) I 
+ 3.18E-20, 3.25E-20, 3.15E-20, 2.34E-20, 2.37E-20, 1.98E-20, 
+ 8.37E-21, 1.76E-21I 
data ((PHI(r,c), r=1,8), c=8,8) I 
+ 0.19, 0.34, 0.48, 0.60, 0.71, 0.82, 0.91, 0.991 
*************** H202 *************** 
data ((SIGMA(r,c), r=1,9), c=9,9) I 
+ 1.49E-20, 9.94E-21, 6.88E-21, 4.97E-21, 3.82E-21, 3.01E-21, 
+ 1.91E-21, 1.15E-21, 0.76E-21I 
data ((PHI(r,c), r=1,9), c=9,9) I 
+ 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.01 
*************** ACA1 *************** 
data ((SIGMA(r,c), r=1,6), c=10,10) I 
+ 4.66E-20, 4.09E-20, 2.96E-20, 1.69E-20, 6.92E-21, 1.34E-21I 
data ((PHI(r,c), r=1,6), c=10,10) I 
+ 0.329, 0.274, 0.221, 0.158, 0.100, 0.0411 
*************** ACA2 *************** 
data ((SIGMA(r,c), r=1,3), c=11,11) I 
+ 4.66E-20, 4.09E-20, 2.96E-20I 
data ((PHI(r,c), r=1,3), c=11,11) I 
+ 0.087, 0.036, 0.0071 
END 
************************************************************************ 
SUBROUTINE REACTIONS 
************************************************************************ 
300 
write (6, 300) 
format(/ I I, 
+I I ,5x,' N02 
+I I ,5x,' HONO 
+I I ,5x,' HN03 
+I I ,5x,' 03 
+I I ,5x,' 03 
+ll,5x,' 03 
+I I ,5x,' H2CO 
+I I ,5x,' H2CO 
+ll,5x,' H202 
+I I, 4x, 'CH3CHO 
+I I, 4x, 'CH3CHO 
+lll,4x, 'Press 
return 
end 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
hv 2900<1ambda<4500 
hv 3000<1ambda<3900 
hv 2900<1ambda<3200 
hv 2900<1ambda<7500 
hv 2900<1ambda<3100 
hv 2900<lambda<3500 
hv 2900<1ambda<3600 
hv 2900<1ambda<3600 
hv 2900<1ambda<3700 
+ hv ------ 2900<lambda<3400 
+ hv ------ 2900<1ambda<3100 
ENTER to continue ........ ') 
------> NO + 0(3P) I' 
------> HO + NO 
------> HO + N02 
------> 0(3P) + 02 
------> 0(1D) + 02 
------> 02(1) + 0 
------> H + HCO 
------> H2 + co 
------> 2HO 
------> CH3 + HCO I 
------> CH4 + co 
************************************************************************ 
SUBROUTINE ALBSHADOW(albedo,transmittance) 
************************************************************************ 
real*8 K, KL, KP, LALBFACT, PALBFACT 
common lar11 XJ(52,10),SIGMA(52,20),PHI(52,20),Z(10),RTCON(10) 
common LAM1, INC, SLA, SLO, TZ, IY, IM, ID, ISTRT, ISTOP, IINC 
common SPECIE, MAXZ, ITIME(100), XZ(100), K(100), JSTRT, JSTOP 
common ICLOUDS, CLOUDFACT(100) 
common KL(100), KP(100), LALBFACT(100), PALBFACT(100) 
common lar21 NAMES(11), MINMAX(11,2) 
real time, L, P 
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*--~------------------------------------------------------------------* 
* 
ADDITION TO HEADER ON OUTPUT FILE 
write (14,*) 
write (14, 1000) 
1000 format ('CHAMBER ALBEDO AND SHADOW (TRANSMITTANCE) FACTORS') 
write (14,*) 
write (14, 1010) albedo, transmittance 
1010 format ('Albedo=', F5.3, Sx, 'Transmittance 
write (14, *) 
write (14, 1020) 
F5.3) 
1020 format ('TIME', Sx, 'ZENITH', lx, 'PONENTE', lx, 'LEVANTE') 
* 
*---------------------------------------------------------------------* 
* 
CALCULATION OF COMBINED ALBEDO AND SHADOW FACTOR 
A = JSTOP - JSTRT 
B = FLOAT((JSTOP-JSTRT)/100) 
IEND = (B + (A-B*l00.)/60.) * FLOAT(60/IINC)+l. 
* set first time 
* 
* 
* 
* 
* 
* 
* 
1040 
TIME=JSTRT 
do 1030 icount=l,IEND 
iA=JSTRT/100 
iB=JSTRT-(iA*lOO) 
iC=iB+IINC*(icount-1) 
iD=INT(iC/60) 
iE=INT(iC-(iD*60)) 
time=(iA+iD)*lOO + iE 
inttime=TIME 
call SOLAR(SLA,SLO,TZ,IY,IM,ID,TIME,XC,S) 
zenith=90.-XC 
if (zenith.GT.90.) then 
zenith=90. 
endif 
write (14,1040) inttime, zenith, P, L 
format (I4, Sx, FS.l, 3x, F5.3, 3x, F5.3) 
PALBFACT(icount)=P 
LALBFACT(icount)=L 
add an increment of time to the current time 
TIME=CLOCK(TIME,IINC) 
1030 continue 
return 
end 
* 
************************************************************************ 
SUBROUTINE FACTOR(zenith,time,albedo,transmittance,P,L) 
************************************************************************ 
real*S K, KL, KP, LALBFACT, PALBFACT 
common /arl/ XJ(52,10),SIGMA(52,20),PHI(52,20) ,Z(lO),RTCON(lO) 
common LAMl, INC, SLA, SLO, TZ, IY, IM, ID, ISTRT, ISTOP, IINC 
common SPECIE, MAXZ, ITIME(l00), XZ(lOO), K(lOO), JSTRT, JSTOP 
common ICLOUDS, CLOUDFACT(l00) 
common KL(lOO), KP(lOO), LALBFACT(l00), PALBFACT(lOO) 
common /ar2/ NAMES(ll), MINMAX(ll,2) 
real time, zenith, albedo, transmittance, P, L 
real Zr, ALT, A, T, TS, PI 
A=albedo 
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T=transmittance 
C TS is transmittance squared, to account for the attenuation 
C by the two side-to-side walls 
TS=T*T 
PI=4.*ATAN(1.) 
* convert degrees to radians 
Zr=zenith*PI/180. 
* single variable for (90-zenith) 
ALT=(PI/2.)-Zr 
altitude 
***** MORNING 
if (time.LE.1200.) then 
********* LEVANTE 
if (zenith.LT.45) then 
L=1.+A*(1.-0.5*TAN(Zr)) 
end if 
if (zenith.GE.45) then 
L=1.+A*O.S*TAN(ALT) 
end if 
********* PONENTE 
if (zenith.LT.27) then 
P= 1.-0.S*TAN(Zr) + TS*O.S*TAN(Zr) + A*(1.-1.5*TAN(Zr)) + 
+ A*TS*TAN(Zr) + A*TS*O.S*TAN(Zr) 
end if 
if (zenith.GE.27.AND.zenith.LT.45) then 
P= 1.-0.S*TAN(Zr) + TS*O.S*TAN(Zr) + 
+ A*O.S*(TAN(ALT)+TAN(Zr)-2.) + 
+ A*TS*(TAN(Zr)-0.5*(4.*TAN(Zr)-4.+TAN(ALT))) + 
+ A*TS*O.S*TAN(Zr) 
end if 
if (zenith.GE.45.AND.zenith.LT.64) then 
correction=((2.*TAN(ALT)-1.)**2.)/(2.*TAN(ALT)) 
P= O.S*TAN(ALT) + TS*(1.-0.5*TAN(ALT)) + 
+ A*TS*O.S*TAN(ALT) + A*TS*(TAN(ALT)-correction) 
end if 
if (zenith.GE.64) then 
P= O.S*TAN(ALT) + TS*(1.-0.5*TAN(ALT)) + 
+ A*TS*O.S*TAN(ALT) + A*TS*TAN(ALT) 
end if 
end if 
***** AFTERNOON 
if (time.GT.1200.) then 
********* PONENTE 
if (zenith.LT.45) then 
P=1.+A*(1.-0.5*TAN(Zr)) 
end if 
if (zenith.GE.45) then 
P=1.+A*O.S*TAN(ALT) 
end if 
********* LEVANTE 
if (zenith.LT.27) then 
L= 1.-0.S*TAN(Zr) + TS*O.S*TAN(Zr) + A*(1.-1.5*TAN(Zr)) + 
+ A*TS*TAN(Zr) + A*TS*O.S*TAN(Zr) 
end if 
if (zenith.GE.27.AND.zenith.LT.45) then 
L= 1.-0.S*TAN(Zr) + TS*O.S*TAN(Zr) + 
+ A*O.S*(TAN(ALT)+TAN(Zr)-2.) + 
+ A*TS*(TAN(Zr)-0.5*(4.*TAN(Zr)-4.+TAN(ALT))) + 
+ A*TS*O.S*TAN(Zr) 
end if 
if (zenith.GE.45.AND.zenith.LT.64) then 
correction=((2.*TAN(ALT)-1.)**2.)/(2.*TAN(ALT)) 
L= O.S*TAN(ALT) + TS*(1.-0.5*TAN(ALT)) + 
+ A*TS*O.S*TAN(ALT) + A*TS*(TAN(ALT)-correction) 
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end if 
if (zenith.GE.64) then 
L= 0.5*TAN(ALT) + TS*(l.-0.5*TAN(ALT)) + 
+ A*TS*0.5*TAN(ALT) + A*TS*TAN(ALT) 
end if 
end if 
C ACCOUNT FOR TRANSMITTANCE OF THE FIRST TEFLON FILM 
C (only the two inner films are accounted for at this stage) 
L=L*T 
P=P*T 
return 
end 
************************************************************************ 
SUBROUTINE RATE(L,NZ,MINLAM,MAXLAM,SUM) 
************************************************************************ 
* This subroutine will calculate a single rate coefficient, according 
* to the given inputs: 
real*8 K, KL, KP, LALBFACT, PALBFACT 
common /arl/ XJ(52,10),SIGMA(52,20),PHI(52,20),Z(l0),RTCON(l0) 
common LAMl, INC, SLA, SLO, TZ, IY, IM, IO, ISTRT, ISTOP, IINC 
common SPECIE, MAXZ, ITIME(lOO), XZ(lOO), K(lOO), JSTRT, JSTOP 
common ICLOUDS, CLOUDFACT(l00) 
common KL(lOO), KP(lOO), LALBFACT(lOO), PALBFACT(lOO) 
common /ar2/ NAMES(ll), MINMAX(ll,2) 
SUM= 0.0 
do 400 I=MINLAM,MAXLAM,INC 
II=(I-LAMl)/INC+l 
SUM=SUM+XJ(II,NZ)*SIGMA(II,L)*PHI(II,L)*l.OE+l5 
400 continue 
return 
end 
************************************************************************ 
SUBROUTINE INTERP 
************************************************************************ 
***** This subroutine will calculate interpolated values of rate coefficients 
***** for particular times of day and zenith angles 
real*8 K, KL, KP, LALBFACT, PALBFACT 
common /arl/ XJ(52,10) ,SIGMA(52,20),PHI(52,20),Z(l0) ,RTCON(lO) 
common LAMl, INC, SLA, SLO, TZ, IY, IM, IO, ISTRT, ISTOP, IINC 
common SPECIE, MAXZ, ITIME(lOO), XZ(lOO), K(lOO), JSTRT, JSTOP 
common ICLOUDS, CLOUDFACT(l00) 
common KL(lOO), KP(lOO), LALBFACT(lOO), PALBFACT(lOO) 
common /ar2/ NAMES(ll), MINMAX(ll,2) 
dimension 0(2) ,C(27) ,W(27) ,V(5) ,ZZ(lO) ,TK(lO) 
data 0 /0.0,0.0/ 
NN=MAXZ 
do 500 JP = l,NN 
ZZ(JP) Z(JP) 
TK(JP) = RTCON(JP) 
500 continue 
***** Call for spline interpolation of rate coefficients 
call SPLNA(NN,ZZ,TK,2,0,C,W) 
II = 0 
TIME JSTRT 
510 II = II + l 
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XC = 0.0 
***** Call to compute zenith angles from time of day 
call SOLAR(SLA,SLO,TZ,IY,IM,ID,TIME,XC,5) 
XD=90.-XC 
ITIME(II)=TIME 
XZ (II)=XD 
V(l) = XD 
IF (XD.GT.90.0) GO TO 520 
***** Call second spline interpolation scheme 
call SPLNB(NN,ZZ,TK,C,V) 
K(II)=V(2) 
IF (K(II).LT.O.O) K(II)=O.O 
GO TO 530 
520 K(II) = 0.0 
530 Tl=TIME 
TIME=CLOCK(T1,IINC) 
NTIME=TIME 
IF (NTIME.GT.JSTOP) GO TO 560 
GO TO 510 
560 RETURN 
END 
************************************************************************ 
SUBROUTINE SPLNA (N,X,Y,J,D,C,W) 
************************************************************************ 
DIMENSION X(lO), Y(lO), D(2), C(30), W(30) 
c ------------------------------------------------------------------
c OVER THE INTERVAL X(I) TO X(I+1), THE INTERPOLATING 
C POLYNOMIAL 
C Y=Y(I)+A(I)*Z+B(I)*Z**2+E(I)*Z**3 
C WHERE Z=(X-X(I))/(X(I+1)-X(I)) 
C IS USED. THE COEFFICIENTS A(I),B(I) AND E(I) ARE COMPUTED 
C BY SPLNA AND STORED IN LOCATIONS C(3*I-2) ,C(3*I-1) AND 
C C(3*I) RESPECTIVELY. 
C WHILE WORKING IN THE ITH INTERVAL, THE VARIABLE Q WILL 
C REPRESENT Q=X(I+1) - X(I), AND Y(I) WILL REPRESENT 
C Y(I+1)-Y(I) 
c ------------------------------------------------------------------
c 
Q=X (2) -X (1) 
YI=Y(2)-Y(1) 
IF (J.EQ.2) GO TO 610 
c ------------------------------------------------------------------
c IF THE FIRST DERIVATIVE AT THE END POINTS IS GIVEN, 
C A(1) IS KNOWN, AND THE SECOND EQUATION BECOMES 
C MERELY B(1)+E(1)=YI - Q*D(1). 
c ------------------------------------------------------------------
C(1)=Q*D (1) 
C(2)=1.0 
W(2)=YI-C(1) 
GO TO 620 
c ------------------------------------------------------------------
c IF THE SECOND DERIVATIVE AT THE END POINTS IS GIVEN 
C B(1) IS KNOWN, THE SECOND EQUATION BECOMES 
C A(1)+E(1)=YI-0.5*Q*Q*D(1). DURING THE SOLUTION OF 
C THE 3N-4 EQUATIONS,A1 WILL BE KEPT IN CELL C(2) 
C INSTEAD OF C(1) TO RETAIN THE TRIDIAGONAL FORM OF THE 
C COEFFICIENT MATRIX. 
c ------------------------------------------------------------------
610 C(2)=0.0 
W(2)=0.5*Q*Q*D(1) 
620 M=N-2 
IF (M.LE.O) GO TO 640 
c ------------------------------------------------------------------
c UPPER TRIANGULARIZATION OF THE TRIDIAGONAL SYSTEM OF 
C EQUATIONS FOR THE COEFFICIENT MATRIX FOLLOWS--
C ------------------------------------------------------------------
DO 630 I=1,M 
AI=Q 
Q=X(I+2) -X(I+1) 
H=AI/Q 
C(3*I)=-H/(2.0-C(3*I-1)) 
W(3*I)=(-YI-W(3*I-1))/(2.0-C(3*I-1)) 
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c 
c 
c 
c 
c 
c 
c 
c 
c 
C(3*I+1)=-H*H/(H-C(3*I)) 
W(3*I+1)=(YI-W(3*I))/(H-C(3*I)) 
YI=Y(I+2)-Y(I+1) 
C(3*I+2)=1.0/(1.0-C(3*I+1)) 
630 W(3*I+2)=(YI-W(3*I+1))/(1.0-C(3*I+1)) 
640 
650 
660 
E (N-1) IS DETERMINED DIRECTLY FROM THE LAST EQUATION 
OBTAINED ABOVE, AND THE FIRST OR SECOND DERIVATIVE 
VALUE GIVEN AT THE END POINT. 
IF (J.EQ.1) GO TO 650 
C(3*N-3)=(Q*Q*D(2)/2.0-W(3*N-4))/(3.0-C(3*N-4)) 
GO TO 660 
C(3*N-3)=(Q*D(2)-YI-W(3*N-4))/(2.0-C(3*N-4)) 
M=3*N-6 
IF (M.LE.O) GO TO 680 
BACK SOLUTION FOR ALL COEFFICENTS EXCEPT 
A(1) AND B(1) FOLLOWS--
DO 670 II=1 ,M 
I=M-II+3 
670 C(I)=W(I)-C(I)*C(I+1) 
680 IF (J.EQ.1) GO TO 690 
c ------------------------------------------------------------------
c IF THE SECOND DERIVATIVE IS GIVEN AT THE END POINTS, 
C A ( 1) CAN NOW BE COMPUTED FROM THE KNOWN VALUES OF 
C B(1) AND E(1). THEN A(1) AND B(1) ARE PUT INTO THEIR 
C PROPER PLACES IN THE C ARRAY. 
c ------------------------------------------------------------------
C(1)=Y(2)-Y(1)-W(2)-C(3) 
C(2)=W(2) 
RETURN 
690 C(2)=W(2)-C(3) 
RETURN 
END 
************************************************************************ 
SUBROUTINE SPLNB (N,X,Y,C,V) 
************************************************************************ 
c 
c 
c 
c 
DIMENSION X(10), Y(10), C(30), V(5) 
V(5)=2.0 
LIM=N-1 
DETERMINE IN WHICH INTERVAL THE INDEPENDENT 
VARIABLE,V(1),LIES. 
DO 710 I=2,LIM 
IF (V(1) .LT.X(I)) GO TO 720 
710 CONTINUE 
I=N 
IF (V(1).GT.X(N)) V(5)=3.0 
GO TO 730 
720 IF (V(1).LT.X(1)) V(5)=1.0 
c -----------------------------------------------------
c Q IS THE SIZE OF THE INTERVAL CONTAINING V(1). 
c -----------------------------------------------------
c Z IS A LINEAR TRANSFORMATION OF THE INTERVAL 
C ONTO (0, 1) AND IS THE VARIABLE FOR WHICH 
C THE COEFFICIENTS WERE COMPUTED BY SPLNA. 
c -----------------------------------------------------
730 Q=X(I)-X(I-1) 
Z=(V(1)-X(I-1))/Q 
V(2)=((Z*C(3*I-3)+C(3*I-4))*Z+C(3*I-5))*Z+Y(I-1) 
V(3)=((3.*Z*C(3*I-3)+2.0*C(3*I-4))*Z+C(3*I-5))/Q 
V(4)=(6.*Z*C(3*I-3)+2.0*C(3*I-4))/(Q*Q) 
RETURN 
END 
************************************************************************ 
SUBROUTINE SOLAR (SLA,SLO,TZ,IY,IM,ID,TIME,D,NV) 
************************************************************************ 
C*** SLA ... LATITUDE (DEG) SOUTH= MINUS 
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C*** SLO ... LONGITUDE (DEG) EAST= MINUS 
C*** TZ ... TIME ZONE 
C*** 
C*** 
ALSO INCLUDES FRACTION IF LOCAL TIME IS NOT 
STANDARD MERIDIAN TIME. E.G. POONA, INDIA 5.5 
C*** IY .. YEAR 
C*** IM. . MONTH 
C*** ID.. DAY 
C*** TIME .. LOCAL STANDARD TIME IN HOURS AND MINUTES. 
C*** 1 30 PM = 1330 ** STANDARD TIME ** 
C*** D. . RETURNED VALUE 
C*** 
C*** 
C*** 
C*** 
C*** 
C*** 
C*** 
C*** 
C*** 
NV.. VALUE TO BE RETURNED, SELECTED AS 
DECLINATION (DEG.) 
FOLLOWS .... 
1 .. . 
2 .. . 
3 .. . 
4 .. . 
5 .. . 
6 .•• 
O(NV(7. 
EQUATION OF TIME ADJUSTMENT 
TRUE SOLAR TIME (HRS. ) 
HOUR ANGLE (DEG. ) 
SOLAR ELEVATION (DEG. ) 
OPTICAL AIRMASS 
OTHERWISE, D = 9999. 
DIMENSION MD (11) 
DATA MD/31,29,31,30,31,30,2*31,30,31,30/ 
DATA A,B,C,SIGA/0.15,3.885,1.253,279.9348/ 
RAD=572957.75913E-4 
SDEC=39784.988432E-5 
RE=1. 
IF (SLO.LT.O.) RE=-1. 
KZ=TZ 
TC=(TZ-FLOAT(KZ))*RE 
TZZ=FLOAT(KZ)*RE 
SLB=SLA/RAD 
K=ID 
TIMH=TIME/100. 
I=TIMH 
TIMLOC=(TIMH-FLOAT(I))/0.6+FLOAT(I)+TC 
IMC=IM-1 
IF (IMC.LT.1) GO TO 820 
DO 810 I=1,IMC 
810 K=K+MD (I) 
820 LEAP=1 
NL=MOD(IY,4) 
IF (NL.LT.1) LEAP=2 
SMER=TZZ*15. 
TK=((SMER-SL0)*4.)/60. 
KR=1 
IF (K.GE.61.AND.LEAP.LT.2) KR=2 
DAD=(TIMLOC+TZZ)/24. 
DAD=DAD+FLOAT(K-KR) 
DF=DAD*360./365.242 
DE=DF/RAD 
DESIN=SIN(DE) 
DECOS=COS(DE) 
DESIN2=SIN(DE*2.) 
(HRS.) 
DECOS2=COS(DE*2.) 
SIG=SIGA+DF+1.914827*DESIN-0.079525*DECOS+0.019938*DESIN2-0.00162* 
1DECOS2 
SIG=SIG/RAD 
DECSIN=SDEC*SIN(SIG) 
EFFDEC=ASIN(DECSIN) 
IF (NV.NE.1) GO TO 830 
D=EFFDEC*RAD 
RETURN 
830 EQT=0.12357*DESIN-0.004289*DECOS+0.153809*DESIN2+0.060783*DECOS2 
IF (NV.NE.2) GO TO 840 
D=EQT 
RETURN 
840 TST=TK+TIMLOC-EQT 
IF (NV.NE.3) GO TO 850 
D=TST 
IF (D.LT.O.) D=D+24. 
IF (D.GE.24.) D=D-24. 
RETURN 
850 HRANGL=ABS(TST-12.)*15. 
IF (NV.NE.4) GO TO 860 
D=HRANGL 
RETURN 
860 HRANGL=HRANGL/RAD 
SOLSIN=DECSIN*SIN(SLB)+COS(EFFDEC)*COS(SLB)*COS(HRANGL) 
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SOLEL=ASIN(SOLSIN)*RAD 
IF (NV.NE.S) GO TO 870 
D=SOLEL 
RETURN 
870 IF (NV.NE.6) GO TO 880 
IF (SOLEL.LE.O.) GO TO 880 
TK=SOLEL+B 
E=1./TK**C 
D=1./(A*E+SOLSIN) 
RETURN 
880 D=9999. 
RETURN 
END 
************************************************************************ 
SUBROUTINE CLOUDS 
************************************************************************ 
real*8 K, KL, KP, LALBFACT, PALBFACT 
common /ar1/ XJ(52,10) ,SIGMA(52,20),PHI(52,20),Z(10),RTCON(10) 
common LAM1, INC, SLA, SLO, TZ, IY, IM, ID, ISTRT, ISTOP, IINC 
common SPECIE, MAXZ, ITIME(100), XZ(100), K(100), JSTRT, JSTOP 
common ICLOUDS, CLOUDFACT(100) 
common KL(100), KP(100), LALBFACT(100), PALBFACT(100) 
common /ar2/ NAMES(11), MINMAX(11,2) 
A = JSTOP - JSTRT 
B = FLOAT((JSTOP-JSTRT)/100) 
IEND = (B + (A-B*100.)/60.) * FLOAT(60/IINC)+1. 
do 980 icount=1,IEND 
K(icount)=K(icount)*CLOUDFACT(icount) 
980 continue 
return 
end 
************************************************************************ 
SUBROUTINE ALBADJUST 
************************************************************************ 
real*8 K, KL, KP, LALBFACT, PALBFACT 
common /ar1/ XJ(52,10) ,SIGMA(52,20),PHI(52,20),Z(10),RTCON(10) 
common LAM1, INC, SLA, SLO, TZ, IY, IM, ID, ISTRT, ISTOP, IINC 
common SPECIE, MAXZ, ITIME(100), XZ(100), K(100), JSTRT, JSTOP 
common ICLOUDS, CLOUDFACT(100) 
common KL(100), KP(100), LALBFACT(100), PALBFACT(100) 
common /ar2/ NAMES(11), MINMAX(11,2) 
A = JSTOP - JSTRT 
B = FLOAT((JSTOP-JSTRT)/100) 
IEND = (B + (A-B*100.)/60.) * FLOAT(60/IINC)+1. 
do 980 icount=1,IEND 
KL(icount)=K(icount)*LALBFACT(icount) 
KP(icount)=K(icount)*PALBFACT(icount) 
980 continue 
return 
end 
************************************************************************ 
SUBROUTINE UNITS 
************************************************************************ 
* THIS ROUTINE CONVERTS FROM PER SEC TO PER MIN 
real*8 K, KL, KP, LALBFACT, PALBFACT 
common /ar1/ XJ(52,10),SIGMA(52,20),PHI(52,20),Z(10),RTCON(10) 
common LAM1, INC, SLA, SLO, TZ, IY, IM, ID, ISTRT, ISTOP, IINC 
common SPECIE, MAXZ, ITIME(100), XZ(100), K(100), JSTRT, JSTOP 
common ICLOUDS, CLOUDFACT(100) 
common KL(100), KP(100), LALBFACT(100), PALBFACT(100) 
common /ar2/ NAMES(11), MINMAX(11,2) 
A = JSTOP - JSTRT 
B = FLOAT((JSTOP-JSTRT)/100) 
IEND = (B + (A-B*100.)/60.) * FLOAT(60/IINC)+1. 
do 990 icount=1,IEND 
K(icount)=K(icount)*60. 
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990 continue 
return 
end 
************************************************************************ 
SUBROUTINE OUT(L,unit) 
************************************************************************ 
real*S K, KL, KP, LALBFACT, PALBFACT 
integer L 
character*2 unit 
common /arl/ XJ(52,10),SIGMA(52,20),PHI(52,20),Z(l0) ,RTCON(lO) 
common LAMl, INC, SLA, SLO, TZ, IY, IM, ID, ISTRT, ISTOP, IINC 
common SPECIE, MAXZ, ITIME(lOO), XZ(lOO), K(lOO), JSTRT, JSTOP 
common ICLOUDS, CLOUDFACT(lOO) 
common KL(lOO), KP(l00), LALBFACT(lOO), PALBFACT(lOO) 
common /ar2/ NAMES(ll), MINMAX(ll,2) 
write(l4, 900) 
900 format(/,72('-')) 
write(l4,910) NAMES(L) 
910 format (/,'RATE COEFFICENTS BELOW ARE FOR: ',A4,/) 
C write(l4,920) 
C 920 format('ORIGINAL DATA USED IN INTERPOLATION CALCULATIONS: ' 
C +,//,2X,'Z (ZENITH ANGLE)', 5X,'K (RATE CONSTNT)',/,3X, 
c +I (DEGREES) I ,16X, I (/SEC) I) 
c 
C do 930 i=l,MAXZ 
C write(l4,940) Z(i), RTCON(i) 
C 940 format(2x,F8.2,15X,El0.4) 
C 930 continue 
if (unit.EQ. 'ps') then 
write(l4,950) 
950 format(/, 
+2X, 'TIME',2X,'ZENITH',9X, 'PONENTE' ,9X,'LEVANTE',/ I 
+2X,' (LST) ',2X,' (DEGREES) ',6X,' (/SEC) ',lOX,' (/SEC)') 
else 
write(l4,955) 
955 format(/, 
+2X, 'TIME' ,2X,'ZENITH' ,9X, 'PONENTE' ,9X, 'LEVANTE' ,/I 
+2X,' (LST) I ,2X,' (DEGREES) I ,6X,' (/MIN) ',lOX,' (/MIN)') 
end if 
A = JSTOP - JSTRT 
B = FLOAT((JSTOP-JSTRT)/100) 
IEND = (B + (A-B*l00.)/60.) * FLOAT(60/IINC)+l. 
do 960 II l,IEND 
write (14,970) ITIME (II) ,XZ (II) ,KP (II) ,KL (II) 
970 format(2X,I4,5X,F5.1,6X,El0.4,6X,El0.4) 
960 continue 
return 
end 
************************************************************************ 
REAL FUNCTION CLOCK(Tl, IINC) 
************************************************************************ 
* Add an increment of minutes to a 2400 time and return a 2400 time 
T2=IINC 
IlOO=Tl/100 
T3=Tl-100.0*Il00+T2 
IlOO=Il00+INT(T3/60) 
CLOCK=IlOO*lOO.O + T3 -60.0 * INT(T3/60) 
return 
end 
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Appendix 2: ZENITH.FOR (FORTRAN 77 Source Code) 
(To Calculate Diurnal Zenith Angles) 
*********************************************************************** 
* SOLAR ZENITH ANGLE PROGRAM * 
*********************************************************************** 
real zenith, xlat, xlong, sunriz, sunset, time, tzone 
integer DATE(3), stepnumber 
character file1*50, file2*50, location*50 
logical filethere 
*---------------------------------------------------------------------* 
* GET INPUT FILE AND CREATE OUTPUT FILE * 
*---------------------------------------------------------------------* 
print* 
10 print*, 'Path and name of input file: ' 
read*, file1 
inquire (file=file1, exist=fi1ethere) 
if (.not.filethere) then 
print* 
print*, 'File does not exist (Cntrl-Break to cancel).' 
go to 10 
endif 
20 print*, 'Path and name of output file: ' 
read*, file2 
inquire (file=file2, exist=filethere) 
if (filethere) then 
print* 
print*, 'File already exists. Try another name.' 
go to 20 
endif 
open (unit=13, file=file1, status='old') 
open (unit=14, file=file2, status='new') 
*---------------------------------------------------------------------* 
* 
GET DATA FROM INPUT FILE 
* 
*---------------------------------------------------------------------* 
read (13, 25) location 
25 format (15x, A50) 
read (13, 30) DATE(3), DATE(2), DATE (1) 
30 format (15x, I2, 1x, I2, 1x, I2) 
read (13, 40) xlat 
40 format (15x, F7.2) 
read (13, 50) xlong 
50 format (15x, F7.2) 
read (13, 60) tzone 
60 format (15x, F6.2) 
*---------------------------------------------------------------------* 
* HEADER ON OUTPUT FILE * 
*---------------------------------------------------------------------* 
write (14,*) 
write (14, 62) location 
62 format ('SOLAR ZENITH ANGLES FOR ' A50) 
write (14,*) 
write (14, 64) DATE(3), DATE(2), DATE(1) 
64 format ('DATE: ' , I2, 'I' , I2, 'I' , I2) 
write (14,*) 
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write (14, 66) xlat, xlong 
66 format ('LATITUDE F7.2, ' LONGITUDE F7 .2) 
write (14,*) 
write (14, 68) tzone 
68 format ( 'TIMEZONE F6.2) 
write (14, *) 
write (14, 70) 
70 format ('HOUR ' Sx, 'ZENITH') I 
*---------------------------------------------------------------------* 
* 
MAIN WORKING PART OF THIS PROGRAM * 
*---------------------------------------------------------------------* 
do 80, stepnumber = 1, 24 
time= stepnumber/1.0 
CALL SOLAR(zenith,time,tzone,xlat,xlong,sunriz,sunset,DATE) 
write (14,90) time, zenith 
90 format (F5.2, Sx, FS.l) 
80 continue 
write (14,*) 
write (14, 100) sunriz, sunset 
100 format ('sunrise: ', F5.2, Sx, 'sunset: ' F5.2) 
end 
*---------------------------------------------------------------------* 
SUBROUTINE SOLAR(zenith,time,tzone,xlat,xlong,sunriz,sunset,DATE) 
*---------------------------------------------------------------------* 
C This subroutine calculates sunrise I sunset times and 
C solar zenith angle for all locations for any time. 
C It follows the method of Paltridge and Pxlatt 
C given in Developments in Atmospheric Science 5. 
C zenith: The angle between the vertical and the sun. 
C time: Clock time (EST) nb.not daylight saving time. 
C xlat: Latitude 
Longitude c 
c 
c 
xlong: 
sunriz, 
DATE: 
sunset: Sunrise and sunset times. 
(l)=YY (2)=MM (3)=DD 
real lha, zenith, xlat, xlong, sunriz, sunset, time, tzone 
integer DATE(3), DAYS(ll) 
DATA DAYS/31,29,31,30,31,30,31,31,30,31,30/ 
timloc=time 
PI=4.*ATAN(l.) 
K=DATE(3) 
IMC=DATE(2)-l 
IF (IMC.LT.l) GO TO 210 
C Calculate the day number from the date: 
DO 200 I=l,IMC 
K=K+DAYS (I) 
200 continue 
C Is it a leap year?: 
210 LEAP=l 
NL=DATE(l)+l900 
NL=MOD(NL,4) 
IF(NL.LT.l) LEAP=2 
C Longitude for centre of time zone: 
SM=tzone*lS. 
C Longitude correction for solar time - 4 min/day: 
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TK=((SM-xlong)*4.)/60. 
KJ=l 
IF (K.GE.6l.AND.LEAP.LT.2) KJ=2 
C GMT in fractions of a day: 
DJH=(timloc+tzone)/24. 
C Number of DAYS (at Long=O.): 
DJH=DJH+K-KJ 
C Changing DAYS into an angle: 
D = 2.*PI*DJH/365.242 
C D is the day angle and allows us to find the solar declination 
C for any time of the year. 
C Calculate the solar declination angle in radians: 
C ie the angle of the sun with respect to the celestial equator 
C (from Paltridge and Pxlatt eqn 3.8) 
del=0.006918-0.399912*COS(D)+0.070257*SIN(D)-0.006758*COS(2.*D) 
+ +0.000907*SIN(2.*D)-0.002697*COS(3.*D)+0.001480*SIN(3.*D) 
C Calculate the equation of time (from ozipm4): 
EQT=O.l2357*SIN(D)-0.004289*COS(D)+0.153809*SIN(2.*D)+ 
+ 0.060783*COS(2.*D) 
C Calculate local apparant time: 
TST=TK-timloc-EQT 
* this equation of time is from azzi 
* EQT=0.000075+0.001868*COS(D)-0.032077*SIN(D)-0.014615*COS(2.*D) 
* + -0.040849*SIN(2.*D) 
* 
* Calculate local apparent time (use this with the azzi eqn of time) : 
* local apparent time=clock time + longitude correction + eqn. of time 
* TST=TK+timloc+EQT 
C Hour angle: 
lha=ABS(TST-12.)*PI/12. 
zenith=90. 
C COMPUTE LATITUDE ANGLE dlat: 
dlat=xlat*(PI/180.0) 
C COMPUTE SUNRISE AND SUNSET: 
if (sunriz.EQ.O.O) then 
TANl=SIN(dlat)/(l.E-15+COS(dlat)) 
TAN2=SIN(del)/(l.E-15+COS(del)) 
XXX=-TANl*TAN2 
HALFDY=ACOS(XXX) 
HALFDY=HALFDY*180./PI 
sunriz=l2.-(HALFDY+TK*15.+52./60./COS(dlat))/15. 
sunset=12.+(HALFDY-TK*15.+52./60./COS(dlat))/15. 
endif 
C Only compute zenith angle if sun is up in dat great big sky: 
IF (timloc.GE.O.O.AND.timloc.LE.sunriz) RETURN 
IF (timloc.GE.sunset.AND.timloc.LE.24.) RETURN 
C COMPUTE ZENITH ANGLE: 
temp=COS(dlat)*COS(del)*COS(lha) +SIN(dlat)*SIN(del) 
if (temp.EQ.O.) then 
zenith= 90.0 
elseif (temp.EQ.l.) then 
zenith= 0.0 
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else 
ztan=SQRT(l.O/(temp**2) -1.0) 
zenith=ATAN(ztan) 
zenith=zenith*(l80.0/PI) 
endif 
return 
END 
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Appendix 3: PKSSRATE.FOR (FORTRAN 77 Source Code) 
(To Convert Chamrate Output to Format Suitable for PKSS Programs) 
*----------------------------------------------------------------------* 
* PKSSRATE.FOR: FOR CONVERTING CHAMRATE.EXE OUTPUT TO TABLE FORMAT FOR * 
* 
* 
* 
* 
* 
THE PKSS PROGRAMS, FOR USE IN THE TOLUENE MODELLING 
07/03/97 
IT IS ASSUMED THAT THE INPUT DATA IS HOURLY FROM SAM TO 17PM 
"NROWS" IS ONLY USED IN ANTICIPATION OF FUTURE PROGRAM UPGRADES 
* 
* 
* 
* 
* 
*----------------------------------------------------------------------* 
C ARRAY DECLARATION AND INITIALISATION 
* KP=Ponente rate coefficients 
* KL=Levante rate coefficients 
real KP(20,7), KL(20,7), KPout(20,7), KLout(20,7) 
integer minutes(20), time(20), nrows, chambout 
character units*3 
logical filethere 
* tn=trip number 
* dn=day number 
integer a, b, c 
character dirin*60, dirout*60, datafile*BO, fileroot*70, ok*2 
character levout*BO, ponout*BO, tn*S, dn*S 
*----------------------------------------------------------------------* 
* PRINT HEADER TO SCREEN * 
*----------------------------------------------------------------------* 
print 1 
1 format (20(/),lSx,'CHAMRATE.EXE OUTPUT--> PKSS TABLE CONVERSION') 
print* 
print* 
print 2 
2 format (' Written by:') 
print* 
print 3 
3 format (' Aaron Wiegand') 
print 4 
4 format (' School of Physical Science') 
print S 
S format (' Queensland University of Technology') 
print* 
print* 
print*, 'INPUT DATA *MUST* BE HOURLY FROM SAM TO 17PM.' 
print*, 'Control-C to cancel.' 
print* 
*----------------------------------------------------------------------* 
* 
GET ALL PRELIMINARY INPUT DATA FROM DATA-FILE * 
*----------------------------------------------------------------------* 
filethere = .false. 
print* 
10 dirin='c:\f77l\chamrate\' 
print 11, dirin 
11 format (lx, 'Input-file directory = ', A60) 
print*, 'Is this default directory OK (y/n)? ' 
read*, ok 
if (ok.NE.'y' .AND.ok.NE.'Y') then 
print* 
print*, 'Path and name of input-file directory (end with\): ' 
read*, dirin 
end if 
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12 dirout='c:\modeling\jrt\' 
print 13, dirout 
13 format (1x,'Output-file directory 
print*, 'Is this default directory 
read*, ok 
if ( ok. NE . 'y' . AND . ok. NE . 'Y' ) then 
print* 
, A60) 
OK (y/n)? ' 
print*, 'Path and name of output-file directory (end with\): ' 
read*, dirout 
end if 
print* 
print*, 'Name of input file (NOTE EXAMPLE: S1D21): 
read*, datafile 
read (datafile,15) tn, dn 
15 format (1x,A1,1x,A2) 
C STICK THE STRINGS TOGETHER (INPUT FILE) : 
fileroot=dirin 
a=index(fileroot,' ') 
b=index(datafile,' ') 
fileroot(a:a+b)=datafile 
datafile=fileroot 
C STICK THE STRINGS TOGETHER (OUTPUT FILES) : 
fileroot=dirout 
a=index(fileroot,' ') 
b=index(tn,' ') 
fileroot(a:a+b)=tn 
c=index(fileroot,' ') 
levout=fileroot 
ponout=fileroot 
levout(c:) ='1' 
ponout(c: )='p' 
levout(c+1:)=dn 
ponout (c+1:) =dn 
levout(c+3:)=' .jrt' 
ponout(c+3:)=' .jrt' 
C CHECK THAT INPUT FILE EXISTS: 
inquire (file=datafile, exist=filethere) 
if (.not.filethere) then 
print* 
print*, 'File does not exist (Cntrl-Break to Cancel).' 
go to 10 
endif 
open (unit=13, file=datafile, status='old') 
C CHECK THAT OUTPUT FILES DON'T EXIST: 
inquire (file=levout, exist=filethere) 
if (filethere) then 
print* 
print*, 'Output file already exists. TERMINATING PROGRAM.' 
go to 1000 
endif 
C ASK FOR MILITARY TIME OF CHAMBER OUT 
print*, 'What time was the chamber put out? (eg 9:23 
read*, chambout 
C SKIP HEADER (32 ROWS) : 
do 20 iterate=1,32 
read (13,*) 
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0923)! I 
20 continue 
C DETERMINE NUMBER OF DATATIMES (nrows- should be 13): 
itemp=9999 
do 27 iterate=1,20 
read (13,26) itemp 
26 format (I4) 
if (itemp.EQ.O) then 
nrows=iterate-1 
goto 2S 
end if 
27 continue 
C DETERMINE UNITS (MIN or SEC) 
2S read (13,*) 
read (13,*) 
read (13,*) 
read (13,*) 
read (13,*) 
read (13,*) 
read (13,30) units 
30 format(26x,A3) 
************************************************************************ 
* 
START OF MAIN 
* 
************************************************************************ 
call ratas(KP, KL, nrows) 
close (unit=13) 
call format(KP, KPout, KL, KLout, time, minutes, chambout, nrows) 
call output(KPout,KLout,minutas,tima,nrows,units,lavout,ponout) 
1000 and 
************************************************************************ 
*----------------------------------------------------------------------* 
subroutine ratas(KP, KL, nrows) 
*----------------------------------------------------------------------* 
real KP(20,7), KL(20,7) 
integer nrows 
C HVN02: 
call getdata(KP, KL, nrows, 1) 
call skipS 
C HVHONO: 
call getdata(KP, KL, nrows, 2) 
call skipS 
C HVHN03: 
call skipspacia(nrows) 
call skipS 
C HV0303P: 
call gatdata(KP, KL, nrows, 3) 
call skipS 
C HV0301D: 
call gatdata(KP, KL, nrows, 4) 
call skipS 
C HV03SD: 
call skipspacie(nrows) 
call skipS 
C HVHCHOr: 
call getdata(KP, KL, nrows, S) 
call skipS 
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C HVHCHOs: 
call getdata(KP, KL, nrows, 6) 
call skipS 
C HVH202: 
call getdata(KP, KL, nrows, 7) 
return 
end 
*----------------------------------------------------------------------* 
subroutine getdata(KP, KL, nrows, column) 
*----------------------------------------------------------------------* 
real KP(20,7), KL(20,7) 
integer row, nrows, column 
do 100 row=1,nrows 
read (13,110) KP(row,co1umn), KL(row,column) 
110 format (22x, E10.4, Sx, E10.4) 
100 continue 
return 
end 
*----------------------------------------------------------------------* 
subroutine skipS 
*----------------------------------------------------------------------* 
do 500 iterate=1,S 
read (13,*) 
500 continue 
return 
end 
*----------------------------------------------------------------------* 
subroutine skipspecie(nrows) 
*----------------------------------------------------------------------* 
integer nrows 
do 600 iterate=1,nrows 
read (13,*) 
600 continue 
return 
end 
*----------------------------------------------------------------------* 
subroutine format(KP,KPout,KL,KLout,time,minutes,chambout,nrows) 
*----------------------------------------------------------------------* 
C THIS WILL CALCULATE THE NUMBER OF MINUTES THE EXPERIMENT HAS RUN 
C AND MAKE ROW ONE IN THE ARRAY TIME=Omins (LINEAR INTERPOLATION) 
* 
real KP(20,7), KPout(20,7), KL(20,7), KLout(20,7), F 
integer minutes(20), time(20), chambout, hour, mins, startmins 
integer tempmins(20), row1, row2, rowout, nrows 
hour=chambout/100 
mins=chambout-(hour*100) 
startmins=(hour*60)+mins 
set first cell in time arrays 
minutes(1)=0 
time(1)=chambout 
* calculate number of minutes since chambout for each hour 
do 700 iterate=1,20 
tempmins(iterate)=((iterate+4)*60)-startmins 
700 continue 
C INTERPOLATION SCHEME 
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* 
rows containing interpolation datapoints: 
row1=hour-4 
row2=row1+1 
* fraction by which to multiply the differences: 
F=real(mins/60.) 
* interpolations: 
do 710 icol=1,7 
KPout(1,icol)=KP(row1,icol)+F*(KP(row2,icol)-KP(row1,icol)) 
KLout(1,icol)=KL(row1,icol)+F*(KL(row2,icol)-KL(row1,icol)) 
710 continue 
* filling the rest of the data (row2 to nrows, all columns): 
rowout=2 
do 720 row=row2,nrows 
do 730 icol=1,7 
KPout(rowout,icol)=KP(row,icol) 
KLout(rowout,icol)=KL(row,icol) 
minutes(rowout)=tempmins(row) 
time(rowout)=(row+4)*100 
730 continue 
rowout=rowout+1 
720 continue 
* set nrows to number of data rows in output arrays 
nrows=nrows-row1+1 
return 
end 
*----------------------------------------------------------------------* 
subroutine output(KP,KL,minutes,time,nrows,units,levout,ponout) 
*----------------------------------------------------------------------* 
C NOTE THAT "KP" AND "KL" ARE *ACTUALLY* "KPout" AND "KLout" 
real KP(20,7), KL(20,7) 
integer minutes(20), time(20), row, nrows 
character levout*80, ponout*80, units*3 
open (unit=14, file=levout, status='new') 
open (unit=15, file=ponout, status='new') 
C LEVANTE 
write (14,800) units 
800 format('{RATE COEFFICENTS FOR LEVANTE IN PER' A3, '}') 
write (14,801) 
801 format('TABLE [HVN02,HVHON0*100,HV0303P*100,HV0301D*1000,', 
+'HVHCHOr*1000,HVHCHOs*1000,HVH202*1000]=') 
do 820 row=1,nrows-1 
write(14,830) minutes(row), time(row), KL(row,1), 
+ KL(row,2)*100, KL(row,3)*100, KL(row,4)*1000, 
+ KL(row,5)*1000, KL(row,6)*1000, KL(row,7)*1000 
830 format(I3,' {',I4,'}: ',F6.4,', ', 
+ F6.4,', ',F6.4,', 'tF6.4,' I ',F6.4t't ',F6.4,', ',F6.4,', ') 
820 continue 
* last line for levante with semi-colon at the very end 
row=nrows 
write(14,840) minutes(row), time(row), KL(row,1), 
+ KL(row,2)*100, KL(row,3)*100, KL(row,4)*1000, 
+ KL(row,5)*1000, KL(row,6)*1000, KL(row,7)*1000 
840 format(I3,' {',I4,'}: ',F6.4,', ', 
+ F6. 4' ' I ' 'F6 . 4' ' ' ' 'F6. 4 ' ' I ' 'F6 . 4 I ' ' ' I F6. 4 I ' I ' 'F6. 4 ' ' ; ' ) 
C PONENTE 
write (15,850) units 
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850 format( 1 {RATE COEFFICENTS FOR PONENTE IN PER 1 A3, 1 } 1 ) 
write (15,851) 
851 format( 1 TABLE [HVN02,HVHON0*100,HV0303P*100,HV0301D*1000, 1 , 
+ 1 HVHCHOr*1000,HVHCHOs*1000,HVH202*1000]= 1 ) 
do 870 row=1,nrows-1 
write(15,880) minutes(row), time(row), KP(row,1), 
+ KP(row,2)*100, KP(row,3)*100, KP(row,4)*1000, 
+ KP(row,5)*1000, KP(row,6)*1000, KP(row,7)*1000 
880 format(I3, 1 { 1 ,!4, 1 }: 1 ,F6.4, 1 , 1 , 
+ F6. 4, I , I , F6 . 4 , I , I , F6. 4 , I , I , F6. 4 , I , I , F6. 4, I , I , F6. 4 , I , I ) 
870 continue 
* last line for ponente with semi-colon at the very end 
890 
row=nrows 
write(15,890) minutes(row), time(row), KP(row,1), 
+ KP(row,2)*100, KP(row,3)*100, KP(row,4)*1000, 
+ KP(row,5)*1000, KP(row,6)*1000, KP(row,7)*1000 
+ 
format(I3, 1 { 1 ,!4, 1 }: 1 ,F6.4, 1 , 1 , 
F6. 4, I , I , F6 . 4, I , I , F6. 4, I , I , F6. 4, I , I , F6. 4, I , I , F6. 4 , I ; I ) 
return 
end 
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