Abstract. We describe a novel variational formulation of the inverse elasticity problem given interior data. The strong form of this problem is governed by equations of pure advective transport. To address this problem, we generalize the adjoint-weighted variational equation (AWE) formulation, originally developed for flow of a passive scalar. Here, we shall study the properties of the AWE formulation in the context of inverse plane stress elasticity imaging. We show that the solution of the AWE formulation is equivalent to that of the strong form when both are well posed. We prove that the Galerkin discretization of the AWE formulation leads to a stable, convergent numerical method, and prove optimal rates of convergence.
Introduction
"Elastography" refers to a collection of imaging techniques that allow mechanical strain distributions to be imaged and noninvasively quantified in vivo. Given a displacement field thus measured in the interior of an elastic body, we seek to determine the stiffness coefficients of the body.
The most robust methods available to solve this inverse problem is by iterative optimization; (see, e.g. [1] [2] [3] , and references therein.) Direct methods, on the other hand, require no iteration to reach a solution. Such methods to estimate the stiffness distribution from measured timedependent displacment fields have been available for some time [4] [5] [6] [7] [8] . These methods take advantage of time dependent deformation data, which provides a known forcing term to the momentum equation. This seems to permit the neglect of several terms in the equation without significant loss of accuracy. This includes, for example, the reduction of the vector elasticity equation to a scalar potential problem. For quasistatic deformations, on the other hand, the same approximations lead to nonsensical results.
Here we focus on the direct (i.e. non-iterative) solution of the full elasticity inverse problem. Thus we need to solve a system of equations analogous to pure advective transport. To do so, we generalize a novel variational formulation, the adjoint-weighted variational equation (AWE) formulation originally introduced in [9, 10] . The AWE formulation was first developed to solve the problem of pure advection of a scalar [9] . It was subsequently generalized and applied to inverse heat conduction [10] . Here, we shall study the properties of the AWE formulation in the context of plane stress inverse elasticity imaging. To that end, the treatment here closely parallels the treatment in [10] , but generalized for elasticity rather than heat conduction. The formulation thus treats the full vector elasticity equation and the analysis indicates it performs well with both quasistatic and time-dependent data.
Below we introduce the inverse problem considered here, that for plane stress incompressible elasticity. We regard this as a model problem for other elasticity inverse problems, though it's worth noting that different elasticity models yield different AWE formulations. For example, plane stress incompressible elasticity has an AWE formulation that differs significantly from that of plane strain incompressible elasticity. For simplicity, we restrict our attention here to the case of plane stress. Following the inverse problem statement, we give the AWE formulation. We discuss the (relatively mild) conditions for its well-posedness, and prove uniqueness. We show that the solution of the AWE formulation is equivalent to that of the strong form when both are well posed. We then describe a Galerkin discretization of AWE, and prove that it leads to a stable, convergent numerical method that has optimal rates of convergence.
Formulation
We consider an elastic sheet occupying the 2D region Ω, with boundary Γ. We let u(x, y) ≡ u(x 1 , x 2 ) ≡ u(x) denote the displacement field in the sheet as a function of the spatial coordinate x. In thinking of sheet as a degenerate thin elastic solid, the displacement field u(x) represents the displacement of the midplane of the sheet.
We assume the displacement field in the sheet is consistent with plane stress conditions, and that the sheet is comprised of an incompressible material. In that case, we may write the in-plane (2D) stress tensor σ as:
Here µ is the unknown (sought) shear elastic modulus, and the rank two tensor A is known in terms of the measured displacements as:
Conservation of linear momentum requires that the stress tensor satisfy:
Equations (1-3) give us a system of advection-like equations for the unknown shear modulus, µ, given the measurement tensor A. This equation has a unique solution up to a single multiplicative constant [11] . 
This problem for µ p is clearly overconstrained. As such, the prescribed data, that is the tensor A(x), must satisfy a solvability condition. That condition is derived in [11] , along with the exact analytical solution of this inverse problem.
In the variational context, we shall work below with weak solutions in H 1 (Ω), which are not required to be continuous in 2 or higher dimensions. For that reason, we consider constraining the solution not by the value of µ(x) at one point, but rather by its mean over the entire domain. Therefore we introduce:
Given A(x) everywhere nonsingular in Ω ⊂ R 2 , findμ(x) that satisfies:
We note from physical considerations thatμ o > 0; we expect the shear modulus to be everywhere non-negative, so that its mean is positive. The continuous functions µ p (x) andμ(x) are scalar multiples of each other, and given one solution it is easy to create the other. Givenμ(x) continuous at x = x o , for example, we may write:
Alternatively, if we are given µ p (x), we may computeμ(x) as:
Thus from a continuous solution of one problem we may easily generate a continuous solution of the other. Below we find it convenient to work in terms of the deviation ofμ from its mean valueμ o . To that end, we introduce:
Introducing (10) into (6 -7) gives
with 
AWE Formulation
The Adjoint Weighted variational Equation (AWE) is a novel weak formulation of the problem.
In the AWE formulation, we seek µ ∈ V such that for all w ∈ V:
where
and
We note that this is similar to the least-squares weak formulation, but with the adjoint operator, rather than the original operator, in the weighting slot. They become identical in the special case that ∇ · A = 0.
Assumptions on the data
In the inverse problem considered here, we assume we are given the fields A(x). In the analysis of the AWE formulation below, we make several assumptions on smoothness of the data. We find it useful to enumerate these here.
Necessary Conditions:
The AWE bilinear form induces a natural norm on V, that we call the A−norm. Thus we define:
To call this a norm, we are of course assuming that
We note that since A 2 is non-negative definite, the only case in which the tensor field A may not provide a suitable norm for analysis is when A is singular. That happens only in the situation where the stress is uniaxial.
The second assumption is a generalized Poincaré inequality. We assume that there exists a constant C A p < ∞ such that:
Here, q 2 is expressed in terms of the given data A as:
The third and final necessary assumption is that the A−norm is bounded by the H 1 norm on V. That is, we assume that there exists a finite, positive constant C, such that 
AWE stability
We now examine coercivity of b(·, ·):
In deriving (25) we have utilized the fact that A T = A. The first term in (25) is w 2 A , and hence is positive definite.
We note that for any > 0,
Using (26) in (25) gives
In equation (29) we used assumption (20) to introduce the generalized Poincaré constant C A p . The constant C 1 is in the brackets in (29); setting = 1/ C A p gives
The condition C 1 > 0 is sufficient to show that the AWE weak form is coercive. Whether C 1 is positive depends upon the data. It is clear from equation (25), for example, that for ∇ · A = 0, that C 1 = 1 > 0. For sufficiently small ∇ · A, therefore, C 1 will remain positive. For very rough data, i.e. data for which ∇ · A is very large, then C 1 may become negative and the AWE method may lose coercivity. We note that C 1 depends upon the Poincaré constant C A p , which itself also depends upon the vector fields A. Henceforth, we assume that condition C 1 > 0, so that b(·, ·) is coercive.
AWE uniqueness
Suppose µ 1 and µ 2 both satisfy (14). Let v = µ 1 − µ 2 ∈ V. Then by linearity of b(·, ·), we conclude
Since v ∈ V, we may choose w = v in (32) to find b(v, v) = 0. By the coercivity of b(·, ·), we conclude that v = 0, and hence µ 1 = µ 2 . That is, any solution of equation (14) is unique. 
Equivalence between AWE formulation and strong formulation
Here we wish to show that if µ satisfies the strong form, then it satisfies AWE, and vice versa.
Forward Let µ satisfy (11) and (12) . Then by construction, µ satisfies (14).
Reverse Let µ satisfy (14), and assume that a solution of (11) and (12) exists. Let v be that solution of (11) and (12). Then by the forward argument, v also satisfies (14). By uniqueness µ = v. Thus µ satisfies (11) and (12) . Remark: For choices of A that violate the solvability condition (c.f. [11] ) there is no solution of the strong form. The Lax-Milgram theorem (c.f. [12] ) shows that a solution of (14) still exists for this same choice of A, however. This suggests that the AWE variational formulation will be more robust to noisy data than will a formulation based on the exact solution given in [11] .
Convergence of Discrete AWE

Discretization of AWE
The Galerkin finite element approximation of the AWE formulation (14) is constructed by replacing the functions with finite dimensional counterparts, typically continuous piecewise polynomials. The support of these functions is defined by a mesh partition of the domain Ω into non-overlapping regions (element domains). This set of functions is denoted V h ⊂ V.
Let
Convergence
Denote the Galerkin discretization error by e = µ − µ h . Then by (14) and (33), e satisfies
Let µ i denote an interpolant of µ. Let e = e i + e h , where e i = µ − µ i is the interpolation error, and e h = µ i − µ h . Then by linearity of b(·, ·) we have:
Thus,
Select w h = e h in (36) to get:
By continuity of b(·, ·) (c.f. [13] ), we have
By coercivity of b(·, ·), (see eqn (30)), we have Equations (37-39) give
Therefore,
triangle inequality (42)
by (40) (43)
Here h represents the element size and p is the polynomial order of completeness of functions in V h . See, for example, [13] .
Discussion and Conclusions
We presented a new variational formulation of the inverse elasticity problem. A classical formulation of the inverse problem is written in terms of the strong form of the differential equations. While an exact solution of these equations exists [11] , it requires the measured data to satisfy a rather restrictive solvability condition. Further, even if the data do satisfy the solvability condition, small changes to the given data may then cause the solvability condition to be violated. It is clear, therefore, that the strong form of the inverse problem is ill-posed. The adjoint-weighted variational equation (AWE) formulation of the inverse problem, on the other hand, is well-posed. Under relatively mild assumptions on the data, we are assured that the solution exists, is unique, and depends continuously upon the measured fields. When the data satisfies the solvability condition of the strong form, the AWE formulation and strong formulation give us the same solution.
The AWE formulation lends itself naturally to Galerkin discretization and results in a stable and provably convergent numerical method. In the analysis of the method, we made several assumptions on the data. In practice, simple methods to evaluate the validity of those assumptions would be required.
A significant practical weakness of the AWE formulation is that it requires the displacement field to be measured in two dimensions. Current ultrasound imaging methods give very precise measurements in the direction of sound propagation, but are challenged in making accurate measurements of displacements transverse to the direction of sound propagation. Magnetic Resonance methods, on the other hand, can measure accurately displacement components in several directions, and this may provide the first domain of practical application of the AWE method.
