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Abstract
We show that the averaged equation for a one-frequency fast-oscillating system is the
result of symplectic reduction of a certain natural Hamiltonian system with respect to an
S1-action. Furthermore, if the reduced configuration space happens to be a group, then
under natural assumptions the averaged system is the Euler equation on a central extension
of that group. This gives a new explanation of the drift, common in averaged system, as
a similar shift is typically present in symplectic reductions and central extensions.
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1
1 Introduction
Dynamical systems with fast-oscillating conditions are ubiquitous in physics: they naturally
arise in mechanics, astrophysics, fluid and air dynamics, and many other domains. They
often exhibit surprising properties, a beautiful example of which is the inverted pendulum,
which stabilizes via fast vibration of its pivot. The standard way of analyzing such equations
includes a procedure of constructing an averaged system, whose solutions remain close to
those of the original system for very long time (see e.g. [7, 9, 1, 2]).
In many examples of Hamiltonian one-frequency oscillating system one obtains an addi-
tional term, a drift in the averaged equation. A similar drift (or shift) is observed in many
hydrodynamical-type systems, including the β-plane equation in meteorology (see e.g. [6]),
infinite-conductivity equation for the electron flow [8], and the Craik-Leibovich equation for
an ideal fluid confined to a domain with oscillating boundary [5, 13]. In those hydrodynam-
ical systems such a shift is often related to the consideration of a central extension of an
appropriate Lie algebra [12].
Below we explain this phenomenon by building a general connection between the averaging
method and symplectic reduction in appropriate, possibly nontrivial, S1-bundles. Namely,
it turns out that the averaged equation for a fast-oscillating system with one frequency is
the result of a symplectic reduction of Newton’s equation with respect to an S1-action. In
this reduction the curvature of the corresponding fiber bundle enters the result of averaging,
somewhat similar to how it arises in the description of gyroscopes on surfaces [4]. Morever,
if the configuration space is a group G, then under natural assumptions the averaged system
is the Euler equation on a (possibly trivial) central extension of G, and can be regarded
as the result of “reduction by stages” [10]. The framework described below also explains
why the Craik-Leibovich equation in averaging theory has a structure similar to that of the
infinite-conductivity and β-plane equations, related to certain magnetic and gyroscopic forces.
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The symplectic reduction of a cotangent bundle over a group action is one of the most
studied objects in symplectic geometry. One observes two features for the reduction over
a nonzero value of the momentum map: the appearance of a twisted symplectic structure,
where a new magnetic term supplements the canonical symplectic form of the reduced space,
and the appearance of an amended potential function, see Section 2. It turns out that exactly
these two additional phenomena occur in the averaging procedure, and we explain its relation
to the symplectic reduction in Section 3. This can be summarized in the following statement,
which is a combined version of Theorems 3.6 and 5.4.
Theorem 1.1. For a natural slow-fast Hamiltonian system the resulting slow (averaged)
system coincides with the one obtained by space averaging over the fibers of an appropriate
S1-bundle and performing the symplectic reduction of the corresponding cotangent bundle over
S1-action at the momentum value related to the fast frequency. The averaged system turned
out to be a natural Hamiltonian system with an amended potential function with respect to a
twisted (magnetic) symplectic structure.
In many examples these two contributions, the magnetic term and the potential amend-
ment, are of different order in the small parameter of perturbation. It would be interesting
to see if it is always the case.
Furthermore, central extensions appear whenever the base of the reduction turns out to
be a group by itself, as discussed in Section 4. This can be regarded as a manifestation of the
reduction by stages developed in [10]. The second main result of the paper is the following
abbreviated version of Theorem 4.3:
Theorem 1.2. If the slow manifold is a group G and the perturbed Hamiltonian system is
invariant relative to the G-action, then the second reduction of such a fast oscillating system
gives an Euler equation, Hamiltonian with respect to the Poisson-Lie bracket on a central
extension pg of the corresponding Lie algebra g.
The essence of the paper is described in the diagram in Figure 1: we show how to view
the fast time averaging approximation on the left by going via the averaging on the top and
reduction in the right column of the diagram. We describe this averaging-reduction procedure
in Section 3, and compare its result with the one obtained by using the classical fast-time
averaging method in Section 5.
In Section 6 we describe three examples by using the averaging-reduction procedure de-
veloped in this paper: the vibrating pendulum manifests the appearance of the amended
potential, the Craik-Leibovich equation for oscillating boundary is related to the magnetic
term in the symplectic structure (and a central extension), while the motion of particles in
rapidly oscillating potentials (cf. [3]) has both magnetic term and additional potential present
upon averaging. (Note that instead of the classical approach of applying canonical transfor-
mations, the present paper gives an alternative method of averaging natural Hamiltonian
systems: one can average the metric, which contains all relevant information, and then obtain
the averaged natural system directly from that new metric.)
While the Hamiltonian reduction part of this paper is also valid for high-dimensional
torus action, i.e. for many-frequency case, the approximation theorem does not work in this
generality, as for several frequencies resonances can appear unavoidably in such systems, as
e.g. KAM theory manifests.
Acknowledgments. We are grateful to Mark Levi and Anatoly Neishtadt for stimulating
discussions. A part of this work was done when C.Y. was visiting the Fields Institute in
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2 Symplectic reduction of cotangent bundles
We start by recalling (following [10]) general results on the symplectic (or Hamiltonian) re-
duction. Consider an action of an abelian group T :“ S1 (or more generally, a torus T k)
common in averaging, while the results with appropriate amendments hold for a reduction
by any Lie group. Assume that the group T acts on a configuration space Q (from the right)
properly and freely, so that the quotient space Q{T is a manifold. Our first goal is to reduce Q
by the T-action and describe structures on the reduced phase space. The quotient projection
π : Q Ñ B :“ Q{T defines a principal fiber bundle over the base B. It turns out that the
curvature of this T-bundle enters the symplectic structure of the reduced manifold.
Namely, the group T acts on T ˚Q by cotangent lifts, and we denote the momentum map
of this action by J : T ˚Q Ñ t˚. The momentum map is a natural pointwise projection of
T ˚q Q to t
˚, the cotangent space to the fiber at any q P Q. For an arbitrary value µ P t˚ of the
momentum map consider the reduced phase space1 pT ˚Qqµ :“ J´1pµq{T.
Theorem 2.1. (see e.g. [10]) Let T be an abelian group acting on a manifold Q so that
π : Q Ñ Q{T “: B is a principal fiber bundle, and fix µ P t˚. Let A : TQ Ñ t be any
connection 1-form on this bundle. Then
iq for µ “ 0 there is a symplectic diffeomorphism between pT ˚Qq0 and T ˚B “ T ˚pQ{Tq
equipped with the canonical symplectic form ωcan;
iiq for µ ­“ 0 there is a symplectic diffeomorphism between pT ˚Qqµ and T ˚B, where the
latter is equipped with symplectic form ωµ :“ ωcan ´ βµ. Here the 2-form βµ :“ π˚Pσµ on
T ˚B is obtained by the pull-back via the cotangent bundle projection πP : T
˚B Ñ B from the
2-form σµ on B. The latter 2-form is the µ-component of the curvature of the principal fiber
bundle Q over B, namely π˚σµ “ d xµ,Ay .
Proof outline. We just recall an explicit form of the isomorphism between pT ˚Qqµ and
T ˚pQ{Tq, see Theorem 2.3.3 in [10] for more detail.
The isomorphism ϕ0 : pT ˚Qq0 Ñ T ˚pQ{Tq is defined by noting that
J´1p0q “ tpq P T ˚Q : 〈pq, ξQpqq〉 “ 0 for all ξ P tu ,
where ξQ is the vector field on Q corresponding to the infinitesimal action ξ, i.e. vectors ξQpqq
span the vertical subspace at q. Thus the map Φ : J´1p0q Ñ T ˚pQ{Tq given by
〈Φppqq, π˚pvqq〉 “ 〈pq, vq〉 (1)
is well defined. The map Φ is T-invariant and surjective, and hence induces a quotient map
ϕ0 : pT ˚Qq0 Ñ T ˚pQ{Tq.
The isomorphism ϕµ : pT ˚Qqµ Ñ T ˚pQ{Tq is the composition ϕµ “ ϕ0 ˝ shiftµ of ϕ0
with the isomorphism shiftµ : pT ˚Qqµ Ñ pT ˚Qq0 defined as follows. Introduce a map Shiftµ :
J´1pµq Ñ J´1p0q by
Shiftµppqq “ pq ´ 〈µ,Apqq〉
1For an arbitrary Lie group the reduced space is defined as J´1pµq{Tµ where Tµ is the stationary subgroup
of µ. In this section we use the fact that T is abelian, and hence the stationary group Tµ coincides with the
full group: Tµ “ T.
4
for any pq P J´1pµq. It is T-invariant so that it drops to a quotient map shiftµ : pT ˚Qqµ Ñ
pT ˚Qq0. The t-valued 2-form dA is the curvature of the (abelian) connection A, while to
construct the 2-form σµ one uses its µ-component, cf. [10].
Remark 2.2. The isomorphism between pT ˚Qqµ and T ˚B “ T ˚pQ{Tq is connection-
dependent. The reduced symplectic form on T ˚B is modified by the curvature 2-form σµ
on B, which is traditionally called a magnetic term since it also appears in the description of
motion of a charged particle in a magnetic field on B.
Assume also that the space Q is equipped with a T-invariant metric. It defines an invariant
distribution of horizontal spaces: at each point q P Q there is a subspace of TqQ orthogonal
to the fiber (i.e. the T-orbit) at q. Hence the metric defines an invariant connection 1-form
A : TQÑ t on this fiber bundle, called mechanical connection.
Consider a natural system on T ˚Q with Hamiltonian Hpq, pq “ p1{2qpp, pqq ` Upqq in-
variant with respect to the T-action. (Here and below p. , .qq stands for the metric on Q, i.e.
inner product on TQ, or the induced one on T ˚q Q, depending on the context. The Euclidean
inner product in Rn is denoted by dot.) This system descends to a Hamiltonian system on the
quotient pT ˚Qqµ with respect to the symplectic structure ωcan´βµ. The new Hamiltonian is
obtained from H by applying the map Shiftµ and the corresponding potential Upqq acquires
an additional term, as we discuss below.
Example 2.3. In their work [4] on the motion of a spinning disk on a curved surface, Cox
and Levi proved that the motion of the disk center is the same as the motion of a charged
particle in a magnetic field normal to the surface and equal in magnitude to the Gaussian
curvature of the surface. Here we explain this result in the context of reduction theory.
More specifically, let pq1, q2q be orthogonal local coordinates on the surface B, so that
metric on the surface is given by ds2 “ a11pqqdq21 ` a22pqqdq22 . When the disk is not spinning,
the kinetic energy is given by
E0 “ m
2
pG 9q, 9qq ` Id
2
hp 9q, 9qq,
where G “ diagpa11, a22q, h is the second fundamental form, and Id is the moment of inertia
of the disk along its diameter.
Theorem 2.4. [4] For a spinning disk the angular momentum µ “ Iaωa of the disk about its
axis is constant and the equation of the disk’s center is
d
dt
BE0
B 9q ´
BE0
Bq “
?
a11a22 µK
„
0 ´1
1 0

9q, (2)
where K “ Kpqq is the Gaussian curvature of the surface.
We provide a different proof of this result via symplectic reduction.
Proof. First note that (2) is the Euler-Lagrange equation for a Lagrangian system, which can
be rewritten as a Hamiltonian system with Hamiltonian function E0 on the cotangent bundle
of the surface B with a twist symplectic structure in local coordinates,
ωµ “ ωcan ´ µ?a11a22Kpqq dq1 ^ dq2.
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Next, we show how to obtain this system by reduction. Denote by θ the angle between a
fixed radius on the disk and the positive direction of the line tq2 “ constu. This gives us a
principal S1-bundle Q with a base be the curved surface B.
The absolute angular velocity of a spinning disk is ωa “ 9θ ` Apqq 9q, where Apqq 9q is the
transferred velocity, and Apqq “ pk1?a11, k2?a22q, k1, k2 are the geodesic curvatures of
tq1 “ constu and tq2 “ constu.
So the metric on the principal T-bundle Q, in local coordinates, is given by´
p 9q, 9θq, p 9q, 9θq
¯
pq,θq
“ Iap 9θ `Apqq 9qq2 `mpG 9q, 9qq ` Idhp 9q, 9qq.
Note that this metric is invariant under the T-rotations.
Therefore, the momentum map J : TM Ñ t˚ “ R is Jpq, θ; 9q, 9θq “ Iap 9θ `Apqq 9qq and the
mechanical connection A : TM Ñ t “ R is A “ dθ ` Apqq dq. By Theorem 2.1, for a fixed
value µ “ Iaωa of the momentum map, the system can be reduced to the cotangent bundle
of the surface B with the magnetic symplectic structure
ωµ “ ωcan ´ µ dpApqqdqq “ ωcan ´ µ ?a11a22Kpqq dq1 ^ dq2,
where Kpqq is the Gaussian curvature of the surface. The reduced Hamiltonian is E0 “
1{2pmpG 9q, 9qq` Idhp 9q, 9qqq. Here we omit the constant term Iap 9θ`Apqq 9qq2 in the energy, since
the value µ of the momentum map (i.e. the angular momentum of the disk) is conserved.
This reduced Hamiltonian system with Hamiltonian function E0 on the cotangent bundle
pT ˚B,ωµq of the surface describes the motion of the center of the disk.
3 Averaging-Reduction procedure for a natural system
3.1 Averaging
Let π : Q Ñ B be a principal T-bundle for T “ S1 in this section. The cotangent lift of
T-action on Q induces T-action on T ˚Q. Denote by ρ, ρ˚, and ρ˚ the T-action on Q,T
˚Q and
TQ, respectively. Let m be the standard Euclidean measure on the group T “ S1.
Consider a natural Hamiltonian system on the cotangent bundle T ˚Q:
Hpq, pq “ 1
2
pp, pqq ` Upqq. (3)
Here Q is the configuration space of the motion, we assume that this Hamiltonian system
has slow motion on the base space B and fast motion on the fibers isomorphic to T. The
Hamiltonian function Hpq, pq is not necessarily invariant under the T-action on T ˚Q. As the
first step one passes to the space T-average Hpq, pqT, the T-invariant function on T ˚Q defined
by the following formula:
Hpq, pqT :“ 1
mpTq
ż
gPT
Hpρ˚g pq, pqq dmpgq.
For the natural system (3), one averages both the kinetic and potential parts of the energy:
Hpq, pqT “ 1
2
pp, pqTq ` Upqq
T
,
where UpqqT “ 1
mpTq
ş
T
Upρgpqqq dmpgq and pp, pqTq “ 1mpTq
ş
T
pρ˚gp, ρ˚gpqρ
g´1
pqq dmpgq is defined
via the following averaged metric on Q:
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Definition 3.1. The averaged metric p¨, ¨qT on the principal T-bundle Q is given by
pv, vqTq :“
1
mpTq
ż
T
pρg˚v, ρg˚vqρgpqq dmpgq,
for any v P TqQ. This defines a T-invariant metric on Q.
Now define the connection on Q corresponding to the averaged metric:
Definition 3.2. The averaged connection A¯ P Ω1pQ, tq on the principal T-bundle Q is the
connection induced by the averaged metric p , qTq via defining an invariant distribution of
horizontal spaces: at each point q P Q there is a subspace of TqQ orthogonal to the fiber
(i.e. the T-orbit) at q. The connection induced by an invariant metric on Q is called the
mechanical connection.
Remark 3.3. We would like to give a more explicit description of averaged metrics and
connections. First note that a T-invariant metric p. , .qq on Q can be defined by means of
a metric operator IQpqq : TqQ Ñ T ˚q Q for q P Q, where IQpqq : v ÞÑ v5, i.e. pv, vqq :“
xv, IQpqqvy for v P TqQ. This defines the “fiber inertia operator” Ipqq : t Ñ t˚ by restricting
to t “ TqT Ă TqQ the metric operator IQpqq for q P Q. (Recall, that for T “ S1, we have
t “ R.) The T-invariance of metric implies that the fiber inertia operator I is equivariant,
Ipgpqqq “ Ad˚
g´1
Ipqq, i.e. it depends on the base point πpqq P B “ Q{T only.
The invariant metric on TQ also induces the momentum map J : T ˚QÑ t˚ for the action
of the group T. In these terms the averaged mechanical connection can be defined explicitly
by
A¯pvqq “ I´1pqqJppqq,
where vq is a tangent vector in TqQ and pq :“ IQpqqv “ v5q P T ˚q Q is the corresponding
metric-dual cotangent vector and I is the inertia operator on t in the fiber at q.
Remark 3.4. More specifically, in coordinates for a trivial bundle Q the general form for a
T-invariant metric on Q “ B ˆ T is the following
ppu, γq, pu, γqqpx,τq “ pu, uqx ` 2γ hpxq xApxq, uy ` hpxqγ2, (4)
where pu, γq P Tpx,τqpB ˆ Tq “ TxB ˆ t, Apxq P Ω1pB, tq “ T ˚xB, hpxq P R`, and t » R. For a
non-trivial Q this general form is valid locally on the base.
Proposition 3.5. For the trivial bundle Q “ BˆT the averaged connection A¯ P Ω1pBˆT, tq “
T ˚px,τqpB ˆ Tq corresponding to the averaged metric (4) is given by A¯px, τq “ Apxq ` dτ . The
summands can be regarded as connections on the base Apxq P T ˚xB and in the fiber dτ .
Proof. For a trivial bundle Q the momentum map J : T ˚px,τqpB ˆ Tq Ñ t˚ is given by
Jpx,τqpa, ηq “ hpxqxApxq, uy ` hpxqxdτ, ξy,
where pa, ηq P T ˚px,τqpB ˆ Tq and pu, ξq P Tpx,τqpB ˆ Tq is the image of pa, ηq under the metric
identification. Indeed, by the definition of momentum map, for any ζ P t,
xJpx,τqpa, ηq, ζy “ xpa, ηq, p0, ζqy “ ppu, ξq, p0, ζqq
“ pu, 0qx ` ζhpxqxApxq, uy ` ξhpxqxApxq, 0y ` ξhpxqζ “ xhpxqxApxq, uy ` hpxqξ, ζy.
Furthermore, the inertia operator Ipxq : t Ñ t˚, x P B is given by Ipxqγ “ hpxqγ for any
γ P t, hence the average mechanical connection assumes the form A¯pu, ξq “ I´1pxqJpa, ηq “
xApxq, uy ` xdτ, ξy, as required.
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3.2 Reduction
By considering the T-invariant metric and Hamiltonian (obtained by T-averaging) we are now
in the framework of Section 2. The dynamics defined by the averaged Hamiltonian H
T
on
T ˚Q can be derived from the corresponding averaged or slow motion, i.e. the dynamics on
T ˚B of the base space B “ Q{T. However, unlike the standard averaging method discussed
below in Section 5.1, now we obtain this slow motion via symplectic reduction.
Recall that, for a fixed value µ of the momentum map, the reduced space J´1pµq{T
is symplectomorphic to the cotangent bundle T ˚B of the base space B with the twisted
symplectic form ωµ “ ωcan ´ βµ, where ωcan and βµ are the canonical and magnetic 2-forms
on T ˚B (see Theorem 2.1). The average/slow system turns out to be a Hamiltonian system
on the symplectic manifold pT ˚B,ωµq with the following reduced Hamiltonian function Hµ.
Theorem 3.6. For a natural system on a T-bundle Q over the slow manifold B with Hamil-
tonian function Hpq, pq “ p1{2qpp, pqq `Upqq, where both metric and the potential depend on
ǫ as in (17), the result of the symplectic reduction with respect to the T-action of the aver-
aged system is a natural system with the Hamiltonian function H¯µ on the symplectic manifold
pT ˚B,ωµq:
H¯µpq, pq “ 1
2
pp, pqB ` Uµ, (5)
where pq, pq P T ˚B, p¨, ¨qB stands for the submersion of the metric of p¨, ¨qT from Q to B “
Q{T, and the effective potential Uµ “ UpqqT ` 12xµ, I´1pqqµy .
Proof. We start by computing the result of averaging and consequent Hamiltonian reduction
on T ˚Q with respect to the T-action. Upon averaging along T-orbits one can assume that the
Hamiltonian H¯ on Q is T-invariant, H¯pq, pq “ Hpq, pqT. The reduced Hamiltonian system
on the quotient pT ˚Qqµ is Hamiltonian with respect to the symplectic structure ωcan ´ βµ.
The new Hamiltonian is obtained from H¯ by applying the map Shiftµ. Namely, abusing the
notation, for pq, pq P T ˚B and a connection A¯ in the T-bundle Q one has
H¯µpq, pq “ H¯pq, p` xµ, A¯pqqyq “ 1
2
pp` xµ, A¯pqqy, p` xµ, A¯pqqyqq
T ` UpqqT
“ 1
2
pp, pqB ` pp, xµ, A¯pqqyqq
T ` 1
2
pxµ, A¯pqqy, xµ, A¯pqqyqq
T ` UpqqT “ 1
2
pp, pqB ` UµpqqT
for Uµpqq :“ 12pxµ, A¯pqqy, xµ, A¯pqqyqq
T ` UpqqT. Here we use that A¯ is the mechanical con-
nection corresponding to the averaged metric p¨, ¨qqT, and hence we have pp, xµ, A¯pqqyqq
T “
xµ, A¯pqqpvqy “ xµ, I´1pqqJppqy “ 0, since Jppq “ 0, and where pq, pq P T ˚Q is identified with
pq, vq P TQ by means of the averaged metric (or the inertia operator IQpqq). Thus on the
reduced symplectic manifold T ˚B with the twisted symplectic form ωµ “ ωcan ´ βµ the new
reduced Hamiltonian is
H¯µpq, pq “ 1
2
pp, pqB ` Uµpqq
for q P B and p P T ˚q B, which is a natural system with a new effective potential
Uµpqq “ 1
2
pxµ, A¯pqqy, xµ, A¯pqqyqq
T ` UpqqT “ 1
2
xµ, I´1pqqµy ` UpqqT .
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In Section 5.2 below we will prove the following corollary of Theorem 3.6 for averaging
one-frequency fast-oscillating systems:
Corollary 3.7. The solutions of the averaged system and projections to slow manifold of
solutions of the actual system with the same initial conditions remain ǫ-close to each other
for 0 ď t ď 1{ǫ.
Remark 3.8. The two features of the averaged-reduced Hamiltonian system are the addi-
tional term in the effective potential Uµ and the magnetic term βµ in the symplectic structure
ωµ. Therefore this averaging-reduction procedure provides a geometrical explanation of these
two phenomena, often observed in the averaging theory.
Remark 3.9. In the classical averaging of fast-oscillating systems (cf. Section 5.1 below) one
starts by fixing the action variable J . This can be regarded as a manifestation of symplectic
reduction in flat coordinates, as this means fixing a certain value of the corresponding mo-
mentum map. The bundle averaging-reduction procedure described here is also applicable in
that case, but the metric in this bundle turns out to be flat. Namely, in the reduction to a
submanifold J “ µ one chooses a flat connection on the principal bundle which corresponds to
the direct product of the base and fibres, and hence no twisted symplectic structure appears
on the reduced manifold: for the momentum value J “ µ, the averaged Hamiltonian function
is ǫ H¯pP,Q, µq on the “flat” cotangent bundle pT ˚R2ℓ, dP ^ dQq.
4 Central extensions in symplectic reduction
Above we described the reduced phase space pT ˚Qqµ for the right action by the group T.
In this case, the reduced phase space pT ˚Qqµ coincides with T ˚pQ{Tq, equipped with the
magnetic symplectic structure ωµ described before. Now assume in addition that the base
space Q{T has the structure of another Lie group G, which acts on itself from the left and
leaves the metric on G “ Q{T invariant. As a result, G acts on T ˚G “ T ˚pQ{Tq and, as one
can check, this action leaves the symplectic structure ωµ “ ωcan ´ βµ invariant. (Recall that
the “magnetic” 2-form βµ :“ π˚Gσµ on T ˚G is the pullback of the 2-form σµ on the group
G.) Hence another reduction for this G-action (“the reduction by stages”) would take this
magnetic symplectic structure on T ˚G to an appropriate structure on the dual Lie algebra
g˚, as described below.
Theorem 4.1. (Theorem 7.2.1 in [10]) The Poisson reduced space for the left action of G on
pT ˚G,ωµ “ ωcan ´ βµq is the dual Lie algebra g˚ with the Poisson bracket given by
tf, guµpνq “ ´
〈
ν,
„
δf
δν
,
δg
δν
〉
´ σµpeq
ˆ
δf
δν
,
δg
δν
˙
(6)
for f, g P C8pg˚q at any ν P g˚, where σµpeq is the value of the 2-form σµ at e P G on the
pair of tangent vectors δf
δν
, δg
δν
P TeG “ g, and βµ :“ π˚Gσµ is the pullback of σµ to T ˚G.
Remark 4.2. The above Poisson bracket is the Lie-Poisson bracket of the dual pg˚ of the
central extension pg of the Lie algebra g by means of the t-valued 2-cocycle σ, such that
xσ, µy :“ σµpeq. Namely, the Lie algebra pg is the direct sum g‘ t, as a vector space, with the
commutator
rpu, aq, pv, bqspg :“ pru, vsg, σpu, vqq
for u, v P g and a, b P t. It turns out that under certain integrality conditions, the space Q
gives a realization of the corresponding centrally extended group pG.
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For the right action of G the bracket changes sign. In the following theorem we set T “ S1,
the one-dimensional group.
Theorem 4.3. Let G is equipped with a closed integral left-invariant 2-form σµ{2π. Then the
T-bundle Q over the group G with the curvature form σµ can be canonically identified with the
central extension pG of the group G by means of T, where the Lie algebra 2-cocycle is σµpeq,
i.e. its values on a pair of Lie algebra elements ξ and η is σµpeqpξ, ηq.
Proof. The proof is based on a version of Proposition 4.4.2 of [11] adjusted to the setting at
hand. In fact, one can explicitly construct pG and identify it with Q, the T-bundle over G.
Namely, first for any loop ℓ in G, following [11], we associate an element Cpℓq “ exppi şB´1ℓ σµq,
where B´1ℓ is an oriented 2D surface in G bounded by ℓ. The value Cpℓq is well-defined, since
for two different surfaces with the same boundary the integrals of σµ for an integral 2-form
σµ{2π differ by a multiple of 2π.
The map ℓ ÞÑ Cpℓq is independent of parametrization of ℓ, additive, and G-invariant. It
defines a central extension pG of G by T as a set of triples pg, u, pq, where g P G, u P T and p is
a path in G from e to g, modulo the following equivalence. Two triples pg, u, pq and pg1, u1, p1q
are equivalent if g1 “ g and u1 “ Cpp1 Y p´1qu. The composition is pg1, u1, p1q ˝ pg2, u2, p2q “
pg1g2, u1u2, p1 Y g1pp2qqq.
Recall that Q with an invariant metric has a structure of a T-bundle with mechanical
connection. Then a triple pg, u, pq modulo equivalence can be interpreted as the following
point in Q: it is the point in the T-fiber over g P G, obtained from the point pe, uq of the
T-fiber over e P G by a horizontally lifted path p from e to g. Then the equivalence of triples
becomes their correspondence to the same point in Q, since the form σµ is the curvature of
the mechanical connection, while the formula u1 “ Cpp1 Y p´1qu describes the holonomy of
the connection over a closed loop.
Note also that for the case of a T-bundle Q over G where T “ T n, one realizes Q as a
group central extension of G by T by applying the above consideration to the “coordinate
2-forms” σµ “ xσ, µy of the t-valued 2-form σ.
Remark 4.4. Return to the 2-cocycle βµ on the Lie algebra g, which defines the central
extension and the magnetic term. In many examples, this 2-cocycle is a 2-boundary, i.e. the
2-form σµpξ, ηq on the Lie algebra can be represented as a linear functional of the Lie algebra
commutator, σµpξ, ηq “ Lprξ, ηsq for some element L P g˚. In that case, the corresponding
Poisson structure on g˚ is the linear Lie-Poisson structure on the dual space g˚ shifted to
the point L. The associated Euler equation also manifests a certain shift, observed, e.g. as a
Stokes drift velocity related to surface waves in the Craik-Leibovich equation, cf. Section 6.2.
Remark 4.5. When considering dynamics on the reduced space T ˚G, in order to use the
second reduction over the G-action one has to confine to the natural systems with effective
potential independent of q, i.e. Uµpqq “ const. The latter are geodesic flows for the invariant
metric on G defined by the inertia operator IG : g Ñ g˚. The reduction described above
defines the Euler equations for the quadratic Hamiltonian Hppq :“ 1
2
pp, pqe “ 12xp, I´1G py on
the dual pg˚ of centrally extended Lie algebra pg.
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5 Reminder on averaging and examples
5.1 Averaging in one-frequency Hamiltonian systems
Consider a Hamiltonian system with ℓ ` 1 degrees of freedom and Hamiltonian of the form
Hpq, p, I, φq “ H0pIq` ǫH1pq, p, I, φq, where φpmod 2πq P S1, while H is 2π-periodic in φ, and
pq, p, Iq P D Ă R2ℓ`1. (Such perturbations of properly degenerate Hamiltonian systems are
typical in celestial mechanics.) The corresponding Hamiltonian equations for the standard
symplectic structure are as follows:"
9q “ ǫ BH1{Bp 9I “ ´ǫ BH1{Bφ,
9p “ ´ǫ BH1{Bq, 9φ “ BH0{BI ` ǫ BH1{BI. (7)
Definition 5.1. The averaged system is the system of 2ℓ` 1 equations:"
9Q “ ǫ BH¯1{BP , 9J “ 0,
9P “ ´ǫ BH¯1{BQ, (8)
where H¯1pQ,P, Jq :“ 12π
ş
2π
0
H1pQ,P, J, φq dφ.
Since there is no evolution of J in the averaged system, one can fix it and regard J
as a parameter for the Hamiltonian system with ℓ degrees of freedom, where H¯pQ,P q “
H¯JpQ,P q “ H0pJq ` ǫH¯1pQ,P, Jq.
Let pq, p, Iq belong to a domain D Ă R2ℓ`1, and Dδ Ă D stands for a subdomain whose δ-
neighbourhood belongs to D. Assume that the Hamiltonian H is C3-bounded for pq, p, I, φq P
D ˆ S1, as well as BH0pIq{BI ą C ą 0 in D and pQptq, P ptq, Jptqq P Dδ for all 0 ď t ď 1{ǫ.
Theorem 5.2. (cf. [1, 2]) For sufficiently small ǫ (i.e. 0 ă ǫ ă ǫ0) solutions of the ac-
tual system (7) and averaged system (8) with the same initial conditions pqp0q, pp0q, Ip0qq “
pQp0q, P p0q, Jp0qq remain ǫ-close to each other for 0 ď t ď 1{ǫ: |Iptq ´ Ip0q| ă C0ǫ and
|qptq ´Qptq| ` |pptq ´ P ptq| ă C0ǫ, where C0 does not depend on ǫ.
Proof of this theorem consists of constructing a canonical transformation ǫ-close to the
identity and mapping the original system to the averaged one modulo ǫ2-terms. Then for the
time 0 ď t ď 1{ǫ solutions of the averaged system remain ǫ-close to those of the original one,
see [1].
Remark 5.3. Consider now a fast-oscillating nonautonomous Hamiltonian system with “ℓ
and a half” degrees of freedom, whose Hamiltonian is H “ Hpp, q, ωtq with high frequency
ω “ µ{ǫ, and the associated Hamiltonian equations are 9q “ BH{Bp and 9p “ ´BH{Bq. The
fast variable φ “ ωt can be regarded as a new independent space variable by passing to the
new autonomous Hamiltonian system for rH “ ωI `Hpp, q, φq with ℓ` 1 degrees of freedom,
where variable I is conjugate to φ. Combined with the reparametrization t ÞÑ τ “ t{ǫ this
leads to the system of the above type (where now dot stands for the derivative in the fast
time τ): "
9q “ ǫ BH{Bp , 9I “ ´ǫ BH{Bτ ,
9p “ ´ǫ BH{Bq , 9φ “ µ, (9)
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5.2 Averaging in natural systems
In this section we study averaging in natural systems on the cotangent bundle of a principle
S1-bundle π : QÑ B. The general form of a natural Hamiltonian function on T ˚Q is
Hpq, pq “ 1
2
pp, pqq ` Upqq.
We start by considering natural systems on the cotangent bundle T ˚pRℓ ˆ S1q of a direct
product with Hamiltonians
Hpq, φ; p, γq “ 1
2
ppp, γq, pp, γqqpq,φq ` Upq, φq, (10)
where pq, φq P Rℓ ˆ S1 and pp, γq P T ˚pq,φqpRℓ ˆ S1q. Assume that the function Hpq, φ; p, γq is
2π-periodic in φ, Upq, φq “ U0pqq ` ǫU1pq, φq, and the metric on Rℓ ˆ S1 has the form
ppp, γq, pp, γqqpq,φq “ p ¨ p` 2γapq, φq ¨ p` hpq, φq γ2, (11)
where dot stands for the Euclidean inner product and where the corresponding coefficients a
and h have expansions in ǫ as ǫÑ 0:
apq, φq “ a0pqq ` ǫa1pq, φq, hpq, φq “ h0pqq ` ǫh1pq, φq,
with functions a1pq, φq, h1pq, φq and U1pq, φq of zero mean with respect to φ.
The Hamiltonian equations for this Hamiltonian function Hpq, φ; p, γq and symplectic
structure ω “ p1{ǫq dq ^ dp` dφ^ dγ on T ˚pRℓ ˆ S1q are$’’&
’’%
9q “ ǫ pp` γapq, φqq,
9φ “ apq, φq ¨ p` hpq, φq γ,
9p “ ´ǫ Bpγapq, φq ¨ p` p1{2qhpq, φqγ2 ` Uq{Bq ,
9γ “ ´ǫ Bpγa1px, φq ¨ p` p1{2qh1pq, φqγ2 ` U1q{Bφ.
(12)
In these equations φ is the fast variable. Next we prove that the averaged Hamiltonian for
(10) is
H¯pQ,P, µq “ 1
2
P ¨ P ` µa0pQq ¨ P ` 1
2
µ2h0pQq ` U0pQq , (13)
where the part p1{2qµ2h0pQq`U0pQq is related to what is called effective potential, while the
linear in impulses term µa0pQq ¨ P is related to a magnetic-gyroscopic-like force, discussed
later. Namely, one has the following statement.
Theorem 5.4. For sufficiently small ǫ (i.e. 0 ă ǫ ă ǫ0) solutions for the original Hamiltonian
(10) and the averaged Hamiltonian (13) with the same initial conditions pqp0q, pp0q, γp0qq “
pQp0q, P p0q, µp0qq remain ǫ-close to each other for 0 ď t ď 1{ǫ: |γptq ´ µptq| ` |qptq ´Qptq| `
|pptq ´ P ptq| ă C0ǫ, where C0 does not depend on ǫ.
Proof. The Hamiltonian equations (12) can be rewritten in the following form$’’’’&
’’’’%
9q “ ǫ pp` γa0pqqq ` ǫ2γ1apq, φq ,
9φ “ apq, φq ¨ p` hpq, φq γ,
9p “ ´ǫ Bpγa0pq, φq ¨ p` p1{2qh0pq, φqγ2 ` U0q{Bq
´ ǫ2Bpγa1pq, φq ¨ p` p1{2qh1pq, φqγ2 ` U1q{Bq ,
9γ “ ´ǫ Bpγa1px, φq ¨ p` p1{2qh1pq, φqγ2 ` U1q{Bφ.
(14)
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These equations differ by ǫ2-terms from those for the averaged Hamiltonian (13) in the sym-
plectic structure Ω “ dP ^ dQ:$&
%
9Q “ ǫ pP ` γa0pQqq ,
9P “ ´ǫ Bpγa0pQq ¨ P ` p1{2qh0pQqγ2 ` U0q{BQ ,
9µ “ 0,
(15)
so according to Theorem 5.2, we obtain the required proximity of solutions for the original
and averaged equations.
Remark 5.5. In the “shifted” coordinates pQ,P q Ñ pQ,P 1 “ P ` µa0pQqq, the averaged
Hamiltonian (13) becomes
H¯pQ,P 1, µq “ 1
2
P 1 ¨ P 1 ` 1
2
µ2ph0pQq ´ a0pQq ¨ a0pQqq ` U0pQq, (16)
while the symplectic structure becomes
Ω “ dpPdQq “ dppP 1 ´ µa0pQqq dQq “ dP 1 ^ dQ´ µdpa0pQq dQq.
One notices that a new (“effective”) potential now includes an additional term,
U¯µ :“ 1
2
µ2ph0pQq ´ a0pQq ¨ a0pQqq ` U0pQq,
while the new symplectic structure acquires the magnetic term µdpa0pQq dQq.
Now we are ready to prove
Corollary 5.6. (=3.7) The solutions of the Hamiltonian reduced system and projections to
slow manifold of solutions of the actual system with the same initial conditions remain ǫ-close
to each other for 0 ď t ď 1{ǫ.
Proof. Comparing the result of Theorem 3.6 with Remark 5.5 we observe that the Hamiltonian
(5) in the theorem coincides with the averaged Hamiltonian of a natural system obtained
above.
As a matter of fact, the consideration of Remark 5.5 can be seen as a local (coordinate)
version of the proof of Theorem 3.6. Indeed, the averaged metric in local coordinates can be
expressed as (cf. (13))
ppp, µq, pp, µqqpq,gqT “ p ¨ p` 2µa0pqq ¨ p` µ2h0pqq,
where pq, gq P B ˆ T and pp, µq P T ˚pq,gqpB ˆ Tq. Therefore the corresponding mechanical
connection A¯ P Ω1pB,Rq in local coordinates is A¯ “ a0pqq dq. One can see that the symplectic
structure and effective potential in Remark 5.5 coincide with the ones in Theorem 3.6.
Since one obtains the same averaged system both via the “local” proof of Section 5.2 and
via the “global” proof of Theorem 3.6, then Theorem 5.4 guarantees the required closeness of
averaged and original solutions.
Remark 5.7. While Theorem 5.4 deals with the topologically trivial S1-bundle Rℓ ˆ S1 the
qualitative result on the existence of an averaged system holds for a topologically nontrivial
bundle as well. (Bundles appearing in the applications below are topologically trivial.) In the
general case of a nontrivial S1-bundle π : Q Ñ B we assume that the Hamiltonian system
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has fast motions on fibers and slow motions on the base B. To prove the averaging theorem,
we need to consider the local picture of the principal bundle π : Q Ñ B. Namely, later we
will introduce the averaged kinetic energy p1{2qpp, pqS
1
q and averaged potential energy Upqq
S1
by averaging the system along the fibers (see Section 3). Under the assumption that the
oscillatory parts of the Hamiltonian are of order ǫ, i.e. we have
Upqq ´ UpqqS
1
„ Opǫq and pp, pqq ´ pp, pqS
1
q „ Opǫq, (17)
i.e. any particle moves only in a small neighbourhood of the initial position along the slow
base. Since any bundle is locally trivial, it suffices to study averaging in a topologically trivial
bundle, as discussed in Theorem 5.4.
5.3 Examples of averaged systems
Example 5.8. (A pendulum with rapidly oscillating suspension point) Consider the motion
of a pendulum with vertically vibrating suspension point. Set θ to be the angle of deviation
of the pendulum from the vertical, a and ω are the amplitude and frequency of the oscillation
of the suspension point, l is the length of the pendulum and g is the acceleration of gravity.
We assume that the amplitude ǫa is of order ǫ and the frequency ω “ µ{ǫ is of order 1{ǫ, i.e.
the suspension point oscillates with high frequency and small amplitude. The corresponding
potential is U “ ´gl cos θ and the Hamiltonian function is
Hpp, θ, tq “ 1
2
´p
l
´ aµ sinωt sin θ
¯
2 ´ gl cos θ .
This system differs from a natural one because of the shift in p, and the classical reasoning
goes as follows, see e.g. [2]. Let φ “ ωt be the fast variable. In order to get rid of the φ-
dependence in the Hamiltonian of vibrating pendulum, we seek for a canonical transformation
pp, θq ÞÑ pp1, θ1q with a generating function p1θ ` ǫS1pp1, θ, φq, where the function S1 is 2π
periodic in φ. Then the new Hamiltonian becomes
H pp1, θ1, φq “ µBS1Bφ `Hpp1, θ1, φq `Opǫq,
as ǫ Ñ 0. By taking S1pp, θ, φq “ ´pp{lq a cosφ sin θ ` p1{8q a2µ sin2 θ sin 2φ, we obtain the
following Hamiltonian averaged to the first order in ǫ:
H pp1, θ1, φq “ p
2
1
2l2
´ gl cos θ1 ` 1
4
a2µ2 sin2 θ1 `Opǫq.
Notice the appearance of an additional positive definite quadratic term in the effective poten-
tial
Uµ “ ´gl cos θ1 ` p1{4qa2µ2 sin2 θ1 .
It causes such an interesting dynamical phenomenon as the stability of the upper position of
the pendulum.
Example 5.9 (A particle in a rapidly oscillating potential). Consider the motion of a particle
in a rapidly oscillating potential, following [3]. The corresponding Hamiltonian function is
Hpq, p, tq “ p1{2q p ¨ p ` Upq, t{ǫq, where the potential function Upq, τq is 2π-periodic with
respect to τ . To obtain an averaged Hamiltonian modulo the third order in ǫ one needs to
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iteratively apply canonical transformations pq, pq Ñ pQ,P q four times (see [3] for details).
The results is
H¯pQ,P q “ 1
2
P ¨ P ` U¯pQq ` ǫ
2
2
V 1 ¨ V 1 ´ ǫ3 S2V 1P,
where U¯pqq “ 1
2π
ş
2π
0
Upq, τq dτ is the time average of U over one temporal period, func-
tions V and S stand for temporal antiderivatives V pq, τq :“ şτ rUpq, θq ´ U¯pqqs dθ, Spq, τq :“şτ
V pq, θq dθ, with the constants of integration chosen such that V¯ “ S¯ “ 0, and the prime
denotes the derivative with respect to the new space variable Q.
6 Applications
6.1 Pendulum with a vibrating suspension point
In Section 5.3, we derived the averaged Hamiltonian for a pendulum with a vibrating suspen-
sion point using the classical averaging method, and observed the appearance of an additional
quadratic term in the effective potential. In this section, using the averaging-reduction pro-
cedure of Section 3, we show that this additional term is the result of symplectic reduction.
We start with the following Hamiltonian function describing a natural mechanical system
with a rapidly oscillating potential:
Hpx, p, tq “ 1
2
pp, pq ` Upxq ` ǫ ω2 rUpx, ωtq, (18)
where the frequency ω “ µ{ǫ is of order 1{ǫ, and the oscillating part of the potential rUpx, φq
is 2π-periodic and has zero mean with respect to φ.
Introduce the fast time τ “ t{ǫ and fast variable φ “ ωt “ µτ . We split any (vector-)
function f “ fpt, φq depending on two times t and τ (and 2π-periodic in φ “ µτ) into the
mean and oscillatory parts:
fpt, φq “ fptq ` rfpt, φq,
where f “ p1{2πq ş2π
0
fpt, φq dφ. Now regard the fast variable φ as a new coordinate. Note
that when the fast time τ changes by 1, the slow time t only changes by ǫ. So for a motion
xpt, φq “ xptq ` rxpt, φq described by the Hamiltonian function (18), one can fix xptq and
regard rxpt, φq “ rxpx, φq as a function of x and φ modulo Opǫq as ǫ Ñ 0. In other words,
one can consider a map from a suspension over M , a manifold M ˆ T, to M itself, where a
point px, φq P M ˆ T is mapped to x “ xptq ` rxpx, φq P M . Here rxpx, φq can be obtained
by solving the Hamiltonian system corresponding to the above Hamiltonian function H in
variables prx, rpq:
Hprx, rp, tq “ 1
2
prp, rpq ` Upxq ` ǫ ω2 rUpx` rx, ωtq, (19)
with the initial conditions such that the solution prxpx¯, φq, rppx¯, φqq has zero mean value with
respect to φ.
In order to compute the metric on the suspension manifold M ˆ T we set µ “ 1 (i.e.
ω “ 1{ǫ and φ “ τ). Thinking of position rx and momentum rp as depending on the average
position x and fast time τ , we denote by prxpx, τq, rppx, τqq the solution of the corresponding
Hamiltonian system with initial conditions corresponding to zero mean value with respect to
τ .
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According to the above consideration, the configuration space is a principal T-bundle π :
MˆTÑM , where the T-action on Q “MˆT is the shift in fibres φ˝px, eiφ1q “ px, eipφ`φ1qq.
Applying the averaging-reduction theory of Section 3, we obtain the following statement.
Theorem 6.1. The Hamiltonian system (18) averaged using the standard averaging method
in Example 5.8 coincides with the system obtained on the reduced symplectic manifold
pT ˚M,ωcanq with the canonical symplectic structure, the Hamiltonian function
Hslowpx, pq “ 1
2
pp, pq ` Uµpxq, (20)
for px, pq P T ˚M , and with the effective potential
Uµpxq “ Upxq ` ǫ
2ω2
4π
ż
2π
0
prvpx, τq, rvpx, τqqdτ .
Proof. Now the averaged metric is given by
ppv, γq, pv, γqqpx,φq “ pv, vq ` 2π γ2
ˆż
2π
0
prvpx, τq, rvpx, τqq dτ˙´1
where pv, γq P TxM ˆTφT. Also, note that the value of p1{2πq
ş
2π
0
prvpx, τq, rvpx, τqq dτ depends
on x only.
The corresponding fiber inertia operator Ipxq : t “ R Ñ t˚ “ R, x P M and momentum
map J : T ˚pM ˆ Tq Ñ t˚ “ R are given by Ipxqγ “ 2πγ
´ş
2π
0
prvpx, τq, rvpx, τqq dτ¯´1 and
Jpx, p, φ, ηq “ η, respectively. The averaged connection sA P Ω1pM ˆ T,Rq on the principal
trivial T-bundle M ˆ T is given by sApx, v, φ, γq “ γ. This connection is flat, sA “ dφ.
The flatness of sA implies that the reduced symplectic structure on the manifold T ˚M “
J´1pµq{T has no magnetic term, i.e. it coincides with the canonical symplectic structure ωcan.
(Recall that the magnetic term is proportional to the curvature of the bundle π : Q Ñ M .)
By taking µ “ dφ{dτ “ ǫω in Theorem 3.6, the effective potential Uµ in the Hamiltonian
function (20) is Uµ “ Upxq ` 1{2 xµ, I´1pxqµy “ Upxq ` pµ2{4πq
ş
2π
0
prvpx, τq, rvpx, τqq dτ “
Upxq ` ǫ2pω2{4πq ş2π
0
prvpx, τq, rvpx, τqq dτ.
Now return to Example 5.8 in Section 5.3. The Hamiltonian of a pendulum with a vibrat-
ing suspension point can be rewritten in the following form:
Hpp, θq “ 1
2
´p
l
¯
2
´ pg ´ ǫ a ω2 sin τq l cos θ. (21)
Recall our assumption that the amplitude ǫa is of order ǫ and the frequency ω “ µ{ǫ is of
order 1{ǫ, which means that the above Hamiltonian has the form (18). Hence we obtain the
following result on its slow motion.
Theorem 6.2. The averaged Hamiltonian function reduces to the following Hamiltonian func-
tion describing the slow motion:
Hslowpp, θq “ 1
2
ˆ
p
l
˙
2
` Uµpθq, (22)
where the effective potential is Uµpθq “ p1{4qµ2a2 sin2 θ ´ gl cos θ.
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Proof. Let τ “ t{ǫ and prppθ, τq, rθpθ, τqq be the solution of Hamiltonian system corresponding
to the function rHprp, rθq “ 1
2
ˆrp
l
˙
2
´ pg ´ a
ǫ
sin τq l cospθ ` rθq,
with the initial values determined by the zero mean conditions of prppθ, τq, rθpθ, τqq with respect
to τ .
Omitting terms of order ǫ2 we obtain the following Newton equation for rθ:
d2rθ{dt2 “ ´pa{pǫlqq sin τ sin θ .
By rewriting it for the fast time τ “ t{ǫ and integrating we obtain rθτ “ pǫa{lq cos τ sin θ andrθ “ pǫa{lq sin τ sin θ. (In this integration one regards the right-hand side as a function of τ
modulo higher order terms in ǫ, and uses the zero mean condition on rθτ and rθ.)
Furthermore, the momentum map J : T ˚pTθˆTφq Ñ R, corresponding to the T-action on
Tθ ˆ Tφ equipped with the averaged metric is Jpθ, p, φ, γq “ γ, and p1{2πq
ş
2π
0
prθτ l, rθτ lq dτ “
ǫ2pa2{2q sin2 θ.
Therefore, by Theorem 6.1, the reduced (or slow) symplectic manifold is pT ˚Tθ, ω “
dθ¯ ^ dp¯q, the Hamiltonian of the slow motion is
Hslowpp, θq “ 1
2
ˆ
p
l
˙
2
` Uµpθq,
where, according to that theorem, the effective potential is
Uµpθq “ ω
2
4π
ż
2π
0
prθτ l, rθτ lq dτ ` Upθ¯q “ ǫ2ω2a2
4
sin2 θ ´ gl cos θ “ 1
4
µ2a2 sin2 θ ´ gl cos θ .
6.2 Craik-Leibovich equation
Consider the motion of an ideal fluid confined to a three-dimensional domain D with fast
oscillating boundary BD. The dynamics of the averaged fluid motion is described by the
following Craik-Leibovich (CL) equation on the fluid velocity field v:$&
%
Bv
Bt ` pv,∇qv ` curl v ˆ Vs “ ´∇p,
pv ` Vsq || BD,
div v “ 0,
(23)
where Vs is a (time-dependent) prescribed Stokes drift velocity related to the average of surface
waves. We refer to [13] for a derivation of the CL equations via perturbation theory. In [14, 15]
the Hamiltonian structure of the CL equation was studied, along with a generalization of the
perturbation theory to a principal T-bundle over any group G and derivation of the Euler
equation associated with a certain central extension of G.
In a more general setting, let SDiffpDq be the group of all volume-preserving diffeomor-
phisms of an n-dimensional Riemannian manifold D with boundary BD. Its Lie algebra
g “ SVectpDq consists of all the divergence-free vector fields in D tangent to the boundary
BD, while the regular dual space g˚ “ Ω1pDq{dΩ0pDq of this Lie algebra is the space of cosets
of 1-forms on D modulo exact 1-forms.
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Theorem 6.3. (see [15]) The n-dimensional Craik-Leibovich (CL) equation on the space
Ω1pDq{dΩ0pDq has the form
d
dt
rus “ ´Lv`Vs rus, (24)
where v ` Vs P SVectpDq, and rus “ rv5s P Ω1pDq{dΩ0pDq is the coset of the 1-form v5
metric-related to the vector field v on D.
Remark 6.4. In this theorem, the requirement v ` Vs P SVectpDq gives us the boundary
condition of tangency of the vector field v`Vs to the boundary BD. Although the divergence-
free vector fields v and Vs are not necessarily tangent to the boundary, the 1-forms v
5 and
V 5s , considered up to the differential of a function, are well-defined elements in the dual space
Ω1pDq{dΩ0pDq of Lie algebra SVectpDq.
Upon shifting the origin in g˚ “ Ω1pDq{dΩ0pDq by rws :“ ru`V 5s s, equation (24) becomes
d
dt
rws “ ´LI´1rws
´
rws ´ rV 5s s
¯
. (25)
Theorem 6.5. (see [15]) The equation (25) is the Euler equation on the central extension pg
of the Lie algebra g “ SVectpDq by means of the 2-cocycle
σVspX,Y q :“ ´
A
LX V
5
s , Y
E
associated to the vector field Vs.
Remark 6.6. More generally, for a “shift 2-cocycle” σVspX,Y q :“ ´xad˚XIpVsq, Y y “
´ xIpVsq, rX,Y sy on an arbitrary Lie algebra g, consider the corresponding (possibly triv-
ial) central extension pg of Lie algebra g by means of this 2-cocycle. Then the Euler equation
on the centrally extended Lie algebra pg is
d
dt
m “ ´ad˚
I´1m pm´ IpVsqq . (26)
Applying this to the Lie algebra SVectpDq, where ad˚Xm “ LXm, we obtain the above theo-
rem.
The averaging-reduction procedure gives us an explanation of the structure of central
extension for the CL equation, which appeared as the result of averaging, as well as the
origin of the vector field Vs. More specifically, by applying the symplectic averaging-reduction
procedure to a natural system on the principal T-bundle G ˆ T Ñ G for a group G (in
the case of oscillating flow, G is the group SDiffpDq of volume-preserving diffeomorphisms of
D) one obtains the averaged system on the cotangent bundle T ˚G of the base G with the
symplectic structure endowed with a magnetic term. Furthermore, Theorem 4.1 provides the
corresponding central extension. First we prove the averaging-reduction theorem for a trivial
bundle Gˆ T Ñ G, and then explain the necessary changes in the general case.
Theorem 6.7. The averaging of a natural G-invariant Hamiltonian system on T ˚pG ˆ Tq
reduces to a slow Hamiltonian system on the reduced symplectic manifold pT ˚G,ωµq with the
Hamiltonian function Hslowpg¯, r¯q “ 12pr¯, r¯q, where pg¯, r¯q P T ˚G, and the symplectic structure
ωµ given by
ωµ “ ωcan ´ µπ˚G drα,
for the canonical symplectic form ωcan on T
˚G. Here πG : T
˚GÑ G is the cotangent bundle
projection and rα is a certain 1-form on the base G depending on the averaged metric.
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Proof. For a point q “ pg, xq P G ˆ T let p “ pν, yq be a covector at that point. A natural
G-invariant Hamiltonian system on T ˚pGˆTq with Hamiltonian Hpq, pq “ 1
2
pp, pq`Upπpqqq
for a G-invariant metric on Gˆ T has the form:
Hpx, y, g, νq “ 1
2
ppy, νq, py, νqqpg,xq ` Upxq.
To write it more explicitly,2 let B˚pxq : g˚ Ñ T ˚xT be the linear map associated with the
G-invariant metric,3 and identify covector components ν with elements of g˚ by right trans-
lations. Then the Hamiltonian can be rewritten as
Hpx, y, g, νq “ 1
2
py, yqx ` py, B˚νqx ` 1
2
pν, νqx ` Upxq. (27)
Now fix a position g of the slow motion and consider the fast motion (i.e. x-dependence)
of the system. In this setting we have ν “ 0, since the fast motion has zero mean, omitting
higher order terms in ǫ. Then the Hamiltonian for the fast motion becomes
rHprx, ryq “ 1
2
pry, ryqrx ` Uprxq . (28)
Note that the Hamiltonian of fast motion does not depend on the group element g.
Suppose that the period of this motion is 2π{ω and set the fast variable to be φ “ ωt,
where the frequency ω “ µ{ǫ. Let prxpφq, rypφqq be any Hamiltonian trajectory for Hamiltonian
function (28) satisfying the following two conditions: it is 2π-periodic with respect to the fast
variable φ and its initial condition is chosen in a way to provide zero mean for prxpφq, rypφqq.
Such a vanishing condition generically defines a 1-parameter family of solutions parametrized
by the energy level (e.g. such solutions differ by scaling for a quadratic potential U). We use
the fast variable φ to define the T-action on GˆT, which is given by φ˝pg, eiφ1 q “ pg, eipφ`φ1qq.
Since the Hamiltonian of fast motion does not depend on the group element g, the averaged
kinetic energy p1{2πq ş2π
0
prvpφq, rvpφqq dφ does not depend on g as well, where rv is related to ry
by means of the metric: rv5 “ ry. Take the solution prxpφq, rypφqq for which the averaged kinetic
energy p1{2πq ş2π
0
prvpφq, rvpφqq dφ is 1{ǫ2.
Then the averaged metric p¨ , ¨qT on Gˆ T (cf. Remark 3.4) is given by
ppv, γq, pv, γqqT “ pv, vq ` 2πp2γ xrα, vy ` γ2q´ş2π
0
prvpφq, rvpφqq dφ¯´1
“ pv, vq ` ǫ2 p2γ xrα, vy ` γ2q , (29)
where pv, γq P TgGˆTφT » TgGˆR, while the 1-form rα P T ˚G depends on ry. This 1-form is
right-invariant, i.e. it satisfies rαphgq “ R˚
g´1
rαphq. Indeed, the metric on M is right-invariant
under the G-action, hence its average with respect to the T-action is right-invariant under the
G-action as well.
The averaged inertia operator Ipg, φq : t “ R Ñ t˚ “ R and the averaged momentum
map J : T pG ˆ Tq Ñ t˚ “ R are given by Ipg, φqγ “ ǫ2γ and Jpg, v, φ, γq “ xǫ2rα, vy ` ǫ2γ,
respectively, cf. Proposition 3.5. Finally, the averaged connection A¯ P Ω1pG ˆ T,Rq on the
principal T-bundle Gˆ T is given by A¯pg, φq “ rα` dφ.
According to Theorem 3.6 the magnetic term in the symplectic structure is βµ “ µπ˚GdA¯ “
µπ˚Gdrα for the corresponding µ P R. Therefore, the symplectic structure on the reduced
manifold T ˚G – J´1pµq{T is the 2-form ωµ “ ωcan ´ µπ˚Gdrα. The correction in the effective
potential Uµ of Hamiltonian function (5) is constant, and hence can be omitted.
2This is based on the same consideration as Remark 3.4.
3As a matter of fact, it will turn out to be dual of a flat connection B in the bundle G ˆ T Ñ T, see
Remark 6.8.
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Remark 6.8. For the general case of a topologically nontrivial G-bundle, consider an open
subset O Ă N . Then locally in the base trivialize M |π´1pOq – O ˆ G and the cotangent
bundle T ˚M |π´1pOq – T ˚O ˆ G ˆ g˚. This decomposition of the tangent/cotangent spaces
gives us a flat connection B P Ω1pO, gq on O ˆ G. Therefore, for the local representation
px, y, g, νq of pq, pq, we have q “ px, gq and p “ py ` B˚ν, νq, and then the Hamiltonian
Hpq, pq “ 1
2
pp, pq ` Upπpqqq in T ˚M becomes
Hpx, y, g, νq “ 1
2
py ` B˚ν, y ` B˚νqx ` 12 pν, νqx ` Upxq
“ 1
2
py, yqx ` pB˚ν, yqx ` 12pB˚ν,B˚νqx ` 12pν, νqx ` Upxq.
Combine the third and forth terms in the above expression of the general Hamiltonian, we ob-
tain the Hamiltonian (27) in the proof. Finally, by confining ourselves to x-periodic solutions
in the base lying inside O one can reduce the setting to a Hamiltonian on T ˚pGˆ Tq.
Remark 6.9. For the oscillating flow we consider the principal G-bundle π : M Ñ N with
G “ SDiffpDq to be the group of volume-preserving diffeomorphisms. The infinite-dimensional
manifold M is the space of all volume-preserving embeddings of the reference manifold D
to Rn, while N is the manifold of all boundaries of such embeddings, i.e. hypersurfaces
diffeomorphic to BD and bounding diffeomorphic manifolds with the same volumes.
For the averaged metric, the 1-form rα on G is metric-related to a vector field Vs on G viarα “ V 5s . This defines the 2-cocycle σVspX,Y q :“ ´ @LX V 5s , Y D on the Lie algebra SVectpDq
in Theorem 6.5.
6.3 Particles in rapidly oscillating potentials
It turns out that the motion of a particle in a rapidly oscillating potential field [3] can also be
viewed in the context of the symplectic averaging-reduction setting. Moreover, in this exam-
ple one observes both phenomena: additional terms in the effective potential and magnetic
correction to the symplectic structure.
Namely, consider the Hamiltonian function
Hpx, p, ωtq “ 1
2
p ¨ p` ǫ2µ2 Upx, ωtq, (30)
where x P Rn, the potential function Upx, φq is 2π-periodic with respect to (the fast variable)
φ and the frequency ω “ µ{ǫ is of order 1{ǫ. By ingenious repeated application of canonical
transformations (see [3] for details, where µ “ 1) one obtains an averaged Hamiltonian up to
the third order in ǫ:
Hpx, pq “ 1
2
p ¨ p` U ` ǫ
2µ2
2
V 1 ¨ V 1 ´ ǫ3µ S2V 1 p, (31)
where Upxq “ 1
2π
ş
2π
0
Upx, τq dτ, V px, τq “ şτ Upx, θq ´ Upxq dθ, Spx, τq “ şτ V px, θq dθ with
the constant of integration chosen so that V “ S “ 0, and where prime denotes the derivative
with respect to the space variable x. On the other hand, the symplectic averaging-reduction
procedure applied to the Hamiltonian (30) is as follows. Regard the fast variable φ P T
as a new (periodic) coordinate, while the quotient along φ-fibers is the slow manifold with
coordinates x P Rn, mean values of the solutions. The T-action on the principal T-bundle
π : Rn ˆ T Ñ Rn is given by φ ˝ px, eiφ1q “ px, eipφ`φ1qq.
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Theorem 6.10. The averaged Hamiltonian system (31) for the natural system (30) is equiva-
lent to the result of the symplectic averaging-reduction procedure, i.e. the Hamiltonian system
on the reduced symplectic manifold pT ˚Rn, ωµq with the Hamiltonian function:
Hslowpx, pq “ 1
2
p ¨ p` Uµpxq, (32)
where px, pq P T ˚Rn, and the effective potential Uµpxq “ Upxq ` ǫ2µ22 V 1 ¨ V 1 and the reduced
symplectic structure is given by
ωµ “ dx^ dp´ ǫ3µ dtS2V 15u (33)
with the above notations for U, V, S and the prime as above, and 5 stands for the lifting indices
operator VectpRnq Ñ Ω1pRnq corresponding to the metric.
Proof. For the fast time τ “ t{ǫ, let prppx, τq, rxpx, τqq be a solution of the Hamiltonian system
corresponding to the function
rHprp, rxq “ 1
2
rp ¨ rp` rUpx` rx, τq,
and satisfying the periodicity and zero mean requirement in τ . (Recall that one splits any
solution x “ x` rx into the mean and periodic parts.) Upon discarding higher order terms in
ǫ, the Newton’s equation on rx becomes
d2rx{dt2 “ ´rU 1px` rx, τq,
where the prime stands for the derivative with respect to the space variable. We successively
obtain
rxt “ ´ǫ ż τ U 1px` rx, τq dτ “ ´ǫV 1 and rx “ ´ǫ ż τ ǫ V 1px` rx, τq dτ “ ´ǫ2S1 ,
where one integrates by using the zero mean condition on V and S.
Then the averaged metric is given by
ppv, γq, pv, γqqpx,φq “ v ¨ v ` γ2pǫ2V 1 ¨ V 1q´1 ` 2 ǫγ xS2V 1, vy pV 1 ¨ V 1q´1,
where pv, γq P TxRn ˆ TφT » TxRn ˆ R. Note that the metric has the form discussed in
Remark 3.4.
The corresponding fiber inertia operator Ipxq : t “ R Ñ t˚ “ R, x PM and the momentum
map J : T pRn ˆ Tq Ñ t˚ “ R are given by Ipxqγ “ γpǫ2V 1 ¨ V 1q´1, and Jpx, p, v, γq “
γpǫ2V 1 ¨ V 1q´1 ` ǫxS2V 1, vy pV 1 ¨ V 1q´1, respectively, where γ P R and where v is the image of
p under the metric identification, cf. Proposition 3.5.
Finally, the averaged connection A¯ P Ω1pRn ˆ T,Rq on the principal T-bundle Rn ˆ T is
given by A¯px, v, φ, γq “ dφ` ǫ3S2V 15.
We choose µ be the value of the momentum map. By Theorem 3.6, the reduced symplectic
structure on the reduced manifold T ˚Rn “ J´1pµq{T has a magnetic term,
ωµ “ dx^ dp´ ǫ3µdtS2V 1dxu.
And the reduced Hamiltonian function on pT ˚Rn, ωµq is
Hslowpx, pq “ 1
2
p ¨ p` Uµpxq,
at any px, pq P T ˚M , and where the effective potential is Uµpxq “ Upxq ` ǫ2µ22 V 1 ¨ V 1 .
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Thus the system obtained by applying the symplectic averaging-reduction procedure is
equivalent to the one obtained via the classical averaging method in [3].
Remark 6.11. It remains an open question to describe the magnetic term related to the
curvature of an appropriate T-bundle in purely geometric terms, similar to the gyroscope
description in [4].
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