Introduction
Given a set of demand points, the goal of classical location problems is to nd one or several points for placing new facilities such that they optimize one or several possibly constrained objective functions. Usually the objective functions depend on the interactions among demand points and new facilities. When the new facilities cannot be represented as points but as some kind of dimensional sets then extensive facility location problems arise. Loosely speaking these problems consist of choosing an element in a class of (geometric) sets representing the candidate facilities, that best ts the set of demand points according to some speci ed criterion. In particular, the location of straight lines, line segments, hyperplanes, spheres and some types of polygonal curves has been studied to some extent. In this way, the location of dimensional structures can be considered as a natural extension of point location. However, as a consequence of the Dept. de Matem atica Aplicada II, E. U. Polit ecnica, Universidad de Sevilla, Spain (dbanez@cica.es).
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z Fachbereich Mathematik, Universit at Kaiserslautern, Germany (schoebel@mathematik.uni-kl.de). di erent nature of the candidate elements some speci c clari cations should be remarked on. First, the shape and the features of the facilities has to be speci ed (according to the problem instance) in order to choose the family of geometrical structures to represent them. Secondly, some clari cations should be provided in order to distinguish the eld of extensive facility location from others such as routing or network design. While classical location problems are trivially solvable when all the given demand points can be directly covered by t h e p o i n t facilities, this is in general not true when the facilities are represented by dimensional structures. This means that problems consisting in directly covering all the demand points by the facility, with the Euclidean TSP being a paradigmatic example, arise in the area of placing or choosing a dimensional structure among a given set of candidates. In order to make a coherent extension of the concept of facility location problem from points to dimensional structures, the inherent features must be maintained. Thus, a problems will be categorized as extensive facility location if a function dependent on the location of both the given points and the facility i s g i v en in order to measure the (spacial) interaction between demand points and facility. This function often is given through a metric (or a more general distance function) measuring the distance from a demand point t o t h e set of new facilities. Continuous location of dimensional structures can in general be described as follows: Given a set of existing facilities or demand points P = fp 1 : : : p M g in a n-dimensional space E, a w eight set W = fw 1 : : : w M g, a distance d in E, a family S of subsets of E and an objective function F, nd the subset(s) S 2 S such that the function F(d(p 1 S ) : : : d (p M S )) is minimized, where the distance between a point p m and a set S is given by d(p m S ) = min x2S d(p m x ): Note that the elements in S are given by means of a common geometric property, possibly with some contraints on the size. Since P E W dare xed data for each instance, the problem may b e s u m m arized as optimize S2S F(S)
As a consequence, extensive facility location, however, overlaps (when a physical interpretation of the facility is not required but only a mathematical one) with other classical areas like c u r v e tting of a set of points and metrology of geometrical tolerancing. Taking into account the ample variety of location problems that arises when considering di erent objective functions, constraints, and metrics occurring in the various applications, the inclusion of these problems within the area of extensive facility location leads to a wider point of view that provides insight and allows to de ne new problems with potential applications in the elds from which they come. The literature about locating dimensional facilities is quite heterogeneous. One reason is that results in this area are strongly dependent o n t h e t ype of curve representing the facility. F or the location of straight lines or circles, good characterization results for the optimal elements are available. However, due to the higher degree of freedom of polygonal shaped facilities, no such results have b e e n published for the location of polygonal curves. Hence, in this area, a lot of research aims to directly obtain e cient algorithms. Another reason is due to the fact that extensive facility location problems arise in di erent mathematical disciplines, meaning that sometimes di erent approaches have been used in proofs of the same result. Furthermore, also the suggested algorithms show a wide variety, since they are based on di erent techniques, among them case analysis, convex analysis, computational geometry, and linear and dynamic programming as the most usual approaches in this eld.
Although the problems dealt with in this paper have a c o n tinuous formulation they can be classi ed as discrete ones, in the usual sense that a nite procedure for nding an optimal solution exists. For this reason discrete characterizations of the optimal solutions and exact algorithms have been stressed, and only a few iterative algorithms will be brie y mentioned. The study has been divided according to the type of facility to be located. Since a lot of research has been done in the eld of locating linear facilities, Sections 2, 3 and 4 present results for line location in the plane, some extensions and the location of other linear structures, respectively. In Section 5, circle and, more general, sphere location is described and literature dealing with such problems is reviewed. Section 6 is dedicated to polygonal curve location problems. Only in special cases structural properties for locating a polygonal curve exist. Therefore, the section emphasizes the research on algorithmic results. Finally, i n Section 7 some comments on locating other structures | almost not dealt with in the literature so far | are given, including some conclusions and suggestions for further research.
Locating lines in the plane
Given a set of points (also called existing facilities) P = fp 1 p 2 : : : p M g in the plane the line location problem is to nd a straight line l which is as close as possible to the points in P, i.e., it is a good linear approximation for the set P.
The following two objective functions are based on the L 1 and the L 1 norm and are of particular interest for location theory. Let d be a distance measure and w m 0 be nonnegative w eights, then the median objective for a line l can be formulated as f(l) = X A line l minimizing f is called a median line and an optimal line with respect to g is a center line. Line location problems have applications not only in operations research and location theory, but also in robust statistics and in computational geometry, e.g., in pattern recognition and in cartography. In statistics, line location problems are known as regression line problems, or as L 1 -t or L 1 -t problems in computational geometry mainly the generalization to hyperplane location problems is interesting (see Section 4.3). A line l in the plane can formally be de ned as l s1 s2 b = fx = ( x 1 x 2 ) 2 IR 2 : x 1 s 1 + x 2 s 2 + b = 0 g:
Note that the slope s of the line l s1 s2 b is given by ; s1 s2 . The main focus of this section is to discuss line location problems with a distance d derived from a norm (i.e., there exists a norm such t h a t d is given by d(x y) = (y ; x)). But before turning our attention to norms, we m e n tion the following simple case of, namely line location problems with respect to the vertical distance d v . F or two p o i n ts p = ( p 1 p 2 ) q= ( q 1 q 2 ) 2 IR 2 , t h e v ertical distance is de ned as follows: In fact, if we assume that not all points of P lie on the same vertical line, we can restrict ourselves to non-vertical lines, since there exists a point p 2 P such that d v (p l) = 1 if l i s a v ertical line. This means that we can assume that both objective functions f and g are piecewise linear and convex for the vertical distance. (Convexity of the problem is not true any m o r e i f d is a distance derived from a norm, even for the rectangular distance that property d o e s n o t hold.) Consequently, line location problems with the vertical distance are easy to solve. Fortunately, m a n y results for the vertical distance can be transferred to any distance d derived from a norm by using the following basic result (see 126]), leading to proofs for most of the results presented in this section. Note that, in contrast to the incidence property stated in Theorem 3 for median line location problems the above Theorem 4 can be transferred to distances derived from gauges, even if we a l l o w di erent gauges d m for each of the points in P. Also for strictly monotone metrics this property c a n b e v eri ed, but for arbitrary metrics it is in general not true. For details we refer to Chapter 5 of 128] .
From an algorithmic point of view, the following property dealing with the convex hull CH(P) of the set of existing facilities, is also interesting for line location problems with center objective.
Theorem 5 For the vertical distance and for all distances d derived f r om norms or gauges the following holds. If the weights are a l l e qual there exists a center line which is parallel to a facet of CH(P).
For the vertical and the rectangular distance this has been shown in 130] the generalization to all distances derived from norms or gauges can be found in 126] and 128], respectively. In the next result the set of all optimal lines is studied. Recall that a smooth norm is a norm such t h a t e a c h p o i n t on the boundary of its unit ball B = fx 2 IR n : (x) 1g is supported by exactly one hyperplane (see e.g., 111]).
Theorem 6 Let d be a distance derived f r om a norm.
(i) Any median line with respect to any weighted s e t P with weights w m and distance d passes through at least two of the points in P i f a n d o n l y i f d
has been derived f r om a smooth norm.
(ii) Any center line with respect to any weighted s e t P with weights w m and distance d is at maximum distance f r om at least three o f t h e p oints in P if and only if d has been derived f r om a smooth norm.
Theorem 6 has been shown in 128], where it has been used to derive an algorithm for calculating all optimal lines | even in the case of non-smooth norms.
Algorithms for line location problems
Using Theorems 3 and 4, a simple enumeration of all lines passing through two of the points in P in the median case, or being at maximum distance from three points in P in the center case is possible. This can be done in polynomial time, for any distance d derived from a norm (assuming that a norm evaluation can be done in constant time | a problem in computational geometry which is equivalent to nding a center line in the unweighted case. The optimality of these algorithms was shown in 89]. In this paper, also the weighted case has been discussed and an O(M 2 logM) time algorithm for this case has been suggested. This approach could be improved to the optimal running time of O(M log M) in 49]. There is another objective function, which is sometimes referred to in the literature, namely to nd a straight line maximizing the minimum distance to the existing facilities. For the Euclidean distance, this problem has been studied in IR 2 ( 70] ) and in IR 3 ( 56, 55] ). In IR 2 the presented algorithm runs in time O(M 2 ), while in IR 3 the time complexity has been improved from O(Ml o g 5 M) ( 56] ) to O(Ml o g 4 M) ( 5 5 ]). In the case of polyhedral norms the problem has been discussed in 69], where the existing facilities in P are given not by p o i n ts, but by polygonal sets which m ust not be intersected by the line.
Extensions of line location problems 3.1 Locating more than one line
In 102] i t h a s b e e n s h o wn that for general r it is NP-hard to decide wether or not there exist r straight lines l 1 : : : l r in the plane such t h a t P i=1 ::: r l i where P is a given set of M points (the so called line cover problem). Consequently, it is NP-hard to locate r lines in the plane such that the sum of distances or the maximum distance between the points in P and the set of lines is minimized. In Section 2 we h a ve shown that for r = 1 both problems are polynomially solvable, if the distance is derived from a norm. For r > 1 only little research has been done so far. Apart from 97] who solved the location of r lines heuristically as an intermediate step in their procedure, the only exception we a r e aware of refers to the Euclidean 2-line-center problem: G i v en a nite set P of (unweighted) points in the plane, nd two lines l 1 and l 2 , s u c h t h a t t h e y minimize the maximal distance from the given points to their closest line, i.e. minimize max p2P minfd 2 (p l 1 ) d 2 (p l 2 )g:
For this problem, in 6] an an O(M 2 log 5 M) time algorithm was developed, using the parametric searching technique of Megiddo 99] . The corresponding xed-size problem which is used is the following: Given a width w determine wether P can be covered by t wo strips of width w each. 
Restricted line location problems
When applying location theory to model real-life problems one often has to take into account restrictions for the set of feasible solutions. Such additional constraints often change the whole structure of the model, and thus many theoretical results may be useless in practice. Therefore, in classical (point-shaped) location theory many papers deal with di erent t ypes of restrictions. One kind of restriction that is often used is the introduction of a forbidden region R (also called a restricting set) in the interior of which the new facilities cannot be located. For the case of line location, a given forbidden region R must not be intersected by the new line-shaped facility. Instead of looking at a forbidden set one might wish to look at an enforced set F , i . e . w e require that l \ F 6 = . F or the case that the line is forced to pass through one speci ed point p 0 the anchored line location problem has rst been considered by 107] for the median objective function and the Euclidean distance. They have shown the following theorem.
Theorem 7 All optimal lines for the anchored l i n e l o cation problem with Euclidean distance and median objective pass through at least one point in P.
In 82] the anchored line location problem appears as a subprocedure for the unrestricted line location problem with median objective function, and has been solved in O(MlogM) time for the Euclidean distance. Recently, Theorem 7 has been generalized to all distances derived from norms (see 129]).
Now w e turn to restricted line location problems with a forbidden sets R through the interior of which the new line is not allowed to pass. As possible applications for restricted line location problems one can think of a highway t h a t i s n o t allowed to pass through a natural habitat, or a conveyor belt that must not be within a dangerous area. To formalize the restricted line location problem let R be a given area in the plane that must not be intersected by a n y line. Then the problem is the following. minf(l) or ming(l) s:t: l \ int(R) = s:t: l \ int(R) = respectively. Among the few problems of this type which h a ve b e e n m e n tioned in the literature of linear facility location so far is the location of a center hyperplane with respect to the Euclidean distance where the forbidden region is given by CH(P), see 118] . In a more general context, 127] i n vestigated restricted line location problems with polygonal forbidden sets R for the vertical distance d v by looking at the dual version of the problem (in which lines have been transformed to points and points have been transformed to lines, see e.g., 119, 6 7 , 1 2 7 ] ). The result which w as obtained by transforming the forbidden set R to dual space could be adapted rst to block norm distances and then also to all distances d derived from norms. The result is the following (see 127] for details).
Theorem 8 Let R be a p olygon and d be a distance derived f r om a norm.
For the restricted l i n e l o cation problem with median objective there e x i s t s an optimal line which { contains a facet of R or { passes through one of the points in P and through a vertex of R or { passes through two of the points in P.
For the restricted line location problem with center objective there e x i s t s an optimal line which { contains a facet of R or { is at maximum distance f r om two of the points in P and passes through a vertex of R or { is at maximum distance f r om three o f t h e p oints in P.
By enumerating all candidate lines of Theorem 8, polynomial time algorithms are possible. Note that Theorem 7 appears as a special case in the theory developed in 127] and can easily be generalized to all distances d derived from norms.
Linear Approximation of Simple Objects
In the following generalization of line location problems we c o n s i d e r a s e t P which does not consist of points, but of M polygonal convex sets. The line stabbing problem or line transversal problem is to nd out, if there exists a line l which i n tersects all objects in P. S u c h problems can be solved in optimal in O(M log M) t i m e b y the algorithm of Hershberger 66, 10] In the case that no stabbing line exists, the goal is to nd a line l which i s c l o s e to a line transversal in the following sense:
In the case of the median objective, the goal is to nd a line, minimizing the weighted sum of distances to the given objects in P. the center problem consists of nding a line minimizing the weighted maximal distance to the objects in P. For the Euclidean distance both problems are discussed extensively in 119]. The methods used are the dual interpretation already mentioned in Section 3.2 and well-known techniques from computational geometry. The main results are the algorithms for nding median and center lines, if the given set P consists of M polygonal sets with a total of G vertices. For determining a median line an O(MG l o g M) time algorithm is suggested, while the proposed procedure for solving the center line problem runs in O(G 2 logG) time. In the case of circles and line segments, better procedures can be obtained. Many other complexity r e s u l t s for constrained versions of both problems, and even for nding a hyperplane in IR 3 are given. We refer to 119] for details. heuristic iterative approach, in which they rst partition the set P into \appar-ently linear" subsets and then approximate a median line for each of the subsets (without knowing any of the exact algorithms of Section 2), before re-allocating each p o i n t to its closest facility and repeating the procedure. Their heuristic has been applied in the area of Southern Ontario and Quebec (for M=55). While for general distance measures very few research has been done in the eld of locating line segments, there are some papers about the segment center problem in the Euclidean case. This is speci ed as follows. Given a planar and nite set of points P and l 0 nd a line segment S of length l such that 
Location of half-lines
The half-line location problem is the following. Given a set of points P nd a half-line h emanating from a given point p 0 such that X p2P
is minimized, respectively.
In 107] the half-line location problem has been considered for the Euclidean distance and the median objective function f and the following result has been shown.
Theorem 9 For the half-line location problem with median objective and Euclidean distance, the following holds: All optimal half-lines pass through at least one point in P.
In 89] the center objective function is considered for the half-line location problem with Euclidean distance, and an O(MlogM) algorithms has been suggested. The case of the rectangular and the Chebychef distance has been discussed in 32]. For the center objective function, an O(M 2 ) time algorithms is proposed, which can be improved to an O(M) algorithm, if p 0 = 2 CH(P), i.e. in the case that the ray should emanate from a point outside of the convex hull of the given points in P. Another interesting objective function which has been considered mainly for hal ines is the maxmin objective. In this case the goal is to nd a new facility, such that the minimal distance to the points in P is maximized. The resulting problem is called the maxmin half-line location problem. This problem has been studied in the plane by 55] and can be solved in O(Ml o g M) optimal time. Its three-dimensional conterpart is to nd a ray emanating from a given point p 0 such that the minimal distance to a point in the nite set P 2 IR 3 is maximized. This problem is motivated by applications in neurosurgery where a line shaped instrument should be intruded into the patient's brain to remove a sample from a speci c point p 0 without damaging critical brain areas (see 55]). In 56] a n O(Ml o g 5 M) time algorithm is suggested to nd a half-line in IR 3 with Euclidean distance and maxmin objective, which has been improved to O(Ml o g 4 M) time in 55]. In this paper, also extensions are studied, e.g., to locate a line or to consider a point set P not consisting of points, but of lines, or of line segments. The optimal solutions are called median hyperplane and center hyperplane, r espectively. Using the same notation as in Section 2 we can summarize the main results for hyperplane location problems.
Locating hyperplanes in normed spaces
Theorem 10 For hyperplane location problems in IR n and all distances d derived f r om norms the following hold.
1. There exists a median hyperplane which passes through n a nely independent points in P.
2. All median hyperplanes are pseudo-halving.
3. There exists a center hyperplane which is at maximum distance f r om n+1 a nely independent points in P.
To prove this theorem one rst shows all three results for the convex case of the vertical distance in IR n . T o prove (i) All median hyperplanes are p assing through n a nely independent points in P.
(ii) All center hyperplanes are at maximum distance f r om n + 1 points in P.
Recently, t h e anchored h y p erplane location problem has been considered. In this context, not only the weighted set P of existing facilities, but also another set of points, Q, i s g i v en. The objective i s t o n d a h yperplane minimizing the distances to the points in P, but passing through all points in Q. I n 1 2 9 ] t h e following result has been shown. Theorem 13 Let d be a distance derived f r om a norm , a n d l e t k n be t h e number of a nely independet points in P. F urthermore, let Q IR n be a given set.
(i) There exists an anchored m e dian hyperplane passing through at least n;k a nely independent points of Q.
(ii) There exists an anchored c enter hyperplane which is at maximum distance from at least n ; k + 1 a nely independent points of Q.
(iii) If is a smooth norm, all anchored m e dian hyperplanes are p assing through at least n ; k a nely independent points of Q, and all anchored c enter hyperplanes are at maximum distance f r om at least n ; k + 1 a nely independent points of Q.
Note that Theorem 13 contains the incidence properties for unrestricted lineand hyperplane location problems in the special cases that Q = .
A further generalization of hyperplane location problems should brie y be mentioned. Given a set P of M points in IR n , n d a k-dimensional plane (k < n ) such t o m i n i m ize the sum of distances or the maximum distance to the given point set P. This problem has been considered in 92], where it has been shown that for the median objective function it is at least as di cult as the location of a point i n I R n;k minimizing the median objective function i.e. as the classical Weber problem in n ; k dimensions. In the special case k = 1 n= 3 , i . e . for locating a line in IR 3 , the problem with center objective function has been previously studied in 71] and also in 133]. For the median objective function, some rst models and solution approaches have recently been developed by 1 7 ] .
Algorithms for hyperplane location
As in the planar case, Theorem 10 shows that polynomialalgorithms are possible for solving hyperplane location problems when the distance d is derived from a norm. Some special case algorithms should also be mentioned for hyperplane location problems.
For the vertical distance or the rectangular norm the algorithms of 149, 101] run in linear time, also for hyperplane location problems for each xed dimension n, r e s u l t i n g i n O ( M) time algorithms for the median and for the center problem. For block norms this can be used to derive a n O ( GM)time algorithm for any xed dimension n (where G as usual denotes the number of extreme points of the block norm), see 95] . 
Sphere location
The majority of research carried out has been orientated towards solving problems in a planar setting. After describing the above m e n tioned, some extensions to higher dimensions will be brie y described. Given a set of points P IR 2 circle location problems consist of nding a circle C such that it minimizes some function of the distance from the given points to the circle. As far as the authors are aware the only metric used for distances in these problems is the (orthogonal) Euclidean. In the eld of facility location, an example of a potential application of these models, is to determine the alignment of a rapid transit underground line when the points in P (demand points) are the centroids of the census tracks and weights represent the corresponding populations. In particular, in already constructed metro networks, and for the purpose of improving the mobility o f t h e citizens, the introduction of a circle line contributes to improving several e ectivity measures of the network 85]. The approximation criteria applied are the corresponding to L 1 L 1 and L 2 2 , which lead, respectively, to the following objective functions: The corresponding non-convex minimization problems give r i s e t o t h e c o n c e p t of median, center and least-squares circles, respectively. One of the reasons for including the last one is the frequent application in practice as an alternative to the center problem.
The following characterizations of the optimal solutions have been described.
Theorem 14 The center of the optimal circle solving the Least Squares Problem
is the point at which the variance of the distances to the points is minimized.
The optimal R is the average of all distances. This result can be found in 43] a n d s h o ws that this problem is equivalent t o that of locating a point that minimizes the variance in the plane with Euclidean distances, for which no algorithm is known for nding an exact solution. Therefore, only iterative algorithms ( 147] , 43]) have been proposed. Now w e t u r n t o the median objective.
Theorem 15 (i) If M = 3 and the points are a nely independent then there exists exactly one circle containing the points. Otherwise, i.e. they are c olinear, no optimal circle with nite radius exists. If M 3 then there always exists an median circle that contains one of the given points. Furthermore, all median circles are pseudo-halving (2).
(ii) There exists a median circle whose center is the point at which the mean absolute deviation of the distances to the points is minimized, and the radius is the median of all distances.
The rst part of the theorem can be found in 128], while (ii) in 43]. Let us note, that the these results are not su cient to construct an algorithm for nding the exact solution of the median circle problem, since there is no similar known algorithm for the minimum absolute deviation problem in the plane. For this reason, up to now, only iterative algorithms have been devised. The center circle problem is equivalent to nding a minimum radius annulus enclosing all the points, and is also known as the out-of-roundness problem in Computational Metrology. In this area the problem of determining whether or not a manufactured object ts to the previously prescribed shape arises. For this, a sample of points in the boundary of the object is obtained and, according to a speci ed criterium, the best curve of the family is tted in order to evaluate the quality of the object. Sample points can be interpreted as demand points in location models and the curve to be tted as the facility structure to be located. For instance when producing circle planar pieces the problem known as roundness inspection arises 147]. This problem has been treated with Statistics and Computational Geometry techniques. In several areas of production, such as car or precision machinery manufacturing the problem of sphericity inspection of produced ball bearings appears ?].
For the center planar problem or equivalently the minimum width enclosing annulus the main discretization results are the following. This theorem was rst stated by 117] and its application leads to an O(M 5 ) time naive algorithm ( 142] ). However, the annulus can degenerate to a slab ( 134] ) which can be viewed as an annulus centered at 1. In order to obtain a non trivial algorithm the following result is crucial.
Theorem 17 Further research has been done on the application of the characterization of local minima. When the points in P are given in circular order, as happens when computing roundness, there is at most one local minimum and it can be computed in O(M log M) time ( 57] ). The corresponding problem to the special case in which t h e p o i n ts of P are in convex position only has a local minimum inside the convex hull, and can be computed in (M) ( 5 7 ] ). The problem in which the existing facility is a simple polygon, has been studied by ?], who obtained an O(M logM + I) time algorithm, where I is the quoted numb e r o f i n tersections, and an O(M) time algorithm has been devised by 1 3 5 ] for the special case in which the polygon is convex containing the center of the annulus. A related but simpler problem is that of nding an annulus of minimum area that contains P. This problem can be formulated as a linear programming problem in IR 4 and, therefore can be solved in O(M) time ( 101] ). In ?] this model, called the algebraic Chebychev problem of tting circles, is considered as an approximation to the geometric Chebychev or zone problem, i.e. the above called the circle center problem. Also the constrained version of the center circle problem in which the radius is given has been under research and an O(M log M) time algorithm provided 28]. The extension of the circle center problem to higher dimensions consists in nding a hyperspherical surface such t h a t i t m i n i m izes the orthogonal distances from the given points. The essence of the characterization of local minima remains true for dimensions higher than two ( 5 7 ]). In the recent past, an iterative algorithm based on a combination of polyhedral outer approximation, branch-and-bound and cutting plane techniques ( 25] ) and an O(M 3; 1 19 + ) time algorithm ( 2] ) for dimension three have been described. Finally, for the harder problem of nding a cylindrical shell (a region enclosed between two concentric cylinders) of smallest width (di erence between radii), which contains the set P, no solution improving the brute-force technique is known.
Location of polygonal curves
The natural extension of the linear facility problem in the plane is that of locating a polygonal facility w h i c h p r o vides in some sense, the best approximation for a point s e t . The optimal location of a polygonal route among a set of points in the plane has been dealt with from di erent points of view according to the objectives and applications which h a ve suggested them. In this sense, two optimization criteria have been applied. On the one hand, when we ask for a route for distributing goods to a set of customers represented by points in the plane, the application of the min-max criterion has been taken into account. On the contrary, when designing an obnoxious route (with potential undesirable e ects, for instance a pipeline) or in the robotic eld, the max-min criterion has to be applied in order to locate the facility as far as possible from the population. Note that although the min-sum criterion is common in facility location theory, has not been considered for locating polygonal curves yet. consequently, w e limit our attention to the location of a monotone polygonal curve connecting two p o i n ts (the endpoints) using the min-max and the maxmin criteria. Note that for a general polygonal structure do not exist any c haracterization properties for a solution of these optimization problems. Therefore, in this section we will only sketch the general and conceptual methods for solving the problems e ciently. H o wever, there are certain cases where we will also show some nice properties. Hereafter we will call P = fa = p 0 p 1 : : : p M p M+1 = bg the given set of points and will denote the x-coordinate of a point q by x(q). Furthermore, we will assume that the points in P are given in lexicographical order. The points a and b are the endpoints (can be xed or not), and are assumed to satisfy x(a) < x (p 1 ) and x(p n ) < x (b). These endpoints have been added in the notation to the point set to be approximated, which is really P n f a bg, for the sake of making later descriptions easier. Then, denoting the polygonal curve facility b y C and by d the distance measure from a point to a polygonal facility, the two problems are, respectively, m i n i m izing the function g(C) = m a x 
k-Bend polygonal curves
The optimization of the function g(C) has a trivial solution. In fact, the polygonal curve passing through all the points minimizes g(C), but leads to very high costs for building it. Thus it is necessary to consider constrained problems. In this scene, the usual constraints on the route to be constructed arise from two factors. First, the number of bends (vertices or corners) of the polygonal curve plays an important role in the design of paths in robotics or electronic design problems. On the other hand, in the routing context, the length of the polygonal route could be more important t h a n t h e n umber of vertices. Therefore, we will refer to the Bend(Length)-Constrained Min-max Problem:
A great number of such problems has been solved from the Computational Geometry viewpoint. In fact, a problem closely related to the search o f b e n dconstrained min-max polygonal facilities is that of the approximation of polygonal curves. In various situations and applications, images of a scene have t o b e represented at di erent resolutions. A topic studied in Computational Geometry and applied to approximate boundaries of complicated gures in cartography, pattern recognition and graphic design 110, 1 8 , 2 3 ], is that of approximating piecewise linear curves by more simple ones. Among the research undertaken in these elds, 74, 1 4 0 , 104, 20, 6 2 ] c a n b e selected, in which the problem of approximating a given polygonal curve b y another has been studied. In these papers, the vertices of the new curve a r e assumed to have either the same abscissas as the given vertices in P or they consist of a subset of the vertices of the original polygonal curve. In fact two t ypes of approximation problems have been solved, Min-# problem: Given 0, nd an approximating polygonal curve C with minimum number of bends whose error is not greater than .
Min-problem: Given k, nd an approximating polygonal curve C minimizing the error among those with a bend number not greater than k. This type of problems admits several variants that arise when imposing constraints on the location of the vertices or considering various types of errors 74]. In order to remain focused on facility location, two a p p r o ximation errors are considered, e 2 (C) = maxd 2 (p i C ) and e v (C) : = m a x d v (p i C ) w h e n d 2 (p i C ) a n d d v (p i C ) are respectively, the distance from the point to the polygonal curve induced by the Euclidean distance and the vertical distance.
Therefore, from the point of view of Facility Location Analysis, the Min-problem with d 2 and d v distances becomes an Euclidean min-max problem and a Fitting min-max problem, respectively. The idea proposed in 30] i s t o u s e the known methods in Computational Geometry to approximate the polygonal chain fa = p 0 p 1 : : : p M p M+1 g whose vertices are the demand points. In this way, since the set P is given in lexicographical order, a x-monotone polygonal facility can be found. The general method for solving the Bend-Constrained Min-max Problem is proposed in 74] and works as follows: We rst generate a set ; of candidate error values, in such a w ay that the polygonal curve C we are looking for has one of these values as error. To e a c h candidate e in the set we can associate the minimal number of bends of a polygonal curve C(e) that can be constructed with error at most e (the solution of a Min-# problem). Finally, w e look for the smallest e 2 ; whose associated length is not greater than k, and so get C = C(e).
The most e cient algorithms for the Euclidean distance problems were devised by Chan and Chin 20] . They give a n O(M 2 ) and an O(M 2 logM) time complexity algorithm for the Min-# and Min-problem, respectively. They further show that if the curve t o b e a p p r o ximated forms part of a convex polygon, the two problems can solved in O(M) time. Note that the Euclidean case has only been solved when the vertices or bends of new polygonal curve are a subset of the original set of points. This is the so-called discrete k-bend polygonal curve.
On the other hand, the problem with respect to the vertical distance appears in several and important disciplines with applications. Not only in operational research and location theory, but also in Statistics, computer to graphics or arti cial intelligence the vertical distance is considered. In this case we refer to tting a polygonal curve t o a p o i n t s e t . The k-bend constrained min-max problem with the vertical distance was posed in 63]. They solve t wo v ariants of the problem: when C is required to have its vertices on points in P, t h e discrete problem, and when its bends can be on any point in the plane, the so-called free p r oblem. F or both of them, they have d e v i s e d O(M 2 logM) time algorithms which d o n o t w ork in the presence of degeneracies, i.e. they do not admit points with the same x-coordinate. The approach is similar to the general method used in 74]. However, in the context of Facility Location, the points of P (potential users) a r e t o b e f o u n d i n a n y position. For this reason, a dynamic programming procedure is applied in 33] to remove the non-degeneracy assumption in the discrete case. Besides, a nice observation made here is that the algorithm to solve the Discrete k-Bend Constrained Min-Max problem can be adapted to nd the length constrained min-max problem. The location of a special type of a polygonal chain is considered in 30]. A rectilinear path is a path consisting of only vertical or horizontal segments. Generally, this kind of path appears in problems involving transportation routing design with applications such as oor planning, manufacturing environment design, VLSI layout design, robot moving, etc. In this sense, a Computational Geometry topic is that of nding shortest paths in the presence of obstacles.
Even though these problems cannot be considered as location problems, they are useful as tools.
There exists a characterization property of the k-Bend Constrained Problem with vertical distance, proved in 36].
Theorem 18 There exists a solution to the rectilinear polygonal center problem constrained by the bend number, such that each horizontal segment is a segment center of its allocation set and for each vertical segment there exists a point p 2 P with the same abscissa. By enumerating all candidate rectilinear paths of Theorem 18, a polynomial time (but not e cient) algorithm is possible. However, in 37], this property is used to nd e cient algorithms for two i nstances of the min-max problem. In fact, min-max problems of location a monotone rectilinear route with constraints both on the bend number b(R) and on the length l(R) when using the vertical distance have been studied:
In the second case (with length constraint), an O(M 2 ) time algorithm based on geometric properties of an optimum route has been designed. For the second problem, the property o f c e n trality for the horizontal segments of a solution of Theorem 18 is crucial and the search on a nite set of candidate routes devises an O(M 2 logM) time algorithm. Finally, both problems can be solved in O(Ml o g 2 M) time 31], by using the Parametric Search Technique of Megiddo 99] . Now, we turn our attention to maximize the function h(C). This concerns the location of obnoxious routes that has recently been considered by t h e F acility Location community. Most of the papers deal with models within an underlying discrete space. Therefore, when the path has to be integrated into a network, shortest path 11], multiobjective 1 ] and other problems considering the possibility of road accidents 11], 15] h a ve been studied. Howeve r , i n t h e continuous case, in which the path can be located anywhere, the research h a s made very little progress. First of all, it is necessary to consider a restriction on the path, otherwise the problem admits a trivial solution. Two problems arise when considering constraints either on the spacial situation or on the length of the polygonal curve, namely:
the region-constrained p r oblem: given a polygonal region R containing the point s e t P, nding a polygonal curve path C within R maximizing h(C), i.e., max
the length-constrained p r oblem: given a positive v alue l 0 , nding a polygonal curve p a t h C with length-bound l 0 maximizing h(C), i.e.,
Note that the number of bends (k) is not xed in the input of such problems. For the Euclidean region-constrained problem, Drezner and Wesolowsky 44] provide an approximate algorithm for calculating a polygonal curve route C in a polygonal region with entry and exit segments. A similar approximation procedure with rectilinear distance was studied by Hinojosa 68] . However, in a recent paper 35], D az-B añez and Hurtado devise an exact O(MlogM) time algorithm for this problem by using Voronoi Diagrams. The length-constrained p r oblem can be solved with an approximation algorithm for general polygonal curves and by a n O(Ml o g M) time algorithm when the polygonal has only one free-corner 35].
1-Bend polygonal curves
A particular and important case of polygonal curve location is worth mentioning. The approximation of a point set by a 1-bend polygonal curve has interesting applications in approximation theory and in statistics. For instance, we c a n think of min-max approximation by t wo a n c hored lines, assuming that the whole population is split into two unknown groups with distinct characteristics. First, we refer to the use of the Euclidean distance. The so-called double-ray center problem is de ned as follows. Given a set of M points P in the plane, we w ant to nd a con guration, C = ( O r 1 r 2 ), consisting of a point O in the plane and two r a ys, r 1 r 2 , emanating from O, such that the Hausdor distance from P to C is minimized. The Hausdor distance from P to C is de ned by
where d 2 (p r) denotes the Euclidean distance between the point p and the ray r. The distance between a point p and a ray r starting at point O is de ned by the distance between p and the line l through r if the perpendicular line to l through p intersects r, it is the distance between O and p otherwise. In the paper 60] an algorithm that nds a double-ray c e n ter of P is proposed.
(Note that the double-ray con guration is not necessarily unique). The main theoretical result allows to modify a given double-ray con guration C with distance d = h(P C) to a special double-ray con guration with distance d.
Theorem 19 Let C be a double-ray con guration C = ( O r 1 r 2 ) with distance d = h(P C). Then, either
1. P is of width not greater than 4d, o r 2. P can be c overed by two parallel strips of width 2d each, say (L 1 L 2 ) and (L 3 L 4 ), such that both L 1 and L 4 pass through a point of CH(P), a n d On the other hand, the most e cient algorithms for nding 1-bend polygonal curves are developed in a recent p a p e r . In fact, the paper 34] corresponds to variations of the problem of tting 1-bend polygonal chains where vertical distance is used instead of the Euclidean distance. Although the restriction that the chain must start and end at speci ed anchor points a and b is imposed, it is shown that the algorithms can be extended to deal with non anchored polygonal curves. Several problems arise by considering constraints on the bend position or on the endpoints of the chain. In 34], an O(Ml o g M) time algorithm for the 1-bend discrete min-max problem, and an O(Ml o g M) time algorithm for the 1-bend free min-max problem is proposed, none of them making degeneracy assumptions. Besides, the 1-bend discrete case can be solved within the same time bound as the problem in which a and b are not xed but must both satisfy a feasible set of linear constraints. Such problems lead to algorithms of quadratic complexity as it is shown in 30]. However, by using more structure and suitable incremental updating, more e cient solutions are possible. A technical result, crucial for the procedure, that uses the convex hull of the point s e t CH(P) is the following Theorem 20 Let P be a p oint set, and let`and r be the leftmost point and the rightmost point in P, r espectively. The following properties hold:
(1) The maximum distance b etween P and the line`r is attained a t s o m e vertex of the polygon CH(P) (2) furthermore, the distance function to the line`r is unimodal along the boundary of the upper hull, and analogously along the lower hull of P.
(3) Let r be the ray from`which minimizes the maximum distance t o t h e s e t P: this maximum distance m u s t b e attained by one vertex from the upper hull and another one from the lower hull.
Consequently, i f CH(P) is already available in a given suitable data structure, r can be computed in O(log 2 M) time using nested binary search. Nevertheless, a technique that allows to avoid nested binary search in some cases is the tentative prune-and-search described in 80]. In this paper, problems that involve s e a r c hing for a special k-tuple with one element d r a wn from each o f k lists are considered, and general techniques for computing xed-points of monotone continuous functions e ciently are provided. For one function binary search i s enough, for three functions they develop the tentative prune-and-search t e c hnique, and for two functions they prove that standard prune-and-search s o l v es the problem. The later result is repeatedly used in 34] for computing r in O(log M) time. This procedure helps to calculate the solutions of 1-bend polygonal curve problems with vertical distance in O(Ml o g M) time. determining the dimensions of the rectangle that minimizes the average distance to the given set. By using dynamic Voronoi diagrams, in ?] the problem of locating a convex polygon inside a given polygon (which m a y b e s e e n a s t h e border of the location of the population a ected by the facility) with a convex s h a p e , s o t h a t i t m a x i m izes the minimum Euclidean distances between pairs of points, one on the polygon to be placed and the other on the given polygon. The time complexity of the resulting algorithm depends on the numbers of edges of both polygons as well as the maximu m l e n g t h o f a k i n d o f D a venport-Schinzel sequences. ||| For polygonal curves location, di erent problems occur when the demand is assumed to be continuously distributed in a certain region of IR 2 . In this case, Voronoi diagrams have been used (Okabe et al. 108] ). Indeed, Takeda 136] proposes a computational method for the case that the demand is uniform over a region. The objective function is the average travel cost to the nearest point on the service line and the length of the facility is restricted to be smaller than a given bound.
