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Abstract
In this work, we establish the response of scalar systems with multiple discrete
delays based on the Laplace transform. The time response function is expressed
as the sum of infinite series of exponentials acting on eigenvalues inside countable
branches of the Lambert W functions. Eigenvalues in each branch of Lambert
W function are computed by a numerical iteration. Numerical examples are
presented to illustrate the results obtained.
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1. Introduction
Dynamical systems with delays play an important role in modeling natural
processes which include the influence of past effects for a better description of
the evolution. In classical physics, life sciences, physiology, engineering system,
neural networks, epidemiology, and economics, realistic models must take in
account the time-delays due to the finite propagation speed to determine the
future evolution. Many examples of real phenomena with delay effects can be
found in [1, 2, 3, 4, 5, 6, 7, 8]. Furthermore of importance in applications,
the delay system is, in general, described by delay differential equations which
have several distinct mathematical properties of ordinary and partial differential
equations, and also provides them with a purely mathematical interest.
In this work, we consider the differential equation with discrete delays. Let
N ∈ N, a, b, h, x0 ∈ R, not all zero ajd ∈ R, 1 ≤ j ≤ N , and φ is a continuous
preshape function defined on [−Nh, 0]. Consider the following delay differential
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equation:
x˙(t) = ax(t) +
N∑
j=1
ajdx(t− jh) + bu(t),
x(0) = x0, (DDE)
x(τ) = φ(τ) , −Nh ≤ τ < 0
We allow the discontinuity of the preshape function φ at t = 0, i.e., φ(0) is not
necessary equal to x0. We want to find analytically the formula to describe the
effect of input function u(t) to the system’s output x(t) instead of just the output
due to a specified input via numerical method, like dde23 in Matlab. For those
delay systems with different lengths of delay-time, it can also be transferred into
the form given by (DDE). Thus our result can be applied without any difficulty.
For the single delay differential equation, i.e., set N = 1, h = 1, a = 0, and
b = 0 into (DDE)):
x˙(t) = a1x(t− 1).
Refer to the paper by Coreless et. al., 1996 [9], it is suggested by using Lambert
W function to describe the corresponding solution as
x(t) =
∞∑
k=−∞
cke
Wk(a1)t
for any reasonable choice of ck (i.e. such that the sum makes sense). Here Wk
denotes the k-th branch of Lambert W function.
Introduced by Lambert and Euler in 1700’s, the Lambert W function is
defined to be any function W (x) satisfies
W (x)eW (x) = x (1.1)
Taking the logarithms on both sides of (1.1) leads to
logW (x) = log(x)−W (x)
after some arrangement, and it is obviously that there are infinite many solution
due to the property of logarithmic functions in the complex plane. When x ∈ R
and −1/e ≤ x < 0, there are two possible real values of W (x) (see Figure 1a).
Denote the branch satisfying −1 ≤ W (x) by W0(x), or just W (x) when there
is no confusion, and the branch satisfying W (x) ≤ −1 by W−1(x). The W (x)
is referred to as the principal branch of the Lambert W function. When x is
complex, we use Wk(x) to denote the k-th branch of the Lambert W function
whose ranges are shown in Figure 1b. We can verify that Wk(z) = W−k(z) for
all integers k. Applications of Lambert W function, we refer to Coreless et. al,
1996 [9], and references there in.
Alternative, consider a single delay system, i.e., N = 1 in (DDE) and the
differential equation becomes
x˙(t) = ax(t) + a1dx(t− h) + bu(t).
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(a) Two real branches W0 and W−1 (b) Ranges of branches
Figure 1: The Lambert W function
Asl and Ulsoy, 2003 [10] and Yi et. al., 2010 [11] use Lambert W function
to represent the time response function of this equation and its extension to
systems of differential equations, i.e., real numbers a and a1d turn to be real
matrices A and A1d of size n×n. And only a single delay is considered in these
study.
In this work, we consider for a general N ∈ N, i.e., multiple discrete delays.
Firstly, Laplace transform is applied to the equation (DDE) and state tran-
sition function is then obtained. The associated characteristic equation with
the exponential terms is iteratively solved via Lambert W function with infi-
nite countable branches. Then the transformed equation is expanded in partial
fractional expansion of the system’s eigenvalues, and we can then obtain the
analytical expression of time response as the sum of serial combination of expo-
nential functions acting on different branches of the corresponding Lambert W
function. Numerical examples are provided for illustrative purpose.
This article is organized as follows. In Section 2 we use the Laplace trans-
form to obtain the transformed (DDE) in the frequency domain and then find
the associated time response via state transition function. Section 3 gives a
brief introduction of Lambert W functions and then use it to express the state
transition function. The eigenvalues of the system is then solved iteratively in
terms of Lambert W functions. Numerical examples are given in section 4 for
illustrative purpose. Some concluding remark is presented in last section.
2. Time response function by Laplace transform
2.1. Laplace transform
Let F (s) = L[f(·); s] = ∫∞
0
f(t)e−stdt denote the Laplace transform of a
exponential order function f(·) defined on [−Nh,∞) for some N ∈ N. Let X(s)
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and U(s) be the Laplace transform of the x(·) and u(·), respectively. And we
can also define
Φj(s) ,
∫ 0
−jh
φ(τ)e−sτdτ (2.1)
to be the Laplace transform of the preshape function for some k ∈ N.
Let us extend the preshape function φ(·) to the whole real line as φe(·):
φe(t) =

0, t > 0
φ(t), t ∈ [−Nh, 0]
0, t < −Nh,
Then its Laplace transform with 1 ≤ j ≤ N is computed as following:
L[φe(· − jh); s] =
∫ ∞
0
φe(t− jh)e−stdt =
∫ ∞
−jh
φe(τ)e
−sτe−jshdτ
= e−jsh
∫ 0
−jh
φ(τ)e−sτdτ = e−jshΦj(s)
and it follows that∫ ∞
0
x(t− jh)e−stdt
= e−jsh
∫ 0
−jh
φ(τ)e−sτdτ + e−jsh
∫ ∞
0
x(τ)e−sτdτ
= e−jshΦj(s) + e−jshX(s)
(2.2)
The corresponding Laplace transform of (DDE) is given by
sX(s)− x0 = aX(s) +
N∑
j=1
(
ajde
−jshX(s) + ajde−jshΦj(s)
)
+ bU(s)
which impliess− a− N∑
j=1
ajde
−jsh
X(s) = x0 + N∑
j=1
ajde
−jshΦj(s) + bU(s) (2.3)
Thus,
X(s) =
1
∆(s)
x0 + N∑
j=1
ajde
−jshΦj(s) + bU(s)
 (2.4a)
where
∆(s) = s− a−
N∑
j=1
ajde
−jsh. (2.4b)
where Φj(s) is defined in (2.1). Equation (2.3) gives us the Laplace transform
version of the (DDE).
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2.2. State transition function
How to find the inverse Laplace transform of (2.3)? Let
L[Ψ(t); s] , 1
∆(s)
(2.5)
which Ψ(t) denotes the corresponding state transition function of (DDE) whose
definition is described by
Definition 2.1. A function Ψ(t) is called the fundamental solution or state
transition function of (DDE) if it satisfies the following conditions:
d
dt
Ψ(t) = aΨ(t) +
N∑
j=1
ajdΨ(t− jh), t > 0
Ψ(0) = 1,Ψ(t) = 0, t < 0.
It is obvious that the state transition function in Definition 2.1 must also satisfies
d
dt
Ψ(t) =

aΨ(t), 0 < t ≤ h
aΨ(t) + a1dΨ(t− h), h < t ≤ 2h
aΨ(t) + a1dΨ(t− h) + a2dΨ(t− 2h), 2h < t ≤ 3h
...
aΨ(t) + a1dΨ(t− h) + · · ·+ aNdΨ(t−Nh), t > Nh
Ψ(0) = 1, Ψ(t) = 0, t < 0.
This definition of fundamental solution is the same as Gu et. al. [12, check(1.11)]
and is also much simpler than the one proposed by Yi et. al, 2010 [11, check
(2.27)] when N = 1 and Krisztin and Vas, 2011 [13] for general N but no a
terms.
Before we step into finding the inverse Laplace transform, consider the inte-
gral given by the lemma:
Lemma 2.2. For 1 ≤ j ≤ N , the following relationship holds:
L
[∫ t
0
Ψ(t− τ)ajdφe(τ − jh)dτ ; s
]
= L
[∫ min{0,t−jh}
−jh
Ψ(t− τ − jh)ajdφ(τ)dτ ; s
]
=
e−sjhajdΦ(s)
∆(s)
(2.6)
Proof. Note that by changing of variable, we have∫ t
0
Ψ(t− τ)ajdφe(τ − jh)dτ =
∫ t−jh
−jh
Ψ(t− ξ − jh)ajdφe(ξ)dξ
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=∫ min{0,t−jh}
−jh
Ψ(t− ξ − jh)ajdφ(ξ)dξ.
For a fixed 1 ≤ j ≤ N , we let
L
[∫ t
0
Ψ(t− τ)ajdφe(τ − jh)dτ ; s
]
=
∫ ∞
0
[∫ t
0
Ψ(t− τ)ajdφe(τ − jh)dτ
]
e−stdt
and switching the order of integration leads to∫ ∞
τ=0
∫ ∞
t=τ
Ψ(t− τ)ajdφe(τ − jh)e−stdtdτ
=
∫ ∞
τ=0
∫ ∞
t=τ
Ψ(t− τ)e−stdt aidφe(τ − jh)dτ
=
∫ ∞
τ=0
∫ ∞
ξ=0
Ψ(ξ)e−sξdξ e−sτajdφe(τ − jh)dτ
=
∫ ∞
τ=0
1
∆(s)
ajdφe(τ − jh)e−sτdτ
=
ajde
−jsh
∆(s)
∫ ∞
ξ=−jh
φe(ξ)e
−sξdξ
=
ajde
−jsh
∆(s)
∫ 0
ξ=−jh
φ(ξ)e−sξdξ
=
ajde
−jshΦj(s)
∆(s)
2.3. Time response function
Lemma 2.2, gives us the time domain correspondence of the second term in
(2.4a). Thus the time response of (DDE) for t ≥ 0 is then obtained by finding
the time-domain function corresponding to equation (2.4a), i.e.,
x(t) = Ψ(t)x0 +
N∑
j=1
∫ t
0
Ψ(t− τ)ajdφe(τ − jh)dτ +
∫ t
0
Ψ(t− τ)bu(τ)dτ
= Ψ(t)x0 +
N∑
j=1
∫ min{0,t−jh}
−jh
Ψ(t− τ − jh)ajdφ(τ)dτ +
∫ t
0
Ψ(t− τ)bu(τ)dτ
Based on previous discussion, the solution of delay differential equation can be
expressed in terms of fundamental matrix Ψ(t) is given in the following theorem.
6
Theorem 2.3. Under appropriate conditions, the solution of the (DDE) for
t ≥ 0 is given by the following equation:
x(t) = Ψ(t)x0 +
N∑
j=1
∫ min{0,t−jh}
−jh
Ψ(t− ξ − jh)ajdφ(ξ)dξ
+
∫ t
0
Ψ(t− τ)bu(τ)dτ
(2.7)
Proof. For simplicity of the algebraic operation in the proof, we set N = 1,
i.e., single delay case, to explore the basic idea. For more general N , a similar
procedure is applicable. Taking the derivative to (2.7) gives us the following
equation:
x˙(t) = Ψ˙(t)x0 + bu(t) +
∫ t
0
Ψ˙(t− τ)bu(τ)dτ
+
{∫ 0
−h Ψ˙(t− ξ − h)a1dφ(ξ)dξ if t > h
a1dφ(t− h) +
∫ t−h
−h Ψ˙(t− ξ − h)a1dφ(ξ)dξ if t ≤ h
(2.8)
Since ξ : −h→ min{0, t− h} implies t− ξ − h : t→ max{0, t− h}, then
d
dt
Ψ(t−ξ−h) =
{
aΨ(t− ξ − h), 0 < t− ξ − h ≤ h (or t− 2h ≤ ξ < min{0, t− h})
aΨ(t− ξ − h) + a1dΨ(t− ξ − 2h), h < t− ξ − h ≤ t (or − h < ξ ≤ t− 2h)
And similarly, as τ : 0→ t implies t− τ : t→ 0, then
d
dt
Ψ(t−τ) =
{
aΨ(t− τ), 0 < t− τ ≤ h (or t− h ≤ τ < t)
aΨ(t− τ) + a1dΨ(t− τ − h), h < t− τ ≤ t (or 0 ≤ τ < t− h)
Thus ∫ min{0,t−h}
−h
Ψ˙(t− ξ − h)a1dφ(ξ)dξ
=

∫ t−2h
−h [aΨ(t− ξ − h) + a1dΨ(t− ξ − 2h)] a1dφ(ξ)dξ
+
∫ 0
t−2h aΨ(t− ξ − h)a1dφ(ξ)dξ if t > h∫ t−h
−h aΨ(t− ξ − h)a1dφ(ξ)dξ if t ≤ h
and
∫ t
0
Ψ˙(t− τ)bu(τ)dτ =

∫ t−h
0
[aΨ(t− τ) + a1dΨ(t− τ − h)] bu(τ)dτ
+
∫ t
t−h aΨ(t− τ)bu(τ)dτ if t > h∫ t
0
aΨ(t− τ)bu(τ)dτ if t ≤ h
Therefore, the substitution of above derivative terms into (2.8) lead to the fol-
lowing equation: when t > h
x˙(t) = aΨ(t)x0 + a1dΨ(t− h)x0 +
∫ t−2h
−h
[aΨ(t− ξ − h) + a1dΨ(t− ξ − 2h)] a1dφ(ξ)dξ
7
+∫ 0
t−2h
aΨ(t− ξ − h)a1dφ(ξ)dξ +
∫ t−h
0
[aΨ(t− τ) + a1dΨ(t− τ − h)] bu(τ)dτ
+
∫ t
t−h
aΨ(t− τ)bu(τ)dτ + bu(t)
= aΨ(t)x0 + a
∫ t−2h
−h
Ψ(t− ξ − h)a1dφ(ξ)dξ + a
∫ 0
t−2h
Ψ(t− ξ − h)a1dφ(ξ)dξ
+ a
∫ t−h
0
Ψ(t− τ)bu(τ)dτ + a
∫ t
t−h
Ψ(t− τ)bu(τ)dτ + a1dΨ(t− h)x0
+ a1d
∫ t−2h
−h
Ψ(t− ξ − 2h)a1dφ(ξ)dξ + a1d
∫ t−h
0
Ψ(t− τ − h)bu(τ)dτ + bu(t)
= a
[
Ψ(t)x0 +
∫ 0
−h
Ψ(t− ξ − h)a1dφ(ξ)dξ +
∫ t
0
Ψ(t− τ)bu(τ)dτ
]
+ a1d
[
Ψ(t− h)x0 +
∫ t−2h
−h
Ψ(t− ξ − 2h)a1dφ(ξ)dξ +
∫ t−h
0
Ψ(t− τ − h)bu(τ)dτ
]
+ bu(t)
= ax(t) + a1dx(t) + bu(t) (2.9a)
and when 0 < t ≤ h
x˙(t) = a
[
Ψ(t)x0 +
∫ t−h
−h
Ψ(t− ξ − h)a1dφ(ξ)dξ +
∫ t
0
Ψ(t− τ)bu(τ)dτ
]
+ a1dφ(t− h) + bu(t)
= ax(t) + a1dx(t− h) + bu(t) (2.9b)
And when t = 0, x(0) = Ψ(0)x0 = x0. This concludes the proof for i = 1 case.
Similarly, we can prove for the case with 2 ≤ i ≤ N .
3. Approximate Solution via Lambert W Functions
3.1. Lambert W function
Introducesd by Lambert and Euler in 1700’s, the Lambert W function is
defined to be any function W (x) satisfies
W (x)eW (x) = x (3.1)
As sugested by Coreless et. al., 1996 [9] and Als and Ulsoy, 2003 [10], the
solution may be expressed in terms of infinite number of branches of the Lambert
W function. We begin from (2.3):
X(s) =
1
∆(s)
x0 + N∑
j=1
ajde
−jshΦj(s) + bU(s)
 (2.4a)
where
∆(s) = s− a−
N∑
j=1
ajde
−jsh. (2.4b)
8
And the equation
∆(s) = 0
is called the characteristic equation of the system. The zeros of the characteristic
equation are the eigenvalues of the generator of the strong continuous semigroup
defined by the solution operators [13]. To find its zeros is corresponding to
solving the equation
s− a−
N∑
j=1
ajde
−jsh = 0 (3.2)
which can be re-expressed as
(s− a)he(s−a)h =
 N∑
j=1
ajde
−jsh
he(s−a)h = N∑
j=1
ajdhe
−jahe−(j−1)(s−a)h.
Suppose sj,k is the root of the characteristic equation, i.e., ∆(sj,k) = 0, sj,k
must also satisfy the Lambert W equation
sj,k =
1
h
Wk
 N∑
j=1
ajdhe
−jahe−(j−1)(sj,k−a)h
+ a, 1 ≤ j ≤ N (3.3)
where Wk(z) denotes the k-th branches of Lambert W function, which is a one-
one function for z 6= 0 ∈ C (Note W0(0) = 0 is in the principal branch), thus
sj,k 6= si,` when k 6= ` ∈ Z for any 1 ≤ i, j ≤ N . It is obviously true that the
conjugate of the solution of ∆(s) = 0 is also an another solution whose proof is
given below.
Lemma 3.1. Suppose ∆(S) = 0 for some complex number, then ∆(S¯) = 0 also
holds where S¯ is the complex conjugate of S.
Proof. Let S = α+iβ be a solution of (3.2) where α, β ∈ R and be substituted
into (3.2):
0 = (α+ iβ)− a−
N∑
j=1
ajde
−j(α+iβ)h
= α+ iβ − a−
N∑
j=1
ajde
−jαh (cos jβh− i sin jβh)
= α− a−
N∑
j=1
ajde
−jαh cos jβh+ i
β + N∑
j=1
ajde
−jαh sin jβh

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thus
α = a+
N∑
j=1
ajde
−jαh cos jβh, β = −
N∑
j=1
ajde
−jαh sin jβh. (3.4)
And taking the conjugate of right hand side of (3.2) gives us
(α+ iβ)− a−
N∑
j=1
ajd e−j(α+iβ)h
= α− iβ − a−
N∑
j=1
ajde
−jαh (cos jβh+ i sin jβh)
= α− a−
N∑
j=1
ajde
−jαh cos jβh− i
β + N∑
j=1
ajde
−jαh sin jβh
 = 0
by using the relationship (3.4). Hence S¯ is also a solution.
Remark 1: From this lemma, when sj,k, k > 0 is a solution, then sj,−k = s¯j,k
will be also a solution. When k = 0 and sj,0 is a real number, then there are
only one eigenvalue, i.e., s1,0 = s2,0 = · · · = sN,0, corresponding to this principle
branch W0. Otherwise when sj,0 is a complex number, then s1,0, s2,0 . . . , sN,0
will becomes one complex number plus its complex conjugate.
Remark 2: For simplicity, we can renumber the roots sj,k, 1 ≤ j ≤ N and
k ∈ Z, of ∆(s) = 0 as Sn, with n ∈ Z and S0 = s1,0 being the number with
largest real part. If S0 is a real number, then S−n = S¯n for n > 0 and otherwise
S−(n+1) = S¯n for n ≥ 0. Thus Sn with n > 0 are located inside the upper half
complex plane.
Remark 3: Once S0 is determined, then the stability of the linear delay-
equation (DDE) can be easy determined by check its real part to be positive
or not (i.e., when S0 has negative real part, then the corresponding system is
stable).
We have use the following property in the discussion of Remarks 2 and 3,
Lemma 3.2. [14, Lemma 3] For arbitrary z ∈ C,
max{Re(Wk(z))|k = 0,±1,±2 . . .} = Re(W0(z))
is satisfied.
3.2. Time response function
Based on previous discussion, we then can write
1
∆(s)
=
∞∑
n=−∞
Cn
s− Sn
and the coefficient Ck is then determined by the following Lemma:
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Lemma 3.3. Suppose a, ajd with 1 ≤ j ≤ N , and h ∈ R then for any s ∈ C
1
∆(s)
=
1
s− a−∑Nj=1 ajde−jsh =
∞∑
n=−∞
Cn
s− Sn (3.5a)
where
Cn =
1
1 +
∑N
j=1 jajdhe
−jSnh
, Sn =
1
h
Wk
 N∑
j=1
ajdhe
−jahhe−(j−1)(Sn−a)h
+ a
(3.5b)
where Wk is the branches where Sn belongs to.
Proof. Suppose Sn is given by (3.5b), then we have
∆(Sn) = Sn − a−
N∑
j=1
ajde
−jSnh = 0,
i.e., Sn is the solution of the characteristic equation for all n ∈ Z. Let s = S`
with any ` ∈ Z and consider
∞∑
k=−∞
S` − a− N∑
j=1
ajde
−jS`h
 Ck
S` − Sk
=
∞∑
k=−∞
S` − a−
∑N
j=1 ajde
−jS`h
S` − Sk
1
1 +
∑N
j=1 jajdhe
−jSkh
=
(
lim
s→S`
s− a−∑Nj=1 ajde−jsh
s− S`
)
1
1 +
∑N
j=1 jajdhe
−jS`h
= 1.
Next consider s 6= Sk for all k ∈ Z, and pick one ` ∈ Z then S` is a simple pole
of Ψ(s) and the associated Laurent’s expansion of Ψ(s) about s = S` is given
by
Ψ(s) =
a−1
s− S` + a0 + a1(s− S`) + a2(s− S`)
2 + · · · (3.6)
where a−1 is the residue of Ψ(s), i.e.,
a−1 = lim
s→S`
(s− S`)Ψ(s) = C`.
Since for k 6= `,
1
Sk − s =
1
Sk − S` − (s− S`)
11
=
1
Sk − S`
1
1− s−S`Sk−S`
=
1
Sk − S`
[
1 +
s− S`
Sk − S` +
(s− S`)2
(Sk − S`)2 + · · ·
]
=
∞∑
m=0
1
(Sk − S`)m+1 (s− S`)
m
Then
∞∑
k=−∞
Ck
s− Sk =
C`
s− S` +
∞∑
k=−∞
k 6=`
Ck
1
s− Sk
=
C`
s− S` +
∞∑
k=−∞
k 6=`
(−Ck) 1
Sk − s
=
C`
s− S` +
∞∑
k=−∞
k 6=`
(−Ck)
∞∑
m=0
1
(Sk − S`)m+1 (s− S`)
m
=
C`
s− S` +
∞∑
m=0
 ∞∑
k=−∞
k 6=`
−Ck
(Sk − S`)m+1
 (s− S`)m
Thus the series
C`
s− S` +
∞∑
m=0
 ∞∑
k=−∞
k 6=`
−Ck
(Sk − S`)m+1
 (s− S`)m (3.7)
is also a Laurent series of Ψ(s) about s = S`. By the uniqueness of Laurent’s
series of a function about its simple plot, we must have (3.6) is the same as
(3.7), i.e., for any s not equal any Sk, k ∈ Z,
1
s− a−∑Nj=1 ajde−jsh =
∞∑
k=−∞
Ck
s− Sk
where
Ck = lim
s→Sk
(s− Sk)Ψ(s)
= lim
s→Sk
(s− Sk)
s− a−∑Nj=1 ajde−jsh
=
1
1 +
∑N
j=1 jajdhe
−jSkh
This concludes our proof.
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By Lemma 3.3, the state transition function Ψ(t) can be expressed as
Ψ(t) =
∞∑
k=−∞
Cke
Skt (3.8)
where Ck and Sk are given in (3.5b). This equation is of the form firstly proposed
by Bellman and Cooke, 1963 [15]. Similarly, the second terms in (2.4a) can also
be expressed by
Ψ(s)
N∑
j=1
ajde
−jshΦj(s) =
∞∑
k=−∞
CIk
s− Sk
and the coefficient CIk is then determined by
CIk = lim
s→Sk
(s− Sk)Ψ(s)
N∑
j=1
ajde
−jshΦj(s)
i.e.,
CIk =
∑N
j=1 ajde
−jSkhΦj(Sk)
1 +
∑N
j=1 jajdhe
−jSkh
(3.9)
Therefore the corresponding Laplace transform of (DDE) becomes
X(s) =
∞∑
k=−∞
Ck
s− Sk x0 +
∞∑
k=−∞
CIk
s− Sk + L[Ψ(t) ∗ bu(t); s]
and its time domain response is then given by
x(t) =
∞∑
k=−∞
Cke
Sktx0 +
∞∑
k=−∞
CIke
Skt +
∫ t
0
∞∑
k=−∞
Cke
Sk(t−τ)bu(τ)dτ (3.10)
which is the characterization of (2.7) in Theorem 2.3. It is noted that when
N = 1, (3.10) is equal to the formula given by Yi et. al. [11, (2.37)].
Since there are infinite-countable branches of Lambert W function, we can
approximate the time response with 2N + 1 (or 2N) branches of the Lambert
W function for application, i.e.,
x(t) ≈
M∑
k=−M
Cke
Sktx0 +
M∑
k=−M
CIke
Skt +
∫ t
0
M∑
k=−M
Cke
Sk(t−τ)bu(τ)dτ (3.11)
where M ∈ N. We note that the upper limit of summation may be equal to
M − 1 depending on the value of S0. If S0 is real, then the upper limit is M
instead of M − 1 and in this case when S−1 = S0.
13
3.3. Computation of Sn
The only left problem is how to compute the value of sj,k (or equivalently,
Sn) for k ∈ Z to satisfy (3.3). When N = 1, i.e., for a single delay DDE,
Sk = s1,k =
1
h
Wk(a1dhe
−ah) + a (3.12)
i.e., Sk is equal to the k-th branch of the Lambert W function acting on the
real number a1dhe
−ah.
When N > 1,we use the fsolve command in Matlab to compute sj,k as the
solution of the following equation expressed by Lambert W functions:
(s− a)h−Wk
 N∑
j=1
ajdhe
−jahe−(j−1)(s−a)h
 = 0. (3.13)
with initial guess based on (3.12), for example we can choose:
s
(0)
j,k =
1
h
Wk
(
a1dhe
−ah)+ a+ i(j − 2){pi, k = 0,
2pi, k > 0,
(3.14)
when N = 3, i.e., by adjusting the imaginary part of s
(0)
j,k such that the fsolve
command in Matlab converges. Since the roots are complex pair if it is a complex
number, we only need to perform the computation for k ≥ 0. The following two
examples demonstrate the computation of Sn for two and three delays cases,
respectively.
Example 3.4. For the two delays (N = 2) system with unit delay h = 1, we
consider the following two cases:
Case (a) Given parameters a = −1, a1d = −1, a2d = −1/2. The characteristic
equation in terms of the k-th branch of Lambert W function is given by:
s+ 1−Wk
(
−e− 1
2
e1−s
)
= 0
with initial guess
s
(0)
j,k = Wk(−e)− 1− i(j − 1)
{
pi, k = 0,
2pi, k > 0.
For k = 0 the initial guess is s
(0)
j,0 = −0.60502 + 1.78819 − (j − 1)pi and
Matlab’s fsolve command gives us
S0 = s1,0 ≈ −0.27495 + 1.47517i, S−1 = s2,0 ≈ −0.27495− 1.47517i
by taking 4 and 3 iterations to achieve the iteration error within 10−10
and S0 is a complex number. Similarly, the central 10 values of Sn’s are
computed and listed below:
S0 = s1,0, S−1 = s2,0 ≈ −0.27495± 1.47517i,
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S1 = s1,1, S−2 = s1,−1 ≈ −1.14682± 7.24009i,
S2 = s2,1, S−3 = s2,−1 ≈ −1.27049± 3.64513i,
S3 = s1,2, S−4 = s1,−2 ≈ −1.50747± 13.4657i,
S4 = s2,2, S−5 = s2,−2 ≈ −1.66428± 10.0261i.
And the distribution of roots of the characteristic equation for branches
n = −5, . . . , 5 are shown in Fig. 2(a).
Case (b) Given parameters become a = −1, a1d = 1/2, a2d = 1/4. The
characteristic equation is then given by:
s+ 1−Wk
(
1
2
e+
1
4
e1−s
)
= 0
with same initial guess:
s
(0)
j,0 = Wk(
1
2
e)− 1− i(j − 1)
{
pi, k = 0,
2pi, k > 0.
The central 11 values of Sn’s are computed by using fsolve with at most 7
iterations to achieve the iteration error within 10−10 and are listed below:
S0 = s1,0 ≈ −0.11929,
S1 = s2,1, S−1 = s2,−1 ≈ −1.36927± 2.51759i,
S2 = s1,1, S−2 = s1,−1 ≈ −1.37965± 5.30446i,
S3 = s1,2, S−3 = s1,−2 ≈ −1.82137± 11.63900i,
S4 = s2,2, S−4 = s2,−2 ≈ −1.89204± 8.71328i,
S5 = s1,3, S−5 = s1,−3 ≈ −2.05668± 17.94914i,
S6 = s2,3, S−6 = s1,−3 ≈ −2.13589± 14.97910i.
And the distribution of roots for branches k = −5, . . . , 5 are shown in Fig.
2(b).
As shown in this Fig. 2, it is evident that there are two roots in each branches
of Lambert W function and roots behave in the manner with almost constant
slopes of change. Since the value S0 of both systems has negative real part,
these systems are stable.
Example 3.5. For the three delays (N = 3) equation with given parameters
a = −1, a1d = 1/2, a2d = −1, a3d = −1, and the delay time h = 1, the equation
for calculate the characteristic equation in terms of the k-th branch of Lambert
W function is given by:
s+ 1−Wk
(
1
2
e− e1−s − e1−2s
)
= 0
15
(a) a = −1, a1d = −1, and a2d = −1/2 (b) a = −1, a1d = 1/2, and a2d = 1/4
Figure 2: Roots of the characteristic equation for k = −5, . . . , 5.
with initial guess
s
(0)
j,k = Wk(
1
2
e)− 1 + i(j − 2)
{
pi/2, k = 0,
3pi, k > 0.
The central 14 values of Sn’s are computed by using fsolve with at most 11
iterations to achieve the iteration error within 10−10 which are listed below:
S0 = s2,0, S−1 = s1,0 ≈ 0.08945± 0.86785i,
S1 = s2,1, S−2 = s2,−1 ≈ −0.41586± 4.56389i,
S2 = s3,1, S−3 = s3,−1 ≈ −0.52264± 6.86847i,
S3 = s1,1, S−4 = s1,−1 ≈ −0.62749± 2.84865i,
S4 = s2,2, S−5 = s2,−2 ≈ −0.74691± 10.85396i,
S5 = s3,2, S−6 = s3,−2 ≈ −0.75648± 13.13363i,
S6 = s1,2, S−5 = s1,−2 ≈ −0.89966± 9.02658i.
And the distribution of roots for branches k = −5, . . . , 5 are shown in Fig. 3.
As shown in this Fig. 3, it is evident that there are three roots in each branches
of Lambert W function except for k = 0 branch which has two roots inside.
And since Re(S0) > 0, this system is unstable.
4. Illustrative Examples
In this section, examples with single, two and three delays cases are presented
to illustrate the application of our method to compute their corresponding time
responses. Since there are some references deal with the time response of single
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Figure 3: Roots of the characteristic equation for k = −5, . . . , 5 when a = −1, a1d = 1/2,
a2d = −1, a3d = −1.
delay system, we just present the basic information to construct the approximate
solution. But for two-delay system, more detail discussion will be addressed.
4.1. Single delay case
Consider the following DDE:
x˙(t) = −x(t)− x(t− 1) + cos t, t > 0
x(0) = x0 = 1, x(t) = φ(t) = 1, t ∈ [−1, 0)
The corresponding eigenvalue Sk is computed by the Lambert W function Sk =
Wk(−e)− 1 and Ck = 1/(1− e−Sk) for k = −3,−2, . . . , 2. The state transition
function is then given by
Ψ(t) =
∞∑
k=−∞
Cke
−Skt ≈
k=2∑
k=−3
Cke
−Skt
Also, since
Φ1(s) =
∫ 0
−1
φ(t)e−stdt =
es − 1
s
and
CIk = (1− Ck)
Φ1(Sk)
h
and thus the total response of this DDE is then given by
x(t) ≈
2∑
k=−3
(Ckx0 + C
I
k)e
−Skt +
2∑
k=−3
Ck
∫ t
0
e−Sk(t−τ) cos(τ)dτ
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and the first part of x(t) is called the initial condition response. The corre-
sponding values for Sk and Ck are listed below:
S0,−1 ≈ −0.6050± 1.7882i, S1,−2 ≈ −2.0528± 7.7184i, S2,−3 ≈ −2.6474± 14.0202i;
C0,−1 ≈ 0.2712∓ 0.3477i, C1,−2 ≈ −0.0008867∓ 0.1296i, C2,−3 ≈ −0.003286∓ 0.07117i.
The initial condition and total responses of this single delay system are given
in Fig. 4.
(a) Initial response (b) Total response
Figure 4: Time responses of the single delay system with a = −1 and a1d = −1.
4.2. Two-delay case
Consider the following differential equation with two delays:
x˙(t) = −x(t)− x(t− 1)− 1
2
x(t− 2) + cos t, t > 0
x(0) = x0 = 1, x(t) = φ(t) = 1, t ∈ [−2, 0)
The corresponding eigenvalues Sn are computed in Case (a) of Example 3.4 in
previous section. Since
Φ1(s) =
∫ 0
−1
φ(t)e−stdt =
es − 1
s
, Φ2(s) =
∫ 0
−2
φ(t)e−stdt =
e2s − 1
s
,
thus coefficients for time responses are given by
Cn = 1/(1− e−Sn − 1
2
e−2Sn)
CIn = Cn
(
−e−SnΦ1(Sn)− 1
2
e−2SnΦ2(Sn)
)
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and their values are described in Table 1. The state transition function is then
approximated by
Ψ(t) =
∞∑
n=−∞
CNn e
−Snt ≈
n=10∑
n=−11
CNn e
−Snt
The first three branches (i.e., k = 0, 1, 2 ) contribution to the initial condition
response are shown in Fig. 5(a). It is obviously, the mode shape due to the
branch k = 0 is similar to the solution obtained by dde23 of Matlab command
which is referred here as exact solution. And if we increase the number of
branches in approximate the time response, then the maximal absolute error
between computed solution and the one obtained by dde23 is shown in Fig.
5(b). This figure shows as the number of branches increases the error is reduced
as well with slow rate. Therefore the total response of this two-delay system is
then given by
x(t) ≈
10∑
n=−11
(CNn + C
IN
n )e
−Snt +
10∑
n=−11
CNn
∫ t
0
e−Sn(t−τ) cos(τ)dτ
and the first term gives the initial condition response. The initial condition
response and total response of this system are given in Fig. 6 which are very
close to the responses produced by dde23.
(a) Effect of first three branches (k = 0, 1, 2) (b) Error vs. no. of branches
Figure 5: Modal effect of initial responses due to branches of Lambert W function
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(a) Initial response (b) Total response
Figure 6: Time Responses of the two-delay systems with a = −1, a1d = −1, and a2d = −1/2.
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4.3. Three-delay case
Consider the following differential equation with three delays:
x˙(t) = −x(t) + 1
2
x(t− 1)− x(t− 2)− x(t− 3) + cos t, t > 0
x(0) = x0 = 1, x(t) = φ(t) = 1, t ∈ [−3, 0)
The corresponding central 14 eigenvalues Sn is computed in Example 3.5 of
previous section. Since
Φj(s) =
∫ 0
−j
φ(t)e−stdt =
ejs − 1
s
, 1 ≤ j ≤ 3,
thus coefficients for time responses are given by
Cn = 1/(1 +
1
2
e−Sn − e−2Sn − e−2Sn),
CIn = Cn
(
1
2
e−SnΦ1(Sn)− e−2SnΦ2(Sn)− e−3SnΦ3(Sn)
)
and their values are omitted here. We use eigenvalues corresponding to the
branches k = 0,±1, . . . ,±5 of Lambert W function for approximation (i.e., we
use 32 eigenvalues in total), and thus the state transition function is approxi-
mated by
Ψ(t) =
∞∑
n=−∞
CNn e
−Snt ≈
n=10∑
n=−11
CNn e
−Snt
and the total response of this two-delay system is then given by
x(t) ≈
15∑
n=−15
(CNn + C
IN
n )e
−Snt +
15∑
n=−15
CNn
∫ t
0
e−Sn(t−τ) cos(τ)dτ
with the first term for the initial condition response. The initial condition
response and total response of this system are given in Fig. 7 which are almost
distinguishable to the responses generated by dde23.
5. Conclusion
Lambert W function has been widely applied in the research of science and
engineering problems. In this paper, we construct the time response of scalar
systems with multiple discrete delays based on the Laplace transform. We
first establish the state transition function as the sum of infinite series of ex-
ponentials acting on eigenvalues inside countable branches of the Lambert W
functions. And the time response function is then obtained in terms of initial
condition, preshape function, and the convolution between state transition func-
tion and input function. Eigenvalues in each branch of Lambert W function are
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(a) Initial response (b) Total response
Figure 7: Time Responses of the three-delay systems with a = −1, a1d = 1/2, a2d = −1, and
a3d = −1.
computed by a numerical iteration. Once the eigenvalues are obtained, the ap-
proximation of time responses is calculated. Numerical examples are presented
to conform the successful application of Lambert W function in establishing the
time response of multi-delay systems. Our main contribution is to construct
an analytical formula in representing the time response which can act as the
concise foundation of designing the feedback controller for multi-delay systems.
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