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Abstract
Let H = (V; E) be an r-uniform hypergraph of size n such that each edge of H meets at
most d others. A nite map f:X ! E induces a bipartite graph GH;f = (Vf; Ef) with vertex
set Vf = X [ Y , where Y =
S
E, and with edge set Ef = ffx; yg: x 2 X; y 2 f(x)g. We
study matchings in the bipartite graph induced by a random f. The study was suggested by
consideration of the call sequence acceptance behavior of a load-sharing system for cellular
telephone networks, invented by Matula and Yang. ? 2000 Elsevier Science B.V. All rights
reserved.
Keywords: Cellular telephone;Matching; 0{1 law; Limit probability distribution; Hypergeometric
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1. Introduction
Matula and Yang [4] designed a load-sharing algorithm which enables a cellular tele-
phone network to dynamically reconnect a sequence of telephone calls to neighboring
transceivers to free a transceiver for a new call entering the network. They described
some possible implementations of their system, in which a number of cellular tele-
phone transceivers are deployed in triangular and hexagonal planar arrangements with
multiple cellular transceiver sites per cell.
In Section 1.1, we sketch a polygonal model of Matula and Yang’s system. In Section
1.2, we replace this with a hypergraph model, which captures the incidence properties
needed for our results without specifying a geometry. In Section 2, we summarize our
results. Section 2.1 contains some simple probabilistic statements on the asymptotic
number of failed attempts in a random sequence of calls in the hypergraph model. In
Section 2.2 we give exact enumeration formulae in the one-dimensional case, some
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Fig. 1.
of which were obtained with the help of a computer. The proofs are presented in
Section 3.
1.1. Polygonal model
In the polygonal model there are n non-overlapping polygonal regions or cells. Each
cell contains s>2 vertices. The same vertex may belong to several adjacent cells. Each
vertex is to be thought of as a cellular telephone transceiver site capable of accepting
up to c>1 calls placed in any of the cells. A random sequence of calls placed in some
or all of the cells is given. Once a call appears in a cell, the call neither terminates
nor leaves the cell. Each call attempts to connect to an adjacent site; i.e., a vertex
of the cell containing the call. Any currently connected call may be reconnected to
an adjacent site at any time. If a new call of the sequence cannot be connected to
an adjacent site, no matter how the previous calls are reconnected, the cell in which
the new call appeared is said to be saturated and the new call is rejected, otherwise
the new call is accepted. A sequence of calls, all of which are accepted is said to be
admissible.
Matula and Yang’s patent [4] illustrates a possible implementation of their call
switching invention in a cellular telephone system with hexagonal cells. Each hexagonal
cell contains seven transceiver sites, one centrally located, and one at each vertex.
Fig. 1 illustrates two views of a small polygonal system at successive times. The
system has n = 3 hexagonal cells (s = 6; c = 1) labeled x; y, and z. Each previously
connected call is represented as a dot with an arrow indicating the cell vertex to which
it is connected. A newly arriving call is represented as a hollow dot without an arrow.
In Fig. 1(a), a call appears in cell y and attempts to connect to a vertex of y, causing
the call in cell x to switch to another vertex, as shown in Fig. 1(b). When the new
call in y is connected, the cells y and z become saturated. The new call shown in cell
z in Fig. 1(b) is rejected, since the previously connected calls in cells y and z cannot
be reconnected to permit the new call to connect to a vertex of z.
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Other natural instances of the polygonal model are nite connected collections of
cells in a square grid or in a triangular lattice. It is easy to check that these examples
satisfy the following condition. The total number of vertices in any set A of cells is at
least jAj+ s− 1.
1.2. Hypergraph model
Let H=(V; E) be a hypergraph with vertex set V and edge set E. If every edge of
H consists of precisely r vertices, then H is called an r-uniform hypergraph.
The hypergraph model of the system of Matula and Yang is a connected r-uniform
hypergraph H = (V; E) with jEj = n (hyper)edges such that every edge intersects at
most d others. Each vertex of H represents a cellular telephone transceiver capable of
receiving a single call. Each edge of H represents a collection of cellular telephone
transceivers that service a region. In the sequel, we will often refer to a hypergraph
edge as a cell to distinguish it from a graph edge, and to emphasize the analogy with
the polygonal model.
In contrast to the polygonal model, each vertex of a hypergraph accepts at most
one call, but there is no loss of generality, since a hypergraph model equivalent to the
polygonal model can be obtained by replacing each vertex with c new vertices. In this
model we have r = cs.
Let m be a positive integer, and let [m] = f1; : : : ; mg. A sequence of calls to various
cells of the system is represented by a function f :F ! E, where F  [m] for some
positive integer m. The elements of [m] are thought of as calls. Each call j 2 F is
assigned to the cell f(j) = e. The number of calls assigned to e 2 E is the number
of times that f takes the value e. Given H and f, a bipartite graph  f = (Vf; Ef)
can be associated with f in a natural way, as follows. Dene the vertex set of  f by
Vf = F [ V , and its edge set by Ef = ffj; vg: j 2 F and v 2 f(j)Vg. A function
f :F ! E is admissible i there exists a matching from F to V in  f. It follows
immediately from the Konig-Halla Lemma (Marriage Theorem) that f is admissible
i for every subset A of F; jAj6j f(A)j, where  f(A) denotes the set of vertices
in V adjacent in  f to some vertex of A. Given a nite map f :F ! E, we dene
the admissible domain Af of f to be the lexicographically smallest subset A of F of
maximum cardinality such that the restriction fjA of f to A is admissible. A function
f :F ! E rejects t i t 2 F − Af. The number of rejections of f is dened to be
jF j − jAfj.
Let f :F ! E be a map, F  [m]. Given any 16j6m; e 2 E, we say that f
saturates e at j i j 2 Af and for any map g :G ! E with gjAf = fjAf, where G
is the union of Af with a non-empty nite set of positive integers strictly greater than
the maximum element of Af, and for any k 2 G such that k > j; g(k)= e implies that
g rejects k.
The denitions of rejection in the hypergraph and polygonal models are equivalent.
Rejection in the polygonal model means that there is a connected set of cells with
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more calls assigned to them than the cells have vertices. No matter how those calls
are numbered, there will be a rst call that violates the condition of the Konig{Hall
Lemma for the existence of a matching in the corresponding bipartite graph.
Suppose that H is a hypergraph as above. We wish to compute the probability that
a random uniformly distributed sequence of m calls arranged in the n edges of H
will be admissible. We also wish to compute a limit probability distribution of the
admissible functions when m and n are large.
2. Results
2.1. Probabilistic approach
Using the probabilistic method [1], we investigate the asymptotic behavior of the
expected number of rejected calls for a random uniformly distributed function f :
[m] ! E, where E is the edge set of an r-uniform hypergraph, as m and jEj = n
tend to innity. The theorems in this section pertain only to r-uniform hypergraphs
H= (V; E) satisfying the following condition.
Condition 1. For every non-empty subset AE of edges of H; jAj+ r − 16jSAj.
According to the remark at the end of Section 1.1, most of the natural instances of
the polygonal model meet this requirement.
We use the notation f  g; f  g, and f  g to signify that limn!1 f(n)=g(n) is
0;1, and 1, respectively, where f and g are real-valued functions dened for large
real or integral arguments.
Theorem 2. Let H= (V; E) be an r-uniform hypergraph with jEj= n cells such that
every cell intersects at most d others; and assume that H satises Condition 1. In
the discrete probability space of all maps f : [m]! E with the uniform distribution;
let Rk denote the event that the kth call is rejected; let Xk be the indicator random
variable for Rk; and dene X k=
Pk
j=1 Xj. Let d and r be xed; and let n and m=m(n)
be positive integers tending to innity.
Then
lim
n!1 E[
Xm] =
(
0 if m  nr=(r+1);
1 if m  nr=(r+1):
Since Xm is a non-negative integer-valued random variable, we have that Pr[ Xm > 0]6
E[ Xm]; i.e., we obtain the following
Corollary 3. Xm = 0 almost surely if m  nr=(r+1).
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We have been unable to show that if m  nr=(r+1), then Xm  E[ Xm], i.e., for every
> 0, we have
lim
m!1 Pr[j Xm=E[ Xm]− 1j>] = 0:
However, applying martingale techniques, we can show
Theorem 4. Xm  E[ Xm] almost surely if m  nr=(r+1=2).
2.2. Algebraic approach
We consider the simplest cellular telephone system, modeled by a connected 2-
uniform hypergraph H of maximum degree 2. There are two possibilities for such
hypergraphs: paths and cycles. We formulate our asymptotic result for paths, but it
also applies to cycles.
For a path of n edges, a sequence will fail to be admissible if it assigns some
edge three or more calls, or if it assigns each edge at most two calls, and there is a
connected sequence of at least two edges starting and ending with an edge containing
two calls, and such that every other edge in the sequence is assigned precisely one
call. An admissible sequence of m>1 calls is an \almost injective" function; that is,
a function f : [m]! [n] for which there exist g : [m]! f0; 1g and h : [m]! [n+ 1]
with h injective such that f + g= h.
The main result of this section is a limit probability distribution for the admissible
functions. Given m; n positive, consider the discrete probability space of maps f :
[m]! [n], with the uniform probability distribution.
Theorem 5. Let A be a positive constant. Then
lim
n!1 Pr[f : [m]! [n] is admissible] =
8><
>:
1 if m  n2=3;
e−A
3=6 if m  An2=3;
0 if m  n2=3:
To state the enumeration results used for the proof of Theorem 5, we need some
notation for hypergeometric functions. The shifted factorial, also called the Pochham-
mer symbol, is denoted by (a)k , and dened for a 2 R by (a)0 = 1, and by (a)k = a(a
+1)    (a+k−1) for k>1. The generalized hypergeometric function with p numerator
parameters a1; : : : ; ap, and q denominator parameters b1; : : : ; bq is denoted and dened
by
pFq
2
4 a1; : : : ; ap ; x
b1; : : : ; bq
3
5= 1X
n=0
(a1)n    (ap)n
(b1)n    (bq)n
xn
n!
:
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Proposition 6. Let A(m; n) denote the number of admissible functions f : [m]! [n];
where 16m6n+ 1. Then A(m; n) =M (m; n− m) + N (m; n); where
M (m; z) = (z + 1)m + m!
bm=2cX
k=1
1
2k
m−2kX
s=0

s+ k+ z
s k z

m− s− k − 1
k − 1

and where
N (m; n) =
1
2
m−1X
k=1
M (m− k − 1; n− m+ 1)(m− k)k+1:
By applying Petkovsek’s Mathematica implementation of Gosper’s algorithm [5; 6]
for summing hypergeometric series, we arrive at the following hypergeometric identity
for the number of admissible functions.
Proposition 7. Let 16m6n+ 1. Then;
A(m; n)
= (n− m+ 1)m  3F2
2
664
n− m+ 1;−m=2;−(m− 1)=2
;
1
2
(n− m+ 1)=2; (n− m+ 2)=2
3
775
+
m!
2
m−1X
k=1
 
n− k
n− m+ 1
!
3F2
2
664
n− m+ 2; (k − m+ 1)=2; (k − m+ 2)=2
;
1
2
(n− m+ 2)=2; (n− m+ 3)=2
3
775
Richard Stanley [7] has shown that the number A(m; n) of admissible functions f :
[m]! [n] for 16m6n+ 1 satises
1X
m;n=1
A(m; n)
m!
xmyn =
1− xy + (x2y)=2
1− y − 2xy + xy2 + (x2y2)=2 : (1)
Herbert Wilf [9] pointed out that Stanley’s rational generating function (1) implies that
for m; n>3, A(m; n) satises the recurrence
A(m; n) = A(m; n− 1) + 2mA(m− 1; n− 1)
−mA(m− 1; n− 2)−
m
2

A(m− 2; n− 2):
3. Proofs
3.1. Proof of Theorem 2
Let H= (V; E) be a connected r-uniform hypergraph of n cells (hyperedges) such
that every cell intersects at most d others, and H satises Condition 1 in Section 2.1.
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Form the discrete probability space of all maps f : [m]! E, with each map equally
likely. Dene the random variable Yj to be the number of previously not saturated cells
that become saturated precisely at the jth call. Also, let Y k =
Pk
j=1 Yj. Note if the jth
call is rejected, then Yj = 0. We write f =(g) provided f =O(g) and g=O(f).
A connected set U of u cells of E will be called a u-cluster. A pair (U; e) consisting
of a u-cluster U together with a choice of an edge e 2 U is called a pointed u-cluster.
The distinguished edge e is called the point of (U; e).
Lemma 8. For any 16u6n; the number of u-clusters in H is bounded above by
n
u
 (3d)
u
(d− 1)u+ 1 :
Proof. Fix a cell e 2 E. The number of pointed u-clusters whose point is e is
bounded above by the number of rooted d-ary trees with u nodes, which is known
[3] to be
du
u

1
(d− 1)u+ 16

3du
u
u 1
(d− 1)u+ 1 :
Note that for 16j< r; Yj = 0, since no cell can be saturated by fewer than r calls.
Lemma 9. Let r and d be xed. For r6j6m  n;
E[Yj] = (( j=n)r−1):
Proof. Let U E and let (U; e) be a pointed u-cluster. Let Sj; (U;e) be the set of all
maps f : [m] ! E whose jth call is in e, meaning that f( j) = e, and such that f
saturates each of the u= jU j cells of U at j and no other cells of E. Dene
Sj;U =
[
e2U
Sj; (U;e):
Sj;U is the set of maps f : [m]! E that saturate the u-cluster U at j. By denition,
E[Yj] =
X
16u6j
jU j= u
uPr[Sj;U ] =
X
16u6j
jU j= u
u
X
e2U
Pr[Sj; (U;e)];
where the rst sum is over all u-clusters U for u from 1 to j.
Let (U; e) be a pointed u-cluster. We overestimate the number of sequences f of
length m that saturate U when the jth call of f arrives. Let v(U ) be the number of
vertices of U . There will be v(U ) calls connected to the v(U ) vertices of U when the
jth call of f arrives. Order the v(U ) vertices of U so that the last vertex is one of
the r vertices of e. There are (v(U )−1)!r such orderings. Each of the initial v(U )−1
calls must appear in one of the at most d cells containing the vertex to which it is
assigned. The remaining calls prior to j are assigned to cells in E −U , and the m− j
calls after the jth can be assigned to any of the n cells of E.
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Consequently,
jSj; (U;e)j6f(v(U )− 1)!rg

j − 1
v(U )− 1

dv(U )−1nj−v(U )nm−j: (2)
Recalling that d and r are xed and that 16j6m  n, we make the following esti-
mates, noting that we can always take n>dj:
E[Yj] =
X
16u6j
u
X
jU j=u
jSj;U j
nm
6
X
16u6j
u
X
jU j=u
X
e2U
r
n

d
n
v(U )−1 ( j − 1)!
( j − v(U ))!
= O
0
@ X
16u6j
u2
n

dj
n
u−1 X
jU j=u

dj
n
v(U )−u1A (3)
= O
0
@ X
16u6j
u2
n

dj
n
u−1 X
jU j=u

dj
n
r−11A (4)
=O
0
@dr−1 j
n
r−1 X
16u6j
u2
n

dj
n
u−1 X
jU j=u
1
1
A
=O
0
@ j
n
r−1 X
16u6j
u2
n

dj
n
u−1 n
u
(3d)u
(d− 1)u+ 1
1
A (5)
= O
 
j
n
r−1 1X
u=0

3d2j
n
u!
=O

j
n
r−1
; (6)
where (3) follows from (2); (4) follows from Condition 1, which in the current notation
is r−16j[U j− jU j=v(U )−u for a u-cluster U ; and (5) follows from the preceding
lemma. Eq. (6) follows by choosing  with 0<< 1 and n so large that 3d2j=n<.
Then the geometric series in (6) converges and approaches 1 as  ! 0.
To obtain a lower bound for E[Yj], we underestimate the probability that a function
f : [m]! E saturates some 1-cluster at the jth call. Let j6m6n, and let Sj;e be the
set of maps which saturate the 1-cluster consisting of the cell e at j. If f 2 Sj;e, then
necessarily r6j, and there must be a subset S of [j−1] of size r−1 such that f sends
S to the at most d cells adjacent to f(j)= e. We underestimate Sj;e by counting maps
f : [m]! E that send all of the calls of S [ fjg to e, and which send the remaining
calls to cells disjoint from e. This is possible because there are at least n− j− 1 cells
disjoint from e. Since H has n cells,
n(n− d− 1) j−r
n j

j − 1
r − 1

6Pr(Sj;1)6E[Yj]:
By Stirling’s formula, for some constant C > 0,
C

n− d− 1
n
j−1 j − 1
n− d− 1
r−1
6E[Yj]: (7)
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For j  n; ((n − d − 1)=n) j−1 converges to 1 as n ! 1. Multiply and divide the
left-hand side of (7) by (j=n)r−1. Since r6j  n and 1− 1=j is increasing, we have
C

n− d− 1
n
j−1
1− 1
r
r−1
(1 + o(1))r−1

j
n
r−1
6E[Yj]:
It follows immediately that for r6j6m  n; (j=n)r−1 = O(E[Yj]).
Proof of Theorem 2. We complete the proof of Theorem 2 using the following identity:
E[ Xm] =
mX
k=r+1
E[Xk ] =
mX
k=r+1
1
n
E[ Y k−1] =
mX
k=r+1
1
n
k−1X
j=r
E[Yj]:
The second equality holds since the probability of a rejection is equal to the expected
number of saturated cells, divided by the number n of cells. The index k starts at r+1
since all calls up to r are accepted. The index j starts at r since at least r calls are
needed for the jth to saturate a cluster.
By Lemma 9,
E[ Xm] =
1
n
mX
k=r+1
k−1X
j=r


j
n
r−1
= 

mr+1
nr

: (8)
Consequently,
lim
n!1 E[
Xm] =
(
0 if m  nr=(r+1);
1 if m  nr=(r+1): (9)
Theorem 2 holds for more general r-uniform hypergraphs than those which satisfy
Condition 1, because the inequality
r − 16
[A− jAj (10)
was used in our calculations only for sets A of hyperedges with 16jAj6m. For exam-
ple, although cycles violate Condition 1, the statement of Theorem 2 holds for large
cycles. In general, the statement holds for hypergraphs of large girth; i.e., for a con-
nected r-uniform hypergraph H = (V; E) with n hyperedges each of which meets at
most d others, and such that (10) holds for each non-empty set A of hyperedges with
jAj6m= m(n).
3.2. Proof of Theorem 4
We spell out for our situation the martingale machinery we need from Alon and
Spencer [1, p. 89]. Let 
 = E[m] be the probability space of maps g : [m] ! E with
the measure Pr[g(b)=a]=1=n, with the values of g mutually independent. We use the
gradation
;= B0B1   Bm = [m];
where we take Bi = [i].
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Let L : E[m] ! R be the random variable Xm, i.e., the number of rejected calls. As
in [1], we dene a martingale Z0; Z1; : : : ; Zm by
Zi(h) = E[L(g) j g(b) = h(b) for all b 2 Bi]:
Z0(h) = E[ Xm] and Zm(h) is the number of rejections of h. L satises the Lipschitz
condition relative to the gradation if for all 06i<m,
h; h0 dier only on Bi+1 − Bi ) jL(h0)− L(h)j61
which is the case for the number of rejections, since changing the value of a map
h : [m]! E at one argument changes its number of rejections by at most one.
With this setup, Azuma’s inequality (Theorem 4:2 in [1]) states that for all > 0,
Pr[j Xm − E[ Xm]j>
p
m]< 2e−
2=2:
Let > 0 and put = E[ Xm]=
p
m. Azuma’s inequality becomes
Pr
 XmE[ Xm] − 1
>

< 2e−
2(E[ Xm])2=2m:
Taking m  nr=(r+1=2), estimate (8) in the proof of Theorem 2 implies that E[ Xm]=
p
m !
1 as n !1, which with Azuma’s inequality implies that Xm  E[ Xm] almost surely.
3.3. Proof of Proposition 6
Let A= f0; 1; 2g. A word of A is a nite sequence of elements of A. The empty
word, denoted by , is considered a word of A. A regular expression r is a pattern
for a set of words of A which are said to match r. Regular expressions are built up
from words of A using concatenation, union, the Kleene -operation, and dierence.
If the regular expresssion r is a word, then r matches only r. If A and B are regular
expressions that match words u and v, respectively, then AB matches uv, (A [ B)
matches either u or v, (A) matches zero or more occurrences of u, and A−B matches
u but not v.
A sequence of calls to a path will fail to be admissible if it assigns three or more
calls to some edge of the graph, or if it assigns a sequence of calls to edges that
matches 212.
Recall that A(m; n) denotes the number of admissible functions f : [m]! [n], where
m; n>1. Denote by wf the word of length n whose kth symbol is the number of
times that f takes the value k, where 06k <n. In particular, the word wf of an
admissible function f is a word in the alphabet A= f0; 1; 2g. Let L= fwf:f : [m]!
[n] is admissible; where m; n>1g. We use regular expressions [2] to describe subsets
of L that we will need.
We write A(m; n) = M^ (m; n) + N (m; n), where M^ (m; n) is the number of admissible
functions f : [m]! [n] whose word wf does not end in 21 and where N (m; n) is the
number of admissible functions f whose word wf ends in 21
.
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It will be convenient to dene M (m; z)=M^ (m;m+z), where z>0. We write a formal
sum of words of L that represents the admissible functions counted by M (m; z) as
follows:
m+ z
z

1m +
[m=2]X
k=1
m−2kX
s=0
X
~d 2 Ds;k
~e 2 Es;k

s+ k + z
z

1d0e11
d1    ek1dk ; (11)
where Ds;k = f(d0; : : : ; dk): di>0;
Pk
j=0 dj = sg; Es;k = f(e1; : : : ; ek): ei>2;
Pk
j=1 ej =
m− sg, and where i denotes the word 21i−20, where i>2.
It is clear that L=(01(210))([ 21). Every word x 2 (01(210)) comes
from a unique word y of the form
1d0e11
d1    ek1dk (12)
by inserting z= jxj− jyj 0’s into y. We call the word y the associated word of x (and
of f). Note that the z 0’s are never inserted into any .
If there is no  occurring in x, then y=1m. There are (m+zz ) ways of inserting the z
zeros into y to obtain x. Otherwise, at least one  occurs in x. Let k be the number of
’s that occur, and let s denote the number of 1’s that occur. There are ( s+k+zz ) ways
of inserting the z zeros into y to obtain x. This shows that formal sum of words (11)
represents the functions counted by M (m; z).
It remains to compute the number of functions f : [m] ! [m + z] that have an
associated word of form (12).
Let f : [m] ! [n] be a nite function with word wf, let #wf denote the number
of functions g : [m]! [n] with wg = wf. For j with 16j6n let jf−1(j)j denote the
cardinality of the pre-image of j. Then
#wf =

m
jf−1(1)j; : : : ; jf−1(n)j

: (13)
Furthermore, if f : [j]! [r] and g : [k]! [s] are nite functions with words u= wf
and v= wg, respectively, then
#(uv) = #u  #v

j + k
j

: (14)
Now we can evaluate (11). The rst term of M (m; z) equals
m+ z
z

#(1m) =

m+ z
z

m! =
(m+ z)!
z!
:
The second term is
bm=2cX
k=1
m−2kX
s=0
X
~d2Ds; k
X
~e2Es; k

s+ k + z
z

#(1d0e11
d1    ek1dk )
=
bm=2cX
k=1
m−2kX
s=0
X
~d2Ds; k
X
~e2Es; k

s+ k + z
z

#(1d0 )#(e1 )   

m
d0; e1; : : : ; dk

122 A. Halpert et al. / Discrete Applied Mathematics 103 (2000) 111{126
=
bm=2cX
k=1
m−2kX
s=0
X
~d2Ds; k
X
~e2Es; k

s+ k + z
z

d0!e1!   dk !
2k

m
d0; e1; : : : ; dk

=m!
bm=2cX
k=1
1
2k
m−2kX
s=0

s+ k + z
s; k; z

m− s− k − 1
k − 1

:
We next compute N(m; n).
Proposition 10.
N (m; n) =
1
2
m−1X
k=1
M (m− k − 1; n− m+ 1)(m− k)k+1: (15)
Proof. Suppose that f : [m]! [n] has word wf ending in 21k−1 where 16k6m− 1.
Then wf = uv, where u does not end with 21
. Furthermore juj = n − k, and C(u) =
m− k − 1. The number of functions g : [m− k − 1]! [n− k] with word wg = u is by
denition M (m− k − 1; n−m+1). By (13), the number of functions h : [k +1]! [k]
with wh = v is (k + 1)!=2. By (14), the number of functions f is
m−1X
k=1
M (m− k − 1; n− m+ 1)(k + 1)!
2

m
k + 1

:
3.4. Proofs of Proposition 7 and Theorem 5
Proof of Proposition 7. Applying Gosper’s algorithm [5,6] to the inner sum
m−2kX
s=0

s+ k + z
s; k; z

m− s− k − 1
k − 1

of M (m; z) one obtains
csc(k− m) (−2k − z) (1 + k + z)sin(k)
 (1− 2k + m) (−m− z) :
Apply the reection formula
 (z) (1− z) = 
sin(z)
to the preceding and remove singularities to obtain
M (m; z) = (z + 1)m + m!
bm=2cX
k=1
1
2k

k + z
z

m+ z
m− 2k

:
Taking z = n− m and applying Gosper’s Algorithm yields the following:
M (m; n− m) = (n− m+ 1)m 3 F2

n− m+ 1;−m=2; (1− m)=2
(n− m+ 1)=2; (n− m+ 2)=2 ;
1
2

: (16)
By applying Gosper’s algorithm to expression (15) for N (m; n), one obtains the identity
for the number of admissible functions f : [m]! [n].
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Our proof of the limit probability distribution depends on the following asymptotic
formula.
Theorem 11. Let m= m(n)  n. Then
log(Pr[f : [m]! [n] is admissible])  −n
1X
k=1
(m=n)2k+1
(2k)(2k + 1)
: (17)
Theorem 5 can easily be deduced from Theorem 11.
Proof of Theorem 5. Let s(m; n) denote the right-hand side of formula (17). Taking
m= An2=3 where A> 0, we have s(An2=3; n) =−A3=6+O(n−2=3). If m  n2=3, then for
each A> 0, there exists an integer NA so that for all n>NA;m<An2=3, and hence
s(An2=3; n)<s(m; n)60. Consequently, e−A
3=66lim inf n!1 es(m;n)61. Since A is arbi-
trary, let A tend to 0. Conversely, if m  n2=3, then for any A> 0; 06lim supn!1 es(m;n)
6e−A
3=6. This time let A tend to 1.
The proof of Theorem 11 will be carried out in two steps, Lemmata 12 and 13.
Recall that the number A(m; n) of admissible maps f : [m]! [n] satises
A(m; n) =M (m; n− m) + N (m; n): (18)
Lemma 12. Let m= m(n)  n: Then
log(n−mM (m; n− m))  −n
1X
k=1
(m=n)2k+1
(2k)(2k + 1)
: (19)
Lemma 13. If m= m(n)  n; then limn!1 n−mN (m; n) = 0.
The proof of Lemma 12 will use an asymptotic equivalence that reduces the 3F2 term
occurring in the hypergeometric identity (16) for M (m; n− m) to a more manageable
2F1 term. To establish Lemma 12, we need the following.
Claim 14. For 16m6n+ 1 dene ’;  by
’(m; n) = 2F1
"
−m=2;−(m− 1)=2
(n− m+ 2)=2 ; 1
#
;
 (m; n) = 3F2
"
n− m+ 1;−m=2;−(m− 1)=2
(n− m+ 1)=2; (n− m+ 2)=2 ;
1
2
#
:
Then; for m  n;
n−m(n− m+ 1)m’(m; n)  n−m(n− m+ 1)m (m; n) = n−mM (m; n− m):
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Proof. Dene
ak(m; n) =
(n− m+ 1)k(−m=2)k(−(m− 1)=2)k
((n− m+ 1)=2)k((n− m+ 2)=2)k
1
2kk!
;
bk(m; n) =
(−m=2)k(−(m− 1)=2)k
((n− m+ 2)=2)k
1
k!
:
Then  (m; n) =
P1
k=0 ak(m; n) and ’(m; n) =
P1
k=0 bk(m; n). Note that for m  n,
abpmc(m; n)
bbpmc(m; n)
=
bpmc−1Y
j=0
1 + (−m+ 1 + j)=n
1 + (−m+ 1 + 2j)=n
= exp

−b
p
mc(bpmc − 1)
2n
+O
m
n
2
:
Write ak = ak(m; n); bk = bk(m; n). Let > 0. Choose n so large that m=n<. Then for
each k with 06k6bpmc,
1− < ab
p
mc(m; n)
bbpmc(m; n)
6
ak
bk
61
since ak(m; n)=bk(m; n) is decreasing with k. Consequently,
06(1− )
bpmcX
k=0
bk6
bpmcX
k=0
ak
bk
bk =
bpmcX
k=0
ak6
bpmcX
k=0
bk :
It follows immediately that
Pbpmc
k=0 ak(m; n) 
Pbpmc
k=0 bk(m; n).
Let c(m; n)=n−m(n−m+1)m. Dene ’^(m; n)=c(m; n)
Pbpmc
k=0 bk(m; n) and  ^ (m; n)=
c(m; n)
Pbpmc
k=0 ak(m; n). ’^(m; n) and  ^ (m; n) are asymptotically equivalent. Further-
more, they converge to values in [0,1] for m  n, because they are non-negative
and bounded by c(m; n) (m; n) and c(m; n)’(m; n), respectively, each of which are
probabilities. The formula of Proposition 7 counts the number of admissible maps, so
c(m; n) (m; n) is between 0 and 1, and a computation following will show the same
for c(m; n)’(m; n). Since c(m; n)’(m; n)− ’^(m; n) is the tail of a convergent series of
positive terms, we have c(m; n)’(m; n)  ’^(m; n). Similarly, c(m; n) (m; n)   ^ (m; n).
Proof of Lemma 12. Suppose that m  n. The preceding claim, along with the fol-
lowing identity of Gauss,
2F1

a; b
c
; 1

=
 (c) (c − a− b)
 (c − a) (c − b) if R (c − a− b)> 0;
applied to n−mM (m; n− m) yields
n−m(n− m+ 1)m (m; n)  n−m(n− m+ 1)m ((n− m)=2 + 1) ((n+ m+ 1)=2) ((n+ 1)=2) (n=2 + 1) :
(20)
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Let C =m=n. Apply the identity  (k + 12) =
p
2−2k(2k)!=k!, valid for k with 2k 2 Z
to the right-hand side of (20). We obtain
n−Cn
n!
(n(1− C))!
(n(1− C)=2)!p
2−nn!=(n=2)!
p
2−n(1+C)(n(1 + C))!=(n(1 + C)=2)!
(n=2)!
=(2n)−Cn
(n(1 + C))!
(n(1 + C)=2)!
(n(1− C)=2)!
(n(1 + C))!
 e−Cn((1− C)C−1(1 + C)1+C)n=2;
where the asymptotic equivalence follows from Sterling’s approximation. Taking loga-
rithms and expanding log(1C) in a power series centered at 0, we obtain the desired
innite series (17).
It remains to prove Lemma 13.
Proof of Lemma 13. Since n−(m−k+1)M (m− k − 1; n− m+ 1)61,
N (m; n)
nm
=
m−1X
k=1
M (m− k − 1; n− m+ 1)
2nm−k−1
(m− k)k+1
nk+1
6
m−1X
k=1
(m− k)k+1
nk+1
: (21)
By Gosper’s algorithm [5], (21) = enm(m − 1)n−m (m − 1; n), where  (a; z) =R1
z t
a−1e−t dt is the incomplete Gamma function. Let 0<< 1, and choose n so large
that m=n<. Using the asymptotic expansion
 (m− 1; n)  nm−2e−n
1X
k=0
(−1)k (2− m)k
nk
;
valid for m  n [8], it follows that
(21)  m(m− 1)
n2
0
@1 + m−1X
k=1
k−1Y
j=0
(m− 2− j)
n
1
A62 1X
k=0
k622:
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