ABSTRACT. New sequences of orthogonal polynomials with ultra-exponential weight functions are discovered. In particular, it gives an explicit solution to the Ditkin-Prudnikov problem (1966). The 3-term recurrence relations, explicit representations, generating functions and Rodrigues type formulae are derived. The method is based on differential properties of the involved special functions and their representations in terms of the Mellin-Barnes and Laplace integrals. A notion of the composition polynomial orthogonality is introduced. The corresponding advantages of this orthogonality to discover new sequences of polynomials are shown.
INTRODUCTION AND PRELIMINARY RESULTS
Throughout the text, N will denote the set of all positive integers, N 0 = N∪{0}, whereas R and C the field of the real and complex numbers, respectively. The notation R + corresponds to the set of all positive real numbers. The present investigation is primarily targeted at analysis of sequences of orthogonal polynomials with respect to the weight functions related to the modified Bessel functions of the second kind or Macdonald functions K ν (x) [1] , Vol. II. The problem was posed by Ditkin and Prudnikov in the seminal work of 1966 [5] to find a new sequence of orthogonal polynomials P n (x) n ∈ N 0 , satisfying the orthogonality conditions ∞ 0 2K 0 (2 √ x)P m (x)P n (x)dx = δ n,m , n, m ∈ N 0 , (1.1) where δ n,m represents the Kronecker symbol, and related to the weight 2K 0 (2 √ x) which can be defined in terms of the Mellin-Barnes integral (see [10] , relation (8.4 .23.1), Vol. III
2)
where Γ(z) is the Euler gamma-function [1] , Vol. I. The first four polynomials are P 0 (x) = 1, P 1 (x) = 1 √ 3 (x − 1), P 2 (x) = 3 41 and more general ultra-exponential weight functions which can be represented, in turn, in terms of Meijer Gfunctions [15] . Namely, the problem is to find a sequence of orthogonal polynomials P ν n (x) (P 0 n (x) ≡ P n (x)), satisfying the following orthogonality conditions (1.5)
As it was shown in [13] and [3] it is more natural to investigate multiple orthogonal polynomials for two Macdonald weights ρ ν (x) and ρ ν+1 (x) since it gives explicit formulas, differential properties, recurrence relations and Rodrigues formula. Nevertheless, an original problem still attracts to understand the nature of such polynomial sequences and their relation to classical systems of orthogonal polynomials and associated multiple orthogonal polynomial ensembles.
On the other hand, the operational calculus associated to the differential operator having the exponential function as a kernel, which is the weight function for classical Laguerre polynomials [2] , being represented in terms of the Mellin-Barnes integral [10] , relation (8. Meanwhile, the operator
dt which is also called the Laguerre derivative [4] , leads to the Meijer transform [15] , involving the weight 2K 0 (2 √ x) which is given by (1.2), namely,
This transform is an important example of the so-called Mellin type convolution transforms, which are extensively investigated in [15] . Moreover, in the sequel we will employ the Mellin transform technique developed in [15] in order to investigate various properties of the scaled Macdonald functions and more general ultra-exponential weights. Precisely, the Mellin transform is defined, for instance, in L µ,p (R + ), 1 ≤ p ≤ 2 (see details in [12] ) by the integral 9) being convergent in mean with respect to the norm in L q (µ − i∞, ν + i∞), µ ∈ R, q = p/(p − 1). Moreover, the Parseval equality holds for f ∈ L µ,p (R + ), g ∈ L 1−µ,q (R + ) In particular, letting µ = 1/p we get the usual space L p (R + ; dx). Recalling the Meijer transform (1.8) one can treat it as an analog of the Laplace transform (1.6) in the operational calculus associated to the Laguerre derivative. Consequently, the corresponding analog of the classical Laguerre polynomials would be important to investigate, discovering the mentioned Ditkin-Prudnikov polynomial sequence. Finally, we note in this section that in [8] some non-orthogonal polynomial systems were investigated which share the same canonical regular form with Ditkin-Prudnikov polynomial sequence P n (x). An analogous relation occurs, for instance, between the Bernoulli polynomials, which also happen to be non-orthogonal, and the (orthogonal) Legendre polynomials.
PROPERTIES OF THE SCALED MACDONALD FUNCTIONS
We begin with
is called the ultra-exponential weight function and it is expressed in terms of the following Mellin-Barnes integral
It is easily seen from the reciprocal formulas (1.9), (1.10) for the Mellin transform that the case k = 0 corresponds to the weight function ρ ν,0 (x) = x ν e −x , which is related to the classical associated Laguerre polynomials
and k = 1 gives the function ρ ν,1 (x) ≡ ρ ν (x), which is associated with the Prudnikov polynomials P ν n (x) under orthogonality conditions (1.5). As it was mentioned above the weights ρ ν,k (x) can be expressed in terms of the Meijer G-functions (cf. [7] ). Concerning the scaled Macdonald function ρ ν (x), we employ the Parseval equality (1.10) to the integral (1.4) to derive the Laplace integral representation for this weight function which will be used in the sequel. In fact, we obtain
3)
The direct Mellin transform (1.9) gives the moments of ρ ν . Precisely, we obtain
Moreover, the asymptotic behavior of the modified Bessel function at infinity and near the origin [1] , Vol. II gives the corresponding values for the scaled Macdonald function ρ ν (x), ν ∈ R. Precisely, we have
Returning to the Mellin-Barnes integral (1.4), we multiply both sides of this equality by x −ν and then differentiate with respect to x under the integral sign. This is possible via the absolute and uniform convergence by x ≥ x 0 > 0, which can be established using the Stirling asymptotic formula for the gamma-function [1] , Vol. I. Therefore we deduce
where the reduction formula Γ(z + 1) = zΓ(z) for the gamma-function is applied. Multiplying the latter equality by x ν+1 and differentiating again, we involve a simple change of variables and the analyticity on the right half-plane Res > 0 of the integrand to end up with the second order differential equation for ρ ν
Further, denoting the operator of the Laguerre derivative by β = DxD and its companion θ = xDx (cf. [11] ), where D is the differential operator D = d dx , we calculate them n-th power, employing amazing Viskov type identities [14] 
(2.6) Equalities (2.6) can be proved by the method of mathematical induction. We show how to establish (2.6), using the Mellin transform technique for a class of functions f whose Mellin transforms (1.9) f * (s), s = γ + iτ belong to the Schwartz space as a function of τ. As it is known, this space is a topological vector space of functions ϕ such that ϕ ∈ C ∞ (R) and x m ϕ (n) (x) → 0, |x| → ∞, m, n ∈ N 0 . This means that one can differentiate under the integral sign in (1.11) infinitely many times. Hence
is the Pochhammer symbol [1] . On the other hand,
which proves the first identity in (2.6). Analogously,
This proves the second identity in (2.6). In particular, we easily find the values
The quotient of the scaled Macdonald functions ρ ν , ρ ν+1 is given by the important Ismail integral representation [6] 
where J ν (z),Y ν (z) are Bessel functions of the first and second kind, respectively [1] . Another interesting integral representation for the scaled Macdonald function ρ ν is given via relation (2.19.4.13) in [10] , Vol. II in terms of the associated Laguerre polynomials. Namely, we have
Meanwhile, important property for the scaled Macdonald functions can be obtained in terms of the RiemannLiouvile fractional integral [15] 
In fact, appealing to relation (2.16.3.8) in [1] , Vol. II
making simple changes of variables and letting α = 0, we derive the formula
Moreover, the index law for fractional integrals immediately implies
The corresponding definition of the fractional derivative presumes the relation D
Hence for the ordinary n-th derivative of ρ ν (x) we get
Another way to get this formula is to differentiate n-times the integral (1.4) , to use the definition of the Pochhammer symbol (2.7) and to make a simple change of variables. In the meantime, the Mellin-Barnes integral (1.4) and reduction formula for the gamma-function yield
. Hence we deduce the following recurrence relation for the scaled Macdonald functions
(2.17)
In the operator form it can be written as follows
18)
and more generally
Further, recalling the definition of the operator θ , identities (2.6) and Rodrigues formula for the associated Laguerre polynomials, we obtain
This formula permits to derive an integral representation for the product ρ ν (x) f n (x), where f n (x) is an arbitrary polynomial of degree n
In fact, considering the operator equality and using (2.20), we write
will be called the associated polynomial of degree 2n. Then, integrating by parts in the following integral and eliminating the integrated terms, we find
Meanwhile,
Hence, appealing to (2.3) and (2.22), we establish the following integral representation of an arbitrary polynomial f n in terms of its associated polynomial q 2n
The following lemma gives the so-called linear polynomial independence of the scaled Macdonald functions. Precisely, we have Lemma 1. Let n, m ∈ N, ν ≥ 0, f n (x), g m (x) be polynomials of degree at most n, m, respectively. Let
Proof. The proof will be based on the Ismail integral representation (2.10) of the quotient ρ ν (x)/ρ ν+1 (x). In fact, since ρ ν+1 (x) > 0, we divide (2.24) by ρ ν+1 (x) and then differentiate m + 1 times the obtained equality.
Thus we arrive at the relation
Meanwhile, the integral representation (2.10) says
where the interchange of the order of integration is allowed by Fubini theorem, taking into account the asymptotic behavior of Bessel functions at infinity and near zero [1] . Further, assuming that
we substitute it in the left-hand side of (2.25) together with the right-hand side of the latter equality in (2.26). Then, differentiating under the integral sign, which is possible via the absolute and uniform convergence, we deduce
Now, integrating k times by parts in the outer integral with respect to y on the right-hand side of the latter equality, and then differentiating under the integral sign in the inner integral with respect to s owing to the same arguments, we get, combining with (2.25)
Consequently, cancelling twice the Laplace transform (1.6) via its injectivity for integrable continuous functions [12] , and taking into account the positivity of the function
Hence f n,k = 0, k = 0, . . . , n and therefore f n (x) ≡ 0. Returning to the original equality (2.24), we find immediately that g m (x) ≡ 0. Lemma 1 is proved.
Let α ∈ R and
According to [13] , the sequence of functions S ν,α n (x) generates multiple orthogonal polynomials related to the scaled Macdonald functions ρ ν , ρ ν+1 . In order to obtain an integral representation for functions S ν,α n (x), we employ again (1.4), Parseval equality (1.10) for the Mellin transform and the Mellin-Barnes integral representation for the associated Laguerre polynomials (see relation (8.4 .33.3) in [10] , Vol. III ). Then, motivating the differentiation under the integral sign by the absolute and uniform convergence and using the reflection formula for the gamma-function, we obtain the following chain of equalities
Thus, combining with (2.28), we established the following integral representation for S ν,α
Now, employing recurrence relations and differential properties for the associated Laguerre polynomials [2] , making integration by parts in (2.29) and differentiating with respect to x under the integral sign by virtue of the absolute and uniform convergence with respect to x ≥ x 0 > 0, we will deduce the corresponding relations for the sequence S ν,α n (x). Indeed, we have, for instance, for
Hence we obtain the identity
Differentiating (2.29) by x, we get
or,
On the other hand, integrating again by parts in (2.29) under the same conditions, we find
Combining with (2.30) it gives the following identity
Meanwhile, from (2.28) and (2.17) it has
n (x). Therefore from (2.32) we have
34)
and from (2.33) we find
Moreover, recalling again (2.17), we deduce
Finally, employing the 3-term recurrence relation for the associated Laguerre polynomials
we return to (2.29) to obtain the following identity
PRUDNIKOV'S ORTHOGONAL POLYNOMIALS
Our goal in this section is to find an explicit expression for Prudnikov's orthogonal polynomial sequence P ν n (x), n ∈ N 0 , ν ≥ 0. We will do even more, defining the Prudnikov orthogonality (1.5) in a more general setting for the sequence P ν,α
Writing it in terms of coefficients
we know that it is of degree exactly n because this sequence is regular, i.e. its leading coefficient a n,n ≡ a n = 0 (cf. [8] ). Furthermore, as it follows from the general theory of orthogonal polynomials [2] , the orthogonality (3.1) is equivalent to the following n conditions
Moreover, the sequence P ν,α n (x) satisfies the 3-term recurrence relation in the form
where P ν,α
0 (x) = 1 and
The associated polynomial sequence to P ν,α n (cf. (2.22)), which will be used in the sequel, has the form
As it follows from the orthogonality (3.1)
However, using properties of the scaled Macdonald functions from the previous section one can calculate the following values
In fact, appealing to (3.1), (3.2), (3.6), (2.17) and integrating by parts, we derive
Therefore we find the formula
In the meantime, taking the corresponding integral representation (2.11) for the product x m ρ ν (x), we substitute its right-hand side in (3.3) and change the order of integration by Fubini's theorem. Thus we obtain
But the inner integral with respect to x can be treated, involving the differential operator θ (see (2.6)). Indeed, using (3.2), we have
Moreover, the Rodrigues formula for the associated Laguerre polynomials and Viskov type identity (2.6) for the operator θ imply
Substituting these values in (3.9), it becomes
After m times integration by parts in the latter integral, we end up with the following orthogonality conditions
Analogously, the orthogonality (3.1) is equivalent to the equality
Definition 2. The orthogonality (3.11) is called the composition orthogonality of the sequence P ν,α n in the sense of Laguerre.
Thus we proved the following theorem. Theorem 1 The Prudnikov orthogonality (3.1) is equivalent to the composition orthogonality (3.11) in the sense of Laguerre, i.e. Prudnikov's orthogonal polynomials are the associated Laguerre polynomials in the sense of composition orthogonality (3.11).
Meanwhile, in terms of the associated polynomial (3.6) the orthogonality conditions (3.10) can be rewritten, using the commutativity property
and the Rodrigues formula for the associated Laguerre polynomials. Then, integrating by parts an appropriate number of times and taking into account (2.9), we get
or, finally,
On the other hand, developing the polynomial Q 2n (t) in terms of the associated Laguerre polynomials L ν+α n (x), we find
where
and orthogonality conditions (3.12) immediately imply that
Therefore, the expansion (3.13) becomes 
where coefficients d m,k are calculated accordingly by the formula (see relation (2.19.14.8) in [10] , Vol. II)
where 3 F 2 (a, b, c; d, e; z) is the generalized hypergeometric function [10] , Vol. III. It is easily seen from the orthogonality of the associated Laguerre polynomials
Moreover, the associated polynomial (3.6) Q 2n (x) has the representation
On the other hand, taking into account orthogonality conditions (3.15), we have
and via the uniqueness of the expansion of the associated polynomial Q 2n (x) by Laguerre polynomials we find 
Consequently, equalities (3.20) represent for the polynomial sequence P ν,α
) linear homogeneous systems of 2n (2n + 1) equations with 2n + 1 (2(n + 1)) unknowns. However, if we assume that the free coefficient a 2n,0 (a 2n+1,0 ) is known, we come out with linear non-homogeneous systems of 2n (2n + 1) equations with 2n (2n + 1) unknowns. It can be solved uniquely by Cramer's rule with nonzero determinant. In fact, we have the following non-homogeneous systems of 2n, 2n + 1 linear equations to determine the sequences P ν,α 
Denoting by D 2n , D 2n+1 the corresponding nonzero determinants of the systems (3.21), (3.22) 
Moreover, returning to (3.5), we immediately obtain the values of the coefficients for the 3-term recurrence relation (3.4). Indeed, we have
In order to find free coefficients of the even and odd Prudnikov's sequences, we appeal to the identity (3.7) and values of the moments for ρ ν . Thus using (3.31), we derive from (3.7) for the sequence P ν,α 2n
Hence, taking into account the positive sign of the leading coefficient a 2n , we get the value of a 2n,0 in the form
Analogously, we obtain the value a 2n+1,0 for the odd sequence P ν,α 2n+1 , namely,
(3.38) Leading coefficients for the Prudnikov sequences have the values, accordingly,
Thus we proved the following theorem.
2n+1 (x) have explicit values with coefficients calculated by formulas
where the determinants D 2n , D 2n+1 , D 2n,k , D 2n+1,k are defined by (3.23)−(3.30) and free coefficients a 2n,0 , a 2n+1,0 by (3.37), (3.38). Moreover, the 3-term recurrence relation (3.4) holds with coefficients (3.33) − (3.36). Corollary 1. Coefficients (3.14) are calculated by formulas
) and free coefficients a 2n,0 , a 2n+1,0 by (3.37), (3.38).
Our goal now is to find an analog of the Rodrigues formula for Prudnikov's polynomials. To do this, we recall the representation (2.23) of an arbitrary polynomial in terms of its associated polynomial and representations (2.28), (2.29), (3.15), (3.16) to write the following equalities for the sequence P ν,α
Therefore for sequences P ν,α 2n , P ν,α 2n+1 we have, correspondingly,
In the meantime, the sums in (3.45), (3.46) can be treated as follows
Hence, employing the theory of multiple orthogonal polynomials associated with the scaled Macdonald functions and the related Rodrigues formulas (see details in [13] , [3] ), we find the following expressions
where A-polynomials in front of ρ ν (x) are of degree j + n as well as B-polynomial in (3.48), while Bpolynomial in (3.47) is of degree j + n − 1. These polynomials are explicitly calculated in [3] . Therefore formulas (3.45), (3.46) become, respectively,
But Lemma 1 presumes immediately the following identities from (3.49), (3.50)
giving explicit expressions of Prudnikov's polynomials in terms of the multiple orthogonal polynomials for the scaled Macdonald functions, and two more relations between multiple B-polynomials
On the other hand,
Hence, recalling integral representations (2.3), (2.29) and the explicit formula for the associated Laguerre polynomials [2] , we obtain
The problem now is to express ρ ν+k (x), k ∈ N 0 in terms of ρ ν (x) and ρ ν+1 (x). To do this, we use the Mellin-Barnes representation (1.4) and the definition (2.7) of the Pochhammer symbol to derive
Then, employing the Leibniz formula and (2.16), we find
Meanwhile, employing the identity from [3] for the scaled Macdonald functions, precisely,
where r −1 (z; ν) = 0, 
Substituting the right-hand side of the equality (3.60) into (3.56), we get finally
(3.61) Thus, returning to (3.55), we end up with the so-called Rodrigues type formula for the Prudnikov orthogonal polynomials P ν,α 
Further, the generating function for polynomials P ν,α n (x) can be defined as usual by the equality
where |z| < ρ x and ρ x > 0 is a convergence radius of the power series. Then returning to (3.55) and employing (2,28), we have from (3.63)
Hence substituting the value of x k ρ ν−k (x) by formula (3.58), we get, finally, the expression for the generating function for the Prudnikov sequence P ν,α n (x), namely,
where c n, j are defined in Corollary 1.
ORTHOGONAL POLYNOMIALS WITH ULTRA-EXPONENTIAL WEIGHTS
In this section we will consider a sequence of polynomials Q ν,k n (x), which are orthogonal with respect to the weight function (2.1)
The weight function ρ ν,k (x) satisfies some interesting properties. In fact, recalling the Mellin-Barnes integral representation (2.1), we write
Hence, as in (2.18)
Further,
Thus we derive the following k + 1-th order differential equation for the weight ρ ν,k
From the Parseval equality (1.10) it follows the integral recurrence relation for the weights ρ ν,k (x). Precisely, we obtain
An analog of the integral representation (2.11) for the weight ρ ν,k (x) can be deduced in the following manner. In fact, the Mellin-Barnes integral for the associated Laguerre polynomials (cf. [10] , Vol. III, relation (8.4.33.3))
and integral (2.1) with the Parseval identity (1.10) and the reflection formula for the gamma-function imply the equality for k ∈ N
Therefore we obtain the integral representation
Differentiating (4.6) n times by x, where the differentiation under the integral sign is possible due to the absolute and uniform convergence, we take into the reduction formula for the gamma-function and (2.1) to obtain
Consequently, after differentiation both sides of (4.7) n times we find an analog of the representation (2.29), namely,
Now, returning to (4.1), we substitute the weight function ρ ν,k (x) by the integral (4.4) and interchange the order of integration by Fubini theorem. Then employing again the Viskov type identities (2.6) for the differential operator θ , we derive for
Hence it leads to Theorem 4. Let k ∈ N, ν ≥ 0, α > −1. The orthogonality (4.1) for the sequence of polynomials Q ν,α n (x) with the weight x α ρ ν,k (x) is the composition orthogonality of the same sequence with respect to the weight ρ ν,k−1 (x), namely
In particular, the sequence Q ν,α,2 n (x) is compositionally orthogonal in the sense of Prudnikov. Further, equality (4.1) is equivalent to the following n conditions
Hence the composition orthogonality (4.10) implies with the integration by parts and properties of the oper-
we have
On the other hand, employing (4.4) for k ≥ 2 and observing owing to the Viskov type identities (2.6) that (θ t ≡ tDt, β y ≡ DyD) Moreover, we see that {x m D m } k (x ν+m e −x ) = x ν e −x p mk (x), where p mk (x) is a polynomial of degree mk, whose coefficients can be calculated explicitly via properties of the Pochhammer symbol and the associated Laguerre polynomials. Thus it can be reduced to the orthogonality with respect to the measure x ν+α e −x dx and ideas of the previous section can be applied. We leave all details to the interested reader. Besides, further developments, an analog of Lemma 1 and relations with the multiple orthogonal polynomial ensemble from [7] will be a promising investigation.
