Abstract. Consider a single-server multiclass queueing system with K classes where the individual queues are fed by K-correlated interrupted Poisson streams generated in the states of a K-state stationary modulating Markov chain. The service times for all the classes are drawn independently from the same distribution. There is a setup time (and/or a setup cost) incurred whenever the server switches from one queue to another. It is required to minimize the sum of discounted inventory and setup costs over an infinite horizon. We provide sufficient conditions under which exhaustive service policies are optimal. We then present some simulation results for a two-class queueing system to show that exhaustive, threshold policies outperform non-exhaustive policies.
Introduction
investigated the following scheduling problem in multiclass queues with setup times (see figure 1 ): There is a single server attending to two classes of customers from two queues fed by independent homogeneous Poisson processes. The service times for the two classes are drawn independently from the same (general) distribution. A switchover time with or without a constant monetary cost per switch made is involved whenever the server switches from one queue to the other. An inventory holding cost, linear in queue length and having the same rate at the two queues is also included. Two separate cost structures are considered:
(1) Sum of discounted switchover cost and inventory holding cost over an infinite horizon In both cases above, Hofri & Ross (1987) showed that the policies to minimize the cost:
(1) are necessarily exhaustive, i.e., server may switch to the other queue only when the current one is empty, and (2) are likely to be threshold policies, i.e., the server switches (from an empty queue) only when the other reaches a critical size.
The first result, in fact, holds for three or more queues. Also, for the two-queue case, a detailed queueing-based procedure was given for computing the optimal thresholds. In this paper, we look at the following variant of the problem: The input streams to the two queues are no longer independent but are correlated in a Markov-modulated Poisson process (Fischer & Meier-Hellstern 1993) sense. (A Markov-modulated Poisson process can be informally described as an arrival process in which the Poisson arrivals have their rate modulated by a finite state, irreducible continuous-time Markov chain. In a K-state MMPP, the arrivals are Poisson at a certain rate (say, ;~i) so long as the CTMC is in state i, Vi c {1 ..... K}. This is a popular model for nonrenewal input to queues.) More specifically, we look into the system (depicted in figure 2) where the input streams are the two interrupted Poisson processes generated in the states of a two-state homogeneous, stationary modulating Markov chain. Consequently, the inputs to the queues are correlated. The motivation for considering input processes of this type comes from several situations in manufacturing and communication networks (Fischer & Meier-Hellstern 1993; Frost.& Melamed 1994) . For example, under Markovian switching, the output from a multiclass flexible machine constitutes an MMPP (Hemachandra & Narahari 1995) . Similarly, the output of a failure-prone Markovian queue has the so-called on-off arrival feature -a Poisson output for an exponential amount of time when the machine is working and zero output for another exponential amount of time when it is not-working. We remark that the input to each class is an interrupted Poisson process which is stochastically equivalent to a hyperexponential renewal process (Fischer & Meier-Hellstern 1993) .
The problem and the investigations in this work are directly inspired by the work of Hofri & Ross (1987) . Indeed, we follow the same line of argument and technical conditions
