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Résumé et mots clés
Dans cet article, une nouvelle technique de scanning est proposée. Elle est basée sur un système 
stéréoscopique composé d’un projecteur de lumière structurée et d’une caméra multispectrale. Un tel 
système offre la possibilité de donner l’information 3D d’un point comme pour un scanner classique mais
également de fournir une information précise sur le spectre de réflectance de ce point. Avant utilisation, il
est nécessaire de calibrer l’ensemble. Le calibrage se déroule en deux étapes : la première d’entre elles
consiste à caractériser la réponse spectrale de l’ensemble illuminant et caméra, la seconde permet de le
calibrer géométriquement. 
A ce stade, l’analyse de la scène à reconstruire consiste, en premier lieu, en l’acquisition d’une unique image
multispectrale de la scène sans projection de motif caractéristique. Ensuite, à l’aide d’un projecteur LCD, une
ligne de lumière est projetée en balayage sur la scène. Pour chaque projection de ligne, une image en
niveaux de gris est acquise. L’utilisation des paramètres de calibrage géométrique permet de remonter aux
coordonnées tridimensionnelles des points illuminés de la scène. De plus, et c’est ici que réside l’apport
principal du système proposé, un spectre de réflectance est associé à chacun des points reconstruits. Cette
information spectrale provient d’une part, de la caractérisation spectrale préalablement effectuée et d’autre
part, de la première image multispectrale acquise sans projection de lumière structurée. Si l’on compare les
résultats obtenus avec un tel système et ceux issus d’un système composé d’une caméra couleur ou d’un
scanner couleur, on remarque que le spectre associé aux points tridimensionnels apporte une information
considérablement plus riche qu’un simple triplet de composantes chromatiques : par exemple, l’information
spectrale étant indépendante de l’illuminant utilisé pendant l’acquisition, la scène 3D reconstruite peut être
aisément simulée sous un illuminant quelconque. Ce genre de simulations trouve son intérêt dans des 
applications multimédias de type visualisation d’objets 3D pour des musées virtuels.
Caméra multispectrale, lumière structurée, reconstruction 3D, caractérisation spectrale, calibrage 
géométrique, spectre de réflectance, visualisation.
Abstract and key words
In this paper, a new technique of scanning is proposed. It is based on a stereoscopic set composed of a structured
light projector and a multispectral camera. Such a set can give the 3D information of a point like a scanner but can
add accurate information about the spectral reflectance of this point. This set must be calibrated before using it. It is
done by two steps: the first one is the spectral characterization of the couple illuminant and camera ; the second
allows geometrically calibrating the complete set.
Afterwards, the image acquisition can begin. A first multispectral image of the scene is obtained without projection of
structured light. Then, with a LCD projector, a luminous line scans the scene. For each line, a grey level image is
acquired. The use of the geometrical calibration parameters allows the processing of the three-dimensional 
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1. Introduction
Dans le domaine de la reconstruction d’objets tridimensionnels
et de la métrologie, les systèmes basés sur la vision deviennent
de plus en plus utilisés, y compris pour des applications indus-
trielles. En particulier, dans le cadre d’applications dont la scène
a un volume important, ils semblent préférables à ceux reposant
sur des techniques basées sur l’interférométrie ou le moiré, qui
sont des techniques permettant principalement de mesurer des
profondeurs de l’ordre du nanomètre. Les systèmes de vision
peuvent être divisés en deux catégories : vision passive ou vision
active. Les systèmes passifs utilisent plusieurs capteurs de type
caméra pour acquérir la scène dans laquelle se trouve le ou les
objets à mesurer. La méthode utilisée, pour remonter aux infor-
mations de position et de profondeur, repose sur l’appariement
des points entre images afin de reconstruire par triangulation
leur position en 3D. La problématique de telles méthodologies
se trouve dans la détection des points caractéristiques et dans
leur appariement. Ce dernier n’est pas trivial pour deux raisons :
premièrement, la différence de point de vue des caméras fait
qu’une même zone de la scène apparaît différemment sur les
différentes images ; deuxièmement, certaines parties de la scène
visibles sur une image peuvent être occultées dans l’image (ou
les images) issue(s) de l’autre (ou des autres) caméra(s). De
plus, des objets très peu texturés deviennent très difficiles à ana-
lyser du fait du manque de points caractéristiques apparaissant
à leur surface. Les systèmes actifs consistent à remplacer l’une
des caméras d’un système passif par un dispositif qui émet une
lumière structurée en direction de la scène. Cette lumière crée
une sorte de texture sur la surface de la scène que la (ou les)
caméra(s) peuvent acquérir. Si l’on suppose que ce système est
calibré géométriquement, la position et la profondeur des points
de la scène, illuminés par le motif projeté, peuvent être calcu-
lées. De nombreux types de lumière structurée ont déjà été étu-
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diés. Le lecteur intéressé pourra se référer à l’article de Battle 
et al. dans lequel on peut trouver un état de l’art de ces tech-
niques [Battle]. Parmi les principaux motifs lumineux, on peut
citer la projection d’un point, d’un réseau de points, d’une ligne
ou encore d’une grille. Dans le cas d’un ensemble de motifs
géométriquement similaires, il peut être nécessaire de les coder
pour les différencier : le codage peut être temporel si le motif
évolue au cours du temps ou colorimétrique si la (ou les) camé-
ra(s) sont couleur.
Dans ce cadre et depuis quelques années, l’utilisation de sys-
tèmes composés d’une caméra et d’un projecteur vidéo a fait
son apparition [Rusinkiewicz1]. Les applications de tels sys-
tèmes sont nombreuses. Leur classification peut être de diverses
formes [Batlle]. On peut par exemple les classer en fonction de
la précision requise au niveau de la reconstruction. Il est égale-
ment possible de les caractériser suivant le fait que la recons-
truction porte sur une seule image ou une séquence. L’aspect 
« in-line » ou « off-line » peut aussi être un critère de classifi-
cation. En effet, des contraintes de traitement temps réel, même
avec des fréquences inférieures à vingt-cinq images par secon-
de, sont déterminantes pour le choix des algorithmes mis en
œuvre [Wang]. On peut aussi citer le type de motif lumineux
projeté pour différentier les éléments caractéristiques projetés,
les plus courants semblant être les lignes. Cette énumération
non exhaustive montre le potentiel de ce genre de système et
l’étendue des applications regroupées sous le terme de recons-
truction 3D.
Jusqu’à présent, les systèmes de type projecteur-caméra utili-
sent une caméra niveau de gris ou couleur [Jaeggli]. L’intérêt
principal de la couleur est de pouvoir différentier des motifs
géométriquement similaires par un codage couleur. Le codage
couleur permet également un appariement plus facile des points
au moment de la mise en correspondance. De plus, l’informa-
tion couleur disponible dans l’image acquise peut permettre de
connaître la couleur des points reconstruits de la surface des
coordinates of the lighted points on the scene. Moreover, and it is the main goal of the proposed system, a spectral
reflectance can be associated to the built points. This spectral data comes, on one hand, from the already-done 
spectral characterization, and, on the other hand, from the first multispectral image acquired without projection of
structured light. By comparing the results issued from such a system and those from a system composed of a color
camera or a color scanner, we notice that the spectrum associated to the three-dimensional points brings much more
informative data than only three color components: for example, since the spectral reflectance is independent of the
light used during the acquisition, the 3D scene can be easily simulated under any illuminant. This kind of simulations
finds a great interest in several multimedia applications such as 3D objects visualization for virtual museums.
Multispectral camera, structured light, 3D reconstruction, spectral characterization, geometrical calibration, spectral
reflectance, visualization.
objets présents dans une scène. Toutefois, cette connaissance
peut être fortement biaisée à cause du nombre limité de plans
colorimétriques (trois). Le concept que nous souhaitons mettre
en valeur dans cet article repose sur l’utilisation d’une caméra
multispectrale munie de filtres interférentiels. Dans ce cas, un
spectre de réflectance peut être associé à chaque point 3D
reconstruit. Une image multispectrale est une image composée
de plusieurs images monobandes de la même scène prises à dif-
férentes longueurs d’onde. Cela signifie que chaque pixel
contient des informations radiométriques incluant la réflectance
de la surface des objets de la scène imagée. Une telle technique
d’imagerie suscite de plus en plus d’intérêt en raison de son
grand potentiel d’application. Elle est surtout utilisée pour la
résolution de problèmes appliqués nécessitant une analyse dans
le domaine spectral : citons la télédétection, l’astronomie, l’ima-
gerie médicale, l’analyse des œuvres d’art, les produits cosmé-
tiques, la reproduction des couleurs de haute qualité, etc.
[Hardeberg1], [Hardeberg2].
Le système que nous avons mis au point est décrit au para-
graphe 2. Avant son utilisation pour analyser une scène, une
phase de calibrage est nécessaire ; celle-ci est décrite dans la
section 3. Sous ce terme, nous entendons, à la fois, le calibrage
géométrique du système stéréoscopique et la caractérisation
spectrale de la caméra. Le calibrage géométrique consiste à
déterminer les paramètres intrinsèques de la caméra et du pro-
jecteur, ainsi que la position relative de l’un par rapport à
l’autre. Quant à la caractérisation spectrale, elle est basée sur un
modèle spectral de l’acquisition et vise à estimer la réponse
spectrale de l’ensemble caméra + illuminant. Cette tâche est
effectuée en présentant à la caméra un ensemble de « patchs »
dont les spectres de réflectance sont parfaitement connus. Sous
un illuminant donné, l’acquisition d’une image multispectrale
de chacun des patches permet d’en déduire la réponse spectrale
de la caméra. Ensuite, l’analyse de scènes peut débuter. Après
avoir placé un objet dans le volume de travail calibré. Sans uti-
lisation du projecteur vidéo, une première image multispectrale
est acquise. Puis, la scène est balayée par un motif lumineux de
type ligne émis par le vidéo-projecteur. Pour chaque position de
la ligne, une image, relative à la position sans filtres, est acqui-
se par la caméra. Le traitement de ces images permet de recons-
truire la scène, tant au niveau géométrique qu’au niveau spec-
tral. Celui-ci est décrit dans le paragraphe 4. Il est suivi de la
présentation de résultats et d’une discussion dans la section 5.
Enfin, une conclusion achève cet article.
2. Description du système
Nous avons tout d’abord développé un système d’acquisition
multispectrale à bas coût [Mansouri1]. Il est conçu pour être
flexible et portatif. Il se compose d’une simple caméra mono-
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chromatique à capteur CCD, d’un objectif photographique stan-
dard de mise au point, d’un ensemble de sept filtres interféren-
tiels, d’un calculateur de type PC et d’un logiciel développé en
langage C spécialement pour ce système. La longueur d’onde
des filtres utilisés varie de 380 à 780 nm. Une roue motorisée en
rotation est placée devant le système caméra/objectif. La roue
est équipée de huit trous logeant les sept filtres (numérotés de 1
à 7) plus une position permettant de faire une acquisition sans
filtre servant à la reconstitution spectrale. L’acquisition des
images dans ce système est entièrement paramétrable et com-
plètement contrôlée par ordinateur ; nous pouvons choisir le
nombre de bandes spectrales (1-7), le nombre de captures pour
chaque canal, le temps entre deux captures successives, le temps
entre chaque ensemble de données ; le tout est synchronisé par
le logiciel d’acquisition. Pour étendre la dynamique de la camé-
ra et avoir des images suffisamment éclairées, nous comman-
dons également le temps d’exposition en fonction de la trans-
mittance de chaque filtre sous une ouverture fixe. Une image
multispectrale typique est ainsi acquise en plaçant successive-
ment chacun des filtres devant la caméra ; cette image se com-
pose ainsi de sept captures. Chacune d’elles peut être considé-
rée comme une image monobande issue d’un canal ayant une
longueur d’onde égale à celle sur laquelle le filtre est centré.
Une telle caméra multispectrale a le potentiel de reproduire la
couleur avec plus de précision qu’une caméra RVB classique en
évitant le métamérisme [Tominaga]. Elle possède surtout
l’avantage de pouvoir remonter, à partir de la réponse de la
caméra, à la réflectance spectrale de la surface imagée qui est
une propriété physique indépendante de la perception visuelle et
des conditions d’éclairage. Les figures 1a et 1b représentent ce
système.
Le système scanner 3D multispectral complet que nous propo-
sons est composé de la caméra détaillée ci-dessus, à laquelle on
adjoint un vidéo-projecteur. Le dilemme classique des systèmes
stéréoscopiques apparaît : plus les deux éléments composant
l’ensemble stéréoscopique sont proches l’un de l’autre, plus
facile est l’appariement des points caractéristiques entre les
deux images. L’inconvénient d’une telle configuration est la
faible précision au niveau de la reconstruction de la profondeur.
Nous avons choisi un angle compris entre 35° et 40° entre l’axe
de visée de la caméra et celui du projecteur, ce qui semble être
le meilleur compromis [Woo]. Outre la luminosité qui est un
paramètre important, la profondeur de champ du vidéo-projec-
teur ainsi que de faibles distorsions sont des paramètres dont il
faut tenir compte pour le choix d’un appareil. Une étude que
nous avons menée au sein de notre laboratoire a montré qu’un
vidéo-projecteur pouvait être décrit par un modèle du type sté-
nopé [Lathuiliere1]. En final, les résultats présentés dans cet
article reposent sur une scène située à environ 2 m de la camé-
ra multispectrale et du projecteur vidéo, avec un volume de 
50 cm x 50 cm, sur une profondeur d’environ 20 cm.
3. Calibrage
Avant toute acquisition, une étape de calibrage, à la fois spectra-
le et géométrique est nécessaire. Une fois réalisée, plusieurs
acquisitions et reconstructions peuvent être effectuées sans avoir
à recalculer ces paramètres de calibrage. Concernant le calibra-
ge géométrique, la seule contrainte est de ne pas modifier la
configuration géométrique du couple stéréoscopique ; quant à la
caractérisation spectrale, il faut conserver les paramètres d’ac-
quisition de la caméra et ne pas modifier l’illuminant de la scène.
3.1. Caractérisation spectrale
Dans toutes les équations de cet article, nous utiliserons des
lettres droites en caractères gras pour différentier, d’une part, les
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vecteurs et les matrices et d’autre part les scalaires qui seront en
italique.
En se basant sur un modèle spectral de la chaîne d’acquisition
(voir figure 2), le signal dk observé à la sortie de la caméra, rela-
tif à un canal k (k = 1...7 puisque nous utilisons 7 filtres), est
donné par l’équation suivante :
dk =
∫ λmax
λmin
I(λ)r(λ)c(λ)tk(λ)o(λ)dλ + ηk , (1)
où I(λ) est la radiance spectrale de l’illuminant, r(λ) est la
réflectance spectrale de la surface, C(λ) est la sensibilité spec-
trale de la caméra, tk(λ) est la transmittance spectrale relative
au filtre numéro k, O(λ) est la fonction de transfert de l’optique
et ηk exprime le bruit spectral du kème filtre.
3.1.1. Pré-traitements
Pour accéder fidèlement à l’information recherchée lors des
acquisitions, à savoir la réflectance spectrale de la scène, un cer-
tain nombre de calibrages radiométriques doivent être faits. En
premier lieu, le traitement du bruit spectral. En fait, ce bruit est
dit spectral parce qu’il est propre à chaque canal. En effet,
chaque canal du système dispose de son propre temps d’exposi-
tion en fonction de la transmittance du filtre et de ce fait le bruit
apparaissant dans chaque image monobande n’est pas le même.
On peut décomposer le bruit en deux types :
• D’une part, les bruits aléatoires liés à la nature quantique de
la lumière (bruit de grenaille) et aux imperfections de l’élec-
tronique d’amplification et de numérisation. Ces bruits sont
modélisables par des méthodes statistiques. Cependant, dans
le système qu’on utilise, on a la possibilité d’acquérir plu-
sieurs images du même canal dans des conditions identiques.
En moyennant ensuite ces images on réduit significativement
l’effet du bruit aléatoire dans chaque image monobande.
Certes l’opération de moyenner deux images peut parfois
détruire des détails dans l’image. Pour y remédier et amélio-
rer ce procédé, on acquiert 6 images monobandes au lieu de 2
pour chaque canal. Les résultats expérimentaux nous ont
montré que cette méthode réduit significativement ce bruit.
En effet, le calcul du Peak-to-peak Signal to Noise Ratio
(PSNR) entre l’image moyenne et une des 6 images mono-
bandes acquises instantanément et dans les mêmes conditions
donne une valeur significative de PSNR = +37.99 dB.
• D’autre part, les bruits systématiques dus aux imperfections
du capteur (offset, bruit thermique, différences de gain entre
les cellules du capteur CCD et non-linéarité de la réponse de
la caméra). Pour y remédier, Tout au long du processus d’ac-
quisition, on acquiert un certain nombre d’images (image du
noir, Flat-Field). Ces images mesurent les imperfections du
capteur et servent par la suite au pré-traitement des images de
la scène. Grâce à ce protocole, on prend aussi en compte
l’évolution au cours du temps du bruit systématique. Par
ailleurs, l’optique, et les filtres interférentiels peuvent aussi
Figure 1. Description du système multispectral utilisé.
présenter des imperfections (poussière, taches, etc.) et éven-
tuellement, l’éclairage peut être non-uniforme. Le pré-traite-
ment par l’image de Flat-Field tient compte de ces défauts et
les corrige. 
De plus, le chemin optique suivi par la lumière au travers des
filtres est différent. En conséquence, après mise au point de la
caméra sur un filtre, cela entraîne un léger flou dans les images
monobandes acquises au travers des autres filtres. Après étude
et modélisation de ce flou, nous avons développé un outil logi-
ciel capable de le réduire fortement.
Le lecteur intéressé par ces différents pré-traitements pourra se
référer aux articles suivants [Mansouri2] et [Mansouri3].
3.1.2. Réponse spectrale de la caméra
Les prétraitements étant réalisés et le bruit étant réduit, nous
pouvons caractériser spectralement notre système, c’est-à-dire
déterminer sa sensibilité spectrale pour chaque canal à partir du
modèle de l’équation 1. Ce modèle spectral étant une simple
multiplication de spectres contenus dans des vecteurs, longueur
d’onde par longueur d’onde, on peut compacter la radiance de
l’illuminant I(λ) , la sensibilité du capteur C(λ), la réponse de
l’optique O(λ) , et la transmittance du filtre tk(λ) dans la sensi-
bilité spectrale du système du kème canal Sk(λ). L’équation (1)
devient alors :
dk =
∫ λmax
λmin
r(λ)Sk(λ)dλ . (2)
En échantillonnant en N intervalles réguliers la gamme du
spectre dans laquelle on travaille, nous pouvons réécrire l’équa-
tion (2) en notation matricielle. Dans notre cas, la gamme du
spectre s’étend de λ1 = 380 nm à λN = 780 nm et le pas
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d’échantillonnage est de 5 nm ce qui donne à N une valeur de
80. Cet intervalle correspond également à la gamme de sensibi-
lité du spectrophotomètre utilisé. L’équation (2) devient :
dk = r(λ)T Sk(λ) (3)
où Sk(λ) =
[
sk(λ1)sk(λ2) . . . sk(λN )
]T
et r(λ) = [r(λ1)r(λ2)
. . . r(λN )
]T
sont respectivement les vecteurs contenant la sensi-
bilité spectrale du système d’acquisition relatif au kème canal, et
les réflectances spectrales. T est l’opérateur matriciel transposé.
À partir de l’équation (3), nous cherchons à déterminer les vec-
teurs Sk(λ) relatifs aux 7 canaux (Figure 3) qu’on mettra dans
une matrice S = [S1(λ)S2(λ) . . . S7(λ)]T . Cette matrice S est
de taille [7*80] et représente la réponse spectrale du système
complet avec ses 7 canaux. Dans le but de calculer S, nous pré-
sentons à notre système les 24 « patchs » de la mire de Macbeth
dont les réflectances sont parfaitement connues et qu’on note
rp(λ) où p = 1...24. L’ensemble des réflectances rp(λ) des
patchs est mis dans une matrice R = [r1(λ)r2(λ) . . . r24(λ)] de
taille [80*24]. La connaissance des réflectances rp(λ) provient
de mesures effectuées avec un spectrophotomètre (Minolta CS-
1000). Ainsi, en observant les réponses à la sortie de la caméra,
on peut estimer la réponse du système connaissant les réflec-
tances d’entrée. Pour ce faire, plusieurs méthodes ont été déve-
loppées. La plus immédiate consiste à inverser le système
matriciel par une technique de pseudo-inverse.
Malheureusement, les résultats obtenus sont très moyens. Cela
est dû principalement au bruit présent dans les données et qui se
trouve amplifié lors de l’inversion. De plus cette méthode serait
parfaite en absence du bruit mais aussi en prenant un nombre de
filtres au moins égal au pas d’échantillonnage des réflectances
[Burns]. Dans notre cas, il faudrait 80 filtres puisque le spectre
du visible est échantillonné sur 80 valeurs. Une autre approche
Illuminant I(λ)
Scène r(λ)
Capteur CCD
c(λ)
Sortie de la
caméra dk
tk(λ)
Optique
o(λ)
Figure 2. Modèle spectral de la chaîne d’acquisition.
reposant sur les vecteurs propres principaux permet de contour-
ner en partie ce problème [Hardeberg3]. Elle est basée sur une
décomposition en valeurs singulières de la matrice de taille
[80*24] contenant les réflectances de la mire de Macbeth. Avec
cette méthode, la sensibilité au bruit est réduite en ne prenant en
compte qu’un certain nombre t de vecteurs singuliers corres-
pondant aux valeurs singulières les plus importantes.
Cependant, cette estimation nécessite de trouver la « bonne »
valeur pour t. Seule une méthode empirique permet de trouver
cette valeur ; pour notre cas t = 10 semble convenir pour la
majorité des tests effectués.
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avec K =

 du 0 u0 00 dv v0 0
0 0 1 0

, (4b)
matrice contenant les paramètres intrinsèques : (u0,v0)T coor-
données du centre optique et du, dv, taille du pixel suivant les
deux directions. On peut regrouper ces paramètres sous le vec-
teur k de taille 4. On a aussi R et h, respectivement la rotation,
matrice de taille [3*3], et la translation 3D, vecteur de taille 3,
entre les référentiels monde et caméra. Si l’on prend en compte
les distorsions radiales qui sont les plus importantes, le point m
doit être corrigé. Cette correction est généralement modélisée
sous la forme d’un polynôme dont le paramètre est la distance
du pixel au centre de l’image. Soit d le vecteur de coefficients
de ce polynôme, on peut écrire :
m = f (k,d,R,h,M). (5)
Nous avons montré qu’un projecteur pouvait également suivre
ce modèle [Lathuiliere2]. Ainsi, le calibrage du système est
similaire à celui d’un système stéréoscopique standard compo-
sé de deux caméras. La seule différence réside dans le fait que
les points caractéristiques 3D ne sont pas physiquement sur un
objet mais émis par le projecteur. Ainsi, nous avons créé une
image que l’on appelle mire composée de points lumineux sur
un fond sombre. Cette mire est projetée par le vidéo-projecteur
sur un support de position quelconque, lui-même acquis par la
caméra sans filtre. Avec la même mire, cette opération est répé-
tée pour plusieurs positions de ce support (typiquement 3 à 5).
Il suffit simplement que les taches lumineuses décrivent com-
plètement et régulièrement le volume de travail à calibrer.
Sous ces conditions, l’équation (5) devient :
mp = fp(kp,dp,Rp,hp,M) (6a)
mc = fc(kc,dc,Rc,hc,M) (6b)
si mp est le point de la mire projeté sur le support en M et mc
sa projection dans l’image. Les paramètres exprimés pour le
projecteur (respectivement la caméra) sont indicés par ‘p’ (resp.
par ‘c’). Si la distorsion est caractérisée par un vecteur d à trois
paramètres, nous avons treize paramètres de calibrage pour la
caméra et le même nombre pour le vidéo-projecteur, donc 26
inconnues au total [Garcia]. Chacune des fonctions fp et fc cor-
respond à deux équations. De la sorte, si la mire possède n
points caractéristiques et si elle est projetée sur p positions dif-
férentes du support, on obtient 4 ∗ n ∗ p équations. Aux 26
inconnues, il faut ajouter les 3 coordonnées du point M pour
chaque point caractéristique. En final, le nombre d’inconnues
est de 26 + 3 ∗ n ∗ p. Le système peut donc être résolu si le
nombre de points caractéristiques et de positions du support est
suffisant pour avoir plus d’équations que d’inconnues. Dans le
cas d’un nombre important de points (typiquement entre 50 et
100), le système est sur-contraint ; la recherche des paramètres
Figure 3. Réponses spectrales des 7 canaux du système;
chaque réponse inclut la réponse spectrale de la camera,
la radiance de l’illuminant et la transmittance du filtre 
correspondant.
3.2. Calibrage géométrique
Deux approches sont envisageables. La première suppose le
calibrage séparé et indépendant du projecteur et de la caméra,
les paramètres obtenus étant ensuite couplés. Cette méthode est
simple à mettre en œuvre mais produit des résultats sensible-
ment erronés dans le sens où les points 3D utilisés sont déter-
minés deux fois. Nous avons préféré opter pour une autre
approche plus globale qui consiste à calibrer l’ensemble du sys-
tème stéréoscopique. De surcroît, cette méthode de calibrage
faible ne nécessite aucun objet de dimensions connues et peut
donc être réalisée très facilement.
La caméra est modélisée par sténopé [Horaud], [Luong]. Si l’on
suppose que le système est sans distorsion, soit M = (x y z 1)T
les coordonnées homogènes d’un point 3D dans le référentiel de
la scène, soit m = (u v 1)T celles de sa projection dans l’image
et exprimées en pixels, alors on peut écrire :
m = K
[
R h
0T 1
]
M (4a)
de calibrage passe par la minimisation suivante
||mp − fp(kp,dp,Rp,hp,M)||2
+||mc − fc(kc,dc,Rc,hc,M)||2 (7)
pour chacun des n ∗ p points. Ce problème est non linéaire et
nous l’avons résolu par la méthode de Levenberg-Marquardt
[Marquardt].
Afin de quantifier la précision d’étalonnage, après calcul des
paramètres, nous avons calculé les coordonnées 2D de la pro-
jection des points 3D ayant servi au calibrage : pour chaque
point 3D exprimé dans le référentiel monde, nous l’avons pro-
jeté à la fois dans l’image caméra (grâce aux paramètres de cali-
brage calculés et liés à la caméra) et dans l’image mire (grâce
aux paramètres obtenus et relatifs au projecteur vidéo). Le
tableau 1 présente le minimum, le maximum, la moyenne et
l’écart type des erreurs en pixels entre ces points image calculés
et ceux ayant servi lors du calibrage. Nous pouvons noter le
comportement correct du projecteur vidéo utilisé.
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teur émet une ligne lumineuse suffisamment intense afin qu’el-
le apparaisse sur la surface de la scène et ainsi sur les images.
Le paragraphe suivant fait une description des traitements afin
de reconstruire en 3D la surface des objets présents dans la
scène.
4.2. Reconstruction géométrique
Le vidéo-projecteur subissant des distorsions très faibles, nous
avons choisi de ne pas prendre en compte les distorsions calcu-
lées pour son modèle. Ainsi, une droite 2D dans le plan image
du vidéo-projecteur décrit, dans l’espace, un plan 3D passant
par le centre optique du vidéo-projecteur. La caméra et le pro-
jecteur étant placés à la même hauteur et environ à la même dis-
tance de la scène, la projection d’une ligne verticale est une
configuration qui permet une reconstruction 3D précise. On
peut calculer l’équation du plan de vue à partir de cette ligne et
du centre optique du projecteur. Le calcul de l’équation du plan
3D se fait en résolvant l’équation suivante en prenant trois
points appartenant au plan : par exemple, le centre optique du
vidéo-projecteur, le premier et le dernier point de la ligne proje-
tée, tous trois exprimés dans le référentiel monde.
a ∗ X + b ∗ Y + c ∗ Z = 1 . (8)
Notons que l’origine de ce référentiel est située au niveau du
plan le plus profond du volume de travail, en haut à droite de la
scène.
Nous avons choisi d’acquérir les images dans le noir pour obte-
nir une ligne suffisamment lumineuse. Celle-ci se déforme
selon le relief de l’objet. La figure 4 en est un exemple. Le gra-
phique de droite montre le profil de la ligne horizontale dans
l’image. La déformation de la ligne n’étant pas très importante,
nous pouvons exploiter ces images ligne par ligne. Le profil de
chacune des lignes de l’image considérée est relevé. D’après
cette information, le point le plus lumineux est retenu. Par
exemple, dans le cas précédent, seul le pic le plus haut est
conservé. Pour scanner l’objet nous projetons successivement
des lignes verticales pixel par pixel. En balayant toute la hauteur
de l’image et en répétant l’opération sur toutes les images, nous
pouvons relever tous les points de la scène. Leurs coordonnées
en pixels sont ainsi obtenues et transformées suivant les distor-
sions calculées, ce qui donne un point (uc,vc)T. Grâce aux para-
mètres intrinsèques, cela donne 
x =
[
uc − u0
−du
vc − v0
dv
z
]T
(9)
dans le repère caméra, repère métrique.
On fixe z = 1 comme facteur d’échelle qui reste non calculé par
la méthode de calibrage. Puis, du repère caméra, il faut faire le
changement de repère vers le repère monde, avec
X = (X Y Z)T :
Tableau 1. Valeurs minimale, maximale, moyenne 
et écart type des erreurs de calibrage exprimées en pixel ; 
les indices ‘c’ et ‘p’ indiquent respectivement les erreurs liées 
à la caméra et au projecteur vidéo.
erreurc erreurp
minimum 0,06 0,01
maximum  1,86 0,81
moyenne 0,57 0,27
écart type 0,32 0,14
4. Reconstruction
4.1. Acquisition
Les deux étapes de calibrage précédentes (spectrale et géomé-
trique) étant réalisées, il est maintenant possible d’acquérir
autant de scènes que l’on souhaite tant que la configuration
d’acquisition reste inchangée. Il suffit de placer l’objet à
reconstruire dans le volume de travail calibré. Puis, une image
multispectrale de la scène est acquise sans projection de lumiè-
re par le projecteur. Cette image permettra par la suite, lors de
la reconstruction spectrale détaillée dans le paragraphe 4.3.,
d’attribuer un spectre de réflectance à chacun des points tridi-
mensionnels reconstruits de la scène. Ensuite, une série
d’images monobandes est acquise en orientant la roue porte-
filtres de sorte à ce qu’aucun filtre ne soit interposé entre la
scène et la caméra. Pour chacune d’entre elles, le vidéo-projec-
X = [R]−1 ∗ (x − h). (10)
Une fois ces transformations effectuées, nous pouvons calculer
le vecteur directeur vdc de chacune des droites de vue passant
par chacun des points détectés. Chaque droite de vue est expri-
mée par un vecteur directeur et un point d’application. Dans ce
cas, le point d’application est le même pour chaque droite : le
centre optique de la caméra, Oc. 
On peut enfin calculer l’intersection du plan lumineux et des
droites de vue en résolvant le système suivant :
a = 1 − (Oc ∗ cp)
vdc ∗ cp (11)
avec cp, vecteur colonne des trois coefficients de l’équation du
plan. On obtient :
P = Oc + a ∗ vdc (12)
4.3. Reconstruction spectrale
Les caractéristiques spectrales S du système d’acquisition
d’images multispectrales (avec ses 7 filtres et pour un illumi-
nant donné) sont dorénavant connues. L’estimation d’un spectre
de réflectance r˜ en chaque pixel d’une scène acquise avec ce
système est donc possible. 
Le vecteur d = [d1 d2 ... d7]T contenant les réponses pour les 7
filtres est donné par l’équation 3. On peut formuler ce problème
d’estimation de spectre de réflectance r˜ à partir des réponses de
la caméra en cherchant un opérateur Q qui minimise une dis-
tance euclidienne entre un spectre reconstruit et un spectre ori-
ginal. De la sorte que :
r˜ = Qd. (13) 
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Plusieurs méthodes existent pour résoudre ce problème d’esti-
mation : on peut citer la méthode basée sur une analyse en com-
posante principale [Tzeng], ou encore par transformation en
sinus discret modifiée [Day], et récemment une méthode basée
sur des réseaux de densité mixte [Ribés].
Dans notre cas, nous avons utilisé la méthode mise en place par
Hardeberg [Hardeberg3]. Elle prend en compte les connais-
sances que l’on a a priori des spectres à reconstruire. Ainsi
chaque spectre reconstruit doit être une combinaison linéaire
d’autres spectres (i.e., de spectres mesurés dans notre cas). 
En appelant R = [r1 r2 ... rp] où p = 24 la matrice contenant
les réflectances connues, pour toute réflectance r, on a :
r = Ra (14)
avec a un vecteur de coefficients.
En utilisant les équations 3, 13 et 14, on obtient la réflectance
reconstruite r˜
r˜ = Qd = QSTr = Ra (15)
avec idéalement r˜ = r, on aboutit à :
QSTRa = Ra. (16)
En simplifiant cette dernière équation, on obtient :
QSTR = R. (17)
Finalement, en utilisant une approche par pseudo-inverse, on
obtient l’opérateur Q tel que :
Q = RRTS(STRRTS)−1 (18)
L’opérateur Q nous permet de reconstruire un spectre de réflec-
tance en chaque pixel d’une scène acquise : à partir de 7 valeurs
issues de l’image multispectrale on reconstruit un spectre de 80
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Figure 4. Image de la ligne déformée par l’objet et profil de la ligne horizontale.
points. Cet opérateur, en décomposant tous les spectres de la
scène sur une base R, profite d’une information a priori de la
scène à acquérir. 
Le choix de R doit être représentatif des spectres que l’on dési-
re obtenir : par exemple on utilise les spectres de pigments purs
pour les tableaux d’un musée. Dans notre cas plus général, le
choix s’est porté sur la mire de Macbeth, celle-ci étant repré-
sentative des couleurs naturelles ; il nous permettra de recons-
truire une large gamme spectrale de différentes scènes. En effet,
on considère que n’importe quel spectre qui existe dans les
scènes à reconstruire est une combinaison linéaire des spectres
primaires de la mire de Macbeth. Les spectres de la mire sont
obtenus en scannant à l’aide d’un spectrophotomètre (Minolta
CS-1000) chacun des patchs avec une résolution spectrale de 
5 nm.
5. Résultats et discussion
Pour étudier l’erreur de reconstruction 3D, nous avons confron-
té le résultat de notre méthode de scanning avec le résultat d’un
scanner, de type Minolta VIVID 910 (Figure 5c). Pour visuali-
ser la reconstruction 3D (Figure 5a), et de manière générale,
manipuler les données 3D, nous avons utilisé un logiciel de
visualisation 3D. Notre reconstruction géométrique donne un
nombre de points faibles. Les algorithmes de triangulation
contenus dans le logiciel ne sont pas prévus pour ce cas (Figure
5b). C’est pourquoi, l’aspect de la surface reconstruite est gra-
nuleux sur cette figure. 
Le logiciel utilisé nous permet de comparer un nuage de points
avec une surface scannée. Tout d’abord, il faut recaler le nuage
de points par rapport à la surface scannée. Pour cela, nous avons
utilisé une méthode de mise en correspondance basée sur l’al-
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gorithme ICP (Iterative Closest Point) [Prieto] [Rusinkiewicz2],
puis nous avons calculé la carte des distances entre le nuage de
points recalé et la surface scannée. Le résultat est présenté figu-
re 6. Nous pouvons observer que la distribution des valeurs est
très concentrée. La moyenne de l’écart est de –0,2 mm, et 80 %
des valeurs sont comprises entre –0,7 et 0,8 mm. Sur la figure,
on voit très clairement que les fortes erreurs sont sur les bords
de l’objet et au niveau des fortes courbures. La méthode de
scanning que nous avons utilisée entraîne de telles erreurs parce
que nous n’avons qu’une seule caméra et donc une faible préci-
sion en profondeur dès que l’on quitte l’axe de la caméra. 
D’un autre coté, l’utilisation de la caméra multispectrale nous
permet de remonter à la réflectance spectrale des surfaces de la
scène. Cette information est pertinente parce qu’elle représente
une propriété physique qui ne dépend ni des conditions d’ac-
quisition ni de la perception de la vision humaine. Pour valider
la reconstruction du spectre de réflectance par la méthode pro-
posée, nous avons fait une comparaison, pour une vingtaine de
pixels, entre le spectre mesuré à l’aide du spectrophotomètre et
celui reconstruit à partir de la réponse de la caméra multispec-
trale. Comme métrique pour mesurer la différence entre les
deux spectres, nous avons utilisé le critère Goodness-of-Fit
Coefficient (GFC) [Imai] donné par la formule suivante :
G FC =
∣∣∣∣
∑
j
Rm(λj )Rr (λj )
∣∣∣∣
(∣∣∣∣
∑
j
[Rm(λj )]2
∣∣∣∣
)1/2(∑
j
[Rr (λj )]2
)1/2 , (19)
où Rm(λj ) est la valeur du spectre mesuré avec le spectropho-
tomètre à la longueur d’onde λj, et Rr (λj ) représente celle rela-
tive au spectre reconstruit à la longueur d’onde λj.
Figure 5. a. Nuage de points obtenu par reconstruction 3D, b. Surface triangulée, c. Surface obtenue avec le nuage du scanner.
Au sens de ce critère, les résultats sont très satisfaisants. Le
spectre reconstruit présente peu d’erreurs par rapport à celui
obtenu par le spectrophotomètre. On note une erreur moyenne
du GFC égale à 2,8% pour un écart-type de 1,3%. La figure 7
permet de comparer visuellement un spectre reconstruit et un
spectre théorique. On signale que le spectrophotomètre livre des
valeurs jusqu’à 780nm, alors que le capteur de caméra se limite
à 720nm. C’est pourquoi nous ne tenons pas compte de la par-
tie du spectre au-delà de 720nm.
Une fois que l’on dispose de la scène 3D reconstruite, chaque
point 3D se voit ainsi associé un spectre de réflectance. De cette
manière, on dispose d’une scène 3D spectrale. Pour la visuali-
ser, on utilise un illuminant donné et un triplet chromatique
RVB est affecté à chaque point. On constate que l’on est en
mesure de simuler et visualiser la scène telle qu’elle sera sous
un illuminant quelconque. Afin de mettre en valeur ce point, la
figure 8 présente deux images multispectrales reconstruites,
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visualisées sous deux illuminants différents et enfin projetées
dans l’espace RVB. Dans cette figure, on montre que pour un
point donné, le triplet RVB, résultat de la visualisation de la
scène, change complètement quand on modifie l’illuminant,
alors que le spectre de réflectance reste inchangé. Ce genre de
manipulation peut être intéressant pour des objets d’art tridi-
mensionnels dans le cadre d’applications multimédias de type
musée virtuel.
Pour valider ce concept de scanner 3D multispectral, nous avons
utilisé une méthode de scanning très simple. A savoir, nous
avons utilisé le vidéo-projecteur comme un projecteur LASER,
en lui faisant projeter l’image d’une ligne verticale qui balaye la
scène par pas de 1 pixel. Après un calcul simple, nous avons
déduit la limite de résolution du vidéo-projecteur. En effet, une
image de 1024×768 pixels projetée à 2,80 mètres, donne,
d’après la notice technique, une projection de 1361×1021 mm.
Donc, la projection d’un pixel se fait sur 1,33 mm sur la scène.
Figure 6. Carte des distances entre le nuage reconstruit et celui du scanner.
Figure 7. Comparaison de spectres mesurés et spectres reconstruits.
Evidement, la précision géométrique n’est pas très importante
mais l’intérêt de ce dispositif réside dans l’utilisation d’une
caméra multispectrale. En effet, l’utilisation d’une telle caméra
donne des informations plus complètes qu’une caméra couleur
tri-CCD classique. D’autre part, ce système est bas coût par rap-
port à un scanner classique, couleur ou non. La visualisation
reste granuleuse à cause du nombre de points inférieurs à un
scanner classique. Mais rappelons que l’objectif de cet article
est de montrer la faisabilité d’une méthodologie qui vise le
développement d’un scanner 3D multispectral.
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6. Conclusion
Nous venons de présenter un système de stéréovision active
basé sur un projecteur et une caméra. La particularité de cette
dernière est d’être multispectrale. Ainsi, une acquisition produit
un ensemble d’images monobandes. Tout comme les systèmes
utilisant des caméras en niveaux de gris ou couleur, la recons-
truction de la surface de la scène est réalisable par triangulation.
Il suffit d’apparier les motifs lumineux émis par le projecteur
Figure 8. Simulation de changement d’illuminant et association d’une position spatiale (x, y, z) et d’un spectre de réflectance en
chaque pixel de la scène. a) (haut) la scène telle qu’elle sera sous l’illuminant D65, projetée dans l’espace couleur RVB,
b) (bas) la scène telle qu’elle sera sous l’illuminant A du CIE, projetée dans l’espace couleur RVB.
vidéo avec leur détection dans les images acquises. Cela néces-
site toutefois un calibrage du système au préalable. L’apport
principal du concept multispectral revient à la possibilité de
reconstruire et d’associer un spectre de réflectance pour chacun
des points 3D. Il produit une information beaucoup plus perti-
nente sur la couleur des points de la scène que lors de l’utilisa-
tion d’une caméra couleur. Les résultats présentés dans cet
article ont démontré la faisabilité d’un tel système que l’on
pourrait nommer de scanner 3D multispectral ; les erreurs mesu-
rées, aussi bien au niveau géométrique que colorimétrique, res-
tant relativement faibles. Notre travail actuel consiste à générer
et à émettre plusieurs motifs lumineux simultanément vers la
scène. L’intérêt est de diminuer le nombre d’acquisitions tout en
conservant une reconstruction aussi dense de la scène.
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