The stationary and axially symmetric gravitational field due to a rotating deformed source can be treated by the Ernst equation. We prove analytically the validity of the solution of the Ernst equation that was presented as a possible solution in a previous paper for arbitrary real values of the deformation parameter δ. By means of analytic continuations of the solution we obtain a new solution in oblate spheroidal coordinates. This leads to a metric different from the Tomimatsu-Sato metric. From these solutions for real δ we determine the metric functions both in prolate and oblate spheroidal coordinates. §1. Introduction
§1. Introduction
The basic equation of general relativity for stationary and axially symmetric gravitational fields was presented using cylindrical coordinates by Ernst. 1) Tomimatsu and Sato 2) found solutions of this equation (the Ernst equation) for some integer values of the deformation parameter δ in a stationary field due to a rotating deformed source. After their pioneering findings, Yamazaki and Hori 3) - 5) extended these solutions to those for arbitrary integers δ. For the last two decades, attempts 6) - 11) have been made at finding solutions of the Ernst equation for noninteger δ. Recently the present authors have given possible solutions 11) for real δ, although the verification of their validity was restricted up to first order in the expansion parameter λ (= q 2 /p 2 ). Shortly later, one of the present authors (O. T.) found a solution different from the previous ones together with a restricted analytic proof and numerical verifications. 12) It is thus necessary to give complete analytical proofs of the validity of these solutions. Furthermore, it is pointed out that the axially symmetric fields studied to this time were restricted to the prolate type. There is no solution for a field of the oblate type, except the Weyl solution in the static limit. 13) In this paper we give the complete analytic proof of the validity of the solution presented in Ref. 12 ). The proof relies heavily on the linearization method 7) - 10) developed by one of the authors (S. H.). From this solution we determine the metric functions, which may be the complete expression of the so-called Tomimatsu-Sato metric. 2) We then extend this solution through analytic continuation not only of the variables of the prolate spheroidal coordinates but also of the deformation parameter δ. In particular, we obtain a new solution for axially symmetric fields of the oblate type, which yields new metric functions different from those of the Tomimatsu-Sato metric. 2) §2.
Basic equations
The line element ds for axially symmetric fields is in general expressed in cylindrical coordinates (ρ, Z, φ, t) as
where f , η and γ are the metric functions of ρ and Z. The Ernst equation 1) deduced from the Einstein equation is given for a complex function ξ as
For an axially symmetric gravitational field due to a rotating source, we make use of the prolate spheroidal coordinates (x, y) defined by
where σ is the scale parameter. Equation (2 . 2) is transformed according to (2 . 3) into
where a = x 2 − 1 and b = y 2 − 1. Here ξ is a complex function of the variables x and y. It depends on the parameters p (or q, p 2 + q 2 = 1) and δ, which are related to the angular momentum and the deformation of the rotating source, respectively. The quadrupole moment Q is given in these coordinates by where is a real constant. Invariance under the first transformation is evident from (2 . 2). That under the latter follows from the fact that the imaginary part of ξ appears as even and odd numbers of powers in the real and imaginary parts of (2 . 4), respectively. The solution ξ was given explicitly in a previous paper. 12) We here write it in the normalized form (the previously used functionsũ,ṽ andw are multiplied by the factor 1/(p 2 a)): 
Here we have set λ = q 2 /p 2 and defined F and h 1 by
where F is the hypergeometric function. The basis vector |ω is defined to have properties of orthogonality and completeness: 7)
The symbol L is an operator defined by
The analytic proof of the validity of (2 . 6) with (2 . 7)-(2 . 9) was given completely for integer δ, 5) and to lowest order in λ for real δ. 12) The validity was verified numerically. 12) It remains to give the complete analytic proof.
The metric function f is defined by
The other metric functions γ and η are determined by solving the partial differential equations (see (2 . 4)-(2 . 7) in Ref.
2)). The resulting expressions may be given by
It is remarked that ω|[1+λL] −1 |1 of (2 . 13) is a function of z and that the argument y is replaced by y in all the functions of (2 . 14), while z is replaced by z = (y 2 −1)/a.
Let us study the asymptotic behavior of the solution. The metric function f obviously reduces to 1 as x → ∞, since ξ → px/δ in this limit. The metric function γ of (2 . 13) reduces as x → ∞ to
The metric function η of (2 . 14) reduces as x → ∞ to
It follows from (2 . 15) and (2 . 16) that the solution exhibits asymptotic flatness. The solution ξ in (2 . 4) is a functional ofṽ andw. It follows from (2 . 8), (2 . 9) and (2 . 11) that bothṽ andw diverge if the used hypergeometric functions diverge (0 ω 1). Since the hypergeometric function F (1 − δ, 1 + δ, γ; z), (z < 0, γ = 1 or 3/2) may diverge for z < −1, the functions F (ω/a) and h 1 (ωz) may diverge for ω/a > 1 and wz < −1, respectively. This difficulty can be avoided by considering analytic continuations of these hypergeometric functions. That is, we should replace F (ω/a) and h 1 (ωz)/δ, respectively, by 
where α and β are complex functions of x and y. We normalize these functions so as to satisfy the condition αα
It is useful to define U and V by
From (3 . 3) and (3 . 2) it follows that X k is written as a function of α, β, U, V and their complex conjugates. We observe from (3 . 1) that the derivatives of A k are given as functions of the same variables. Particularly, the integrability conditions
yield, when Eq. (3 . 1) with k = 0, 1 and 2 is suitably combined,
and their complex conjugates. Eliminating α, β and their complex conjugates from (3 . 7) and (3 . 8) using (3 . 4), we obtain the following differential equations:
and
We take U and V to be real functions, as in the Tomimatsu-Sato solutions. This fact greatly simplifies the relations obtained above. One such relation is
which is given directly from (3 . 9) or (3 . 10). From (3 . 5), (3 . 7), (3 . 8) and (3 . 12) we obtain the linear differential equations for α and β: These conditions, together with (3 . 5), yield the differential equation
The solution of this equation is
where −κ 2 is the integration constant. It was shown 8) from the boundary condition that κ is equivalent to δ. If we define 20) then (3 . 19) reduces to a non-linear differential equation for Φ:
The solution of this equation is 9)
It was shown 9) that Φ is unique, provided that the condition of asymptotic flatness is imposed. From (3 . 12) and (3 . 20) it follows that U 2 and V 2 are given as functions of Φ by
We thus solve U and V with the use of the derivative formulae (A . 1) and (A . 2) in Appendix A:
We observe that the linear differential equations (3 . 13)-(3 . 16) consist of basic functions U , V and (dV /dz)/U . The last function can be written as The condition that U and V are real plays a decisive role in determing solutions for integer δ, i.e., the Tomimatsu-Sato solution 2) and the Yamazaki-Hori solution. 3) We have adopted the same condition in §3 and obtained (3 . 23) and (3 . 24) for the expressions of U and V , respectively. The functionsũ,ṽ andw defined in (2 . 7)-(2 . 9) are normalized so as to satisfy
These equalities are consistent with the normalization condition (3 . 4),
If we appropriately combine the linear differential equations (3 . 13)-(3 . 16), then we find the following 12 independent equations:
Here V /U denotes (dV /dz)/U , which is given by (3 . 25). These equations were found by one of the authors (S. H.). 10) Equations (4 . 2) and (4 . 3) are used to determine the expression for αβ, which cannot be fixed from the functionsũ,ṽ andw. The validity of equations (4 . 4)-(4 . 13) is to be proved from (4 . 1) with (2 . 7)-(2 . 9) and the resulting expression of αβ. For simplicity we define the following functions:
14)
15) This expression for αβ leads to some important relations required in the proof of the validity of our solution. The identity |αβ| 2 = αα * ββ * = (1 + ββ * )ββ * yields
Inserting (4 . 1), (4 . 19) and (3 . 4) into the identities
we can obtain expressions for β 2 and α 2 . It follows that the combinations α 2 ± β * 2 can be calculated as
Here the upper and lower signs on the l.h.s. correspond to the respective terms inside the parentheses on the r.h.s. §5.
Proof of the solution
We show in this section that the solution (4 . 1) with (4 . 19) satisfies the linear differential equations (4 . 4)-(4 . 13). In Appendix A we give some basic formulae of differentiations that are required in the following proofs. We carry out the verifications from (4 . 4) to (4 . 13) almost in order.
We start with the proof of the validity of (4 . 4). Since U is real, it follows from (3 . 5) that Adding α 2 β(∂β * /∂x) + α * β * 2 (∂α/∂x) to both sides of (5 . 1), we find
where we have used the identity (∂/∂x)αα * = (∂/∂x)ββ * . From (4 . 2) we immediately obtain the relation (4 . 4).
We have the identity
Due to (3 . 4), the l.h.s. is equal to Im(αβ)(1+2ββ * ). Equating these two expressions, we have
Multiplying both sides of (5 . 3) by 2V , we find
The r.h.s. of (5 . 4) can be rewritten using (4 . 3) as From (A . 2) it follows that (5 . 7) is reduced to the r.h.s. of (4 . 7). We thus see that (4 . 7) holds. The validity of (4 . 8) can be proved using the method introduced in Ref. 10 ). Hence we give only the outline of the proof. Let the difference between the r.h.s. and the l.h.s. of (4 . 8) be D. Then D is calculated to be 
Here F (−δ, δ, 1/2; −1/a) is the hypergeometric function. Rewriting the last term of (5 . 9) with the use of (A . 5) and integrating by parts, we see that all the terms in (5 . 9) disappear. This completes the proof of the validity of (4 . 8).
Let us verify the validity of (4 . 9) from the integrability condition for Re(αβ). We calculate [(∂/∂y)∂/∂x − (∂/∂x)∂/∂y]Re(αβ) to obtain 2y aδU dV dz
where we have used the relations (4 . 8) and (4 . 7). Since (5 . 10) should be zero and the terms inside the curly bracket vanish due to (A . 4), the first term must be zero. This indicates that (4 . 9) holds. To verify the validities of (4 . 10)-(4 . 13), it is necessary to determine the relations among the Ψ k (k = 1, · · · , 4). Let us calculate ∂ṽ/∂x. It is, on one hand, calculated by making use of (A . 1) to be −2xqU Ψ 3 /(pa 2 ). On the other hand, it follows from (4 . 4) that it is equal to Im(α 2 + β * 2 ). Equating these results, we obtain
In the same way, we obtain for ∂ṽ/∂y
Comparing (5 . 11) and (5 . 12) with (4 . 21), we obtain, respectively,
Let us deal with (4 . 11) before (4 . 10). The l.h.s. of (4 . 11) is calculated from (4 . 21) to be
In the first equality we have eliminated Ψ 2 by using (5 . 13). In the second equality all the other derivative terms have disappeared due to the identities (5 . 13) and (5 . 14). Applying (A . 2) to the two derivatives in (5 . 15) and then eliminating Ψ 4 with the use of (5 . 14), we obtain
This coincides with the r.h.s. of (4 . 11) . This completes the proof of the validity of (4 . 11). Let us verify the validity of (4 . 10) from the integrability condition for αβ * . We calculate [(∂/∂y)∂/∂x − (∂/∂x)∂/∂y]αβ * to obtain
Since (5 . 17) should be zero and the terms inside the curly bracket vanish due to (4 . 11), the second term must be zero. This indicates that (4 . 10) holds. The l.h.s. of (4 . 12) is calculated from (4 . 21) to be
The sum of the first and third terms of (5 . 18) is equal to
Inserting Ψ 2 of (5 . 13) into (4 . 20), we see that the terms inside the curly bracket are equal toũ 2 p 2 a 2 /x 2 . Therefore, (5 . 19) reduces to −U/(ũ − iṽ). Inserting (4 . 8) and (4 . 6) into the second and fourth terms of (5 . 18), respectively, and then summing all the terms of (5 . 18), we obtain
From (4 . 21) it is evident that (5 . 20) is just the r.h.s. of (4 . 12). Finally let us prove the validity of (4 . 13) from the integrability condition for α 2 + β * 2 . We calculate [(∂/∂y)∂/∂x − (∂/∂x)∂/∂y](α 2 + β * 2 ) to obtain
where we have used (4 . 11) and (4 . 12). Since this difference should be zero and the terms inside the curly bracket vanish due to (A . 4), the second term must be zero. It follows that (4 . 13) holds.
In view of the above results we conclude that the solution (4 . 1) satisfies all the required differential equations. This completes the analytic proof for the validity of the solution (2 . 6). §6. Oblate spheroidal coordinates
For an axially symmetric gravitational field of the oblate type due to a rotating source it is convenient to make use of the oblate spheroidal coordinates (abbreviated 'OSC' below) defined by
Since σ = mp/δ, the variables ρ and Z of (6 . 1) are given by (2 . 3), transformed according to
If we transform ξ of (2 . 6) and the Ernst equation (2 . 4), which are described in prolate spheroidal coordinates (abbreviated 'PSC'), according to (6 . 2), then we see that the resulting ξ is a solution of the Ernst equation in OSC. Thus variables a and z are redefined by
The solution in OSC is given by ξ = (ũ + iṽ)/w, wherẽ
The operator L is also redefined by the matrix element
We note thatṽ,w and ω 1 |L|ω 2 are all real functions in spite of their appearances. From (6 . 4)-(6 . 6) we see that functionsṽ andw (and henceũ and ξ) are written in terms of an infinite power series in z(= b/a) and in λ(= q 2 /p 2 ), even for integer δ. This fact may be the reason that no solution in OSC other than the Weyl solution at q = 0 has yet been found. It is remarked that the description of the solution as an analytic function of δ, which was found by one of the authors (S. H.), 7) enabled us to determine a solution in OSC.
The metric function f is given by (2 . 12) with ξ = (ũ + iṽ)/w and (6 . 3)-(6 . 5). The metric functions γ and η are given by (2 . 13) and (2 . 14), transformed according to (6 . 2), respectively. They are explicitly written as
Here we note that the scale parameter σ has been transformed into σ/i. The remark mentioned below (2 . 14) is again made here. It is an important future task to elucidate the characteristic aspects of the metric in OSC, since f, γ and η in OSC are quite different from those in PSC and those in the Tomimatsu-Sato metric. 2) Let us study the solution for q = 0. From (6 . 3) and (6 . 5) it follows that ξ reduces to 9) which is nothing but the Weyl solution in OSC. 13) Thus the metric function f defined by (2 . 12) reduces to f = exp(−2δ cot −1 x), (6 . 10) which is equivalent to that found by Voorhees, 13) apart from a factor −2 on the exponential. The metric functions γ and η are given by (2 . 13) and (2 . 14) modified by the transformation of (6 . 2) and by setting q = 0 (p = 1):
where z = (1 − y 2 )/(x 2 + 1). It is remarked that (6 . 10) and (6 . 11) have the same behavior as the general solution (q = 0) up to a constant factor in the limit x → ∞, and hence ξ in OSC exhibits the behavior of asymptotic flatness. The quadrupole moment Q of (2 . 5) is transformed by (6 . 2) into
This also indicates that the origin of the graviational field is an axially symmetric object of the oblate type. §7. Discussion
We have proved analytically the validity of the solution that was previously presented 12 We have determined the metric functions for the solution, which contain those of the Tomimatsu-Sato metric, 2) as is easily shown. It is quite interesting to deduce the chracteristic features of this metric for non-integer δ and compare it with that for integer δ. 2) We have shown that the solution can be analytically continued over all physical values of variables in the prolate spheroidal coordinates.
Through the analytic continuation of the solution, we have found a solution for the axially symmetric fields of the oblate type. This solution is described in oblate spheroidal coordinates and is expanded in an infinite power-series in z (= (1 − y 2 )/(x 2 + 1)) and λ (= q 2 /p 2 ), even for integer δ. This solution coincides with the Weyl solution at q = 0 and exhibits asymptotic flatness. The metric functions deduced from this solution are different from those for the Tomimatsu-Sato metric. 2) It is quite interesting to elucidate the characteristic aspects of this metric.
Finally we point out that two kinds of expressions that the present authors have given in a previous paper 11) for solutions of the Ernst equation may be equivalent to the present solution. This has been preliminarily confirmed by the authors through both analytic and numerical verification.
Appendix A
In this appendix we give only the formulae that were established by Hori in his previous papers. 9), 10) We use two basic derivative formulae for ω| [ 
