Microphysical piggybacking applied previously in shallow convection simulations is employed to highlight microphysical impacts on deep convection. The main idea is to apply two sets of thermodynamic variables, one coupled to the dynamics and driving the simulation and the second one piggybacking the simulation: that is, responding to the simulated flow but not affecting it. The two sets can be driven either by different microphysical schemes or by the same scheme with different scheme parameters. For illustration, two singlemoment bulk microphysical schemes are implemented, one with a simple representation of ice processes and the second one with a more comprehensive approach. Each scheme is applied assuming contrasting cloud droplet concentrations, pristine versus polluted, with simulations mimicking dynamical effects of pollution on deep convection. The modeling setup follows the case of daytime convective development over land based on observations during the Large-Scale Biosphere-Atmosphere (LBA) experiment in Amazonia. Microphysical piggybacking with small ensembles of simulations allows for separating dynamical and microphysical impacts on deep convection with high confidence and enables extracting small differences in the surface precipitation, cloud cover, and liquid and ice water paths with unprecedented accuracy. It also shows that the cloud buoyancy above the freezing level is only weakly affected by contrasting cloud droplet concentrations. The latter casts doubt on the convective invigoration hypothesis for the case of unorganized deep convection considered in this study, at least when investigated with a single-moment microphysical scheme.
Introduction
Grabowski (2014, hereinafter G14) proposed a novel modeling methodology to study effects of microphysical parameterizations on cloud dynamics and on simulated macroscopic properties of cloud fields. The idea is to use two sets of thermodynamic variables (the potential temperature, water vapor mixing ratio, and all variables describing cloud and precipitation particles), with one set coupled to the dynamics and driving the simulation and the second set applied as in the kinematic model: that is, piggybacking the simulated flow but not affecting it. G14 applied the microphysical piggybacking to document the impact of a relatively small difference in the cloud droplet concentration on properties of the shallow convection cloud field as simulated by a large-eddy simulation (LES) model with a simple bulk microphysics warm-rain scheme. As documented in G14, the methodology allows for assessing the impacts with an unprecedented accuracy, and it is capable of detecting even minuscule impacts on the cloud cover and liquid water path. In addition, G14 argues that swapping the microphysical sets so that the set driving the simulation becomes the piggybacking one, and vice versa, allows us to detect the impact of cloud microphysics on the cloud dynamics. If the differences between results from the two simulations (i.e., the original one and with the sets swapped) are the same except for the sign, then the cloud dynamics is insignificantly affected by the microphysics. That was the case with shallow convection simulations discussed in G14.
In the current paper, we apply the same methodology to deep convection. We illustrate capabilities of the microphysical piggybacking by applying two different bulk microphysical schemes used in past deep convection studies, and we contrast results obtained assuming different cloud droplet concentrations. The concentration of cloud droplets has a strong impact on warm-rain development below the freezing level. As such, the current study is relevant to the hypothesis of deep convection invigoration in polluted high-cloud condensation nuclei (CCN) environments, as suggested by Rosenfeld et al. (2008) . In a nutshell, deep convective clouds developing in such environments are hypothesized to become invigorated because of the latent heating due to freezing of the cloud water carried above the freezing level. In clean low-CCN environments, a large fraction of the cloud water gets converted into rain and falls out before reaching the freezing level. However, carrying the liquid water above the freezing level in high-CCN conditions involves a reduction of cloud buoyancy due to condensate loading that almost exactly balances the latent heating due to freezing. Consequently, the convective invigoration is only possible when the frozen water falls out as precipitation. In other words, the convective invigoration hypothesis as argued in Rosenfeld et al. (2008) relies on the off-loading frozen cloud and precipitation particles from rising cloudy volumes.
Condensate off-loading was recently argued to explain simulated changes of the shallow convection cloud field in response to the modification of CCN concentration and to the application of the collision kernel that includes effects of small-scale turbulence on collisioncoalescence of cloud droplets (Wyszogrodzki et al. 2013; Grabowski et al. 2015) . The condensate off-loading mechanism proposed in Rosenfeld et al. (2008) for deep convection, based on a heuristic argument involving latent heating and precipitation fallout, is substantially more difficult to prove either in-cloud observations or by numerical modeling. Remote sensing observations from space (e.g., Koren et al. 2010 and references therein) are not accurate enough to address the impacts with confidence (e.g., different aerosol conditions typically involve different convective forcing, with the latter being difficult to access with sufficient accuracy), and they cannot distinguish between correlation and causality. Numerical modeling is problematic because of complications and uncertainties involved in modeling of ice processes. Moreover, a single cloud affects its environment and thus impacts development of subsequent clouds. It follows that single-cloud simulations (e.g., Khain et al. 2004; Khain and Pokrovsky 2004; Khain et al. 2008) , typically initialized in a highly idealized way (e.g., through prescribed temperature or moisture perturbations) have only limited benefits and may provide questionable conclusions when compared to cloud-field simulations. Clouds develop in a realistic manner in cloud-field simulations; they proceed through the natural life cycle while interacting with their environment; and the effects are averaged over many cloud realizations. Perhaps such considerations can explain differences between significant impacts documented in single-cloud simulations and a rather insignificant impact in long-term cloud ensemble simulations. For the latter, Seifert et al. (2012) showed a relatively small and statistically insignificant impact of contrasting CCN and ice nuclei (IN) concentrations on convective rainfall over Germany, as predicted by a convection-permitting NWP model with a double-moment microphysics scheme over several summer seasons.
It should be stressed that the term ''convective invigoration'' is often used in a more general sense than intended by Rosenfeld et al. (2008) . For instance, higher concentration of cloud droplets in polluted clouds may lead to higher concentration of ice particles above the freezing level. Such more numerous and thus smaller ice particles can be more easily lofted into higher levels by cloud updrafts, even without modification of cloud dynamics (e.g., Morrison and Grabowski 2011) . Modification of ice particle characteristics in different aerosol environments can also affect raindrop size distribution below the melting level and consequently influence properties of convective cold pools (e.g., Morrison 2012) . Multiple few-week-long convection-permitting limited-area simulations discussed in Fan et al. (2013) document a complicated web of forcings and feedbacks that eventually lead to simulated impacts, some reminiscent of previous idealized studies [e.g., the impact on the surface energy budget (Morrison and Grabowski 2011; Grabowski and Morrison 2011)] . Tao et al. (2012) present an extensive recent review of relevant issues pertinent to aerosol-cloud-precipitation interactions. Because of simple microphysical schemes applied in the current study, simulation results discussed here concern only effects of the cloud droplet concentration on buoyancies and vertical velocities above the melting level and also for the specific convective situation considered in the modeling setup. This paper has two goals. The first one is to document application of the microphysical piggybacking to deep convection. We highlight the fidelity of the method in exposing differences between two microphysical schemes and in separating purely microphysical effects from the impact on cloud dynamics. The second goal is to explore the dynamic basis of the convection invigoration hypothesis by assuming contrasting cloud droplet concentrations in the two microphysical schemes. The next section describes the model and modeling setup. The two microphysical schemes applied in piggybacking simulations are briefly described. Section 3 presents an overview of key features of simulated cloud fields applying the selected deep convection case. Piggybacking simulations with the two microphysical schemes and the same droplet concentrations are discussed in section 4. While the two schemes have different impacts on cloud-field simulations, they suggest a rather small effect of the assumed droplet concentration on convective dynamics, in contrast to the convective invigoration hypothesis. This inspires piggybacking simulations with the same microphysical scheme and contrasting droplet concentrations that are discussed in section 5. Section 6 presents additional analysis of these simulations, difficult (if not impossible) without the piggybacking methodology. The analysis considers the impact on cloud buoyancy and provides additional support for the lack of convective invigoration in polluted environments, at least for the specific cloud system considered in this study. Section 7 provides a brief discussion of model results and concludes the paper. The model used in this study, the same as in G14, is a simplified serial version of the 3D nonhydrostatic anelastic Eulerian-semi-Lagrangian (EULAG) model (http://www.mmm.ucar.edu/eulag/), sometimes referred to as the babyEULAG. Its two-dimensional version was used as the superparameterization (i.e., as a cloud model embedded in all columns of a large-scale model) in idealized simulations discussed in Grabowski and Smolarkiewicz (1999) , Grabowski (2001) , and Grabowski (2003) , among others. It was used in G14 to document the capability of the microphysical piggybacking methodology in the shallow convection case. Herein, the same methodology is applied to deep convection.
The modeling case concerns an idealized daytime transition from shallow to deep convection over land due to the surface latent and sensible flux forcing, as discussed in Grabowski et al. (2006, hereinafter G06) . For this study, we extend the 6-h G06 simulations (from a sunrise at 0730 to 1330 LT) to 12 h (i.e., from 0730 to 1930 LT), applying the same surface flux evolution as in G06 (see Fig. 1 here and the appendix in G06). The prescribed surface latent and sensible fluxes are distributed near the surface, applying the exponential formula F(z) 5 F 0 exp(2z/z a ), where F(z) and F 0 are the fluxes at height z and at the surface, respectively, and z a 5 100 m is the attenuation length. Vertical divergence of this flux provides near-surface heating and moistening that drives the simulations. G06 also included evolving tropospheric radiative cooling, but it is omitted here for simplicity, as in Khairoutdinov and Randall (2006) .
The horizontal domain of 50 3 50 km 2 is covered by the uniform 400-m grid. Although relatively small, the domain is similar to that used in simulations discussed in G06 and allows us to feature a few deep convective clouds at hour 6, as illustrated later in the paper (cf. Fig. 2 ). In the vertical, the domain extends up to 24 km, applying 81 levels with a stretched grid. The vertical grid length is around 100 m near the surface, with about a dozen levels below 1.5 km. The grid length increases to about 300 and 400 m at 5 and 15 km, respectively. The model time step is 5 s. Initial tests documented that applying such a grid provided results broadly consistent with the high-resolution benchmark simulations reported in G06. This is despite the fact that the horizontal resolution is relatively low, making the simulations only marginally LES, especially early in the simulations, when the boundary layer is relatively shallow.
b. Model microphysics
Two single-moment bulk cloud microphysics schemes are used in simulations described in this paper. They both apply centered time stepping for the saturation adjustment and a forward-Euler (uncentered) scheme for precipitation processes [cf. Eqs. (8) and (9) in Grabowski and Smolarkiewicz (1999) ]. The first scheme is the single-moment scheme documented in Grabowski (1998, hereinafter G98) . The scheme includes a simple representation of ice process by extending the classical warm-rain scheme that applies mixing ratios for the cloud condensate and for the precipitation. The cloud condensate (precipitation) represents cloud water (rain) for warm temperatures (i.e., above 258C for simulations described here) and cloud ice (snow) for cold temperatures (i.e., below 2208C). A mixture of liquid and solid species is assumed to exist between 258 and 2208C. The saturated water vapor mixing ratio that determines the bulk condensation rate through the saturation adjustment is defined with respect to water saturation for warm temperatures (above 258C) and ice saturation for cold temperatures (below 2208C); linear interpolation is used between 258 and 2208C. The conversion from cloud condensate to precipitation is defined separately for liquid and ice conditions, and the same applies to the precipitation growth and sedimentation. The only difference between G98 and current simulations is that the conversion of cloud water into rain is based on the formulation developed by Kogan (2013) . For ice, the autoconversion is similar to Hsie et al. (1980) and Lin et al. (1983) (see section 3 in G98 for details). Although extremely simple, the scheme is very efficient. It was used in several studies in the past (e.g., Grabowski et al. 2000; Moncrieff 2001, 2002) , including the first convection-permitting general circulation model, the Nonhydrostatic Icosahedral Atmospheric Model (NICAM; see http://nicam.jp/hiki/). Simulations applying this scheme will be referred to as simple ice (SIM). The second scheme, described in detail in Grabowski (1999, hereinafter G99) , is more comprehensive. It predicts evolutions of four condensed water mixing ratios: cloud water, rain, ice A, and ice B. Ice A forms as a result of either heterogeneous or homogeneous (for temperatures colder than 2408C) freezing of cloud droplets to form ice crystals. The heterogeneous nucleation rate depends on the availability of ice-forming nuclei, which in G99 depends on the air temperature alone [Fletcher 1962 ; see Eq. (A19) in G99]. Ice A particles are assumed to follow size distributions observed in upper-tropospheric tropical anvil clouds, as described in detail in McFarquhar and Heymsfield (1997) [see Eqs. (A7)-(A13) in G99]. Interaction of ice A with raindrops results in formation of ice B, which is assumed to have an exponential (Marshall-Palmer) size distribution typical for graupel particles, as in Rutledge and Hobbs (1984) . Growth of either ice A or ice B particles is represented by the parameterization developed by Koenig and Murray (1976) , which relates the ice particle growth rate (by either water vapor diffusion or accretion of supercooled liquid water, or both) to environmental conditions. Both ice A and ice B move relative to the air with sedimentation velocities that depend on the ice mixing ratio and the air density. Upon crossing the melting level, ice A and ice B melt and are converted into rain. The G99 parameterization was successfully applied in deep convection simulations described in Varble et al. (2011 , and Mrowiec et al. (2012) . As in the case of the G98 scheme, the only difference between G99 and the current study is the use of Kogan's (2013) cloud water to rain autoconversion formulation. Simulations applying the G99 scheme will be referred to as ice A and B (IAB).
The key features of the two schemes can be summarized as follows. Both schemes are single moment (i.e., they predict only mixing ratios of cloud and precipitation species) and thus can only address gross features of precipitation formation. Representation of the warm-rain processes is exactly the same in both schemes. For the ice, there are significant differences. The SIM scheme partitions cloud and precipitation mixing ratios between liquid and ice based on the temperature alone. The IAB scheme simulates formation and growth of ice particles in a more realistic fashion and allows cloud water, rain, and two forms of ice to coexist for temperatures below freezing. The SIM scheme excludes effects of latent heat of freezing and sublimation for temperatures below freezing as well as melting above 08C. In other words, only the latent heat of condensation is included for saturation adjustment and in the diffusional growth/evaporation of precipitation particles; collisional growth of precipitation particles at temperatures below freezing does not lead to any latent heating either. This is the key assumption allowing formulation of the SIM scheme (see discussion in section 2a in G98). It follows that the SIM scheme cannot address the latent heating aspect of convective invigoration, but it should show the impact of the increased condensate loading above the freezing level in polluted conditions. In contrast, freezing, sublimation, and melting processes are all included in the IAB scheme. Hence, the IAB scheme should be able to demonstrate the impact of both the latent heating and condensate loading, with the essential question concerning the relative contribution of the two effects.
The two schemes are applied with contrasting cloud droplet concentrations, 100 versus 1000 cm 23 (i.e., pristine vs polluted), and thus mimic the effect of pollution on deep convection. Since in the Kogan (2013) formulation the autoconversion rate depends on the droplet concentration in the power of approximately 3, the autoconversion rate in simulations applying the low (100) and the high (1000) droplet concentrations differ by about three orders of magnitude for the same cloud water mixing ratio. One thus should expect a strong impact on the warm-rain processes in both SIM and IAB simulations.
c. Model simulations
The microphysical piggybacking is applied in two collections of simulations, 1 referred to as C1 and C2. Each simulation applies two sets of thermodynamic variables (the potential temperature, water vapor mixing ratio, and all cloud and precipitation variables). One set is coupled to the dynamics through the buoyancy term (set D for dynamic), and the other one piggybacks the simulated flow (set P for piggyback). In the collection C1, the two microphysics schemes are applied in parallel (i.e., one drives the simulation, and the other one is piggybacking), assuming the same cloud droplet concentration. A mini ensemble of three simulations is applied for the case of SIM driving (D-SIM) and IAB piggybacking (P-IAB), and the second three-member mini ensemble is run with the microphysics schemes swapped (i.e., IAB driving and SIM piggybacking: D-IAB and P-SIM, respectively). Simulations in each mini ensemble apply different sets of random numbers that define temperature and moisture perturbations applied as prescribed in G06. The two mini ensembles are run separately for polluted and pristine conditions, with 12 C1 simulations altogether. Individual simulations for either pristine or polluted conditions will be referred to as D-SIM/P-IAB and D-IAB/P-SIM. Results from the collection C1 will be discussed in section 4.
In the collection C2, also with 12 simulations, the same microphysics scheme is applied with different droplet concentrations. A simulation from either the SIM or IAB set that applies the concentration of cloud droplets of 100 cm 23 in the dynamic set and 1000 cm 23 in the piggybacking set will be referred to as the D100/P1000 simulation. Switching the dynamic and piggybacking schemes results in the D1000/P100 simulation. Three D100/P1000 and three D1000/P100 simulations are performed for each microphysical scheme (hence, 6 simulations for each scheme and 12 altogether). Results from the collection C2 will be discussed in section 5.
General features of simulated cloud fields
In agreement with the high-resolution benchmark simulations discussed in G06, cloud fields simulated in the current study evolve in the following way. Shallow convective clouds develop in the second hour of the simulation. The boundary layer and cloud field deepen as surface fluxes continue to increase. The transition to deep convection takes place between hours 4 and 5. Deep convection reaches maximum around hour 6, shortly after the maximum surface heat flux (cf. Fig. 1 ). Deep convective clouds dissipate in the afternoon as the surface fluxes decrease, with only upper-tropospheric anvils, remnants of the earlier deep convective clouds, present at the end of the simulation. This evolution is illustrated in Fig. 2 , which presents x-y contour plots of the total (liquid plus ice) water path for hours 2, 4, 6, 10, and 12 from one pristine simulation of the IAB miniensemble. Other simulations from the IAB miniensemble, as well as SIM simulations, show similar evolutions and are thus not shown. As the figure documents, only small and numerous shallow clouds are present at hour 2. Clouds deepen and widen as the day progresses. Convective anvils, aligned along prevailing winds from northwest to southeast, are present in the second half of the simulations.
Despite lower spatial resolution in the shallow convection phase than the benchmark simulations in G06, the model seems to represent shallow convection and the shallow-to-deep convection transition relatively well. This is illustrated in Figs. 3 and 4 for SIM and IAB simulations, respectively, which show profiles of the cloud fraction for hours 2-12 for three D100 and D1000 sets from the collection C2. The cloud fraction at a given height is defined as a fraction of grid points with the cloud condensate larger than 0.01 g kg
21
. The cloud condensate mixing ratio is predicted for the SIM simulations. For IAB simulations, cloud condensate is defined as the sum of the cloud water and the small-ice fraction of the ice A mixing ratios (see G99 for details). These different definitions of the cloud condensate for temperatures below freezing, combined with differences in cloud dynamics and microphysics illustrated in the next sections, explain different ranges of the uppertropospheric profiles, close to twice as large in the IAB case. The figures show similar features in both sets of simulations, which are also similar to the results of the benchmark simulations in G06 until hour 6. In particular, shallow convective clouds near the top of the boundary layer are present in all simulations at hour 2, with a cloud fraction of about 0.2. The cloud field deepens, reaching mean tropospheric heights by hour 4. Deep convection is present at hour 6, with large cloud fractions of convective anvils in the upper troposphere. The cloud fraction below 7-km height decreases significantly later in the simulations as convection weakens because of diminishing surface fluxes in the afternoon hours. Cloud fractions of anvil clouds gradually decrease toward the end of simulations with the reduction of the maximum cloud fraction height due to sedimentation of the ice field. In general, the evolutions documented in the figures are not only similar in SIM and IAB simulations (except for the larger cloud fractions in IAB), but they also seem only marginally affected by the assumed cloud droplet concentration, an aspect investigated later in the paper. cloud microphysics scheme (i.e., SIM vs IAB) has a significant impact on bulk properties of the cloud field.
The most significant differences are in the cloud cover and IWP. Regardless of which scheme is driving the simulation, the cloud cover is larger and IWP is smaller for the IAB scheme. However, cloud cover, IWP, and LWP are higher when SIM is driving (i.e., in the right panels). LWP is only weakly affected (as one might expect, since the two schemes feature the same representation of warm-rain processes), with slightly higher values for the SIM scheme, especially in the second half of the simulation. Figure 6 , in the same format as Fig. 5 , compares the mean (i.e., horizontally averaged) surface rain rate and the total rain accumulation from another pair of D-IAB/ P-SIM and D-SIM/P-IAB simulations, this time selected from the polluted C1 mini ensemble. Table 1 shows total accumulations for all simulations from the C1 collection; it documents that the results shown in Fig. 6 are representative for the entire C1 collection. The figure documents significantly larger rain accumulations in the case of the IAB scheme. More importantly, the accumulations increase between left and right panels for each scheme, similar to the cloud cover and IWP in Fig. 5 .
The differences between the left and right panels in Figs. 5 and 6 illustrate the impact of cloud microphysics on convective dynamics. Since the two schemes are driven by the same flow pattern in either the left or right panels, the difference between solid and dashed lines in each panel documents purely microphysical effect. For instance, the difference between solid and dashed lines in the cloud-cover plots reflects most likely different conversion from cloud ice to snow (or to precipitation in general) as well as different lofting of the ice particles FIG. 4 . As in Fig. 3 , but for IAB simulations. Note that the horizontal ranges are twice as large as in Fig. 3. into the upper troposphere (note that cloud fractions are dominated by convective anvils in the second half of the simulations; see Figs. 3 and 4) . Similarly, the lower IWP for the IAB scheme reflects more efficient precipitation processes as documented by significantly higher surface rain accumulations in the IAB case (see Fig. 6 and Table 1 ). In contrast, the increase of the cloud fraction, IWP, and surface rain accumulation for each scheme between the left and right panels suggest an additional enhancement of the cloud dynamics: that is, either larger number of clouds or stronger cloud updrafts when the SIM scheme is driving the simulation. Since the cloud fraction profiles are comparable in the middle troposphere at hour 6, the difference is unlikely to be explained by a larger number of clouds in the D-SIM/P-IAB simulation. It follows that a modification of the cloud updraft distribution between simulations driven by SIM and IAB schemes is likely the explanation.
To further document the impact of cloud microphysics on cloud dynamics, Fig. 7 compares histograms of cloud updrafts for all simulations of the C2 collection at 7-km height (i.e., above the melting level) separately for polluted and pristine droplet concentrations-D1000 and D100, respectively-for SIM and IAB simulations. The histograms are derived for hours 6 and 7 (i.e., when deep convection is at its maximum strength) using 3D snapshots of model fields saved every 3 min. The histograms are first derived for each member of the miniensemble and then are averaged for each mini ensemble. The standard deviation for each mini ensemble and FIG. 5. Evolutions of (top) the height of the total water center of mass, (second row) cloud cover, (third row) ice water path, and (bottom) liquid water path for (left) D-IAB/P-SIM simulations and (right) D-SIM/P-IAB simulations randomly selected from mini ensembles of pristine C1 collection. Solid (dashed) lines are for thermodynamic sets driving (piggybacking) the simulations.
for each histogram bin (shown as vertical thick bars in Fig. 7 ) provides an estimate of the statistical significance of the difference between histograms for different mini ensembles.
Comparing the top and bottom panels in Fig. 7 shows that simulations driven by the SIM scheme feature a larger number of updrafts in virtually each updraft bin. This clearly demonstrates the impact of the microphysical scheme on cloud dynamics, as suggested by the results shown in Figs. 5 and 6. In addition, comparing histograms in the left and right columns (i.e., either SIM or IAB simulations assuming contrasting droplet concentrations) documents a rather small and statistically insignificant impact of the cloud droplet concentration on convective dynamics. This result casts doubt on the dynamic foundation of the deep convection TABLE 1. Domain-averaged 12-h surface rain accumulations for 12 piggybacking simulations from the C1 collection. Std dev refers to the standard deviation of (third column) the mean and (fourth column) the mean D minus P difference among ensemble members. Each member of the ensemble includes one set of thermodynamic variables that drives the flow (D-SIM and D-IAB) and another set that is piggybacking the simulation (P-IAB for D-SIM and P-SIM for D-IAB). The impact is assessed by comparing the D-SIM/P-IAB and D-IAB/P-SIM pairs.
Set
Accumulation for each member (mm) invigoration hypothesis, an aspect investigated in more detail in the next section.
Results from C2: Piggybacking with the same microphysics scheme and different cloud droplet concentrations
Simulations in the C2 collection apply the same cloud microphysics scheme in the D and P sets of thermodynamic variables and allow us to investigate the impact of the assumed cloud droplet concentration on convective dynamics with unprecedented fidelity. The following discussion illustrates this very point. Figure 8 , in a format similar to Fig. 5 , shows evolutions of the height of the total water center of mass, cloud cover, LWP, and IWP for two randomly selected simulations from mini ensembles driven by the SIM scheme for pristine and polluted conditions. Analysis for the IAB simulations provides similar results and is not shown. Left panels in Fig. 8 show results from the thermodynamic set driving the simulation (i.e., D100 and D1000), whereas right panels show evolutions of the difference between corresponding D and P sets (i.e., D1000 minus P100 and D100 minus P1000). The left panels show that assessing the impact of warm-rain processes (i.e., contrasting results for low and high 
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droplet concentration) is difficult because evolutions are affected by the natural variability: small differences between solid and dashed lines come not only from the direct impact of the assumed cloud droplet concentrations, but also from different evolutions of the cloud field. In contrast, right panels show that despite the small amplitude of the difference (in agreement with the differences evident in left panels), the differences are clear (and also consistent among all mini-ensemble members; not shown). For instance, IWP and LWP are smaller in D100 than in P1000 (solid lines in the right panels); the opposite is true in D1000 and P100 sets (dashed lines). The difference for the center of mass height changes sign around hour 6. Note that D minus P differences are small, typically around a few percent of original D or P values. Interestingly, solid and dashed lines in the right panels are not far from being mirror images of each other. This implies that there are only minor differences in simulations driven by low and high droplet concentrations; that is, the dynamics are marginally affected by changes in the microphysics. This is in agreement with the updraft statistics documented in Fig. 7 . Overall, one can argue that the figures do not show any significant invigoration of convection in simulations featuring high droplet concentration. Figures 9 and 10 , in the format of Fig. 6 , show evolutions of the surface precipitation rate and total rain accumulation for two simulations from SIM and IAB mini ensembles, respectively, and for D and corresponding P sets of thermodynamic variables. Accumulations FIG. 8 . Results from two SIM simulations from the C2 collection. (left) Evolutions of (top) the height of the total water center of mass, (second row) cloud cover, (third row) ice water path, and (bottom) liquid water path for a D100 (solid) and D1000 (dashed) sets of thermodynamic variables. (right) As in (left), but for evolutions of the D100 minus P1000 difference (solid) and D1000 minus P100 difference (dashed). Note different ranges on vertical axes between left and right panels. from all C2 collections are shown in Table 2 . As the figures show, sets corresponding to low droplet concentrations (i.e., D100 and P100) show larger accumulations than those for high droplet concentrations (D1000 and P1000) in both SIM and IAB simulations. However, the accumulations differ by about 20% in SIM simulations and only by a few percent in IAB simulations. Precipitation rates (bottom panels in the figures) show a significant difference in the precipitation from shallow convection early in the simulation. This is in agreement with the expectation of more precipitation from shallow convection developing in pristine conditions. These differences only weakly affect the total accumulations, however. The rates differ little at later times when displayed on a logarithmic plot, but they contribute to a gradual buildup of the difference between D and P sets. Table 2 shows that the differences illustrated in Figs. 9 and 10 are practically the same for all members of the SIM and IAB ensembles. Moreover, when only D sets are used to estimate the impacts, the difference between accumulations for low and high droplet concentrations do not seem statistically significant. This is because the differences are comparable to (in SIM) or significantly smaller than (in IAB) the standard deviation among D ensemble members. In contrast, applying D and P sets provides an accurate and statistically significant estimate of the impact and illustrates fidelity of the piggybacking method. Moreover, the fact that D100/P1000 and D1000/P100 simulations show almost exactly the same impact (except for the sign) demonstrates the absence of significant microphysics-dynamics feedbacks, in agreement with the data shown in Fig. 7 .
Analysis of in-cloud buoyancy
The results presented so far demonstrate the fidelity of the piggybacking methodology in distinguishing dynamical effects, documented in the C1 collection, from purely microphysical impacts in the C2 collection. The results cast doubts on the concept of deep convection invigoration, at least in its narrow sense following Rosenfeld et al. (2008) and for the case of unorganized (scattered) deep convection. The most relevant variable for the invigoration hypothesis is the cloud buoyancy. As hypothesized in Rosenfeld et al. (2008) , the key aspect is the evolution of the buoyancy in response to the latent heating because of freezing of the liquid water carried above the freezing level and then the off-loading of the frozen condensate through precipitation processes. Having two sets of thermodynamic variables, one driving the simulation and the other one piggybacking the simulated flow, allows an unprecedented look at the FIG. 9 . As in Fig. 6 , but for (left) a single D100/P1000 simulation and (right) a single D1000/P100 simulation from mini ensembles of SIM simulations in the C2 collection. Solid (dashed) lines are for the D (P) set.
cloud buoyancy in the C2 collection of simulations that feature low and high droplet concentrations. Results of such an analysis are presented in this section. Figures 11 and 12 show the difference in the in-cloud buoyancy between corresponding D and P sets from the C2 collection as a function of the buoyancy in the D set for hour 6 of the simulation (i.e., applying snapshots of the simulations' data between hour 5 and 6) and for selected simulations from SIM and IAB ensembles, respectively. The buoyancy B for either set of thermodynamic variables is calculated as in the cloud model: that is, B 5 g[(u 2 u e )/u o 1 «(q y 2 q ye ) 2 q c 2 q p ], where u is the potential temperature; q y , q c , and q p are the water vapor, cloud condensate, and precipitation mixing ratios, respectively (the latter two are defined differently between SIM and IAB schemes); u e and q ye are the ambient potential temperature and water vapor profiles, respectively; u o is the reference potential temperature profile, « 5 R y /R d 2 1 (R y and R d are the gas constants for water vapor and dry air, respectively); and g is the gravitational acceleration. For the purpose of the analysis, only grid points with an updraft velocity larger than 1 m s 21 and a total cloud and precipitation mixing ratio larger than 0.1 g kg 21 are considered. The data come FIG. 10 . As in Fig. 9 , but for two IAB simulations. Table 1 , but for the C2 collection. Each member of the ensemble includes one set of thermodynamic variables that drives the flow (D100 and D1000) and another set that is piggybacking the simulation (P1000 for D100 and P100 for D1000). The impact is assessed by comparing the D100/P1000 and D1000/P100 pairs.
Set
Accumulation for each member (mm) Ensemble mean (std dev) D minus P mean (std dev) from two heights, 3 and 7 km. These correspond to environmental temperatures of about 98 and 2128C, respectively. Results from other heights (e.g., either closer to the freezing level or in the upper troposphere) are qualitatively similar. Left panels of the two figures show results from simulations driven by low droplet concentration (i.e., D100/P1000), whereas right panels document the impact of high droplet concentration (i.e., D1000/P100). Before discussing specific aspects of the two figures, it is worth pointing out that differences in cloud buoyancy are relatively small, as the scales on the vertical axes are 5 or 10 times smaller than those on the horizontal axes. This implies that differences between the buoyancy driving the flow (i.e., in the D set) and the buoyancy in the piggybacking P set are relatively minor.
For instance, a buoyancy difference of 0.01 m s 22 corresponds to a temperature difference of a mere few tenths of 1 K. Figure 11 shows results from the SIM C2 miniensemble. Results at both 3 and 7 km are similar: low droplet concentration (D100 and P100) leads to an increased cloud buoyancy and gives mostly negative (positive) P minus D difference in left (right) panels. Such an impact can be understood through the reduced cloud buoyancy due to an increased condensate loading in simulations where development of precipitation through warm-rain processes is suppressed. These results are consistent with the notion that SIM simulations feature simple representation of ice processes and exclude latent heating due to freezing of liquid water FIG. 11 . Scatterplots of the difference between buoyancy calculated applying D and P sets of thermodynamic variables as a function of the buoyancy for cloudy updraft points calculated applying the D set. Data for grid points at (bottom) 3 and (top) 7 km for hour 6 of the simulations for (left) the D100/P1000 and (right) the D1000/P100 simulations from the SIM C2 mini ensemble.
carried above the freezing level. The fact that the left panels are not far from being mirror images of the right panels implies that the impact on the cloud dynamics is relatively small: that is, D100/P1000 and D1000/P100 simulations are statistically similar (as already documented earlier in the paper). This is in agreement with small-amplitude buoyancy perturbations mentioned above. Figure 12 presents results of a similar analysis for simulations from the IAB mini ensemble. The results for the height of 3 km are similar to the SIM simulations, and they show a reduction of cloud buoyancy in a highdroplet-concentration environment because of the condensate loading. At higher levels (top panels), one can see the effect of latent heating that tends to offset the increased condensate loading because data points are quite symmetrically distributed around the zero difference line. One can argue that the increase of cloud buoyancy in the upper troposphere in IAB simulations is responsible for the reduction of the surface rainfall deficit in IAB simulations when compared to SIM, as illustrated in Figs. 9 and 10, as well as in Table 2 .
Discussion and conclusions
The microphysical piggybacking methodology applied in G14 to LES of shallow convection is employed in this paper to deep convection simulation. The numerical setup follows daytime convective development over land and shallow-to-deep convection transition based on observations during the Large-Scale BiosphereAtmosphere (LBA) experiment in Amazonia (G06). Two single-moment microphysical schemes are used in deep convection simulations to document fidelity of the piggybacking method. The SIM scheme, based on G98, is extremely simple, especially for ice processes. The FIG. 12 . As in Fig. 11 , but for D100/P1000 and D1000/P100 simulations from the IAB C2 mini ensemble. IAB scheme (G99) is more comprehensive, and it represents ice microphysical processes more realistically. G14 showed that the piggybacking allows for extracting microphysical impacts on cloud simulations with an unprecedented accuracy. G14 also argued that swapping microphysical schemes (i.e., replacing the scheme driving the simulation with the one piggybacking it, and vice versa) allows one to distinguish the impact on cloud dynamics from the effects of the cloud microphysics alone (e.g., producing more cloud condensate and/or precipitation with the same cloud dynamics). By applying SIM and IAB microphysical schemes in piggybacking simulations with the same cloud droplet concentrations (i.e., the C1 collection), we show that separation of dynamical and microphysical effects is indeed possible. The two schemes simulate contrasting impacts on bulk cloud properties (e.g., cloud cover and liquid and ice water paths) and on the surface rain accumulation. The impact on cloud dynamics is confirmed by considering cloud updraft statistics above the melting level, which are significantly different in simulations driven by either of the two schemes.
The large difference between SIM and IAB surface rain accumulation might be considered surprising, and one may wonder if the results make sense from a conservation-of-water-substance point of view. Since initial conditions for the simulations are prescribed in terms of the relative humidity (see Table A .1 in G06) and the two microphysics schemes apply different formulations of the saturation water vapor pressure (a simplified one in SIM and an accurate one in IAB), some discrepancies are expected even in the initial water vapor profiles. These are relatively small, however: the precipitable water in the SIM initial conditions is 61.0 kg m 22 , whereas it is 59.9 kg m 22 in the IAB case The difference in the rain accumulation between SIM and IAB simulations reflects the impact of cloud microphysics parameterizations, but also the fact that the simulations are still in the transient state and not in quasi equilibrium. If the simulations are extended to a longer period (say, several days) and atmospheric radiative cooling is included, adjustments in the temperature profiles would bring them closer to equilibrium, with the total surface heat flux balancing the radiative cooling and the latent heat flux balancing the surface rain rate (Grabowski 2006; Grabowski and Morrison 2011) . The adjustment during the initial day or so was recently illustrated through idealized simulations discussed in Morrison and Grabowski (2013) . Arguably, the key difference between SIM and IAB simulations is the way that growth of the ice field is represented. In particular, the partitioning between growth by water vapor diffusion and by accretion of the supercooled liquid water (i.e., by riming) and fallout of graupel-like precipitation particles is represented more realistically in the IAB scheme. Growth by riming is a key precipitation formation mechanism in deep convection, and its representation is important for a reliable simulation [see discussions and references in Gilmore et al. (2004) and Morrison and Milbrandt (2011) ]. We performed test simulations with the IAB scheme suppressing growth by riming of both ice A and ice B. Surface precipitation was significantly reduced, with the 12-h accumulation somewhere between SIM and IAB documented in Tables 1 and 2 . This emphasizes the role of cloud microphysics parameterization in deep convection simulations and thus the usefulness of the piggybacking methodology used here.
By applying either of the microphysical schemes with contrasting cloud droplet concentrations (i.e., corresponding to either pristine or polluted conditions) in the C2 collection, we test the dynamical basis for the convective invigoration hypothesis proposed in Rosenfeld et al. (2008) . Modeling results cast serious doubts on the concept of convective invigoration, at least when tested applying the simple single-moment microphysics schemes and in the particular convective situation considered here. The model simulates practically the same cloud fields regardless of the assumed droplet concentration, with relatively small differences in various cloud-field macroscopic properties. These differences can be assessed with high confidence by applying the microphysical piggybacking methodology. Simulations with simple ice microphysics, the SIM ensemble, show quite significant reduction of the surface rainfall in polluted conditions, in contrast to the invigoration hypothesis. Simulations applying more sophisticated ice microphysics, the IAB ensemble, show smaller reductions of the surface rainfall in the polluted conditions. These reductions can be argued to come from purely microphysical effects, as the cloud dynamics is insignificantly affected by the cloud droplet concentrations, as documented by the statistics of cloud updrafts and in-cloud buoyancies.
The key result is the documentation of a small, on average, impact of droplet concentration on the cloud buoyancy above the freezing level. The microphysical piggybacking methodology allows direct comparison of in-cloud buoyancies in the same cloudy volumes and provides a stringent test of the dynamical basis of invigoration hypothesis in a way not possible previously. The cloud buoyancies above the freezing level differ little in pristine and polluted conditions because-as documented in simulations applying the IAB schemethe additional latent heating tends to be, on average, balanced by the increased condensate loading. In other words, model simulations show insufficient condensate off-loading above the freezing level, the key to the dynamical basis of the invigoration hypothesis of Rosenfeld et al. (2008) . This may change with the application of more sophisticated microphysical schemes that should be used in follow-up modeling studies. In those studies, simulations with the microphysical piggybacking methodology should be carried out by applying different modeling setups and with more sophisticated microphysics, such as the double-moment scheme, as applied in Morrison and Grabowski (2011) and Grabowski and Morrison (2011) , and bin microphysics, as applied in Fan et al. (2013) . We hope to present results of such investigations in the future.
