Background and Purpose-Prediction models for ischemic stroke outcome have the potential to contribute prognostic information in the clinical and/or research setting. The importance of diffusion-weighted magnetic resonance imaging (DWI) in the prediction of clinical outcome, however, is unclear. The purpose of this study was to combine acute clinical data and DWI lesion volume for ischemic stroke patients to determine whether DWI improves the prediction of clinical outcome. Methods-Patients (Nϭ382) with baseline DWI data from the Glycine Antagonist In Neuroprotection and citicoline (010 and 018) trials were used to develop the prediction models by multivariable logistic regression. Data from prospectively collected patients (Nϭ266) from the Acute Stroke Accurate Prediction Study were used to externally validate the model equations. The models predicted either full recovery or nursing home-level disability/death, as defined by the National Institutes of Health Stroke Scale, Barthel Index, or modified Rankin Scale. Results-The full-recovery models with DWI lesion volume had areas under the receiver operating characteristic curves (AUCs) of 0.799 to 0.821, and those without DWI lesion volume had AUCs of 0.758 to 0.798. The nursing home-level disability/death models with DWI had AUCs of 0.832 to 0.882, and those without DWI had AUCs of 0.827 to 0.867. All models had mean absolute errors Յ0.4 for calibration. Conclusions-All 12 models had excellent discrimination and calibration, with 8 of 12 meeting prespecified performance criteria (AUC Ն0.8, mean absolute error Յ0.4). Although DWI lesion volume significantly increased model explanatory power, the magnitude of increase was not large enough to be clinically important.
C linicians and researchers must frequently anticipate the potential outcomes of the patients they encounter. Prediction models for ischemic stroke outcomes have the potential to contribute prognostic information to the clinical and/or research setting. [1] [2] [3] Models that use CT infarct information have been limited by the fact that CT does not measure acute stroke infarct volume. For models that include acute clinical information and 1-week infarct volume, clinical and imaging information together predict outcome better statistically than does clinical information alone, 4 although the clinical relevance is less clear. The use of 1-to 2-week-old clinical information plus CT or magnetic resonance imaging variables has not demonstrated added value to the prediction. 5, 6 Because these data suggest that imaging information from the acute stroke setting may be most useful in the prediction of outcome, acute diffusion-weighted imaging (DWI) data have been considered as predictors. The magnitude of the contribution of acute DWI in predicting outcome, however, is unclear because the data are mixed. Several models have suggested the value of early DWI imaging in the prediction of recovery, 2,3 whereas others have not supported a strong relation. 7, 8 The purpose of this study was to combine acute clinical information and DWI data in 2 large acute stroke datasets to determine whether DWI improves the prediction of 3-month outcome: either full/nearly full recovery or nursing home-level disability/death. We hypothesized that the models with DWI would predict outcome better than the models without DWI. Additionally, we hypothesized that the models with DWI would be valid as determined by an area under the receiver operating characteristic curve (AUC) of Ն0.8 for discrimination and a mean absolute error of Յ0.4 for calibration when assessed in an external dataset (external validation).
Subjects and Methods

Study Population
The development dataset included subjects from the Glycine Antagonist In Neuroprotection (GAIN) Americas, 9 the GAIN International, 10 citicoline 010, 11 and citicoline 018 12 studies who had baseline DWI scans completed (determined by prespecified DWI designated sites). All patients had acute ischemic stroke (6-hour window for GAIN trials, 24-hour window for citicoline trials) and provided informed consent. DWI data were measured centrally with Cheshire software read by a single, masked reader (Dr Warach). Three-month outcomes in all studies included the National Institutes of Health Stroke Scale (NIHSS), Barthel Index (BI), and modified Rankin scale (mRS). A total of 106 subjects from the GAIN trials were included, 100 from citicoline 010, and 177 from citicoline 018. Because treatment with either the glycine antagonist gavestinel or citicoline did not have an effect on outcome, 9 -12 the treatment groups from all 4 studies were combined for this analysis.
The Acute Stroke Accurate Prediction (ASAP) 13 study was a prospective, observational study of consecutive acute ischemic stroke patients enrolled at the University of Virginia between May 2000 and August 2005. The goal of this study was to provide the prospective dataset for validation of the models described. In brief, eligibility required that patients were adult, had had an ischemic stroke with symptom onset within 24 hours, did not have a contraindication to magnetic resonance imaging, did not receive experimental therapy for the ictal event, and did not have confounding neurologic disease. Baseline clinical and DWI data were prospectively captured. Blinded 3-month follow-up information included NIHSS, 14 BI, 15 and mRS 16 as assessed by NIHSS-certified and experienced investigators. Follow-up was completed in November 2005. All patients were enrolled at the University of Virginia under the institutional review board-approved protocol, and informed consent was obtained in all cases. DWI volumes were assessed with Analyze software (Mayo Clinic, Rochester Minn) and read by 1 of 2 masked readers. The ASAP study was specifically designed as the prospective validation dataset for the models developed in the combined GAIN/citicoline dataset.
Model Variables
The independent variables for the models are shown in Table 1 . All variables were prespecified before the development or validation datasets were examined, based on previous analyses that had demonstrated strong relations with full recovery and/or devastating outcome. 1, 4 Age, NIHSS score, DWI volume, and time were used as continuous variables. The interaction term was the cross product of time to DWI and DWI volume. All other variables were dichotomized. All variables listed were retained in the internal and external validation schemes.
The dependent variables were prespecified and included excellent outcome (reflecting full or nearly full recovery) or devastating outcome (reflecting nursing home-level disability or death) as previously defined and measured by the NIHSS, BI, or mRS 1, 4, 17 (Table 1) . Each patient was assessed for excellent outcome and devastating outcome on each individual scale. In some cases, a patient was categorized as having an excellent outcome on 1 scale (eg, BI) but not on another (eg, NIHSS) and similarly for devastating outcome, because the 3 scales measure different outcomes. Baseline reliability was assured by a formal reliability protocol. Data quality was assured by using double data entry and a review of source documents in all cases of a discrepancy.
Missing Data and Exclusions
Seven subjects from the GAIN trials were missing time to DWI. In an attempt to maximize the data and because we assumed that these data were missing at random, time to DWI was imputed. Because the median time from DWI to study therapy initiation for the GAIN subjects was 1.05 hours, the time of therapy initiation minus 1 hour was imputed for these 7 subjects.
Patients in the ASAP trial who were missing DWI volume or all 3-month outcome data were excluded from the analysis. A total of 35 of the 301 subjects were excluded from all analyses. Thirteen were missing DWI volume (9 missing scans, 2 patients too large to be scanned, 1 could not tolerate scan, and 1 scan was unreadable), 8 subjects did not have strokes (1 hyperglycemia, 2 seizures, 2 transient ischemic attacks that resolved before enrollment, 1 migraine, 2 peripheral nerve conditions), 8 subjects withdrew before outcome assessment, 5 subjects had confounding neurologic or psychiatric disease (1 previous stroke with same deficit, 2 psychiatric conditions, 1 brain metastases, 1 Parkinson disease and multiple previous strokes), and 1 was lost to follow-up (incarcerated and prohibited from in-person or telephone contact). All missing DWI data were assumed to be missing at random. In addition, 5 subjects did not have 3-month NIHSS scores, and 22 subjects had NIHSS scores estimated by phone. All 27 of these subjects were excluded from the NIHSS score model analyses.
Statistical Methods
The models were estimated on the combined GAIN/citicoline dataset by multivariable logistic regression including all prespecified independent variables to predict each of the 6 clinical outcomes to create 6 equations. The models were then reestimated without the DWI variables to create 6 more equations. Internal validation was completed in the development dataset for all 12 models according to bootstrap techniques 18, 19 with resampling occurring 300 times. The model equations were then frozen and used with fixed coefficients to forecast outcomes in the ASAP dataset. Model performance was assessed by using measures of discrimination and calibration. Discrimination was determined from the AUC, which measures the ability of the model to discriminate between outcomes across the entire range of predicted probabilities. AUCs vary from 0.50 for a model that correctly predicts outcome no better than chance to 1.0 for a model that perfectly discriminates between the 2 outcomes. The prespecified AUC for acceptable discrimination was Ն0.8, which has been suggested as adequate for individual prediction. 19 Calibration was assessed from calibration curves that were created by calculating mean predicted and observed outcome rates by quintiles of the data. The prespecified acceptable absolute mean error for the calibration curves was Յ0.4. A likelihood ratio 2 statistic test 19 was used to compare the overall performance of the model with DWI versus the model without DWI for each pair in the estimation dataset. Analyses were done with SAS version 9.1 (SAS Institute, Cary, NC) or S-Plus Version 6.1 (Insightful Corp, Seattle, Wash). Simulation 
Sensitivity Analyses and Assessment for Potential Bias
To assess for a possible confounding effect by different experimental treatments in different clinical trials (either gavestinel or citicoline), the logistic-regression models were reestimated by adjusting for an additional indicator of different treatments. To assess for potential bias of those who were excluded from the ASAP trial for missing DWI data, withdrawal of consent, or loss to follow-up, we compared the demographic characteristics and baseline severity of those excluded against those included. To assess for potential bias of those in the ASAP trial who did not return for follow-up NIHSS score but who were assessed for the other outcomes (BI and mRS), we compared the demographic characteristics and outcomes of the 27 with missing NIHSS scores against the 239 who returned.
Results
A total of 382 subjects were included in the development (GAIN/citicoline) dataset and 266 in the validation (ASAP) dataset. Baseline characteristics for the 2 populations are shown in Table 2 . The 2 datasets were comparable for baseline demographic characteristics, including age, sex, race, and comorbid disease. The 2 datasets differed substantially, however, in stroke severity as assessed by baseline NIHSS score, DWI volume, and 3-month outcome. The difference in prestroke disability reflects the restriction of level of disability at enrollment by the GAIN and citicoline studies, and the difference in NIHSS score reflects the exclusion of mild strokes at enrollment by the GAIN and citicoline studies. The difference in time to DWI reflects the 6-hour window of the GAIN trials.
For all 6 models with DWI data, age, NIHSS score, and DWI volume consistently contributed the most to the models (PϽ0.05). Diabetes and tissue-type plasminogen activator (t-PA) treatment contributed significantly to some of the models. All variable odds ratios and 95% CIs are available in the supplemental Table I , available online at http://stroke. ahajournals.org.
The external validation results are shown in Table 3 . Five of the 6 models with DWI had an AUC Ն0.8. The sixth model missed this cutoff by the narrowest of margins (AUCϭ0.799). The models without DWI performed less well than did those with DWI data (Pϭ0.01 by the likelihood-ratio 2 test), although 3 of the models met the prespecified criteria and a fourth missed by a very narrow margin (AUCϭ0.798).
The calibration curves for models with DWI are shown in the Figure. The mean absolute error for each was Յ0.4, with the curves for the models with DWI more closely resembling perfect calibration. The models without DWI also had mean absolute errors Յ0.4 but were less well calibrated (data not shown). The model equation information is available in supplemental Table II , available online at http://stroke. ahajournals.org.
In the assessment of potential bias due to treatment effect, the Wald 2 test indicated that there was no overall treatment effect in the prediction of outcome. Compared with the reference group (control group), there was no evidence to indicate that the other treatment groups differed significantly, because all 95% CIs for the odds ratios included unity. The forecasts from equations that adjusted for possible effects of treatment were virtually identical to those without the adjustment variable.
Of the 35 validation dataset patients excluded from the analysis, 13 subjects did not have stroke. The 22 subjects with stroke who were excluded from analysis were compared with the analysis sample (266) to assess for bias, and no clinically or statistically relevant differences were found in demographic characteristics. Additionally, those subjects with a missing NIHSS score at 3 months were compared with those (23) 31 (12) Results are in n (%), unless otherwise specified. IQ indicates interquartile. *One patient had ictal stroke while undergoing DWI scan. †Nϭ239 for NIHSS outcomes in ASAP dataset. with the outcome, and no clinically or statistically relevant differences were found (data not shown).
Discussion
Prediction models including 5 commonly captured clinical variables plus DWI information are valid in predicting clinically relevant extreme 3-month outcomes in acute ischemic stroke patients, as demonstrated by our internal and external validation. Excellent outcome, which reflects full or nearly full recovery, is highly clinically relevant to patients and clinicians as well as in clinical research. Devastating outcome, which reflects nursing home-level disability or death, is also highly clinically relevant to all involved and generally reflects the outcome most feared by patients and loved ones. Five of the 6 models that included DWI performed at the prespecified level of success (AUC Ն0.8) for external validation, and the sixth had an external validation AUC of 0.799. The models without DWI performed less well.
Only the 3 devastating-prediction models without DWI met our prespecified requirement for discrimination, but 2 of the 3 excellent-outcome models had an AUC Ͼ0.79, suggesting very acceptable performance. Our data suggest that DWI does contribute to the prediction but that the magnitude of the contribution is actually quite small and may not be clinically relevant.
Conclusions regarding the prediction value of acute DWI information in ischemic stroke models have been mixed. Baird et al 2 validated a 3-point model including NIHSS score, DWI lesion volume, and time from stroke onset to imaging and demonstrated the added value of the imaging information. In a population of nonlacunar stroke patients, Thijs et al 3 demonstrated that DWI volume was an independent predictor of outcome in a multivariable analysis, whereas Wardlaw et al 8 did not find that DWI was an independent predictor of outcome in a mixed acute ischemic stroke population. Most recently, Hand and colleagues 7 also suggested that acute DWI information did not add to the prediction beyond that of clinical variables in a broad acute ischemic stroke population.
The 6 calibration curves for the models are shown. The solid line reflects ideal calibration, with predicted outcome exactly matching observed outcome. The dotted line reflects observed outcomes. The closer the observed outcomes are to the predicted outcomes, the better the calibration. In all 6 models, the mean absolute error was less than or equal to the prespecified cutoff of 0.4.
The small sample sizes used in the Wardlaw model (total Nϭ108) and the Hand model (total Nϭ82) and specifically the small number of least-frequent outcomes in the models likely limited the power to identify a relation. Our larger sample may have allowed the statistically significant result but again, without clear evidence of a clinically relevant improvement in prediction. Another consideration, as suggested by Bang and colleagues, 20 is that the lesion pattern and not the volume may be most predictive of outcome. Additionally, the differences in populations considered in the various studies may indicate a differential effect of DWI information in predicting outcome.
The lack of a substantial impact of acute infarct volume is somewhat surprising. The absence of localization data with infarct volume or the variability of time to DWI may have confounded the relation identified. Additionally, NIHSS score and DWI volume may be too closely correlated. NIHSS score and CT infarct volume at 1 week are known to be correlated (Spearman correlation 0.64), 5 as are baseline DWI and 24-hour NIHSS (Pearson's correlation 0.67), 21 and baseline NIHSS score and baseline DWI were correlated in both our development dataset (Spearman correlation 0.60) and our validation dataset (Spearman correlation 0.62), suggesting that the overlap between the 2 measures is likely contributing to the small magnitude of effect of DWI.
Stroke prediction models may be very clinically useful. The value of a validated prediction model may be evident to any clinician who has used the rule proposed by Levy et al 22 to predict outcome in a patient with hypoxic-ischemic coma and has become more apparent with the recent validation of individual prediction in transient ischemic attack patients. 23 These models allow the physician to capture individual information about a patient and project the probability of outcome to the patient, the family, and often to involved healthcare team members. In addition, such prediction models can be useful in clinical trial design for stratification or severity-adjusted analysis and may ultimately allow a more individualized approach to care. 24, 25 The strengths of our study include the large number of patients involved in both the development dataset and the validation dataset. The larger sample size allowed us to identify relations with greater power and precision. Also, the rigorous methods, including prespecified independent variables, avoidance of overmodeling, formally defined internal and external validation criteria, and the use of clinically relevant outcomes that are easily translatable to patients, families, and healthcare workers, all support our findings. In addition, our study included a multicenter, multinational development dataset, and the models were validated in a prospectively collected external dataset that included a broad stroke patient population, thereby increasing the generalizability of these models.
Limitations of this work include the fact that our numbers of devastating outcomes in the validation dataset were smaller than expected and may reflect selection bias. Although these models were validated, the calibration charts for these models demonstrate the lack of data available for a Ͼ60% likelihood (predicted or observed) of a devastating outcome. Some variability in the performance of these models in other datasets is possible. For this reason, it would be reasonable to validate the devastating models in a second validation dataset that included a much sicker acute stroke population to assess the discrimination and calibration in those highly likely to have devastating outcomes. Differences in baseline characteristics in the 2 populations likely reflect enrollment differences. Despite these patient selection differences, the models performed quite well in the validation dataset (a broader population), suggesting a potential increase in generalizability of the results. Our models also may not perform as well in the posterior circulation subset of stroke patients. Our analysis did not include localization data, and the development dataset had only a small percentage of posterior infarct patients, based on the eligibility criteria that were intended to capture large cortical infarcts. Perfusion data, growth of volume data, and other imaging data were not captured in these datasets. Each of these factors may have limited the models' ability to predict outcome. The possibility that gavestinel and/or citicoline had an effect on outcome cannot be completely dismissed. Both primary studies were negative for treatment effect and our analysis suggested no substantial treatment effect, but we recognize that a small treatment effect on outcome could have been missed by both analyses. In addition, we examined only the interaction between time to DWI and DWI infarct volume. Numerous other interactions could have occurred. The excellent discrimination of the models, however, suggests that any interaction effect that was missed is likely to be small. Because of our rigorous criteria for model development (limiting independent variables), other potentially contributing independent variables were not included. On the basis of our previous analyses 4 and the results of this current work, we suggest that any easily captured single acute stroke variable would not be likely to have a strong relation with outcome. Finally, a selection bias in the ASAP validation dataset is possible, because only 266 subjects of the 301 had complete data for analysis. The analysis for potential bias lends support to our assumption that the missing data were likely to have been missing at random and did not affect outcome. We recognize, however, that if these missing data were not missing at random, then bias could exist.
In summary, we have demonstrated and validated a strong predictive relation between 5 commonly collected clinical acute ischemic stroke patient variables with or without the addition of DWI data and 3-month outcome. Although addition of the imaging information was statistically significant, the addition of infarct volume information, time to DWI, and the interaction between the 2, on average, may not add a clinically significant improvement to the prediction. Challenges in capturing these imaging variables (eg, the interaction term), especially in the clinical setting, may limit the usefulness of these models without predeveloped software. For this reason and because the clinical models performed nearly as well, we anticipate that the models without DWI may be more useful in an acute stroke setting, in which there is no standardized infrastructure to consider the complicated relation between imaging information and 3-month outcome. These models have potential to inform both clinical and research decisions.
