Recurrence is a classical and basic concept in the study of dynamical systems. According to the 'recurrent frequency' (i.e., the probability of finding the orbit of an initial point entering in a neighborhood), many different levels of recurrent points are found such as periodic points, almost periodic points, weakly almost periodic points, quasi-weakly almost periodic points and Banach recurrent points [19, 38, 22] . In this paper we are mainly to search the existence on six new levels of recurrent points between Banach recurrence and general recurrence. Moreover, from the perspective of distributional chaos, we will show that five levels of the new recurrent points contain uncountable DC1-scrambled subsets.
Introduction
In classical study of dynamical systems, one fundamental problem in the study of dynamical systems is to consider the asymptotic behavior of the orbits. One of such important concepts is recurrence. Recurrent points such as periodic points, minimal points are typical objects to be studied. It is known that the set of recurrent points has full measure for any invariant measure under f by Poincaré recurrence theorem and minimal points set is not empty [34, 18] . A fundamental question in dynamical systems is to search the existence of periodic points. For systems with Bowen' specification property(such as topological mixing subshifts of finite type and topological mixing uniformly hyperbolic systems), the set of periodic points is dense in the whole space [32] . Further, many people pay attention to more refinements of recurrent points according to the 'recurrent frequency' such as almost periodic points(which naturally exists in any dynamical system since it is equivalent that it belongs to a minimal set), weakly almost periodic points and quasi-weakly almost periodic points and measure them [19, 38] . In [33, 21, 11] the authors considered various Banach recurrence and showed many different recurrent levels carry strong dynamical complexity from the perspective of topological entropy and distributional chaos. In present paper we aim to study the existence and complexity of points that are recurrent but not Banach recurrent.
Throughout this paper, let (X, d) be a compact metric space and f : X → X be a continuous map. Such (X, f ) is called a dynamical system. For any x ∈ X, the orbit of x is {f n x} ∞ n=0 , denoted by orb(x, f ). The ω-limit set of x is the set of all limit points of orb(x, f ), denoted by ω(f, x). In other words, a point y ∈ ω(f, x) if and only if the orbit of x enter infinite times in any given neighborhood of y. Let U, V ⊆ X be two nonempty open subsets and x ∈ X. Define sets of visiting time
x is non-wandering if
denotes the open ball with radius ε centered at x. It is known from the probabilistic perspective these two interesting sets with same asymptotic behavior have totally full measure (i.e., carrying full measure for any invariant measure). There is also a set with totally full measure [26, Theorem 2.5 on Page 120] such that for every point x in this set (called regular), In particular, such x is recurrent and moreover the probability of the orbit of x entering any neighborhood of x is positive (called weakly almost periodic in [38] ), that is, 
, Ω(f ) respectively. From the topological perspective it is known that any set with totally full measure characterizes the dynamical complexity of the whole space, e.g. carrying full topological entropy (i.e., having entropy as same as the whole space) by [8] so that the above six sets all have full topological entropy. A natural question is how about the complexity or chaotic degree in the gap-sets between
, Ω(f ). All of the gap-sets are invariant sets with totally zero measure. The complexity of (W \ R) and (QW \ W ) were described in [33, 11] , the complexity of (BR \ QW ) was described in [21, 11] and the complexity of (Ω \ Rec) ) was described in [16] for a large class of systems including all transitive Anosov diffeomorphisms. However, the complexity characterization of (Rec \ BR) is still unknown. In this paper our first main result is to show that the set of (Rec \ BR) carries distributional chaos of type 1 in any transitive Anosov system.
Theorem A. Let f : M → M be a transtive Anosov diffeomorphism on a compact Riemmanian manifold. Then the set of (Rec \ BR) contains an uncountalbe DC-1 scrambled subset.
Remark that the topological entropy on the set of (Rec \ BR) is still an open problem, since the technique used in present paper is constructed proof by induction which is not enough to estimate the entropy.
(1.4), (1.5), (1.6) are three different ways to characterize refined recurrence of recurrent points. Motivated by these ideas using density to describe the probability of one orbit entering one set, several new concepts were introduced in [16] to describe the place where one general orbit can go and then give many refined characterization of general orbits. Let S ⊆ N, definē These four concepts are called upper density and lower density of S, Banach upper density and Banach lower density of S, respectively, which are basic and have played important roles in the field of dynamical systems, ergodic theory and number theory, etc.. A set S ⊆ N is called syndetic, if there is N ∈ N such that for any n ∈ N, S ∩ {n, n + 1, · · · , n + N } = ∅.
For convenience, it is called ξ − ω-limit set of x or ξ−center of x. We also call ω B (x) to be syndetic center of x.
With these definitions, one can immediately note that
For any x ∈ X, if ω B * (x) = ∅, then we know that x satisfies one and only one of following twelve cases:
Theorem B. Let f : M → M be a transtive Anosov diffeomorphism on a compact Riemmanian manifold. Then the set of (Rec \ BR) contains points satisfying Cases (1')-(6'). Moreover, it contains five uncountalbe DC-1 scrambled subsets S i (i=2',3',4',5',6') such that for any x ∈ S i , x satisfies Case (i).
Note that this result is equivalent that it is stated for some f N . It is well known for any transitive Anosov system, there exists subsystem of f N for some large N such that it is topologically conjugated to a full shift with arbitrary many symbols so that we only need to give the proof for full shifts.
Theorem C. Given k ≥ 3, let (S k+1 , f ) be the k-th symbolic dynamical system equipped with shift operator. Then the set of (Rec \ BR) contains points satisfying Cases (1')-(6'). Moreover, it contains five uncountalbe DC-1 scrambled subsets S i (i=2',3',4',5',6') such that for any x ∈ S i , x satisfies Case (i).
Notations and Definitions
By P (X, f ) we denote the set of periodic points of the system (X, f ). By C(X, f ) we denote the measure center of the system (X, f ), which is the smallest invariant closed subset of X with full measure under any borel measure. By M (X) and M (X, f ) we denote the set of Borel measures and the set of invariant Borel measure on the measurable space X respectively. By S µ we deonote the support of the measure µ. By V f (x) we denote all the limit points of the set 1 n n−1
We review the definition of distributional chaos [31, 29] . Given a compact dynamical system (X, f ), for any positive integer n , points x, y ∈ X and t ∈ R define
where |A| denotes the cardinality of the set A. Let us denote by Φ xy and Φ * xy the following functions:
Both functions Φ xy and Φ * xy are nondecreasing, Φ xy (t) = Φ * xy (t) = 0 for t < 0 and Φ xy (t) = Φ * xy (t) = 1 for t > diam X. A pair of points (x, y) ∈ X×X is called distributionally chaotic of type 1 if Φ xy (s) = 0 for some s > 0 and Φ * xy (t) = 1 for all t > 0. A set containing at least two points is called a distributionally chaos scrambled set of type 1 (DC1-scrambled, for short) if any pair of its distinct points is distributionally chaos of type 1.
Given a postive integer k, by S we donte
By (S k , f ) we denote the k-th symbolic dynamical system and by f we denote the shift operator. A is called a finite word in S k if A = (a 1 a 2 · · · a n ) where 0 ≤ a i ≤ k − 1 and by |A| we denote the length of A. For any finite word A, by # k (A) we denote the number of k in the word A. For any two finite words A = (a 1 a 2 · · · a n ) and B = (b 1 b 2 · · · b m ), by AB we denote AB = (a 1 a 2 · · · a n b 1 b 2 · · · b m ). For any two finite words A = (a 1 a 2 · · · a n ) and B = (b 1 b 2 · · · b m ), A is contained in B if there exists a t such that a i = b t+i for any 1 ≤ i ≤ n and denote it by A ⊂ B.
Proof
In this section, we will prove Theorem C through a stronger statement. We firstly review the irregular set [27, 3, 15] and the regular set [12, 17] of a dynamical system (X, f ) respect to a continuous function ϕ on X. For a continuous function ϕ on X, define the ϕ − irregular set as
ϕdµ .
For any a ∈ L ϕ , define the level set as
Denote R ϕ = a∈Lϕ R ϕ (a), called the regular points for ϕ.
From the perspective of multifractal analysis, we state a stonger version of Theorem C.
Theorem D. Given k ≥ 3, let (S k+1 , f ) be the k-th symbolic dynamical system equipped with shift operator. Suppose that ϕ is a continuous function on S k and I ϕ (f ) = ∅, then for any a ∈ Int(L φ ), the recurrent level set of {x ∈ Rec \ BR | x satisf ies Case(i ′ )} contains an uncountable DC1-scrambled subset in I ϕ (f ), R ϕ (a) and R ϕ , respectively, i=2, 3, 4, 5, 6.
We will prove Theorem D by constructing an injective map T : S k → S k+1 , which maps any point satisfying Case (i) to a point satisfying Case (i') (i=1, 2, 3, 4, 5, 6). Moreover, T has some invariant properties in the view of invariant measure, Birkhoff ergodic average and distributional chaos. Proof. Suppose that x satisfies d(x, B ε (x)) > 0 for any ε > 0, which impies x ∈ Λ. There exists an increasing sequence {n k } such that
Then, we have for any δ > 0
On the other hand, by (1.4) we have µ({x ∈ Λ | d(x, B ε (x)) > 0, for any ε > 0}) = 1 for any µ ∈ M (Λ, f ). Moreover, µ({x ∈ Λ | d(x, B ε (x)) > 0, for any ε > 0}) = 1, which implies, for any µ ∈ M (Λ, f ), S µ is contained in the closure of {x ∈ Λ | d(x, B ε (x)) > 0, for any ε > 0}. Hence, by Lemma 3.1 we have C(Λ, f ) is contained in the closure of {x ∈ Λ | d(x, B ε (x)) > 0, for any ε > 0}. For any y ∈ S k we use Y n to denote the first n letters of y. The set of all finite words in S k is countable, so it can be denoted as {C 1 , C 2 · · · }. Let B n = C n Y n · · · Y n , where Y n repeats |A n | 2 times. Notice the fact that |B n | ≥ n|A n | 2 which will be used repeatedly in the proof. Define an injective map T : S k → S k+1 as T (y) := lim n→∞ A n , where A n+1 = A n B n A n and A 1 = (k). Meanwhile, we require |C n | = o(|A n |) as n → ∞. It is obvious that T is injective. This construction is mainly inspired by the constructions in [28, 20] . Proposition 3.1. For any y ∈ S k , we have ω B * (T (y)) = S k ω(f, T (y)) S k+1 .
Proof. Let x = T (y) and Λ = ω(f, x). Firstly, notice the fact that x contains all the finite words in S k , so we have S k ⊆ Λ. Hence, by Lemma 3.1 and 3.2 we have (T (y) ).
Secondly, We prove ω B * (x) ⊆ S k by contradiction. Assume z ∈ ω B * (x) \ S k = ∅. Further, by Lemma 3.2 we may assume d(z, B ε (z)) > 0 for any ε > 0. Without loss of generality, we denote z by z = (kz 2 z 3 · · · ) where 0 ≤ z i ≤ k and z 1 = k. Let {n i } i≥1 be all the indices that z ni = k and assume n i < n i+1 . Therefore, we have
On the other hand, we notice that y ∈ Λ = ω(f, x) which implies for any i there exists an integer m i such that σ mi (x) = (z 1 z 2 · · · z ni · · · ). By the construction of T ,
, so z ni only appears in A n . Assume (z 1 z 2 · · · z ni ) is contained in A pi B pi+1 · · · A qi , z 1 = k appears in A pi and z ni appears in A qi . Moreover, we assume q i is the smallest possible index. (It is obvious that p i < q i , otherwise q i will not be the smallest indice.) Since
Hence, we have
which is contrary to (3.1). Finally, S k ω(f, x) S k+1 which follows directly from x ∈ ω(f, x)\S k and (kkk · · · ) ∈ S k+1 \ω(f, x).
Then, we consider the generated measure of y and T (y) where y ∈ S k . Proof. By C(S k+1 ) we denote the set of all complex value continuous functions on S k+1 . Then (C(S k+1 ), · ) is a Banach space equipped with uniform norm. Assume {F n } is a dense countable subset of C(S k+1 ), then there exists a metric on M (S k+1 ) defined as
Without loss of generality, we assume F n = 1. The continuous module of F is defined as
Let j + |A n | + |C n | ≡ i mod n and 0 ≤ j ≤ n − 1, for B we have
Hence, for any F ∈ C(S k+1 ) and F = 1, we have
Therefore, for any N ≥ 0 we have
Let N → ∞, we have d(ν n , µ m ) = o(1) as n → ∞. Secondly, we want to show V f (x) ⊆ V f (y). It suffices to prove for any µ m exists ν n such that d(ν n , µ m ) = o(1) as m → ∞. We can choose n such that |A n | ≤ m < |A n+1 |. Set λ = |An| m , then µ m = λµ + (1 − λ)µ. where µ = µ |An| and µ = 1 m−|An| m−1 i=|An| δ f i (x) . As we do in the first part, we can obtain a similar estimate d(µ, ν n−1 ) = o(1) as n → ∞ which implies d(µ, ν n−1 ) = o(1) as m → ∞. Combined with the fact that d(ν n−1 , ν n ) = o(1) as m → ∞, finally we have d(ν n , µ) = o(1) as m → ∞. Then, we estimate d(ν n , µ). Let j + |A n | + |C n | ≡ i mod n and 0 ≤ j ≤ n − 1. We have
where A and B are equal to 0 if m ≤ |A n | + |C n |. For A we have
Therefore, for any N ≥ 0 we have lim sup
From the perspective of multifractal analysis, the regular set and the irregular set are invariant under T . Proof. We use the same notations as Proposition 3.2. Firstly, assume y ∈ I ϕ (f ) and x = T (y). By Proposition 3.2, for any increasing sequence {n k }, we have an incresing sequence {m k } satisfies d(ν n k , µ m k ) → 0 as k → ∞. Therefore,
Let n k = k, then we have lim sup
This implies x = T (y) ∈ I ϕ (f ). On the other hand, assume y ∈ R ϕ (a) and x = T (y). By Proposition 3.2, for any increasing sequence {m k }, we have an incresing sequence {n k } satisfies d(µ m k , ν n k ) → 0 as k → ∞. Therefore,
ϕdν n k = 0
Hence, we have lim sup
This implies lim n→∞ Proof. Let x andx equal to T (y) and T (ỹ) respectively. It suffices to prove that for any pstive integer t, Φ |An+1| xx (2 −t ) − Φ n yỹ (2 −t ) = o(1) as n → ∞. Let j + |A n | + |C n | ≡ i mod n and 0 ≤ j ≤ n − t, then we have
Set N = # i : f i (y) − f i (ỹ) < 2 −t , 0 ≤ i < n . Then we have
which implies
Hence, we have Φ 
