Abstract. We show in this work how the machinery of C 1 -approximate flows introduced in [6] provides a very efficient tool for proving well-posedness results for path-dependent rough differential equations on flows of the form
Introduction
Although it makes no doubt that the pointwise Markovian description of numerous physical systems given by ordinary differential equations on some state space provides an excellent approximate description of its evolution, many physical systems have characteristics whose internal states evolve along their history and influence their response to their environment. The monographs [1, 2] provides examples ranging from engineering and physics to biology. The seminal works of Ito-Nisio [3] and Kushner [4] on path-dependent stochastic differential equations took a mature form in the work of Mohammed [1] and others on stochastic functional differential equations. However, the classical setting of Ito integration used in these works appears as too narrow to handle a number of problems coming from numerous models in applied mathematics, involving for instance integrals with respect to Gaussian processes such as fractional Brownian motion.
The conceptual framework and tools developped by T. Lyons in his theory of rough paths [5] offer a flexible and convenient setting to give some meaning and study differential equations of the form (1.1)
for some sufficiently regular path-dependent maps V ,F and a driving signal X which can be far rougher than Brownian motion. Several approaches to rough paths and rough differential equations are now available. We shall use in this work the machinery of C 1 -approximate flows, developped in [6] to recover and extend most of the basic results on rough differential equations in a Banach setting. This will enable us to deal with systems with bounded and unbounded memory in an equal footing, proving well-posedness results for equation (1.1) under sufficient regularity conditions on the path-dependent maps V and F .
After recalling in section 2 the results on flows and C 1 -approximate flows proved in [6] , we dedicate section 3 to investigating the well-posedness problem for the equation on flows on R d , where h : [0, T ] → R is an α-Lipschitz real-valued path and X = X, X is a weak geometric p-rough path, with 2 p < 3 and α + 1 p > 1. The set of pathdependent vector fields considered in this work, and their regularity properties, are defined in section 3.1. We show in section 3.2 how one can define a natural C 1 -approximate flow from V , F and X, which leads, together with the results of section 2, to the well-posed character of equation (1.2) . This result comes with a number of corollaries: a convergence theorem for sequences equations with vanishing delay, sharp pathwise convergence rates for Milstein-types schemes, and large deviation results and support theorem for stochastic path-dependent differential equations, extending earlier results.
We extend these results to any weak geometric p-rough path, under the condition α+ Notations. We gather in the remainder of this introduction some notations which are used throughout the article.
• We denote by · ∞ the supremum norm over some fixed time interval [0, T ]. We also denote by c a constant whose value may change from place to place.
• Denote by (e 1 , . . . , e ℓ ) the canonical basis of R ℓ , seen as a subset of the tensor algebra T (∞) ℓ = n 1 R ℓ ⊗n over R ℓ -see for instance [5] . For a tuple I = (i 1 , . . . , i r ), write ℓ in its canonical basis.
• Given a Holder weak geometric p-rough path X, living in the step-[p] free nilpotent Lie group over R ℓ , denote by
ts , the logarithm in T
[p]
ℓ of X ts (1.3) exp Λ ts = X I ts e I = X ts , for all 0 s t T ; it takes values in the finite dimensional step-[p] free nilpotent Lie algebra over R ℓ . Notice that since Λ is polynomial in X, it is a continuous function X.
Flows and C 1 -approximate flows
Following earlier works of Lyons [5] and Gubinelli [7] , Feyel and de la Pradelle introduced in [8] a notion of almost-additive function, with values in a Banach space E. These are E-valued functions µ defined on the simplex (s, t) ∈ [0, T ] 2 ; s t , and such that we have
for some positive constants c and γ > 1, and all 0 s u t T . A function µ for which the above left hand side is identically null gives the increments of another E-valued function ϕ defined on the interval [0, T ], in the sense that µ ts = ϕ t − ϕ s , for all 0 s t T . Feyel and de la Pradelle show that one can associate to any almost-additive function µ a unique function ϕ : [0, T ] → E, whose increments are close to µ, in the sense that the inequality
holds for some positive constant c, for all 0 s t T . Thinking for instance of µ ts as f s g t − g s , for two real-valued functions f and g, respectively α and β-Hölder continuous, with α + β > 1, the function ϕ given by their theorem is the well-defined Young integral • 0 f s dg s ; see [9] .
Feyel, de la Pradelle and Mokobodzki gave in [10] a multiplicative extension of that result, well-adapted to Banach algebra-valued maps µ, but not flexible enough to construct some large classes of flows. The notion of C 1 -approximate flow introduced in [6] provides a convenient and flexible different extension of their result, taylor made to construct flows of maps on Banach spaces. We give here a simplified definition of a C 1 -approximate flow sufficient for our needs in that work. Recall that a flow is a family ϕ ts 0 s t T of maps from R d to itself such that one has ϕ tu • ϕ us = ϕ ts , for all s u t. Definition 1. A C 1 -approximate flow is a family µ ts 0 s t T of C 2 maps from R d to itself, depending continuously on (s, t) in the topology of uniform convergence, such that
and there exists some positive constants c 1 and γ > 1, such that
The following statement, proved in [6] , provides a flexible tool for constructing flows from C 1 -approximate flows, while generalizing the above mentionned result of Feyel-de la Pradelle to the non-commutative setting of C 2 maps on R d . It holds more generally on any Banach space under weaker conditions on µ than in definition 1. This result was used in [6] to recover and extend in a simple way most of the basic results on rough differential equations driven by weak geometric rough paths: a well-posedness result for rough differential equations on flows was proved in a Banach setting, giving back and extending some results for classical rough differential equations, and leading to a Peano existence theorem under minimal regularity conditions on the driving vector fields. Higher order Euler expansions and non-explosion under linear growth conditions on the vector fields were also proved; an application to some stochastic rough differential equation of mean field type was also given.
Path-dependent rough differential equations
We show in this section how the machinery of C 1 -approximate flows recalled in section 2 can be used to give some meaning and solve some path-dependent rough differential equations of the form
where h is an α-Hölder real-valued path, X is a Hölder weak geometric p-rough path, with 2 < p < 3 and α+ 1 p > 1, and V and F = V 1 , . . . , V ℓ are path-dependent vector fields over R d . Our approach consists, as in [6] , in associating to (s, t), h, X and V , F, an ordinary (path-dependent) differential equation whose time 1 map µ ts will be shown to define a C 1 -approximate flow with the awaited Euler expansion. The unique flow associated to µ by theorem 2 will be said to be the solution to the path-dependent rough differential equation (3.1) . Some regularity conditions on the path-dependent vector fields V, V 1 , . . . , V ℓ are needed to make that approach work. We define them in section 3.1, introducing a new notion of fine-differentiability. The above program for solving equation (3.1) is run in section 3.2.
3.1. Path-dependent vector fields on R d . Set 
• It is said to be Lipschitz if it satisfies the inequality
for some positive constant λ, for all y [0,a] and z [0,a] in P, and any 0 a T . It is said to be strongly Lipschitz if we have
for some positive constant and all y [0,a] and z [0,b] in P, with 0 a, b T .
• It is said to be of class C k if its restriction to each space
If V is bounded and C k , for some k 1, with bounded Fréchet derivatives F (1) , . . . , F (k) , we define its norm to be
with F (0) standing for F itself. We denote by C k b the set of maps for which F C k is finite. As expected, a path-dependent vector field V is Lipschitz if V is C 1 , with a bounded derivative. The restriction to C [0, 0], R d of a C k path-dependent vector field is naturally identified with a C k vector field on R d . The following examples of path-dependent vector fields are commonly encountered in applications:
for some R d -valued function f on R d n , for n 1, and r 1 , . . . , r n either non-negative constants or non-negative functions of a; Given a path y [0,a] ∈ P and a path-dependent vector field V , set
For a C 1 path-dependent vector field W , set
this definition coincides with the usual differentiation when a = 0 and the path y [0,0] is identified with the point y 0 of R d . We adopt this definition of V W rather than the traditional
since the latter depends on the whole path V y Write D • W for the linear map V → V W . We define the bracket of V and W to be
if V is also a C 1 path-dependent vector field; this definition is coherent with the usual definition of the bracket for a = 0. It is well-known that if V is Lipschitz then the path-dependent ordinary differential equation (3.6)
on the time interval [0, T ], has a unique solution which defines a C k function of y 0 if V is of class C k . As in the classical setting, if V depends continuously on some parameter λ, in the sense that the
is continuous, then the solution y • to equation (3.6) depends continuously on λ in · ∞ -norm.
Given a Banach space E, denote by L(P, E) the set of continuous linear maps from P to E, and identify L P, L(P, E) to L P ⊗2 , E , with a similar meaning for L P ⊗n , E , for n 2.
Definition 4. A map F from P to some Banach space E is said to be finely-C 1 if there exists a continuous map
holds for any
If F is bounded and finely-C k , for some k 1, with bounded derivatives F {1} , . . . , F {k} , we define its norm to be
and we say that F is finely-
where ∂ i stands for the differential with respect to the i th coordinate, while in example (3.3) we have
is also finely-C 1 .
Remark that the restrictions to 
for any y ∈ R d and W (y) ∈ R d . They do not commute in general: (DF ) ′ = D(F ′ ). Also, for a map F which is both Fréchet differentiable and finely differentiable, with F ′ Fréchet differentiable, we have for any
Note that if an R d -valued path-dependent vector field V over R d is finely-C 1 and f : R d → R is of class C 2 , then the map V f : P → R, defined by the formula
is finely-C 1 , and we have
for any y • ∈ P 1 . Note also that if V is C 1 and W is another finely-C 1 path-dependent vector field over R d , then (3.10)
3.2. Path-dependent rough differential equations. Let V, V 1 , . . . , V ℓ be paths dependent vector fields over R d , and X = (X, X) be a Holder weak geometric p-rough path, with 2 p < 3, defined on the time interval
We make the following regularity assumptions on the path-dependent vector fields V, V i .
(H1) Regularity assumptions -The drift vector field V is stronly Lipschitz and C 2 b . -The V i 's are strongly Lipschitz and have finite · -norm, as defined by the formula
The path-dependent vector fields introduced in examples (3.2) and (3.3) satisfy these assumptions provided f or g are sufficiently regular, with bounded derivatives.
Given 0 s t T , define µ ts : R d → R d , as the well-defined time 1 map associated with the ordinary path-dependent differential equation
As noted above, the identification of the restriction to C [0, 0], R d of V and V i with vector fields on R d gives their classical meaning to the expressions
Proposition 5. There exists a positive constant M depending polynomially in V C 2 and the V i 's, such that we have
for any real-valued function f of class C 3 on R d , and any 0 s t T .
The proof is based on the following elementary inequality (3.13)
for some constant c depending only on h. Write A ts for the antisymmetric part of the matrix X ts . From equation (3.11), we have for any function f : R d → R, of class C 3 , the identity
where
We used here the fact that X is weak geometric, so the symmetric part of X ts is 1 2 X ts ⊗X ts ; formula (3.7) was also applied to V i f .
Proof -The first term in ǫ f ts (x) is seen to be bounded above by
using inequality (3.13) and the strong Lipschitz character of V . Using (3.13) and the fact that the V ′ i are C 1 , with bounded derivatives, to deal with the second and third terms in ǫ f ts (x), we see that
Note that under the regularity assumptions (H1) on the vector fields V and V i 's, the map ǫ f ts is differentiable and we have (3.15)
for all f ∈ C 4 b and x ∈ R d , where M ′ depends polynomially on V C 2 and the V i 's. Theorem 6. The family of maps µ ts 0 s t T is a C 1 -approximate flow which depends continuously on (s, t); X, V, V i , in the topology of uniform convergence, with respect to the product topology associated with the rough path metric and the metrics · C 2 and · .
Proof -The family µ ts 0 s t T is made up of functions of class C 2 , as a direct consequence of classical results on the dependence of solutions to ordinary differential equations with respect to parameters, as recalled above. These results also imply the continuous dependence of µ ts on (s, t); X, V, V i . To show that µ ts 0 s t T has the C 1 -approximate flow property (2.2), write, for 0 s u t T ,
and expand each term, so as to get for µ tu µ us (x) the expression
Pairing terms together we see that
as a consequence of (3.12), (3.13) and the Lipschitz character of V , for some constant M which depends polynomially on V C 2 and the V i 's. To estimate
we use (4.5) for the two terms of the form ǫ Id ba (x), and the regularity assumptions on V and the V i 's to get some obvious estimates for
The terms X i tu D x ǫ V i us are dealt with using formula (3.10) and the regularity assumptions on the V i 's, which were taylor made to handle that term. This gives an upper bound of the form
where the constant M depends polynomially on V C 2 and the V i 's. So far, we have only used the fact that the V ′ i are C 1 b , rather than C 2 b , as assumed. This stronger requirement is made to ensure that the decomposition (2.1) for D x µ ts holds, as given by identity (3.14) applied to the identity as function f ; it follows that the family µ ts 0 s t T is indeed a C 1 -approximate flow on R d .
Write F for the collection V 1 , . . . , V ℓ . Definition 7. A flow (ϕ ts ; 0 s t T ) on R d is said to solve the path-dependent rough differential equation
if there exists a constant γ > 1 independent of X and two possibly X-dependent positive constants δ and c such that 
, where the constant M depends polynomially on V C 2 and the V i 's, so we have
for any partition π ts of (s, t) ⊂ [0, T ] with mesh π ts δ, as a consequence of inequality (2.3). These bounds are uniform in (s, t), for X in a bounded set of the space of weak geometric p-rough paths and V, V i 's in · C 2 / · -bounded sets. As each µ πts is a continuous function of (s, t); X, V, V i by theorem 6, the flow ϕ depends continuously on (s, t); X, V, V i .
Corollary 9 (Vanishing delay). Suppose V λ converges to V in C 2 b and the V λ i 's converge to V i in · -norm, as λ tends to ∞. If V y [0,u] and V i y [0,u] depend only on y u , for all 0 u T , then the solution flow ϕ λ to the path-dependent rough differential equation
converges uniformly to the solution flow ϕ of the classical, "Markovian", rough differential equation on flows
This corollary applies in particular to path-dependent vector fields of the form (3.2), with delays r 1 , . . . , r n uniformly bounded above by a constant o λ (1), providing a generalization to our setting of the results of Ferrante and Rovira [12] on stochastic differential equations with delay driven by a fractional Brownian motion.
Remarks 10.
(1) The setting developped in this work is different from the classical setting of stochastic functional differential equations, as developped for instance in the works of Mohammed [1] . The main difference is that by taking initial conditions of the form x 
where W is a Brownian motion defined on some probability space Ω, F, F t 0 t T , P ; the notation F t 0 t T stands here for the completed filtration generated by W . This equation has a unique strong solution started from any given point x 0 ∈ R d , under sufficient regularity assumptions on V and the V i 's; see for instance [13] . Given any C 2 b real-valued function f on R d , it turns the process
into a martingale. The latter property characterizes uniquely the solution process
Assume now that V and the V i satisfy the regularity assumptions (H1), and let X = (W, W) denote the Brownian rough path above W , and ϕ stand for the solution flow to the path-dependent rough differential equation
as defined above. Setting y t = ϕ t0 x 0 , it follows from (3.12) and (3.17) that we have
for some constant c(X) depending polynomially on the Hölder norm of the rough path X; so it defines an integrable random variable. Set s i = s + i n (t − s), for 0 i n − 1 and n 2. As
as n goes to ∞, it follows from the upper bound (3.21) that
is indeed a martingale, so the path y • constructed from the solution flow to the rough differential equation (3.20) coincides with the classical strong solution to the Stratonovich equation (3.19) .
As illustrated in the recent work [14] of Shevchenko, one can solve uniquely some path-dependent Itô stochastic differential equation of the form
where W is a Brownian motion and Z an α-Hölder process, with α > 1 2 , under weaker assumptions on the path-dependent vector fields than assumptions (H1). Although one can still get some control on the solution process in this setting, one looses the crucial continuity property of the solution map associating x • to W • . On the other hand, the continuity of the Ito-Lyons map
given by theorem 8, provides for free a support theorem for the distribution of the solution ϕ to equation (3.16) , and a large deviation principle for its "small noise" counterpart
where X ǫ is the rough path associated with ǫW , as direct consequences of the support theorem for X and the large deviation principle for X ǫ in rough path topology. See [15] for earlier results in that directions, and the book [16] for an account of these point for classical rough differential equations. Note however that strong regularity assumptions on the vector fields V, V i are needed to get the continuity of the ItoLyons map. The pathwise nature of our approach to stochastic path-dependent differential equations, as developped in this section, makes it possible to deal with non-adapted random path-dependent vector fields and initial conditions, which is hard to do in the classical Ito-Skorokhod setting. 4. Path-dependent rough differential equations driven by general Hölder weak geometric p-rough paths
Following [6] , we show in this section how the above results of section 3 on pathdependent rough differential equations driven by a (Hölder weak geometric) p-rough path, with 2 < p < 3, can easily be adapted to deal with path-dependent rough differential equations driven by any Hölder weak geometric p-rough path, for any 2 < p < ∞.
We work in this section with path-dependent vector fields V, V 1 , . . . , V ℓ over R d , satisfying the following regularity assumptions.
(H2) Regularity assumptions.
-The path-dependent drift vector field V is strongly Lipschitz and C 2 b .
-The V i 's are strongly Lipschitz and have finite · -norm, as defined by the formula 
Given 0 s t T , let µ ts be the well-defined time 1 map associated with the path-dependent ordinary differential equation
Note that this equation reduces to equation (3.11) of section 3, when 2 < p < 3. Set γ = min
Proposition 11. There exists a constant M depending polynomially on V C 2 and the V i 's, such that the inequality (4.2)
holds for any real-valued function f ∈ C [p]+1 , and any 0 s t T .
The proof of this proposition and the next one are based on the elementary identity (4.3) below, obtained by applying repeatedly the identity
and by separating the terms according to their size in |t − s|. Given some tuples I 1 , . . . , I k , with 2 k [p], and a real-valued function f of class C [p]+1 , define inductively
for any C 1 path z [0,u] , starting with formula (3.9). Since the two differentiation operations D and ′ on path-dependent vector fields coincide on 
We denote by ǫ f ; n ts (x) the sum of the last four lines, made up of terms of size at least |t − s| γ . In the case where n = [p], the terms in the second line involve only some tuples I j with |I j | = 1, so the elementary estimate Theorem 12. The family of maps µ ts 0 s t T is a C 1 -approximate flow which depends continuously on (s, t); X, V, V i , in the topology of uniform convergence, with respect to the product topology associated with the rough path metric and the metrics · C 2 and · .
Proof -As in the proof of theorem 8, it is elementary to see that µ depends continuously on (s, t); X, V, V i . To see that it is a C 1 -approximate flow, we first use formula (4. We deal with the term h t − h u V µ us (x) using (4. it is then straightforward to use the identities exp Λ us = X us and X ts = X us X tu , to see that µ tu µ us (x) = µ ts (x) + ǫ ts (x), with a remainder ǫ ts with a C 1 -norm bounded above by M 1 + X γ 2 |t − s| γ . We see that µ ts is a C 2 b perturbation of the identity using (3.14) applied to the identity as function f . as in definition 7, theorems 2 and 12 imply, as in section 3, the following well-posedness result, which contains theorem 8 as a special case. Its proof is identical to the proof of theorem 8 given in section 3.
Theorem 13 (Well-posedness). Let X be a Hölder weak geometric p-rough path, with 2 < p < ∞, and V, V i be path-dependent vector fields satisfying the regularity assumptions (H2). The path-dependent rough differential equation
has a unique solution flow; it depends continuously on (s, t); X, V, V i , in the topology of uniform convergence, with respect to the product topology associated with the rough path metric and the metrics · C 2 and · .
Corollary 9 on path-dependent rough differential equations with vanishing delay and remark 10 (2) on the speed of convergence of the associated Milstein schemes apply here as well.
Remark 14. Tindel and Torreccila have pushed in [22] their machinery of extended controlled paths, with delayed areas and related multiple integrals, to deal with delayed rough differential driven by fractional Brownian motion with Hurst index greater than 
