We present a multiresolution transform-based method for the extraction of moving filament trajectories from single molecule motility data. Noise-corrupted fluorescence image series are denoised using the multiscale median transform and trajectories are detected in the denoised data set. The presented method reduces noise more efficiently than 2D-anisotropic diffusion and several wavelet based techniques. Fibre trajectories are extracted by segmentation of the denoised image stacks and non-crossing trajectories are unambiguously identified combining the information of 2D (XY) and 3D (XYT) segmentation. The algorithm is applied and evaluated using experimental data sets -image sequences of fluorescently labeled F-actin molecules and their 2D-trajectories on a myosin coated surface. This so-called 'motility assay' is used to analyse kinetics, biochemical regulation and pharmacological modulation of these biologically relevant molecules. The presented method improves signal-to-background discrimination, facilitates filament identification and finally, may contribute to significantly improve the performance of this assay.
INTRODUCTION
Single molecule imaging techniques have attained an important position in the spectrum of biophysical techniques in general and in particular, in the biomedical imaging area. Of special interest are optical measurements with real-time resolution that allow visualization and quantitative analysis of biologically important molecular processes. An important and well studied example is the actin-myosin 'in vitro' motility assay where the interaction of the motor proteins actin and myosin can be studied in a controlled setting with reduced complexity compared to the 'whole cell' situation 1 . In this assay, fluorescently labeled actin filaments slide over a myosin-coated surface, e.g. a glass cover-slip, and the motion is visualized and recorded using fluorescence microscopy and a CCD camera. The assay is used to analyse molecular forces and filament sliding velocity under different physiological conditions 2 . The acquired image sequences display the typical properties and limitations imposed by epifluorescence microscopy imaging systems, i.e. blurring by the microscope point spread function (PSF), intrinsic intensity fluctuations due to the statistical nature of the fluorescence process and CCD detector noise. The recorded data volumes tend to be large and differences in experimental results can be subtle. In order to obtain reliable statistical results, sufficiently large data sets have to be processed, and this calls for a largely user-independent, reproducible data analysis procedure. In order to extract the filament sliding velocity in an automated or semi-automated fashion, several conceptually different image processing strategies have been employed.
1. The first approach combines filament segmentation and tracking: fluorescent filaments are detected against the background fluorescence signal and are then tracked across all images. Sliding velocities are calculated from the filament centroid dynamics 3 . 2. An alternative to centroid tracking is model-based fitting. Given a filament model inspired by structural and biophysical data, the filament morphology at each time is fitted with the model function (e.g. a Gaussian) and the temporal dynamics of the model parameters provide the velocity estimate. Theoretically, due to their analytical nature, these methods can provide a sub-pixel resolution 4 . 3. The so-called structure tensor method differs fundamentally from the previous two methods: sliding velocity distributions are computed directly from the orientation of 3D structures in the XYT image stack 5 . The technique involves noise estimation, calculation of the 3D gradients and determination of the optical flow if the solution of the eigenproblem for the local structure tensor is solved. As the structure tensor approach avoids the segmentation and tracking problem, the algorithm returns the velocity distribution for a given sequence instead of individual filament trajectories and their respective velocities.
The performance of all these algorithms can be optimized using one or more data pre-processing procedures. For a formal inversion of the image formation process, possible image restoration tools include noise estimation / noise reduction and deconvolution. Here, we focus on noise estimation / noise reduction using multiresolution transforms and anisotropic diffusion. These methods are not only evaluated in terms of the achieved noise reduction but also with respect to simplicity and computation-time efficiency. Finally, we present an easy-to-implement method for the separation of crossing filament 3D trajectories based on combined 2D/3D segmentation.
METHODS

Low-pass filtering
As it has been reported before, low-pass filtering (e.g. binomial, moving average or median 'smoothing') not only removes background fluorescence noise but also attenuates the peak intensities of actin filaments and can thus compromise filament detection 6 . A frequently observed negative effect of amplitude attenuation is the fragmentation of the filament structure after thresholding of the low-pass filtered image. The probability of erroneous fragmentation increases with decreasing signal-to-noise ratio (SNR). Moreover, low-pass filtering further increases PSF induced highfrequency loss and thus produces an additional blurring of the image.
2D Anisotropic diffusion
Anisotropic diffusion is an edge preserving low-pass filtering algorithm 6 . Computation of the 2D structure tensor identifies significant edge structures in the processed image. A locally determined filter kernel directs the smoothing process (pixel intensity diffusion) along these edges and restricts diffusion across these edges. The resulting images show an increased SNR with limited blurring of filament edges. It has been shown that this algorithm can significantly improve the performance of the structure tensor based velocity determination 6 . However, this iterative algorithm requires the adjustment of the maximum iteration number and several other parameters by the user and, as an iterative procedure, is not as fast as one-step procedures. We have implemented this algorithm using 'edge-enhancing' diffusion and optimized Sobel filters 6 .
Multiresolution (MR) transforms
MR algorithms are well studied tools for image restoration, denoising and compression 7 . The complete image information is distributed across several resolution levels (scales) and the intended data processing task, e.g. noise estimation, feature detection, can be performed across all or only on selected scales. MR algorithms are closely related to wavelet transforms. Wavelet transforms are highly efficient tools for the localization and representation of point-like singularities. It has been observed, however, that these transforms do not perform well in the representation of 1D singularities, e.g. image edges. This problem can be overcome by second generation wavelet transforms such as ridgelet and curvelet transforms. If
represents a 1D wavelet basis function, a 2D ridgelet is given by
is constant along lines with normal vector )) sin( ), (cos( θ θ and (perpendicular) distance r with respect to the origin, ridgelets are constant along these lines and display a wavelet (ψ -like) shape perpendicular to this orientation. The discrete curvelet transform (DCLT) is a multiresolution extension of the ridgelet transform 8 . As overcomplete (redundant) MR transforms, in contrast to orthogonal transforms, are often more efficient in signal denoising, we have implemented the following overcomplete MR algorithms:
1. The à trous implementation of the redundant 2D discrete wavelet transform (rDWT) using a cubic b-spline basis function 9 . 2. The discrete curvelet transform (DCLT) was implemented as previously described 8 . The wavelet transform used in the algorithm is the 1D analogue to the rDWT described above. 3. The multiscale median transform (MMT): inspired by linear multiresolution algorithms such as the 'à trous' wavelet transform, the MMT uses median filters of increasing size to proceed from scale j to scale 1 + j 10 .
Iterated smoothing of the signal with median filters of increasing size leads to 'coarse' signal representations: The signal 'details' contained between the coarse levels are computed as follows:
. After the computation of J resolution levels, the complete image information is stored in the set { }
. The procedure is graphically represented for 2 = J scales in Figure 1 .
Denoising
Denoising is achieved by either hard or soft thresholding of the detail coefficients as described before 7, 11 . Let
denote the detail coefficients at scale j obtained from the 2D MR transform and let is used for (i) hard-thresholding:
; or (ii) soft-thresholding:
, where τ is a user provided denoising parameter (usually 2-5). Finally, the denoised image 
Filament detection
After MMT denoising of each frame in the original image sequence, actin filaments are detected in the denoised frames by applying a simple threshold criterium calculated from the background statistics of the denoised frame (mean µ , standard deviation SD ) -the threshold used here is
. The result is a binary image stack t I (
that is passed to the segmentation procedure. The signal-to-noise ratio (SNR) of denoised images is defined using the filament detection mask. Defining the pixels constituting the detected filaments as 'signal pixels' (mean S µ ) and the remaining pixels as 'noise pixels' (mean N µ , SD N σ ), SNR is defined as ( )
Segmentation
To detect 3D (XYT) trajectories, all 3D connected structures are initially labeled. A pixel is connected to a 3D structure if at least one of its six neighbours forms part of that structure. Then, all structures shorter than 5 stack slices are deleted (see below). At this stage, the stack still contains many crossing trajectories impeding a robust identification of individual trajectories. The crossing of two trajectories is identified as follows: each frame t I of the image sequence is .
The mapping for any other filament shown is exactly one-to-one. Testing 3D-connectivity in the reduced stack for all pairs of regions yields the crossing trajectories (details, see text).
segmented in 2D and yields a set of 2D connected regions { } Figure 2) . It is important to note that only regions connected to i R or j R can yield segments that extend over both frames of the reduced stack. Therefore, in the following, only segments including both frames are processed further. Non-crossing trajectories yield segments that include both frames while crossing trajectories yield only a single 3D connected structure. This fact is illustrated in Figure 2 . Among all possible pairs of . Using this criterion, the 'merged' region 3 R in frame 1 + t I is identified as the trajectory crossing point and can be eliminated in the segmented stack. Application of the same algorithm backwards through time eliminates regions of 'splitting' trajectories. Given a minimum filament velocity of ~2µm/s, the crossing of two filaments often involves more than one (but less than five) frames. Therefore, finally, trajectories shorter than 5 slices are deleted.
Image processing code was written in IDL6.0 (RSI, Boulder, CO, USA). Parts of the free source code package MR/4 (http://www.multiresolution.com) were adapted and speed-optimized for the implementation of the DCLT. Image sequence analysis was carried out on a PC, Pentium4 CPU, 2.6GHz, 1GB RAM.
Aniso. Duff. 
Experimental data
Rabbit skeletal muscle actin, myosin and heavy meromyosin (HMM) were obtained as described before 1 . Actin was fluorescently labeled using rhodamine phalloidin (R-415, Molecular Probes, Eugene, Oregon, USA) and motility assay flow cells with an approximate volume of 12µl were constructed on top of glass cover slips coated with nitrocellulose. Fluorescence excitation was achieved with a 200 W mercury arc lamp and flow cells were observed using a 1.4NA 100x oil immersion objective (Leica PL APO) on an inverted microscope (DM IRBE, Leica Microsystems, Mannheim, Germany). Fluorescence signals were collected at 10 frames/second with a CCD camera (PCO sensicam, PCO, Kelheim , Germany), digitized with 12bit resolution and stored as an image sequence in TIFF format. The described algorithms were carried out on image sequences with 100 frames, each 
RESULTS
Data pre-processing & denoising
In order to illustrate the properties of denoised experimental fluorescent images, Figure 3 shows representative results obtained from processing the frame shown in Figure 1 (inverted color table) . In the upper left corner, the denoising result obtained after 20 iterations of the 2D anisotropic diffusion filter is shown. The SNR with respect to the original image is improved (SNR from 6.7 to ~9) and it can be seen that the edges of the filaments are well preserved. To the right, the result of DWT denoising is shown. The image was decomposed in four wavelet scales and the wavelet coefficients were soft-thresholded (
) before reconstruction. Noise removal is very efficient (SNR~36) but it can be observed that approximation of linear and curved filament structures with isotropic 2D wavelets introduces artefacts and that wavelet coefficient thresholding tends to fragment these elongated structures. A more efficient representation of these structures is achieved with curvelet basis functions as observed in the result obtained with DCLT denoising (SNR~16). Four wavelet scales were used for the DCLT algorithm and the coefficients were hard-thresholded (
). DCLT basis functions approximate actin filament structure using fewer coefficients, i.e more efficiently. Finally, MMT denoising (four scales, soft-thresholding, 5 = τ ) achieves the highest SNR (~64) and simultaneously preserves filament structure. Filaments were detected in all four pre-processed images and the result is displayed in the right column of Figure 2 . All methods reliably detected the relevant filament structures. If the detected regions are examined more closely, however, it can be observed that the MMT denoised image optimally reproduces the detailed structure of the filaments. This can be seen, for instance, in the case of the rotating filament in the lower third of the analysed image.
Segmentation
We applied MMT denoising to a complete stack of 100 images followed by the trajectory segmentation procedure described above. As the density of sliding filaments in the assay is considerably large, many crossing trajectories are likely to occur. An initial 3D region labeling analysis showed a total of 52 3D connected trajectories. Deletion of short trajectories (<5 frames) decreased this count to 14. Visual inspection of the image sequence showed that almost all trajectories contained the paths of several individual filaments crossing at least once during the acquisition period. Application of the proposed segmentation algorithm led to the identification and deletion of 43 crossing or splitting 2D regions (one is shown in Figure 2) . As a consequence, the total number of 3D trajectories increased to 76. Subsequent exclusion of short trajectories (<5 frames) gave the final count of 47 trajectories. Visual control confirmed that the set of excluded trajectories contained the short paths between crossing and splitting events where two (or more) filaments overlap. Exclusion of these paths is advantageous as velocity estimation in these regions is likely to yield erroneous results. During the crossing period, moreover, the upper actin filament is partially detached from the myosin surface and interacts in an unknown way with the lower filament. Therefore, these more complex interactions should be considered an additional class of events and can be safely removed for an analysis of the actin-myosin interaction. The remaining excluded regions consist of fragmented trajectories of filaments either undergoing several crossings in a short time period or filaments leaving the imaging frame. The total signal mass (voxel count) after application of the procedure is reduced to approximately 79%. Control analysis by a human observer yields that result that all crossing trajectories were correctly identified and none was missed. In Figure 4 , the result of the segmentation procedure is shown as a 3D isosurface representation of the isolated trajectories. These can be further processed by any of the aforementioned methods for motion analysis to extract velocity profiles for individual filaments and their distributions. 
DISCUSSION
We conclude that different pre-processing algorithms can lead to an efficient reduction of image noise. Edge preserving filtering is especially useful when the data consists of long, curved filament structures. Anisotropic diffusion filtering is a powerful tool to achieve this goal, however, the number of adjustable parameters and the iterative nature of the algorithm limit the overall processing speed and simplicity. While both, curvelet and MMT denoising, provide useful alternatives, the MMT algorithm is easier to implement and very time-efficient. The 3D segmentation procedure represents a simple approach to obtain detailed information about the dynamics of individual F-actin molecules and their interaction with myosin. When filament velocity statistics are computed one has to keep in mind that, after the segmentation procedure, the number of trajectories will likely be larger than the number of observed actin filaments. The maximum difference can be estimated as the number of crossing/splitting trajectories is recorded. The resulting segmented data stack has the advantage that it can still be processed by any of the aforementioned motion analysis algorithms. The increased signalto-noise ratio and the exclusion of crossing trajectories for which velocity estimates are difficult to obtain and where,
