Abstract. In this paper, we investigate the existence, uniqueness, attractivity and limiting process of solutions to the viscous Cahn-Hilliard equation with time periodic gradient dependent potentials and sources.
Introduction
This paper is concerned with the following viscous Cahn-Hilliard equation in one spatial dimension 
is the viscous coefficient, Φ(s, t) = a(t)|s| α−1 s − b(t)s and A(s, t) = c(t)|s| β−1 s − d(t)s represent the potentials and the sources, respectively, α ≥ 2, β > 1, a(t), b(t), c(t), d(t) ∈ C
1+ν (R + ) are positive periodic functions with period ω > 0 and some ν ∈ (0, 1), another source f (x, t) ∈ C 1+ν,ν/4 (Q) is nontrivial and satisfies f (x, t + ω) = f (x, t) for all (x, t) ∈ Q. We will mainly investigate two kinds of problems in the present paper: (1.1), (1.2) with the time periodic condition u(x, t + ω) = u(x, t), (x, t) ∈ Q, (1.3) which expresses that the effect of this unique time periodic solution is similar with that of the steady states solution of the initial boundary value problem with coefficients independent of t. This feature is different from that of the Cahn-Hilliard equation with time periodic concentration dependent potentials and sources ∂u ∂t
It has been only proved that the solutions to the initial boundary value problem of the above equation can be bounded by a suitable upper bound of the time periodic solutions for all large times, see [11, 21] . Moreover, for the CahnHilliard equation with gradient dependent potentials, our research also disclose that for the viscous case, the attractivity of periodic solution is under the H 1 norm, which is different from that of the nonviscous case, where the attractivity is under the L 2 norm [12] . Furthermore, we discuss the limiting process of time periodic solutions and the solutions of initial boundary value problems as the viscous coefficient k tends to 0 (for the case k = 0 we refer readers to [12] ), and there is another difference between the characters of the solutions to the Cahn-Hilliard equations with periodic concentration dependent potentials and with periodic gradient dependent potentials. In fact, when the viscous coefficient k tends to zero, for the case of concentration dependent potentials, the time periodic solutions and the solutions of the initial boundary value problem are almost everywhere convergent to the corresponding solutions of the problems with k = 0 (see [11] ), while for the case of gradient dependent potentials, the time periodic solutions and the solutions of the initial boundary value problem are uniformly convergent to the corresponding solutions of the problems with k = 0 (see Theorem 4 and Theorem 5).
The structure of this paper is as follows. In Section 2, we show the existence of time periodic solutions to the problem (1.1)-(1.3). Then, we prove the existence and uniqueness of solutions to the initial boundary value problem (1.1), (1.2) and (1.4) in Section 3. At last, in Section 4 and Section 5, we discuss the attractivity and limiting process of solutions, respectively.
Time Periodic Solutions
In this section, we deal with the existence of time periodic solutions to the problem (1.1)-(1.3). Proof. We are going to apply the Leray-Schauder fixed point theorem to prove this theorem. For this purpose, we consider a family of relevant equations with parameter, namely
subject to the conditions
We first give some necessary a priori estimates. Here and below, we denote by C a constant, whose value may be different from line to line and is independent of u and σ. Multiplying (2.1) by u and integrating over Q ω , we have
where a and c are the lower bounds of a(t) and c(t), respectively, which implies that
We multiply (2.1) by u t and integrate the result with respect to x over (0, 1) and obtain
Furthermore, by the periodicity of the solution u and (2.4), we obtain
From (2.6) we have
On the other hand, by (2.4), we get
Hence, there exists a pointt ∈ (0, ω) such that
For any t ∈ (t, ω], integrating (2.8) fromt to t yields
Recalling the periodicity of u again, we see that F (0) = F (ω) ≤ C. Thus, we get
from which and the definition of F (t), we obtain
From the first inequality (2.9) and the boundary value conditions (2.2), we arrive at
Combining both inequalities (2.9), we can also deduce that
Multiplying (2.1) by D 4 u and integrating the result with respect to x over (0, 1) yield
From (2.9), we have
Moreover, by the periodicity of u, we get
(2.14)
Combining (2.12) with the first inequality of (2.4) and (2.14) gives
From (2.9) and (2.15), we have
We rewrite the equation (2.1) into the following form
From (2.7), (2.10), (2.11), (2.13) and (2.16), we obtain
In the following, we give Hölder's norm estimates of u. By virtue of (2.11), we see that
Integrating the above equality with respect to y over (x, x + (Δt) 1/2 ), we arrive at
Combining the above inequality with (2.18) gives
. Obviously, the above inequality is equivalent to
In fact, (2.21) is a direct consequence of (2.16). Recalling the second inequality (2.7) and by using the mean value theorem, we see that there exists a point
Integrating the equation (2.1) over (x, x) × (t 1 , t 2 ), we have
Integrating the above equality with respect to x over (y, y +(Δt) 1/2 ), we obtain
where x * ∈ (y, y + (Δt) 1/2 ). Combining the above inequality with (2.21) yields
Now, we define an operator F on linear space X as follows
and w is a solution of the following problem
where
(2.20) and the assumptions on a(t), b(t), c(t), d(t), f (x, t) we see that
. By the classical linear theory (see [9] ), we know that the above problem admits a unique solution w ∈ C 4+ν,1+ν/4 (Q ω ),
. Hence, the operator F is well-defined. We can also obtain the compactness of operator F by means of the compact embedding theorem (see Lemma 2.1 in [23] for example). Moreover, if u = σF u for some σ ∈ [0, 1], then u satisfies (2.1)-(2.3). Clearly σ = 0 implies that u ≡ 0. If σ = 0, then from the above argument, we see that u C 2,1/4 (Q ω ) is bounded and independent of u and σ. Therefore, the Leray-Schauder fixed point theorem implies that the operator F has a fixed point u, which is the desired time periodic solution of the problem (1.1)-(1.3) . The proof of this theorem is complete.
Initial Boundary Value Problems
After establishing the existence of time periodic solutions, we turn to the discussion of the solvability of the initial boundary value problem (1.1), (1.2) and (1.4). Proof. To prove the existence of solutions to the problem (1.1), (1.2) and (1.4), we employ the Leray-Schauder fixed point theorem which enables us to study the problem by considering the following problem
Theorem 2. For any given initial datum
where the parameter σ
We first do some a priori estimates. Multiplying (3.1) by u and integrating the result with respect to x over (0, 1), we have
Then, using Gronwall's inequality gives
from which we have
Recalling the boundary value conditions (3.2), we obtain
Moreover, integrating (3.4) from 0 to T and using (3.6), we get
We multiply (3.1) by u t , integrate the result over Q t and obtain
where Ψ (s, t) and B(s, t) are as in (2.5). Then, we have
Combining (3.5) with (3.8), we arrive at 
By (3.8) and (3.11), we obtain
We rewrite the equation (3.1) into the following form
From (3.6), (3.9), (3.10) and (3.12), we get
Similar to the proof of Theorem 1, it is easy to obtain
14)
. Define a linear space
and an operator F by F : X −→ X, u −→ w, where w is a solution of the following problem
. From (3.14), (3.15) 
and the assumptions on a(t), b(t), c(t), d(t), f (x, t) we know that
. By the similar discussion in Theorem 1, we can prove that the problem (1.1), (1.2) and (1.4) admits a classical solution in Q T . Then, we consider the problem in Q (T,2T ) , Q (2T,3T ) , . . . , Q ((n−1)T,nT ) , . . . in turn. Finally, we know that the initial boundary value problem (1.1), (1.2) and (1.
4) admits a classical solution in Q.
In what follows, we show the uniqueness of solutions. Let u 1 , u 2 be two solutions of the problem (1.1), (1.2) and (1.4). Set v = u 1 − u 2 , then we have
Noticing that the constant γ > 0, α ≥ 2, β > 1 and a(t), c(t) are positive functions, we see that
Recalling the continuities of b(t) and d(t), we get
By using Gronwall's inequality, we have
Hence,
, which means that u 1 = u 2 a.e. in Q T . By virtue of the continuities of u 1 and u 2 , we have u 1 = u 2 in Q T . The proof of this theorem is complete.
Attractivity
In this section, we discuss the attractivity and uniqueness of time periodic solutions to the problem (1.1)-(1.3) . Proof. By virtue of Theorem 1, the problem (1.1)-(1.3) admits a periodic solutionũ(x, t). Let u(x, t) be any solution of the initial boundary value problem (1.1), (1.2) and (1.4). Define
By (1.1) and (1.2), we have
Noticing that the first eigenvalue of the Laplacian equation with homogeneous Dirichlet boundary value conditions in (0, 1) is π 2 , then
where ρ ∈ (0, 1) is a constant to be determined. Furthermore, by (4.1) and the Hölder inequality, we can deduce that
Consequently,
Integrating the above equality, we get
Recalling the definition of G(t), we obtain
Hence the time periodic solutionũ(x, t) attracts all solutions of the initial boundary value problem (1.1), (1.2) and (1.4). Especially, in the above arguments, let u(x, t) be any time periodic solution of the problem (1.1)-(1.3) . Then, for any positive integer n, we have
Thus the proof of this theorem is complete.
The Limiting Process as k Tends to Zero
In this section, we discuss the limiting process of solutions as the viscous coefficient k tends to zero. Throughout this section, we denote by C a constant independent of u and k. 
subject to the boundary value conditions (1.2) and periodic condition (1.3).
Proof. Multiplying the equation (1.1) by u k and integrating over Q ω , we have
where a and c are the lower bounds of a(t) and c(t), respectively. It follows that
We multiply (1.1) by ∂u k ∂t , integrate with respect to x over (0, 1) and obtain
where Ψ (s, t) and B(s, t) are as in (2.5) . By (5.3) and (5.4), we have
Then, we have
Similar to the proof of Theorem 1, we obtain
By (5.6), we arrive at
Rewrite the equation (1.1) into the following form
2), (5.5), (5.7) and (5.8), we get
Similar to the proof of Theorem 1, we have
. By the classical linear theory (see [9] ), we have u ∈ C 4+μ,1+μ/4 (Q ω ) with μ ∈ (0, 1/2). Obviously, the solution u satisfies the boundary value conditions (1.2) and the periodic condition (1.3). Therefore, u is a time periodic solution of the problem (5.1), (1.2) and (1.3). The proof is complete.
At last, we study the limit process of solutions to the initial boundary value problem (1.1), (1.2) and (1.4) as k → 0. 
subject to the initial boundary value conditions (1.2) and (1.4).
Proof. Multiplying (1.1) with u k and integrating over Q t , we have
where a and c are the lower bounds of a(t) and c(t), respectively, from which we have for all (x i , t i ) ∈ Q T (i = 1, 2). Hence, there exists a function u ∈ H 4,1 (Q ω ) ∩ C 1+μ,μ/4 (Q ω ) with μ ∈ (0, 1/2). such that
Du k −→ Du in C μ,μ/4 (Q T ) for any 0 < μ < 1/2,
as k → 0. Similar to the discussion in Theorem 4, we can prove that u satisfies the equation (5.11) in the sense of distribution. We rewrite the equation (5.11) into the following form
Noticing that Φ s (Du, t) ∈ C μ,μ/4 (Q ω ), by the classical linear theory (see [9] ) we see that u ∈ C 4+μ,1+μ/4 (Q ω ) with μ ∈ (0, 1/2). Moreover, it is obviously that u satisfies the conditions (1.2) and (1.4). Therefore, u is a solution of the initial boundary value problem (5.11), (1.2) and (1.4). The proof of this theorem is complete.
