Constructing the virtual fundamental class of a Kuranishi atlas by McDuff, Dusa
CONSTRUCTING THE VIRTUAL FUNDAMENTAL CLASS OF A
KURANISHI ATLAS
DUSA MCDUFF
Abstract. Consider a space X, such as a compact space of J-holomorphic stable
maps, that is the zero set of a Kuranishi atlas. This note explains how to define the
virtual fundamental class of X by representing X via the zero set of a mapSM : M →
E, where E is a finite dimensional vector space and the domain M is an oriented,
weighted branched topological manifold. Moreover, SM is equivariant under the
action of the global isotropy group Γ on M and E. This tuple (M,E,Γ,SM ) together
with a homeomorphism from S−1M (0)/Γ to X forms a single finite dimensional model
(or chart) for X. The construction assumes only that the atlas satisfies a topological
version of the index condition that can be obtained from a standard, rather than a
smooth, gluing theorem. However if X is presented as the zero set of an sc-Fredholm
operator on a strong polyfold bundle, we outline a much more direct construction of
the branched manifold M that uses an sc-smooth partition of unity.
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2 DUSA MCDUFF
1. Introduction
1.1. Statement of main results. Let X be a compact space that is locally the zero
set of a Fredholm operator F of index d, such as a moduli space of J-holomorphic stable
curves. The question of how to define its fundamental class is central to symplectic
geometry, since so much information about the properties of this geometry depends on
the ability to ‘count’ the number of elements in X. There are many possible approaches
to this problem, e.g. [FO, FF, HWZ1, H]. In this note we develop the work of McDuff–
Wehrheim [MW1, MW2, MW3] and Pardon [P] that uses atlases, in an attempt to
clarify the passage from atlas to virtual fundamental class.
A d-dimensional atlas consists of a family of charts KI indexed by subsets I ⊂
{1, . . . , N} =: A, together with coordinate changes Φ̂IJ for I ⊂ J , where the chart KI
is a tuple
KI = (UI , EI ,ΓI , sI , ψI),
consisting of a manifold UI of dimension d + dimEI , a real vector space EI , actions
of the group ΓI on UI and on EI , a ΓI -equivariant map sI : UI → EI , and finally
the footprint map ψI : s
−1
I (0) → X that induces a homeomorphism from (s−1I (0))/ΓI
onto an open subset FI of X. The charts Ki that are indexed by sets {i} of length
one are called basic charts, and we assume that their footprints (Fi)1≤i≤N cover X,
while the other charts KI with |I| > 1 form transition data. In applications, the
corresponding vector spaces Ei cover the cokernel of the Fredholm operator F at the
points in the footprint Fi ⊂ X, and are called obstruction spaces because they obstruct
the existence of solutions when F is deformed. The essence of the problem lies in trying
to assemble these local finite dimensional models for X into one structure that retains
enough information to determine its fundamental class, which (when d = 0) one can
think of as the number of solutions of a “generic” perturbation of F .
The paper [MW3] explains one way to use a d-dimensional oriented atlas to define a
C¸ech homology class [X]virK ∈ Hˇd(X;Q). Roughly speaking, the idea is this. Using the
coordinate changes to identify different domains, one constructs a metrizable, Hausdorff
space |K| = ⋃I UI/∼ that supports a (generalized) orbibundle |EK| → |K| with a
canonical section |s| : |K| → |EK| together with a natural identification
ιX : X
∼=→ |s|−1(0).
With some difficulty, one then defines a multi-valued perturbation section |ν| : |V| →
|EK| on a subset |V| ⊂ |K|, such that |s+ ν| is transverse to 0. Finally, one shows that
the perturbed zero set |s + ν|−1(0) represents a unique element in Hˇd(X;Q).
Because it uses the notion of transversality, the above construction requires that the
atlas have some smoothness properties.1 In particular, the transition maps between
charts must satisfy the so-called tangent bundle (or index) condition. On the other
hand, Pardon [P] introduces a new way to extract topological information from an
atlas that satisfies a topological version of this condition that he calls the submersion
1 See [C1, C2] for a weak form of these requirements.
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axiom. Instead of gluing the chart domains together to form a topological space |K|,
Pardon works with K-homotopy sheaves of (co)chain complexes defined on homotopy
colimits of spaces that are obtained from the chart domains. This gives a flexible way
of assembling local homological information into a global object. Though this approach
may be useful in many contexts, it is hard for a nonexpert in sheaf theory to understand
where the technical difficulties are, and what actually has to be checked to ensure that
the method works in any particular case. This becomes an issue if one wants to extend
the method to cases (such as Hamiltonian Floer theory, or symplectic field theory) in
which one must deal with a family of related moduli spaces and so should work on
the chain level. The current paper was prompted by the desire to develop a different
approach, that would replace Pardon’s sophisticated sheaf theory by more elementary
arguments that yet do not require smoothness.
This note only considers the simplest case, appropriate to Gromov–Witten theory,
in which the aim is to construct a homology class [X]virK ∈ Hˇd(X;Q). Working with
Pardon’s submersion axiom, we define a consistent thickening of the domains of the atlas
charts to make them all have the same dimension. In the case with trivial isotropy,
one thereby constructs an oriented topological manifold M of dimension D := d +
dimEA, together with a map SM : M → EA whose zero set can be identified with
X. If the isotropy is nontrivial, M is a branched manifold with a weighting function
Λ and a global action of the total isotropy group ΓA, and there is a homeomorphism
S −1M (0)/ΓA
∼=→ X.2 (A typical example of such a manifold (M,Λ) is the union of two
circles, each of weight 12 , identified along a closed subarc A, so that the points x ∈ A
have weight Λ(x) = 1, while the others all have weight Λ(x) = 12 . See also §1.4.)
Here is the first main result. (See Theorem 1.3.4 for a more precise statement.)
Theorem A: Let K be a d-dimensional Kuranishi atlas on a compact space X that sat-
isfies the submersion condition (1.2.3) and has total obstruction space EA :=
∏
i∈AEi
and total isotropy group ΓA :=
∏
i∈A Γi. Let D = d+ dimEA. Then there is an asso-
ciated weighted branched D-dimensional manifold (M,Λ) with an action of ΓA, and a
ΓA-equivariant map SM : M → EA with a compact zero set S −1M (0). Moreover, there
is a map ψ : S −1M (0)→ X that induces a homeomorphism S −1M (0)/ΓA
∼=→ X.
It is immediate from the construction that the bordism class of a neighborhood of
S −1M (0) in M depends only on the concordance class of K.3 Further, if K and hence
(M,Λ) is oriented, we show in Lemma 2.3.4 that (M,Λ) carries a fundamental class
µM in rational C¸ech homology Hˇ∗. Hence we have the following.
2 Another way to say this is that M := |M̂|H is the Hausdorff realization of a topological groupoid
M̂ that is e´tale but not proper: see §1.2, §1.3 for relevant definitions. However, just as in the case of
the construction of the zero set in [MW3], it is most natural to construct a topological category M in
which not all morphisms are invertible, i.e. it is a monoid, rather than a groupoid.
3 Two atlases K0,K1 on X are said to be concordant if there is an atlas K01 on [0, 1] ×X whose
restriction to {α} ×X is Kα, for α = 0, 1: see [MW1, Def. 4.1.6]. Note also that as here, when there
is no danger of confusion, we often abbreviate ‘Kuranishi atlas’ to ‘atlas’.
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Theorem B: If K is an oriented atlas on X as above, there is a unique element
[X]virK ∈ Hˇd(X;Q) that is defined as follows. For b ∈ Hˇd(X;Q) and D = d+ dimEA,
we have
〈[X]virK , b〉 := (SM )∗(̂b) ∈ HˇdimEA(EA, EAr{0};Q) ∼= Q,(1.1.1)
where b̂ is the image of b under the composite
Hˇd(X;Q) ψ
∗
−→ Hˇd(S −1M (0);Q)
D−→ HˇdimEA(M,MrS −1M (0);Q),
and D is given by cap product with the fundamental class µM . Moreover, [X]virK depends
only on the oriented concordance class of K, and in the smooth case agrees with the
class defined in [MW3].
A key element of the proof of Theorem A is Pardon’s notion of deformation to the
normal cone, which allows one to assemble different chart domains into a family of
topological manifolds YJ , albeit ones of the wrong dimension: see Proposition 2.1.1.
The second key point is the existence of compatible collars for these manifolds YJ .
Remark 1.3.6 outlines the proof in more detail.
As we explain in Remark 2.2.5, if we start with a smooth atlas then the proofs of the
above results can be somewhat simplified. In particular, by [M1] we can construct M to
be a simplicial complex so that there is no need to use so much rational C¸ech homology
when proving Theorem B. Further, if one works with polyfolds, then the proof can be
radically simplified. Indeed, it is not difficult to define a smooth Kuranishi atlas on
any space X that appears as the (compact) zero set of a polyfold bundle [HWZ1, H, Y,
MW4]. Because the polyfolds of Gromov–Witten theory support sc-smooth partitions
of unity, if the isotropy is trivial, one can even define such an atlas with just one chart.
In other words, one obtains a finite dimensional model
(U,RN , s, ψ), ψ : s−1(0)
∼=−→ X,
for the whole of X, in which U is a smooth manifold of dimension d+N and s : U → RN
is a smooth map. As we show in Remark 1.3.8 this construction can be adapted in the
presence of isotropy. However, the domain of the single chart is no longer a manifold,
but a branched manifold with action of the total isotropy group ΓA.
Another simple example is the calculation of the Euler class of an oriented vector
bundle pi : E → X of rank 2k over a compact manifold X. If E ′ → X is an oriented
complement to E of rank 2` so that there is a vector bundle isomorphism φ : E ⊕ E ′ ∼=
RN ×X, where N = 2k + 2`, let
M = E ′, S : M → RN , (e′, x) 7→ prRN
(
φ(e′, x)
)
.(1.1.2)
Then S −1(0) ∼= X, and it is easy to check that the class [X]virK defined by (1.1.1) is
Poincare´ dual to the Euler class of E → X: see Lemma 1.4.1. This is an instance of the
construction in Pardon [P, Defn. 5.3.1] for the bundle pi : E → X with section s ≡ 0 in
which the thickening λ : RN ×X → E ′ is given by the projection.
Finally note that the methods of this paper should extend, e.g. to a more general
notion of atlas, or to spaces more general than topological manifolds: see Remark 1.3.7.
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1.2. Basic definitions and facts about atlases. A weak Kuranishi atlas K of
dimension d on a compact metrizable space X consists of the following data.4
• (footprint cover) a finite open cover of X by nonempty sets (Fi)i∈A;
• a poset IK =
{
I ⊂ A ∣∣ FI := ⋂i∈I Fi 6= ∅} that indexes the charts;
• (charts) ∀I ∈ IK, FI is the footprint of a chart KI := (UI ,ΓI , EI , sI , ψI), where
- UI is a finite dimensional topological manifold of dimension d+ dimEI ;
- EI :=
∏
i∈I Ei is a product of even dimensional
5 vector spaces such that dimUI−
dimEI = d;
- ΓI =
∏
i∈I Γi is a product of finite groups that acts on UI , and acts by a product
of linear actions on EI ;
- sI : UI → EI is a ΓI -equivariant map;
- the footprint map ψI : s
−1
I (0)→ X induces a homeomorphism
s−1I (0)/ΓI
∼=−→ FI ;(1.2.1)
• (coordinate changes) if I ⊂ J there is a coordinate change Φ̂IJ : KI → KJ given
by the following data, where we identify EI as a subspace of EJ in the obvious way:
- a relatively open, ΓJ -invariant subset U˜IJ of s
−1
J (EI) ⊂ UJ containing s−1J (0)
and with a free action of ΓJrI ,
- a covering map ρIJ : U˜IJ → UI that quotients out by the (free) action of ΓJrI
and is equivariant with respect to the projection ΓJ → ΓI , further
sI ◦ ρIJ = sJ , ψJ = ψI ◦ ρIJ on s−1J (0) ⊂ U˜IJ ,
- if I ⊂ J ⊂ K, then
ρIK = ρIJ ◦ ρJK whenever both sides are defined(1.2.2)
- in an atlas (rather than a weak atlas) we require in addition that the domain
ρ−1JK(U˜IJ) ∩ U˜JK of ρJK ◦ ρIJ is a subset of the domain U˜IK of ρIK .
- in a tame atlas we require that both sides of (1.2.2) have the same domain
and that U˜IJ = s
−1
J (EI).
• (equivariant submersion condition) for each I ⊂ J , each point x ∈ U˜IJ ⊂ UJ
has a product neighborhood that is compatible with the section sJrI ; more precisely
for each such x with stabilizer subgroup Γx ⊂ ΓI , there is a Γx-equivariant local
4 These are essentially the same definitions as in [MW3], except that the smoothness requirements
mentioned in Remark 1.2.1 (ii) below have been replaced by an equivariant version of Pardon’s submer-
sion axiom. The notion of topological atlas introduced in [MW1] is somewhat different; in particular
the domains there need not be manifolds. For more details on all topics mentioned in this section, see
the original papers [MW1, MW2, MW3] or [M2].
5 For simplicity, we assume that Ei is even dimensional so that the orientation of a product of
the Ei does not depend on their order. In the Gromov–Witten situation we may always choose the Ei
to have a natural complex structure since the target of the linearized Cauchy–Riemann operator is a
complex vector space of (0, 1)-forms.
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homeomorphism of the form
φEx : (EJrI,δ ×Wx, {0} ×Wx)→ (UJ , U˜IJ),(1.2.3)
where EJrI,δ is a δ-neighborhood of 0 in EJrI and Wx is a Γx-invariant neighborhood
of x in U˜IJ , such that
sJrI ◦ φEx (e, y) = e, e ∈ EJrI,δ.
Remark 1.2.1. (i) Although the submersion axiom in [P] does not assume equivari-
ance, this is needed in our set-up in order that M support an action of ΓA. Notice that
because ΓJrI acts freely on U˜IJ , the stabilizer Γx of x ∈ U˜IJ lies in the subgroup ΓI
of ΓJ ∼= ΓI × ΓJrI . The standard proof of the submersion axiom for Gromov–Witten
moduli spaces adapts easily to yield Γx-equivariance because it is an application of
the gluing theorem at the stable map x. The process of gluing depends on various
choices, for example of Riemannian metrics and of the complement to the image of the
linearized Cauchy–Riemann operator at x, and these can always be chosen invariant
under the finite stabilizer subgroup of x. This equivariance is built into the smooth
index condition, since the latter is expressed in terms of the equivariant section maps
sJrI .
(ii) (The smooth case) In this case the manifolds UI are assumed to be smooth, all
structural maps (the group action on UI , the section sI , and coordinate changes ρIJ)
are smooth, and the submersion axiom is replaced by the requirement that U˜IJ be a
submanifold of UJ such that
the derivative of sJrI : UJ → EJrI induce an isomorphism(1.2.4)
from the normal bundle of U˜IJ in UJ to EJrI × U˜IJ .
In this case we claim that each of the maps τIJ in Proposition 1.3.3 can be chosen to be
a local diffeomorphism onto its image, so that M is a smooth manifold if the isotropy
is trivial, and otherwise is a smooth branched manifold. The construction of such M
is sketched in Remark 2.2.5.
(iii) (Orientations) We will consider an atlas to be oriented if each domain UI (resp.
each obstruction space EI) has a ΓI -invariant orientation that is respected by the
coordinate changes. In fact, in the current situation, since we have assumed that the
Ei are all even dimensional (e.g. that they are all complex vector spaces), then if they
are also invariantly oriented the EI inherit natural orientations, and the local product
structure given by the submersion condition permits the transfer of an orientation
between charts. In the smooth case, a slightly more general notion of orientation is
discussed extensively in [MW2, MW3]. 3
We now briefly recall some other terminology that will be useful later. An atlas
K′ = (K′I , Φ̂′IJ) is a shrinking of K = (KI , Φ̂IJ) if
- it has the same index set IK, obstruction spaces EI and groups ΓI ,
- each chart domain U ′I is a precompact subset of UI , denoted U
′
I < UI ,
- the coordinate changes are given by restriction.
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For short, in this situation we write
U ′ < U , where U ′ := ⊔I∈IK U ′I , U := ⊔I∈IK UI .(1.2.5)
It is shown in [MW1, §3.3] and [MW3, §2.5] that every weak atlas has a tame shrinking
K′ < K that is unique up to a natural equivalence relation called concordance. A tame
atlas K is called preshrunk if there is a double shrinking K < K′ < K′′ such that both
K and K′ are tame.
Each atlas6 K determines a topological category BK with
ObjBK =
⊔
I∈IK UI , MorBK =
⊔
I⊂J U˜IJ × ΓI ,(1.2.6)
s× t : MorBK → ObjBK ×ObjBK ,
(I, J, y, γ) 7→ ((I, γ−1(ρIJ(x)), (J, y)).
We denote by |K| := |BK| its (geometric or naive) realization. Thus
|BK| :=
⊔
I UI/∼,
where ∼ is the equivalence relation on ObjBK that is generated by the morphisms, i.e.
(I, x) ∼ (J, y) if and only if there is a chain of morphisms
(I, x) = (I0, x1)→ (I1, x1)← (I2, x2)→ · · · ← (Ik, xk) = (J, y).
Though for a general atlas the quotient topology is nonHausdorff, it is shown in [MW1,
Thm 3.1.9] (see also [MW3, §2.5]) that if K is preshrunk and tame the quotient topology
is Hausdorff and the natural maps
piK : UI → |K|(1.2.7)
induce homeomorphisms from UI/ΓI onto their images. Further, the quotient topology
on |K′| restricts to a metrizable topology on |K| that agrees with the quotient topol-
ogy on each set piK(UI). We will say that K is good if its realization |K| has these
properties.7
From now on we assume that K is good in this sense, e.g. preshrunk and tame.
There is a similar category EK formed by the obstruction bundles with
ObjEK =
⊔
I∈IK UI × EI , MorBK =
⊔
I⊂J U˜IJ × EI × ΓI ,
s× t : MorEK → ObjEK ×ObjEK ,(
I, J, y, e, γ
) 7→ ((I, γ−1(ρIJ(y), e)), (J, y, e)).
The projections prI : UI × EI → UI , sections sI and footprint maps ψI fit together to
give functors
pr : EK → BK, s : BK → EK, ψ : s−1(0)→ X,
6 The extra assumption in the definition of atlas stated just after (1.2.2) implies that the set MorBK
defined below is closed under composition.
7 The proof given in [MW1] that preshrunk and tame atlases are good is abstract, i.e. the argument
only uses properties of the objects and maps in the category BK. However, because the atlas domains
are often constructed as subsets of an ambient Hausdorff metrizable space S (such as a space of stable
maps), one can sometimes use the existence of S to bypass some of the arguments in [MW1].
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where X is the category with objects X and only identity morphisms, and one can
show that ψ induces a homeomorphism |ψ| : |s|−1(0)→ X.
Reductions and zero sets
The situation when all the obstruction spaces EI vanish is considered in [M3]. In
this case, the category BK is
• e´tale, i.e. the object and morphism spaces are manifolds, and the source and
target maps are local homeomorphisms, and
• proper, i.e. the equivalence relation ∼ on the object space generated by the
morphisms is closed.8
Moreover by [M3, Prop.2.3] it has a natural completion to a ep (e´tale, proper) groupoid
B̂K (i.e. a category in which all morphisms are invertible) that also has realization |K|.
Thus B̂K provides an orbifold structure on |K|.
If the obstruction spaces do not vanish, then the manifolds UI have varying dimen-
sions. However, if νI : UI → EI is a perturbation section such that sI + νI : UI → EI
is transverse to 0, then the perturbed zero set ZI := (sI +νI)
−1(0) has fixed dimension
d. Hence, as is shown in [MW2, Lemma 7.2.7], if the isotropy groups vanish and if we
can choose the νI compatibly, i.e. they form a functor
ν : BK → EK,
then these zero sets fit together to form a manifold. However, in general the domains
UI overlap too much for there to be such a functor.
9
We deal with this by passing to a reduction V, i.e. a family of ΓI -invariant, pre-
compact open subsets VI < UI with the following properties:
• the footprints (GI := ψI(VI ∩ s−1I (0)))I∈IK cover X,(1.2.8)
• piK(V I) ∩ piK(V J) 6= ∅ only if I ⊂ J or J ⊂ I,
where piK : UI → |K| is the projection in (1.2.7). In the construction given in [MW2,
§7.3] for the trivial isotropy case, we define the perturbation section as a functor
ν : BK
∣∣
V → EK
∣∣
V
on the full subcategory BK
∣∣
V of BK with objects
⊔
I VI .
If the isotropy groups are nontrivial then it is (in general) no longer possible to
choose a transverse equivariant section ν, even on a reduction V. However, because the
8 If ObjB is a separable, locally compact, metric space (as is the case for the categories considered
in this paper), then this properness condition implies that the realization |B| is Hausdorff; for a proof
see [MW1, Lemma 3.2.4]. If in addition B is a groupoid, then this condition is equivalent to the more
standard requirement that the map s× t : MorB → ObjB ×ObjB is proper.
9 See the beginning of [MW1, §7.1]. The relation between U and its reduction V is similar to that
between the cover of a simplicial space by the stars of its vertices and the cover by the stars of its first
barycentric subdivision. In particular, though the footprints (Fi)1≤i≤N of the basic charts cover X,
the corresponding sets (Gi := Fi ∩ |Vi|)1≤i≤N are disjoint and do not form a cover: see Figure 2.1.
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morphisms in BK
∣∣
V are described so explicitly, we show in [MW3, Proposition 3.3.3]
that we may construct the perturbation section as a (single valued) functor
ν : BK
∣∣rΓ
V → EK
∣∣rΓ
V ,
where BK
∣∣rΓ
V is the (non full, non proper) subcategory of BK
∣∣
V obtained by discarding
the morphisms coming explicitly from the group actions. Thus
Mor
BK
∣∣rΓ
V
=
⊔
I⊂J V˜IJ where s× t : (I, J, y) 7→
(
(I, ρIJ(y)), (J, y)
)
(1.2.9)
and V˜IJ = VJ ∩ ρ−1IJ (VI) ⊂ U˜IJ .
We show in [MW3, Theorem 3.2.8] that if (s + ν) t 0, the full subcategory of BK
∣∣rΓ
V
with objects ⊔
I
(
ZI := (sI + νI)
−1(0)
)
, and weight(ZI) = 1/|ΓI |,
can be completed to a weighted e´tale groupoid whose realization is therefore a weighted
branched manifold as defined in §1.3. We will see below that in the current context
the branched manifold structure of M appears in a similar way.
1.3. The weighted branched manifold (M,Λ). We will construct M from the real-
ization of an e´tale category M whose objects are thickened versions of the domains VI
of a reduction V of the atlas K, and whose morphisms have exactly the same structure
as those in the category BK|rΓV defined in (1.2.9). In particular, in general M is not
proper, so that its realization |M| is not Hausdorff but rather branches along its locus
of nonHausdorff points (think of two copies of a circle attached long a subarc.)
We begin with some relevant definitions from [M1]. If G is a wnb groupoid as de-
scribed below, its realization |G| with the quotient topology is in general not Hausdorff.
Hence we consider its maximal Hausdorff quotient |G|H, which has the following uni-
versal property: any continuous map from |G| to a Hausdorff space factors through
|G|H. In the following we write |G| for the realization ObjG/∼ of an e´tale groupoid
G, and |G|H for its maximal Hausdorff quotient.10 We denote the natural maps by
piG : ObjG → |G|, piH|G| : |G| −→ |G|H, piHG := piH|G| ◦ piG : ObjG → |G|H.
Definition 1.3.1 ([M1],Def. 3.2). A weighted nonsingular branched groupoid
(or wnb groupoid) of dimension d is a pair (G,ΛG) consisting of a nonsingular
11,
e´tale groupoid G of dimension d, together with a rational weighting function ΛG :
|G|H → Q+ := Q ∩ (0,∞) that satisfies the following compatibility conditions. For
each p ∈ |G|H there is an open neighborhood N ⊂ |G|H of p, a collection U1, . . . , U`
10 The appendix to [MW3] gives succinct proofs of the results we use; in particular, the existence
of |G|H is established in [MW3, Lemma A.2]. Lemma 2.3.2 gives an explicit description of |G|H in the
case we need here.
11 i.e. there is at most one morphism between any two objects. Further, we restrict here to rational
weights, but clearly this condition could be generalized.
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of disjoint open subsets of (piHG)
−1(N) ⊂ ObjG (called local branches), and a set of
positive rational weights m1, . . . ,m` such that the following holds:
(Cover) (piH|G|)
−1(N) = |U1| ∪ · · · ∪ |U`| ⊂ |G|;
(Local Regularity) for each i = 1, . . . , ` the projection piHG|Ui : Ui → |G|H is a
homeomorphism onto a relatively closed subset of N ;
(Weighting) for all q ∈ N , the number ΛG(q) is the sum of the weights of the local
branches whose image contains q:
ΛG(q) =
∑
i:q∈|Ui|Hmi.
Now we can formulate the notion of a weighted branched manifold.12
Definition 1.3.2. A weighted branched manifold of dimension d is a pair (Z,ΛZ)
consisting of a topological space Z together with a function ΛZ : Z → Q+ and an
equivalence class13 of tuples (G,ΛG, f), where (G,ΛG) is a d-dimensional wnb groupoid
and f : |G|H → Z is a homeomorphism that induces the function ΛZ := ΛG ◦ f−1.
We define the weighted branched manifold (M,Λ) of Theorem A as the realization
of a category M constructed as follows. First choose a Γi-invariant norm ‖ · ‖ on each
Ei, and for any J ⊂ A give the vector space EJ :=
∏
i∈J Ei the sup norm
‖eJ‖ = supi∈J‖ei‖.
Further, denote
EJ,ε := {eJ ∈ EJ | ‖eJ‖ < ε},(1.3.1)
and
ε := (εI)I∈IK , where I ( J =⇒ 0 < κεI < εJ ,(1.3.2)
for κ := max{|J | | J ∈ IK}.
Given a reduction V of an atlas K as in (1.2.8), for each I ⊂ J we denote
VIJ = VI ∩ pi−1K (piK(VJ)) ⊂ VI , V˜IJ = VJ ∩ pi−1K (piK(VI)) ⊂ VJ ,(1.3.3)
where piK : VI → |K| is the obvious projection. Thus ρIJ(V˜IJ) = VIJ . Observe also
that the group ΓA acts on EArJ,εJ × VJ by
γ · (e, x) = (γ|ArJ(e), γ|J(x)), γ ∈ ΓA,(1.3.4)
where γ|J denotes the projection of γ ∈ ΓA :=
∏
i∈A Γi to ΓJ :=
∏
i∈J Γi.
The following result is the key step in the proof of Theorem A. A more precise version
is stated and proved in Proposition 2.2.2 below.
12 In distinction to [M1] and [MW3], we will not assume from the outset that a weighted branched
manifold is oriented, since there is no need for this hypothesis until it comes to considering the funda-
mental class. Analogous definitions for cobordisms may be found in [MW3, App. A].
13 The precise notion of equivalence is given in [M1, Definition 3.12]. In particular it ensures that
the induced function ΛZ := ΛG ◦ f−1 and the dimension of ObjG is the same for equivalent structures
(G,ΛG, f).
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Proposition 1.3.3. Let K be a good atlas on X of dimension d. Then there is a
reduction V and choice of constants δ > 0 such that the following holds.
(i) There is an e´tale category M of dimension D := d+ dimEA with
ObjM =
⊔
I∈IKMJ := EArJ,δJ × VJ , MorM =
⊔
I⊂J, I,J∈IK M˜IJ(1.3.5)
s× t : MorM → ObjM ×ObjM, (I, J, y) 7→
((
I, τIJ(y)
)
,
(
J, y
))
,
where M˜IJ ⊂MJ is an open ΓA-invariant subset containing {0}× V˜IJ whose closure
cl(M˜IJ) is disjoint from cl(M˜HJ) unless I ⊂ H or H ⊂ I, and the map
τIJ : M˜IJ →MIJ := EArI,δI × VIJ ⊂MI
is a ΓA-equivariant covering map onto MIJ ⊂MI such that
- τIJ restricts to ρIJ on {0} × V˜IJ ;
- if H ⊂ I ⊂ J then τHJ = τHI ◦ τIJ on M˜IJ ∩ M˜HJ ; and
graph τIJ ⊂MI ×MJ is closed.(1.3.6)
(ii) M supports an action of ΓA by (1.3.4) on objects, and by(
I, J, y
) 7→ γ · (I, J, y) := (I, J, γ−1 · y), γ ∈ ΓA, y ∈ M˜IJ ,
on morphisms.
(iii) There is a ΓA-equivariant functor S : M → EA, where the category EA has
objects EA and only identity morphisms, that is given on objects by maps SJ :
MJ → EA such that
SJ(0, x) = sJ(x), S
−1
J (EJ) ⊂ {0} × VJ(1.3.7)
so that
(SJ)
−1(0) =
{
(0, x) ∈ EArJ × VJ : sJ(x) = 0
}
.
The following result explains the construction and properties of the weighted branched
manifold (M,Λ) mentioned in Theorem A. Note that S denotes a functor M → EA,
while SM : M → EA is the corresponding function on M .
Theorem 1.3.4. (i) The category M constructed in Proposition 1.3.3 has a unique
completion to a wnb groupoid M̂ with the same objects as M and the same realization
|M̂| = |M|.
(ii) If we denote the composite ObjM → |M| → |M̂|H by y 7→ |y| 7→ piHM(|y|), the
function Λ : M := |M̂|H → Q+ defined by
Λ(p) := 1|ΓI | ·#
{
y ∈MI
∣∣piHM(|y|) = p} for p ∈ |MI |H
is a weighting function that gives (M,Λ) the structure of a weighted branched mani-
fold.
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(iii) The group action by ΓA and functor S extend to M̂, so that there is a ΓA-
equivariant map SM : M → EA. Moreover, the zero set S −1M (0) is a compact subset
of M , and the footprint maps ψI induce a homeomorphism
ψ : S −1M (0)/ΓA
∼=−→ X.
(iv) If K is oriented, so are M and M̂.
The category M has the same structure as the category Zν considered in [MW3,
Thm. 3.2.8], formed by the perturbed zero set of the atlas K; and the proof of Theo-
rem 1.3.4 (which is given in §2.3) is essentially the same as the corresponding result for
Zν . Condition (1.3.6) that τIJ has closed graph is automatically satisfied in the case
of Zν , and is an important ingredient of the analysis of the branching structure of M .
For example, if the isotropy groups are trivial, then the maps τIJ are homeomorphisms
onto their images, and Lemma 2.3.1 implies that the only morphisms in the groupoid
completion M̂ are those given by the τIJ and their inverses. Hence, condition in (1.3.6)
implies that the equivalence relation on ObjM has closed graph, so that the quotient
space |M̂| is Hausdorff, and therefore a manifold. An example with nontrivial isotropy
is described in Example 1.4.3 (IV).
Proof of Theorem A. This is an immediate consequence of Theorem 1.3.4. 
Remark 1.3.5. Instead of taking M to be a weighted branched manifold with action
of ΓA, one could add the morphisms in ΓA to the completed category M̂ to obtain an
e´tale groupoid M̂×ΓA. In general, this groupoid is not proper. However, it does inherit
a weighting function and so the realization |M̂× ΓA|H is a weighted branched orbifold
M/ΓA: for an explicit example see §1.4 (VI). Note also that the action of the group
ΓA on M only affects the fundamental class µM (and hence [X]
vir
K ) via the weighting
function Λ whose values depend on the groups ΓI as well as on the category M. 3
Remark 1.3.6. (Outline of the argument) We will explain the main points of the
proof of Proposition 1.3.3 in §2. The first step is to use ‘deformation to the normal cone’
(see [P]) to construct manifolds (YU ,J, ε)J∈IK of dimension d+ dimEA + |J | − 1 with a
natural boundary that lies over the boundary of a simplex ∆J of dimension |J |−1. We
next consider the open submanifold YV,J, ε ⊂ YU ,J, ε corresponding to a reduction, and
show that this has a partial boundary collar with ‘corner control’: see Proposition 2.1.4.
Then we use the collar to construct the covering maps τIJ : M˜IJ → MI . Since the
general definition of these maps is quite complicated, we explain in Example 2.2.1 how
this works for an atlas with just three basic charts. Proposition 2.2.2 gives the general
construction.
§3.1 contains technical details about compatible shrinkings, and the proof that each
YU ,J, ε is a manifold. The argument here is based on the existence of the local product
structures provided by the submersion axiom. As we show in Step 1 of the proof of
Proposition 2.1.4 in Lemma 3.2.1, this axiom also allows one to construct local collars
that are compatible with the covering maps ρIJ and with projection to the vector
spaces EJrI . In Step 2 of this proof we explain a standard method (described in
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Hatcher [Hat]) for assembling these local collars into a global collar for each YV,J, ε, and
show in Step 3 how to arrange that these collars have the consistency properties listed
in Proposition 2.1.4 that are needed in the definition of the maps τIJ . This last step
works under the assumption that the domains of the local collars are compatible with
the reduction V and choice ε of thickening constants in a rather subtle way, which is
summarized in the notion of compatible reduction (V, ε) in Definition 3.1.9. 3
Remark 1.3.7. (Generalizations) The construction of M could be generalized in
various ways. The argument relies in an essential way on the submersion property
in order to construct the collars in Proposition 2.1.4, i.e. on the fact that along U˜IJ
the space UJ is locally the product of the vector space EJrI with the domain UI .
However, it does not use the fact that the domains UI themselves are topological
manifolds: for example, since all we want in the end is information on homology, it
would no doubt suffice if they were (locally compact, metrizable) homology manifolds
of dimension dimEI + d. One could also consider atlases (or equivalently categories
BK) whose charts are indexed by a poset more general than that given by the subsets
of A. However, one does need to be able to restrict attention to a subcategory such
as BK|V in which there are morphisms between the elements of two components of
the domain only if the indices of those components are comparable in the given poset.
Some possible generalizations of this kind are discussed in the last section of [M2]. 3
Remark 1.3.8. (The polyfold approach) If X is the zero set of a Fredholm section s
of a polyfold bundle E → S of index d, then one can use the fact that the realization |S|
supports partitions of unity to give a very simple construction for a weighted branched
manifold M and section S whose corresponding relative Euler class agrees with that
of s : S → E . (In the applications of interest to us S is a category14 whose realization
is a space of stable maps with the Gromov topology: see [H, HWZ2].) Here is a very
brief outline of the construction: for full details see [MW4].
Given x ∈ X with stabilizer subgroup Γx, choose a lift qx ∈ ObjS , and a Γx-invariant
open neighborhood O ⊂ ObjS of qx such that the map O → |O| ⊂ |S| factors through
a homeomorphism O/Γx
∼=→ |O|. Because s is Fredholm, there is a Γx-equivariant linear
map λ : E → Sect (E|O) from a Γx-invariant normed linear space E to a subspace of
sc+-smooth sections that covers the cokernel of the linearization of s at x. It follows
that there is ε > 0 such that the set
U :=
{
(e, q) ∈ E ×O ∣∣ s(q) = λ(e, q), ‖e‖ < ε}(1.3.8)
is a manifold of dimension d + dimE. (The proof involves a nontrivial amount of
analytic detail that will appear in [MW4].) Choose a finite covering of the compact set
X := |s−1(0)| by the footprints (ψi(s−1i (0)))i∈A of such charts
Ki :=
(
Ui, Ei,Γi, si, ψi
)
, si(e, q) = e,
14 One can think of S as an infinite dimensional version of an ep groupoid, where the objects ObjS
do not form a set but nevertheless the quotient |S| = ObjS/∼ is a topological space, where ∼ is defined
by setting x ∼ y ⇐⇒ MorS(x, y) 6= ∅.
14 DUSA MCDUFF
and let (|Oi|)i∈A be the associated open cover of a neighborhood of X in the ambient
space |S|. Just as in [M3], one can use the groupoid structure of S to show that the
Ki form the basic charts for a tame Kuranishi atlas KO,λ whose transition charts are
given by tuples of composable morphisms. Instead of giving more detail about this
construction, we will outline how to modify these definitions so that the domains of
the charts all have the same dimension d+ dimEA.
First choose a family of bump functions (σi)i∈A with suppσi ⊂ |Oi| such that
X = |s−1(0)| ⊂ ⋃i{x | ∃i, σi(x) > 0}.
Then choose an ordering of the elements i ∈ A and a reduction (|WI |)I∈IK of the
covering
(|Oi|)i∈A with the following properties:
• for each I ∈ IK, |WI | ⊂ |OI | :=
⋂
i∈I |Oi|,
• X ⊂ ⋃I∈IK |WI |;• |WI | ∩ |WJ | 6= ∅ =⇒ I ⊂ J or J ⊂ I;
• if i /∈ J then si ≡ 0 on |WJ |.
Then, given I = {i0, . . . , ik} where i0 < i1 < · · · < ik, the space MWI consists of all
tuples{(
eA, qi0 ,Ψqi0qi1 , · · · , qik
) ∣∣ |qi0 | ∈ |WI |, Ψq q′ ∈ Mor(q, q′), ‖eA‖ < ε,
s(qi0) =
∑
j σij (|qi0 |) Ψ∗
(
λij (eij )(qij )
) ∈ Eq0},
where (qi0 ,Ψqi0qi1 , q1i ,Ψqi1qi2 , · · · , qik) is a composable k-tuple of morphisms from a
point q0 ∈ Oi0 to qk ∈ Oik . By [HWZ2, Thm 7.4], we may choose the σj so that for
each i, j ∈ A the function
Oi → [0, 1], q 7→ σj(|q|)
is sc-smooth. It follows that if ε > 0 is suitably small, then, for each I, MWI is a
manifold of dimension d + dimEA with action of ΓA. Moreover, much as in [M3,
Prop.2.3], for each I ⊂ J one can define a ΓA-equivariant covering map
τIJ : M
W
J ⊃ M˜WIJ → MWIJ ⊂MWI
by taking an appropriate combination of the structural maps in S (such as compositions
and source/target maps), where MWIJ (resp. M˜
W
IJ ) consists of all elements in M
W
I (resp.
MWJ ) with |qi0 | ∈ |WI | ∩ |WJ |. This gives a category M whose structure is precisely as
described in Proposition 1.3.3. The resulting VFC [X]vir is independent of all choices,
and can be shown to agree with that defined by the polyfold Fredholm section s : S → E .
Notice that the equation satisfied by the elements inMWI involves the bump functions
σj , while the equation (1.3.8) defining the chart domains of the atlas KO,λ does not.
Hence the weighted branched manifold (MW ,Λ) constructed above is not identical
to the manifold obtained from the atlas KO,λ by the collaring construction described
below. Nevertheless, these two constructions are closely related and, by adapting the
arguments in §2.3 one can show that they define the same virtual fundamental class
[X]vir. For more details, see [MW4]. 3
CONSTRUCTING THE VIRTUAL FUNDAMENTAL CLASS OF A KURANISHI ATLAS 15
1.4. Examples and list of main notations. We end this introduction by giving
some examples. Though these not needed for the proofs of the main results, readers
unfamiliar with the description of orbifolds via atlases might find it useful to read at
least some of this section before proceeding further.
We begin by discussing the definition of the relative Euler class of an oriented vector
bundle pi : E → W over a manifold that is equipped with a section s : W → E whose
zero set X := s−1(0) is compact. In particular, we explain why the method outlined in
equation (1.1.2) does compute the Euler class e(E) of E →W when W is compact and
s ≡ 0. In Remark 1.4.2, we describe how to extend the construction to orbibundles.
Finally, we show in detail how our main construction works to calculate the Euler class
of the tangent bundle of S2, starting from the atlas defined in [MW3]. Our approach
easily generalizes to the football orbifold S2p,q, which is S
2 with orbifold points of orders
p, q at the two poles.
Let pi : E → W be an oriented, vector bundle over the manifold W , together with a
section s : W → E with compact zero set X ⊂ W . As always (see Remark 1.2.1 (iii)),
we suppose that E has even rank to avoid problems with orientation.15 We build a
(Kuranishi) atlas whose charts are defined using tuples
(O, E, τ, s),
where
• O ⊂W is open,
• E is an even dimensional, oriented vector space,
• λ : E ×O → E|O is a surjective orientation-preserving bundle homomorphism
over idO, and
• λ pushes s : O → E forward to s|O, i.e. λ(s(x), x)) = s(x) ∈ E|x, ∀x ∈ O.
Given such a tuple, the corresponding chart
K := (U,E, s, ψ), with footprint F,
is defined by setting
U =
{
(e, x) ∈ E ×O | λ(e, x) = s(x)}, s(e, x) = e, ψ(0, x) 7→ x ∈ X.
One obtains an atlas as defined in §1.2 by taking the basic charts to be a finite
family
(
Ki
)
i=1,...A
of charts of this form whose footprints (Fi) cover the compact
set X = s−1(0), and the transition charts
(
KI
)
I∈IK to be the corresponding charts
(UI , EI , sI , ψI) with footprints FI :=
⋂
i Fi that are formed just as above but now with
EI =
∏
i∈I Ei, λI =
∑
i∈I λi. In particular,
UI =
{(
(ei), x
) ∈ EI ×OI ∣∣ ∑λi(ei, x) = s(x)}, where OI := ⋂i∈IOi.
This gives an atlas in which the coordinate changes KI → KJ are given by the obvious
identifications
U˜IJ :=
{
(e, x) ∈ UJ
∣∣ e ∈ EI , x ∈ OJ} ∼=→ UIJ = {(e, x) ∈ UI ∣∣ x ∈ OJ}.
15 Of course, over Q the Euler class vanishes for bundles of odd rank anyway.
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To see that the submersion condition holds, choose for each I a right inverse σI :
E|OI → EI ×OI to λI , so that λI ◦ σI = id, and define
E ′JrI =
{(
e′ − σI(s(x)), x
) ∣∣ e′ ∈ EJrI , x ∈ OIJ} ⊂ EJ ×OJ .
Then E ′JrI is an affine subbundle of EJ ×OJ → OJ , and we may identify UJ with the
pullback of E ′JrI to U˜IJ by the projection U˜IJ → UJ , (e, x) 7→ x.
Since there is such an atlas for every collection of charts K whose footprints cover
X, any two such atlases K0,K1 are directly commensurate, i.e. there is an atlas K
whose charts include those of K0 and K1. Therefore K0,K1 are cobordant by [MW2,
§6.2]. Hence, they define cobordant manifold models (M,EA,S ) by Theorem A and
the same class [X]virK byTheorem B.
If the bundle E → W is smooth, then we can define the VFC either as in the proof
of Theorem B given in §2.3, or via an inverse limit of the homology classes of the zero
sets of a family of perturbed sections s + νk of E → W . As explained in the proof
of Theorem B, these two approaches give the same answer. If W is just a topological
manifold, it is of course easiest to represent the Euler class by starting with an atlas
with just one basic chart (and hence just one chart). In this case, our general method
of building an atlas gives the tuple described in (1.1.2). We now show that if s ≡ 0
so that X = s−1(0) = W is a compact manifold, then [X]virK as defined in (1.1.1) is
Poincare´ dual to the usual Euler class e(E) ∈ H2k(X;Z), where 2k = rank E . In the
following lemma, we use simplicial (co)homology instead of the C¸ech theory discussed
in §A, since all spaces are manifolds, and take coefficients Z since the isotropy is trivial.
Lemma 1.4.1. If E → X is an oriented 2k-dimensional vector bundle over an oriented
(2k + d)-dimensional manifold X with s ≡ 0 and atlas K as above, then
[X]virK = µX ∩ e(E) ∈ Hd(X),
where µX is the fundamental class of X and e(E) ∈ H2k(X;Z) is the Euler class of E.
Proof. By Theorem B and the above remarks, it suffices to calculate [X]virK using an
atlas with one chart as in (1.1.2). Thus we may take
M = E ′, S : M → RN , (e′, x) 7→ prRN
(
ι(e′, x)
)
,
where E ′ has rank 2`, N = 2k + 2`, ι : M → E ′ ⊕ E is the inclusion and prRN is the
projection
prRN : E ⊕ E ′ ∼= ONX := RN ×X → RN .
Denote the Thom classes of E , E ′ by τE , τE ′ and their pullbacks to ONX by
τ˜E ∈ H2k(ONX ,ONXrE ′), τ˜E ′ ∈ H2`(ONX ,ONXrE).
Then, if τRN ∈ HN (RN ,RNr{0}) is the canonical generator, we have
S ∗(τRN ) = ι
∗(τONX ) = ι
∗(τ˜E ∪ τ˜E ′) ∈ HN
(
M,MrX
)
.
We may identify µM ∩ τE ′ with the fundamental class µX ∈ H2k+d(X), where µM ∈
H2k+d(M,MrX) is the restriction of the fundamental class of M . Then for any class
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b ∈ Hd(X), we use the cap product in (A.7) with Y = M,A = ∅ and YrU = X, and
the relation between cap and cup products for even dimensional classes, to obtain〈
[X]virK , b
〉
: =
〈
S∗(µM ∩ b), τRN
〉
=
〈
ι∗(µM ∩ b), τ˜E ∪ τ˜E ′
〉
=
〈
ι∗(µM ∩ b ∩ τE ′), τ˜E
〉
=
〈
µX ∩ b, ι∗X(τE)
〉
=
〈
µX ∩ e(E), b
〉
,
where we have written ιX : X → E for the inclusion and used the fact that ι∗X(τE) is
the Euler class e(E) ∈ H2k(X) of E . 
Remark 1.4.2. (i) The above construction easily adapts to the case of an oriented
orbifold bundle E →W over an oriented orbifold W , where now we should think of the
spaces E ,W as the realizations of suitable ep categories E,W. Thus, one can build an
atlas whose basic charts are as above with the addition of a group action, while the tran-
sition charts are made using composable tuples of morphisms in E. For details, see [M2,
§5.2]. One can then piece the corresponding fattened charts together by the method
explained in §2,3 below to obtain a tuple (M,EA,S ) as in Theorem A. However, we
can also build the category M directly from the set of basic charts (Ui, Ei,Γi, si, ψi),
using a partition of unity, and an associated reduction as explained in Remark 1.3.8.
(ii) In Gromov–Witten theory it sometimes happens that the space of J-holomorphic
maps in class A does form a compact manifold (or orbifold) X such that the rank of
the cokernel of the linearized Cauchy–Riemann operator Dx at x ∈ X is independent of
x. In this case, these cokernels fit together to form a bundle E → X such that the map
s induced by the Cauchy–Riemann operator is zero. We explain in [M2, Remark 5.2.4]
why one can choose a Gromov–Witten type atlas (constructed as in [M2, §4] or [P])
with precisely the structure considered above.
(iii) In [P, Prop. 5.3.4], Pardon proves the analog of Lemma 1.4.1 in the smooth case,
using a transverse perturbation of s as in Step 3 of the proof of Lemma 2.3.4. 3
Example 1.4.3. (The tangent bundle of the 2-sphere and the football) We
now illustrate the construction in the proof of Theorem A in the case of the bundle
pi : TS2 → S2 with section s ≡ 0, starting from the Kuranishi atlas with two basic
charts that was constructed in [MW3, Example 3.4.2]. We organize the details into
several steps.
(I) Atlas for the tangent bundle of the 2-sphere. To build a Kuranishi atlas whose
associated ‘bundle’ pr : |EK| → |K| models TS2, cover S2 by two copies D1, D2 of the
unit disc in C, whose intersection D1 ∩D2 =: D12 =: A ∼= [0, 1]×S1 is an annulus, and
for i = 1, 2 define
Ki := (Ui := Di, Ei := C, si := 0, ψi := id).
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For i = 1, 2, choose unitary trivializations Ti : Di × C → TS2|Di , (x, e) 7→ Ti,x(e) and
then define the transition chart
K12 :=
(
U12 ⊂ E1 × E2 ×A, E1 × E2, s12 = prE1×E2 , ψ12 = prA|0×0×A
)
by setting
U12 :=
{
(e1, e2, x)
∣∣ x ∈ A, T1,x(e1) + T2,x(e2) = 0}.
The coordinate changes Φ̂i,12 are given by taking Ui,12 = {(0, 0)}×A and ρi,12(0, 0, x) =
x. To justify this choice of Kuranishi atlas, note that one can construct a commutative
diagram
|EK|

// TS2

|BK|
|s|
EE
// S2,
s≡0
BB
where the top horizontal map restricts on U12 × E12 to the map(
(e1, e2, x), e
′
1, e
′
2) 7→ T1,x(e′1) + T2,x(e′2) ∈ TxS2 ⊂ TS2|A.
Thus it takes
graph s12 =
{(
(e1, e2, x), e1, e2
) ∣∣ (e1, e2, x) ∈ U12} ⊂ U12 × E12
to the zero section of TS2.
This construction is generalized to other (orbi)bundles in [M2]. 3
(II) Calculating the Euler class. In order to calculate the Euler class of TS2 it is con-
venient to identify the annulus A with [0, 1]×S1, and then consider the corresponding
trivialization TS2|A ≡ A × Rt × Rθ where t ∈ [0, 1] and θ ∈ S1 ≡ R/2piZ are coordi-
nates. Then for i = 1, 2 there is a section νi : Ui → Ei with one transverse zero such
that
Ti,x(νi(x)) = (x, 1, 0) ∈ A× Rt × Rθ ≡ TS2|A, x ∈ A
(Take suitably modified versions of the sections ν1(z) = z, ν2(z) = −z where Di ⊂ C.)
Therefore the νi fit together to give a global section of TS
2 with two transverse zeros,
and it follows that the Poincare´ dual of e(TS2) is represented by 2[pt] ∈ H0(S2).
To see how e(TS2) is calculated via the atlas, we start by choosing a reduction G of
the footprint covering. For example, we may take G12 = (ε, 1− ε)× S1 < A for some
ε ∈ (0, 14) and choose Gi < Di so that
V˜1,12 = (0, 0)× (ε, 14)× S1 ⊂ U12, V˜2,12 = (0, 0)× (34 , 1− ε)× S1 ⊂ U12.
Choose a cutoff function β : [0, 1]× S1 pr→ [0, 1]→ [0, 1] that equals 1 in [0, 14 ]× S1 and
0 in [34 , 1]× S1. Then the map ν12 : V˜12 → E1 × E2 given by
ν12(e1, e2, x) =
(
β(x)ν1(x), (1− β(x))ν2(x)
) ∈ E1 × E2
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restricts to νi on Vi,12 ⊂ (0, 0) × A for i = 1, 2, so that the tuple (ν1, ν2, ν12) is an
admissible perturbation section in the sense of [MW3]. Moreover s12 + ν12 does not
vanish at any point (e1, e2, x0) ∈ V12 because the three equations
T1,x0(e1) + T2,x0(e2) = 0,
T1,x0(e1) + β(x0)(1, 0) = T2,x0(e2) + (1− β(x0))(1, 0) = 0 ∈ {x0} × Rt × Rθ
together imply that the vector (1, 0) ∈ Rt × Rθ is zero, a contradiction. Hence, as
before, the perturbed zero set consists of two points, each with weight one. 3
(III) Construction of the corresponding manifold M and section SM : M → E12.
When, as in the case at hand, the isotropy groups are trivial, the current paper con-
structs from the above reduction V of K a manifold M that is the union of three
components
M =
(
(M1 = E2,ε × V1) unionsq (M2 = E1,ε × V2) unionsq (M12 = V12)
)
/∼,
where ∼ identifies (ej , x) ∈ Mi,12 with αi,12(ej , x) ∈ M˜i,12 ⊂ M12 where αi,12 := τ−1i,12.
The submersion axiom (1.2.3) implies that the submanifold V˜i,12 has local product
neighborhoods in V12. In §2 we will describe how to assemble these into a more global
structure that can be used to relate the different components MI . However, in the
current situation there is an obvious global product structure that directly gives the
needed attaching maps as follows. First, with i = 1, j = 2, we define
φE : (E2,ε × V˜1,12, {0} × V˜1,12)→ (V12, V˜1,12), (e2, x) 7→
(− T−11,x (T2,x(e2)), e2, x).
Then, the attaching map α1,12 = τ
−1
1,12 is given as follows:
α1,12 : E2,ε × V1,12 → V12,
(e2, x) 7→ x′ = φE(λ · e2, x) =
(−T−11,x (T2,x(λe2)), λe2, x), λ := √‖e2‖.
Further, we take S12 = s12 where
s12
(− T−11,x (T2,x(e2)), e2, x) = (− T−11,x (T2,x(λe2)), λe2),
and then define S1 by pullback over V1,12, extended over M1 by a cut off function:
S1(e2, x) = β1,12(x)
(− T−11,x (T2,x(λe2)), λe2)+(1− β1,12(x)(0, e2)
where β1,12 : V1 → [0, 1] equals 0 near x = 0 and 1 on V1,12. Notice that τ1,12 does have
closed graph in M1×M2 since M1 contains no points (e2, x) with x ∈ {1/4}×S1 ⊂ A,
while M2 contains no points (e1, e2, x) with x ∈ {0} × S1 ⊂ A. There are similar
formulas for α2,12 and S2.
This construction gives a 4-manifold M together with a map SM : M → E12 whose
zero set is homeomorphic to S2. In fact we can identify M with a neighborhood of the
zero section in TS2 that has width ε > 0 over the discs (VirVi,12)i=1,2 and contains
the whole of TS2|G12 . This holds because V12 can be identified with TS2|G12 . 3
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(IV) The normal bundle of S −1M (0) ∼= S2 in M is isomorphic to TS2. To see this,
note that there is an embedding
M1 ∪α1,12 M˜1,12 → C×D1
given on M1 = E2,ε × V1 by the obvious inclusion (where we identify E2 ≡ C) and on
M˜1,12 by(−T−11,x (T2,x(e2)), e2, x) 7→ (λ−1e2, x) ∈ E2 ×A ⊂ C×D1, λ = √‖e2‖.
Identifying A with (ε, 1 − ε) × S1 as above, we may extend this embedding over a
neighborhood N1 ⊂M12 of the set {(0, 0)} × (ε, 12 ]× S1 so that it equals(−T−11,x (T2,x(e2)), e2, x) 7→ (e2, x), ∀ x ∈ (12 − δ, 12 ]× S1.
The similar embedding
(E1,ε × V2) ∪α1,12 N2 → C×D2
is given near the circle {12}×S1 by the map (e1,−T−12,x (T1,x(e1)), x) 7→ (e1, x). Therefore
this bundle over S2 is determined by the clutching map x 7→ −T−12,x (T1,x), which is
homotopic to the map x 7→ T−12,x (T1,x) that determines TS2. 3
(V) The case of the football orbifold S2p,q. This orbifold is topologically S
2, but has
orbifold points of orders p, q at the two poles. Thus the bundle pi : TS2p,q → S2p,q is
again modelled by a Kuranishi atlas16 with two basic charts K1,K2 as above, with
Γ1 = Z/pZ acting by rotations on D1, E1 and with Γ2 = Z/qZ acting by rotations on
D2, E2. Since si ≡ 0 for i = 1, 2, the footprint maps
ψi : s
−1
i (0) = Ui → S2p,q, x 7→ |x|,
simply quotient out by the action of the group Γi. We choose the trivializations Ti,x
of TDi to be equivariant under the rotation action of the isotropy groups, and will
suppose for simplicity that (p, q) = 1 so that the domain U12 of the transition chart is
connected.17 Then, in terms of the coordinates (t, θ) ∈ A introduced in (II) we have
U12 = {(e1, e2, x) ∈ E1 × E2 ×A
∣∣ |T1,ρ1,12(x)(e1)|+ |T2,ρ2,12(x)(e2)| = 0},
ρ1,12(t, θ) = (t, qθ), ρ2,12(t, θ) = (t, pθ) ∈ A = [0, 1]× R/Z,
16 The reader should beware that the words ‘orbifold atlas’ or ‘good atlas’ are usually used in
orbifold theory with slightly different meaning, which is why [M3] uses the words ‘strict atlas’ to
denote a Kuranishi atlas with trivial obstruction spaces. As explained in [M3], a strict atlas K for an
orbifold Z defines an ep groupoid GK whose realization is Z, and hence defines an orbifold structure
on Z. Further, by [M3, Proposition 3.3], GK is Morita equivalent to the category constructed from
any standard orbifold atlas for Z. Finally one can obtain a standard orbifold atlas for Z from K by
taking a collection of restrictions of the basic charts in K whose footprints cover Z, with transition
maps induced by the morphisms in GK.
17 Since all points in U12 have trivial stabilizer, we need Γ12 to act freely on U12 in such a way
that the projection ρj,12 quotients out by the action of Γi, which is possible for connected U12 only if
(p, q) = 1.
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where we denote the image of (e, x) ∈ E1×D1 in T|x|S2p,q by |T1,x(e)|, and the equation
takes place in the tangent bundle of the orbifold. Because the maps ρi,ij are equivariant
by hypothesis, this equation is preserved by the action of Γ12 on U12 by(
r/p, s/q) · (e1, e2, (t, θ)
)
=
(
r/p · e1, s/q · e2, (t, θ + kr/p+ `s/q)
)
, kq + `p = 1.
We may calculate the Euler class by using essentially the same perturbation section
as before, since this may be chosen to be equivariant. But now the two zeros of the
section count with weights, 1p for the zero in V1 and
1
q for the zero in V2.
The corresponding category M has three components that are given by the same
formulas as before. Again, the attaching maps τi,12 : M˜i,12 →Mi,12 ⊂Mi are nontrivial
covering maps. However, in distinction to the case of an atlas, the τi,12 do not quotient
by the induced action of Γj on M˜i,ij since they are constructed to be Γ12 equivariant,
and Γ12 acts (often effectively) on Mi, via
(γ1, γ2) · (ej , xi) = (γj · ej , γi · xi).
However, as explained at the end of the proof of Proposition 2.2.2 (see for example
(2.2.20)), they do quotient out by some action of Γj on M˜12 that extends its free action
on V˜i,12 ⊂ M˜i,12. For example, the map τ1,12 quotients out by the free action of Γq on
M˜1,12 ⊂ E1 × E2 × (ε, 14)× S1 given by
γ · (e1, e2, x) 7→ (e1, e2, γ · x).
Therefore, in the quotient space M = |M| there are q branches of M12 that come
together over the 3-dimensional branching locus
Br1 :=
{|(e1, e2, x)| ∈ |M12| ⊂ |M|H ∣∣ x ∈ 14 × S1}.
This is consistent with the requirements of Definition 1.3.1 since the component M12
has weight 1/pq while M1 has weight 1/p.
The construction of SM : M → E12 is as before. Moreover, one can identify a
neighborhood of its zero set S2p,q with a neighborhood of the zero section of the tangent
orbibundle to S2p,q . Hence the Poincare´ dual of e(TS
2
p,q) is represented by
(1/p+ 1/q)[pt] ∈ H0(S2p,q).
(VI) The quotient space |M|/Γ for TS2p,q. The only morphisms in the category M
come from the covering maps τj,12. Since these are Γ12-equivariant, we can add the
action Γ12 × ObjM → ObjM to the morphisms in M. The resulting quotient space
|M|/Γ12 has the following structure.
• It is covered by three branches M1,M2,M12 with weights 1/p2q, 1/pq2 and 1/p2q2;
• the two poles [(0, 0)] ∈Mi/Γ12 have stabilizer subgroup Γ12;
• the other points with nontrivial stabilizers lie on the two closed discs
{0} × (Vir{0})/Γ12 ⊂ |Mi|/Γ12, i = 1, 2
with isotropy subgroups Γj , j 6= i;
22 DUSA MCDUFF
• for i = 1, 2 there is branching of order |Γj | over the 3-dimensional branching locus
Bri. For example, if Γ1 = {id},Γ2 = Z/2Z, then |M1|/Γ2 is an orbifold with a
2-dimensional family of points with nontrivial stabilizer (corresponding to the points
{0} × D1 ⊂ E2 × D1), while Γ2 acts freely on M12 and the Γ2-equivariant map
ρ1,12 : M1,12 →M1 quotients out by a different free action of Γ2 that lifts the rotation
action on A via the projection M˜1,12 ⊂ E12 × A → A. Thus there is branching of
order 2 along the boundary Br1, which lies over the circle t = {1/4}.
We do not consider this space further, since it plays no role in the definition of the
fundamental class. 3
We end with a list of the main notation used in §1 and §2
(I: related to atlases)
in Theorem A: K, X, EA, ΓA, SM : M → EA. in Theorem B: [X]virK .
in §1.2: K, A, IK, for I ∈ IK, KI = (UI , EI ,ΓI , sI , ψI) , FI ⊂ X;
for I ⊂ J : U˜IJ ⊂ UJ , UIJ ⊂ UI , ρIJ : U˜IJ → UIJ ; γ|J ,ΓA in (1.3.4);
constants: ε in (1.3.2), and EI,ε for I ⊂ A in (1.3.1); φEx in (1.2.3)
K′ < K, U ′ < U = (UI)I∈IK in (1.2.5); F = (FI)I∈IK at beginning of §3.
the categories BK,EK in (1.2.6) ff and |K| := |BK|; piK : UI → |K| in (1.2.7)
reduction V = (VI), GI in (1.2.8) ff; BK|V .
VIJ ⊂ VI , V˜IJ ⊂ VJ and piK : VI → |K| in (1.3.3).
(II: related to wb manifolds)
in Definition 1.3.1: (G,ΛG), |G|H, piHG
in Proposition 1.3.3 (M,ΛM), (M,Λ), MI , MIJ , M˜IJ , τIJ , SJ , S , SM
in Theorem 1.3.4 M = |M̂|H, |M̂|, ; |M̂H|
(III: related to the manifolds Y )
§3.1 beginning: t ∈ ∆J , ∂JrI∆J , ιIJ , t · e,; κ, I(x), I(t) in (2.1.2);
(e, x; t) ∈ YJ = YU ,J, ε in (2.1.1); and YV,J, ε in (2.1.7)
prE , prU ,pr∆ after (2.1.3); ∂JrIYJ in (2.1.5);
bH ∈ ∆H in (2.1.6); ιEU in Corollary 2.1.2; and ιEV in (2.1.8).
(IV: related to the collar)
c∆J in (2.1.10); c
Y
J : ∂
′YV,J, ε × [0, wj)→ YV,J, ε in (2.1.15)
st
∆
J (|x|) in (2.1.13); ∂VJ in (2.1.11). Fr, cl in (2.2.6)
2. The main arguments
In this section, we first explain how to construct an auxiliary family of collared
manifolds and then explain in §2.2 how to use this family to prove Proposition 2.2.2
and hence Proposition 1.3.3. Finally, we prove Theorems A and B in §2.3.
The key notion is that of the manifold YU ,J, ε, which lies over the (|J |−1)-dimensional
simplex ∆J . Its open submanifold YV,J, ε, corresponding to a choice of reduction V ⊂ U ,
has a partially defined boundary collar that is compatible both with shrinking of chart
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domains and with projection to ∆J . We will define the attaching maps M˜IJ →MIJ of
the different components of ObjM by thinking of MJ as a subset of YV,J, ε.
Although strictly speaking the construction of the category M only uses the mani-
folds YV,J, ε, we also consider the manifolds YU ,J, ε to clarify the exposition. The latter
has elements that are relatively easy to understand (cf. (2.1.3)) and it has an easily
described boundary, while as we see from Proposition 2.1.4 the collar is supported on
only a rather complicated part of the boundary of YV,J, ε. Further, considering both
YU ,J, ε and YV,J, ε will allow us in §3 to introduce the many technical conditions sat-
isfied by the pair (V, ε) in stages, first some conditions on (U , ε) needed for YU ,J, ε to
have good properties (Definition 3.1.1), and then more conditions needed to construct
a suitable collar on YV,J, ε (Definition 3.1.9).
The first main results of this section are Proposition 2.1.1 that describes the structure
of YU ,J, ε and Proposition 2.1.4 that describes the properties of the boundary collars put
on the manifolds YV,J, ε. Proposition 2.2.2 then explains how to use these boundary col-
lars to construct the attaching maps τIJ whose existence is claimed in Proposition 1.3.3.
Since the general construction is quite complicated, we describe it first by example (see
Example 2.2.1). Since the proofs of Theorems A and B in §2.3 depend only on the
statement of Proposition 1.3.3, this subsection can be read independently of §2.1, §2.2.
2.1. The collared manifold Y . Suppose given a tame atlas K with set of chart
domains U := (UI)I∈IK . The next definition uses a choice of constants ε = (εI) as in
(1.3.2), and the following notation:
- ∆J :=
{
t = (ti)i∈J
∣∣ ti ≥ 0, |t| := ∑i∈J ti = 1} is the (|J | − 1)-simplex;
- for ∅ 6= I ( J , we denote by ιIJ : ∆I → ∆J the natural inclusion with image
∂JrI∆J := {t ∈ ∆J
∣∣ tj = 0, j ∈ JrI} ⊂ ∆J ;
(we often omit ιIJ if there is no danger of confusion)
- t · e := ∑i∈J tiei, where t ∈ ∆J , e ∈ EA;
- κ := max{|J | : J ∈ IK};
- for x ∈ UJ , I(x) := {j : sj(x) 6= 0} ⊂ J and
- ε := (εI)I∈IK is a set of positive constants such that κ εI ≤ εJ whenever I ( J .
Given J ∈ IK, consider the set18
YJ : = YU ,J, ε(2.1.1)
=
{
(e, x; t) ∈ EA × UJ ×∆J
∣∣∣ sJ(x) = t · e, ‖e‖ < κεI(x),‖si(x)‖ < εI(x) ∀i ∈ J
}
.
18 To begin with, readers should ignore the rather fussy conditions involving the constants ε; in this
connection see (2.1.6) and Corollary 2.1.2 below. Notice that we do need some such constants since
the size of εJ determines how thick the pieces MJ will be, and to construct M we need to embed (a
covering of) MIJ into MJ for all I ⊂ J .
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Here are some properties of this definition.
• ΓA acts on YU ,J, ε by
γ · (e, x; t) = (γ · e, γ · x; t).
• The condition sJ(x) = t · e implies that
I(x) := {j : sj(x) 6= 0} ⊂ I(t) := {i : ti > 0}.(2.1.2)
In particular, if (e, x; t) ∈ YU ,J, ε we must have
x ∈ s−1J (EI(x)) = U˜I(x)J ⊂ U˜I(t)J ,(2.1.3)
where the equality holds because K is tame (see (1.2.2)). Further, the components
of e in EI(t) are determined by the pair (x, t), while those in EArI(t) can vary freely.
• There are three ΓA-equivariant projections of YU ,J, ε onto the factors of its domain.
- prE : YU ,J, ε → EA, (e, x; t) 7→ e. For I ⊂ A, we denote by eI the elements of EI ,
and denote by prEI the projection to EI .
- The projection prU : (e, x; t) 7→ x ∈ UJ has contractible fibers that vary with
x ∈ UJ .
- The fibers of pr∆ : YU ,J, ε → ∆J , (e, x; t) 7→ t also depend on the image t ∈ ∆J .
In particular, if for some I ( J we have t ∈ int ∆I := ∆Ir∂∆I ⊂ ∂∆J then for
any (e, x; t) ∈ pr−1∆ (t), we must have x ∈ U˜IJ while the restriction prEArI (e) can
vary freely.
• For each element of the form (e, x; ιIJ(t)) ∈ YU ,J, ε there is a corresponding element
(e, ρIJ(x); t) ∈ YU ,I, ε, where ρIJ : U˜IJ → UIJ is part of the atlas coordinate change.
Thus, if we define
∂JrIYJ := pr
−1
∆ (∂JrIYJ) :=
{
(e, x; t) ∈ YJ
∣∣ tj = 0, j /∈ I},(2.1.4)
there is a ΓA-equivariant covering map
∂JrIYJ → YI ∩ (EA × UIJ ×∆I) ⊂ YI .(2.1.5)
If the isotropy is trivial, we can therefore identify ∂JrIYJ with an open subset of YI .
• The relevance of the conditions involving the constants ε are explained by the fol-
lowing remark. For each x ∈ UJ such that ‖si(x)‖ < εI(x),∀i ∈ J , and every H
satisfying I(x) ⊂ H ⊂ J , there is a corresponding element(
e, x; ιHJ(bH)
) ∈ YU ,J, ε,(2.1.6)
where bH is the barycenter of ∆H . Indeed, if we take e :=
(|H|si(x))i∈A, then
ej = 0, j /∈ I(x), by definition of I(x), while for i ∈ I(x) we have ‖ei‖ = |H|‖si(x)‖ <
κεI(x) as required by (2.1.1).
The following result is proved in Corollary 3.1.4.
Proposition 2.1.1. Let UΩ be a family of chart domains for an atlas on X. Without
loss of generality, we may pass to a shrinking U < UΩ and choose constants ε > 0 so
that the following holds for all J .
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(i) sJ(UJ) ⊂ EJ,εJ ;
(ii) the space YJ := YU ,J, ε defined in (2.1.1) is a manifold of dimension D+ |J |−1
where D := dimEA + d;
(iii) YJ has boundary given by
∂YJ := YJ ∩ pr−1∆ (∂∆J) =
⋃
I(J ∂JrIYJ
=
⋃
I(J
{
(e, x; t) ∈ YJ : x ∈ U˜IJ , t ∈ ∂JrI∆J
}
.
Corollary 2.1.2. If Proposition 2.1.1 holds, then for all I ( J there is an embedding
ιEU : EArI,εI × U˜IJ → YU ,J, ε given by
ιEU : (eArI , x) 7→ (eArI + b−1I · sI(x), x; bI).
Proof. Since sJ(UJ) ⊂ EJ,εJ by (i), this holds by (2.1.6). 
Proposition 2.1.1 shows that the boundary of YJ lies over that of ∆J . It is well
known that the boundary of every topological manifold can be collared. The next step
is to show that we can construct this collar to have a special form, with control over
the components in EArI near the ‘corner’ pr
−1
∆ (∂JrI∆J). However, to establish this we
need to pass to a reduction V = (VI)I∈IK of the atlas (see (1.2.8)), since this severely
restricts the overlaps piK(VI)∩ piK(VJ) in |K| of the different chart domains. We define
YV,J, ε := YU ,J, ε ∩ (EA × VJ ×∆J).(2.1.7)
Since YV,J, ε is an open subset of YU ,J, ε, it is a manifold of dimension d+dimEA+|J |−1
with boundary
∂YV,J, ε = YV,J, ε ∩ ∂YU ,J, ε ⊂
⋃
I(J EA × (VJ ∩ U˜IJ)× ∂JrI∆J .
We denote by
ιEV : EArI,εI × ∂V˜IJ → YV,J, ε, (eArI , x) 7→ (eArI + b−1I · sI(x), x; bI).(2.1.8)
the restriction of the map ιEU in Corollary 2.1.2, and will consider the projections
prV : YV,J, ε → VJ , (e, x; t) 7→ x,
pr|V | : YV,J, ε → |VJ |, (e, x; t) 7→ |x| := piK(x),
where piK is as in (1.2.7).
There is a corresponding category with objects
⊔
J∈IK YV,J, ε and morphisms given
by the covering maps
(ρYIJ)∗ : YV,J, ε ∩
(
EA × V˜IJ × ιIJ(∆I)
)→ YV,I, ε, (e, x; ιIJ(t)) 7→ (e, ρIJ(x); t).(2.1.9)
This category has realization
Y V :=
⋃
J∈IK YV,J, ε/∼
where (e, x; t)I ∼ (e′, x′; t′)J for |I| ≤ |J | if I ⊂ J , e′ = e, t′ = ιIJ(t), and ρIJ(x′) = x.
Notice that the projections to ∆J induce a map
pr∆ : Y V → ∆K =
⋃
J∈IK ∆J/∼
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where the simplicial complex ∆K (with boundary identifications induced by the face
inclusions ιIJ) is the topological realization of the poset IK.19 There is also a projection
pr|V| : Y V → |V| < |K|, [e, x; t] 7→ |x|.
Remark 2.1.3. (i) The projection pr|V| × pr∆ induces a map
Y V → ‖V‖′ ⊂ |V| ×∆K,
whose image ‖V‖′ is closely related to, but not the same as, the topological realization
‖BK
∣∣rΓ
V ‖ of the category BK
∣∣rΓ
V in (1.2.9). For example, if x ∈ VJ is such that its
image |x| := piK(x) in |K| lies outside all the other sets prK(VI), I 6= J , then it gives
rise to a single point in ‖BK
∣∣rΓ
V ‖ (since the only morphism involving x is the identity
morphism) while it corresponds to a whole simplex x × ∆J in ‖V‖′.20 The partial
boundary ∂′ YV,J, ε ⊂ ∂YV,J, ε that we consider below could be understood in terms of
an embedding of ‖BK
∣∣rΓ
V ‖ into ‖V‖′. However, we will take a more naive, geometric
point of view.
(ii) We saw in Remark 1.3.8 that in the polyfold setting one can use an sc-smooth
partition of unity to construct a finite dimensional branched manifold M with section
S : M → EA that is a global chart for X. One can think of the extra coordinates
t ∈ ∆J (with
∑
ti = 1) as a kind of ‘external’ partition of unity that gives a more
indirect way to patch the different coordinate charts together. 3
The boundary collar. We now consider lifts to YV,J, ε of the following collar on ∂∆J
c∆J : ∂∆J × [0, w)→ ∆J , (t, r) 7→ (1− r|J |) t+ r|J | bJ ,(2.1.10)
where bJ = (
1
|J | , · · · , 1|J |) is the barycenter of ∆J and w < 14|J | ; see Figure 3.2. Note
that any t ∈ ∆J with at least one component ti < w is in the image of this collar. In
order to get maximal control over the collar we will not define it on all of ∂YV,J, ε since
much of ∂YV,J, ε is irrelevant to the task at hand. Indeed, we are only interested in
boundary points (e, x; t) with x ∈ V˜IJ for I ( J while, by Proposition 2.1.1, a general
boundary point has
x ∈ VJ ∩ s−1J (EI) = VJ ∩ U˜IJ ,
a set that is usually strictly larger than the overlap V˜IJ (which is defined in (1.3.3)).
Although the submersion axiom (1.2.3) implies that each V˜IJ is a submanifold in VJ of
19 The topological realization of a topological category has one k-simplex for each length-k com-
posable string of morphisms, with the ‘obvious’ boundary identifications. Thus ∆K has one k-simplex
for each I ∈ IK with |I| = k+1. Observe that as the associated footprint covering (FI)i∈IK of the zero
set X is refined, the space ∆K gives better and better approximations to the topology of X: indeed
the C¸ech cohomology of ∆K converges to that of X.
20 If the isotropy is trivial, there is an embedding ‖BK
∣∣rΓ
V ‖ → ‖V‖′ , whose image can be described
using versions of the sets st
∆
J (|x|) in (2.1.13) below.
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codimension dim(EJrI), we will make the following definition of the ‘boundary’ of VJ :
∂VJ :=
⋃
H(J V˜HJ ,(2.1.11)
which lies over the ‘boundary’ ∂|VJ | =
⋃
H(J |VHJ | of |VJ |.
We will define the collar
cYJ : ∂
′ YV,J, ε × [0, wJ)→ YV,J, ε,
over a subset ∂′ YV,J, ε of points (e, x; t) ∈ ∂YV,J, ε such that x ∈ ∂VJ and t is restricted
to lie in the set st
∆
J (|x|) defined as follows. Recall that for each x ∈ VJ the sets H such
that |x| := piK(x) ∈ piK(VH) (where piK : VJ → |K| is the projection (1.2.7)) form a
chain
I := Imin(|x|) = I0(|x|) ( I1(|x|) ( · · · ( Im(|x|) = Imax(|x|) =: K.(2.1.12)
If J = In(|x|), n ≤ m we will write
st
∆
J (|x|) : = conv(bI0 , bI1 , . . . , bIn−1) ⊂ ∂JrIn−1(|x|)∆J ,(2.1.13)
for the convex hull of the barycenters of the simplices corresponding to the elements of
this chain: see Figure 2.1. Note that st
∆
J (|x|) lies in the boundary of ∆J .
Figure 2.1. The figure on the left is schematic, showing the sets
|VI | rather than their (disjoint) lifts VI ; the sets V2,12 ⊂ V2 and
V23,123 ⊂ V23 are hatched, while for x in the shaded set W , we have
Imin(|x|) = {1}, I1(|x|) = {1, 2}, Imax(|x|) = {1, 2, 3}. The top right
illustrates the change in dimension from V1 to V12, while the bottom
right shows st
∆
J (|x|) for x ∈ V˜1,123 ∩ V˜13,123.
The domain ∂′ YV,J, ε ⊂ ∂YV,J, ε of the collar map cYJ contains all the points in the
image of the injections ιEV in (2.1.8), as well as the lifts to YV,J, ε of all points in im (cYH)
where I ( H ( J . To obtain points with more general t-coordinate we consider the
following rescaling operation. Suppose given t ∈ ∆J and a tuple µJ = (µj)j∈A such
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that µj = 1 if j /∈ J , µj > 0, ∀j, and µJ ·t ∈ ∆J . Then for any element (e, x; t) ∈ YV,J, ε,
there is a commutative diagram
(e, x; t)
_
prEArJ×prV

 µJ · // ((µJ)−1 · e, x; µJ · t)
_
prEArJ×prV

(eArJ , x)
 = // (eArJ , x),
(2.1.14)
where we assume ‖(µJ)−1 · e‖ < κεI(x) so that the top arrow has target in YV,J, ε.
The following result concerns a reduction V plus choice of constants ε that are
compatible in the sense of Definition 3.1.9. In particular this means that property
(i) in Proposition 2.1.1 holds, and that (V, ε) is compatible with a fixed choice of local
product structures as in (1.2.3). The proof is given in Lemma 3.2.1 below.
Proposition 2.1.4. Let (V, ε) be a compatible reduction of an atlas K. Then for
each J ∈ IK there is an open subset ∂′ YV,J, ε ⊂ ∂ YV,J, ε, a constant wJ > 0, and a
ΓA-equivariant embedding
cYJ : ∂
′ YV,J, ε × [0, wJ)→ YV,J, ε,
(
(e, x; t), r
) 7→ (e′, x′; c∆J (t, r)),(2.1.15)
with the following properties:21
• ∂′ YV,J, ε ⊂
{
(e, x; t) : ∃I ( J, x0 ∈ V˜IJ , s.t. x ≈ x0, t ∈ st∆J (|x0|)
}
,
• cYJ is compatible with the projections to EAr• as follows: we have
ιEV (EArI,εI × V˜IJ) ⊂ ∂′ YV,J, ε, ∀ I ( J.(2.1.16)
Further,
cYJ
(
(e, x; t), 0
)
= (e, x; t), ∀(e, x; t) ∈ ∂′ YV,J, ε,(2.1.17)
prEJrI (e) = 0 =⇒ cYJ
(
(e, x; t), r
)
=
(
e, x; c∆J (t, r)
)
, and
prEArI ◦ cYJ
(
ιEV (e, x), r
)
= prEArI (e), ∀(e, x) ∈ EArI,εI × V˜IJ ,(2.1.18)
• the sets ∂′ YV,J, ε are compatible with covering maps as follows: if I ( H (
J , then the relevant part of the image of cYH lifts to the domain ∂
′ YV,J, ε of cYJ .
More precisely, if (e, x; t) ∈ ∂′ YV,J, ε has x ∈ ρ−1HJ(V˜IH) ∩ V˜HJ22 and t ∈ ∂HrI∆H ,
then (e, ρHJ(x); t) is in the domain ∂
′ YV,H, ε of cYH and for all r ∈ [0, wH) there is
(e′, x′; t′) ∈ ∂′ YV,J, ε with x′ ∈ V˜HJ such that
cYH((e, x; t), r) =
(
e′, ρHJ(x′); t′
) ∈ YV,H,ε.(2.1.19)
21 The precise definition of ∂′ YV,J, ε may be found in (3.2.19) and (3.2.20). By slight abuse of
language we will call ∂′ YV,J, ε the domain of cYJ .
22 By (1.3.3), when I ( H ( J any two of the sets V˜IJ , V˜HJ , ρ−1HJ(V˜IH) determine the third.
CONSTRUCTING THE VIRTUAL FUNDAMENTAL CLASS OF A KURANISHI ATLAS 29
Further, the restriction of cYH to YV,H, ε∩pr−1V (V˜IH ∩VHJ) has a well defined lift (also
called cYH) to YV,J, ε such that for all x ∈ V˜IJ ∩ V˜HJ
(prYHJ)∗
(
cYH(e, x; t), r
)
=
(
cYH(e, ρHJ(x), t), r
) ∈ YV,H,ε, r ∈ [0, wH),(2.1.20)
where (prYHJ)∗ is as in (2.1.9).
• each ∂′ YV,J, ε is invariant under rescaling as follows: if (e, x; t) ∈ ∂′ YV,J, ε
where t ∈ st∆H(|x|) then for all µH as in (2.1.14) such that µH · t ∈ st∆H(|x|) we have
µH ·
(
e, x; t
)
:=
(
µ−1H · e, x; µH · t
) ∈ ∂′ YV,J, ε
and
prEArH×V ◦ cYJ
(
(e, x; t), r
)
=(2.1.21)
prEArH×V ◦ cYJ
(
(µ−1H · e, x; µH · t), r
) ∈ EArH × VJ ;
• the collar maps cYJ are compatible with shrinkings as follows: if (V ′, ε′) < (V, ε)
is another compatible reduction, then there are constants 0 < w′J < wJ such that the
restrictions of the maps cYJ to ∂
′ YV ′,J, ε′ := ∂YV ′,J, ε′ ∩ ∂′ YV,J, ε have all the above
properties with respect to the constants w′J .
• if K is oriented then the collar map cYJ is compatible with the natural induced ori-
entation on its domain and range.
By Lemma 3.1.11, any reduction V ′′ has a shrinking V < V ′′ that is compatible
with respect to some choice of constants ε and hence supports a collar
(
cYJ
)
J∈IK as
in Proposition 2.1.4. Further, we show in Corollary 3.2.3 that (V∞, ε∞) has a further
nested shrinking that is collar compatible in the following sense.
Definition 2.1.5. Let (V∞, ε∞) be a compatible reduction, with collars (cY,∞J )J∈IK.
We say that a shrinking (V, ε) < (V∞, ε∞) is collar compatible if it is compatible as
in Definition 3.1.9 and if for all J ∈ IK the collar map cY,∞J restricts to a collar (cYJ )J
on (V, ε) whose widths wJ satisfy √εI < wJ for all I ( J .
2.2. Construction of the category M and functor S : M→ EA. In (1.3.5), the
component MJ of ObjM was defined as
MJ = EArJ,εJ × VJ ,(2.2.1)
which is a manifold of dimension d + dimEA. We take MIJ := EArJ,εJ × VIJ , and
define the map τIJ : M˜IJ → MIJ that attaches MJ to MI to have domain a suitable
open subset M˜IJ ⊂MJ and to extend the atlas structural map
ρIJ : {0} × V˜IJ → {0} × VIJ ⊂MIJ ⊂MI .
We require that τIJ is a ΓA-equivariant covering map, induced by a free action of ΓJrI .
Further, to obtain a category, these maps must be compatible with composition: i.e.
for I ⊂ H ⊂ J we need
τHJ ◦ τIH = τIJ on M˜IJ ∩ M˜HJ ∩ τ−1HJ(M˜IH) = M˜IJ ∩ M˜HJ .(2.2.2)
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(Note that by (1.3.3) any two of the sets M˜IJ , M˜HJ , τ
−1
HJ(M˜IH) determine the third.)
For maximal elements J of IK, we then define SJ : MJ → EA as the projection
SJ : MJ → EA, (eArJ , x) 7→ (eArJ , sJ(x)).
The above should be considered as the default formula for SJ , that holds at points
(eArJ , x) ∈MJ where x is far from any overlap VJK with J ( K. However, in general
it must be modified in ways explained in Example 2.2.1 below.
Before giving the general formulas for µJ , τIJ ,SJ , we discuss an example. Part (i)
shows the role of the collar in constructing τIJ , and also how to achieve the closed
graph condition in (1.3.6), while part (ii) explains the relevance of the collar’s com-
patibility with projections and rescaling to the proof of the composition rule (2.2.2).
The usefulness of considering multiple collar compatible shrinkings (Vn, εn) will also
become apparent. We will use cutoff functions
(
χIJ : VI → [0, 1]
)
I(J of the following
form: if V < V ′ we have
supp (χIJ) ⊂
⋃
I(H⊂J V
′
IH , and
⋃
I(H⊂J V IH ⊂ int (χ−1IJ (1)).(2.2.3)
Example 2.2.1. (Attaching the MJ). We begin by considering the case when the
isotropy groups are trivial, so that τIJ : M˜IJ → MIJ is a homeomorphism. It is then
easiest to define its inverse
αIJ := τ
−1
IJ : MIJ → M˜IJ ,
since MIJ ⊂ MI is defined to be the product EArI,δI × VIJ (where VIJ is defined in
(1.3.3)) while M˜IJ will simply be defined as the image αIJ(MIJ). As in [MW2], we use
the notation φIJ := ρ
−1
IJ : VIJ → V˜IJ for the inverse of the atlas structural map ρIJ .
(i) Consider the case when there are two basic charts with labels 1, 2. Then M has
three components:23
M1 = E2,δ2 × V1, M2 = E1,δ1 × V2, M12 := V12,
where we assume (V, δ) is collar compatible as in Definition 2.1.5. In particular, this
means that for i = 1, 2 we have δi < w
2
12, where w12 is the width of the collar c
Y
12. We
first define the attaching maps α1,12 and α2,12, then define the sections SI . and finally
prune the sets M12 so as to satisfy the closed graph condition.
23 Here we simplify notation by writing M12 := M{1,2},M1,12 := M{1}{1,2} and so on. For an
example of this construction, see §1.4.
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We define α1,12 as a composite M1,12 := E2,δ2 × V1,12 → YV,12,δ → M12:
α1,12
(
(e2, x)
)
= prV
(
cY12
(
ιEV (e2, x), r
))
with r :=
√
‖e2‖
= prV
(
cY12
(
(s1(x), e2, φIJ(x); b1), r
))
(2.2.4)
= prV
((
e′1, e2, x
′; (1− r, r))),
= x′ ∈ V12 = M12,
where ιEV is the map in (2.1.8), b1 = (1, 0) is the barycenter of ∆1 considered as a
point in ∆2, we have used formula (2.1.10) for c
∆
12, and we have used the fact from
(2.1.18) that e2 is unchanged by c
Y
12. We note the following.
• Because (V, δ) is collar compatible, Definition 2.1.5 implies that the collar width
satisfies w12 >
√‖δ2‖ > r. Hence the element cY12((s1(x), e2, φIJ(x); b1), r) is well
defined for all (e2, x) ∈M1,12.
• Because the collar variable r := √‖e2‖ vanishes for the points (0, x) ∈ M1,12, the
map α1,12 extends the inclusion φIJ : VIJ → V˜IJ by (2.1.17), as is required by
Proposition 1.3.3 (i). Further, for small enough δi the closures of the images of α1,12
and the similarly defined map α2,12 are disjoint.
• Because the points (e, x; t) ∈ YV,J, ε satisfy sJ(x) = t · eJ and we chose r =
√‖e2‖,
we have
r ‖e2‖ = (‖e2‖)3/2 = ‖s2(x′)‖,
so that r = ‖s2(x′)‖1/3 is determined by x′.
• To see that α1,12 is injective, notice that because cYJ is injective it suffices to check
that the other elements, e′1, e2, r that appear in the tuple
(
e′1, e2, x′; (1 − r, r)
) ∈
YV,12, ε are determined by x′ ∈ V2. But we saw above that r = ‖s2(x′)‖1/3, so that
the equations s1(x) = (1− t)e′1, s2(x) = te2 determine e′1, e2.
We now define S12 := s12 : M2 = V2 → E12, and define Si on α−1i,12(M˜i,12) by
pullback: thus on this set
Si(ej , x) =
(‖ej‖1/2ej , si(αi,12(ej , x)), i 6= j,
has the form claimed in (1.3.7). We then extend Si to the rest of Mi by patching it to
the default map (ej , x) 7→ (ej si(x)) ∈ Ej × Ei = E12 via the cutoff χi in (2.2.3):
Si(ej , x) = χi,12(x)
(‖ej‖1/2ej , si(αi,12(ej , x))+ (1− χi,12(x))(ej , si(x)) ∈ E12.(2.2.5)
For this to be well defined, we need αi,12 to extend to a neighborhood of Mi,12 in
Mi. But we can always assume that V is a shrinking of some other reduction V ′. Then
because the collar extends over V ′ we may extend αi,12 over the corresponding set M ′i,12
by using the above formula (2.2.4). It is then clear that S −1i (0) = {0} × s−1i (0).
It remains to arrange that αi,12 has closed graph. Note that its restriction to {0} ×
Vi,12 does have closed graph because V is a reduction of a good atlas K, which among
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other things implies that the realization |V| ⊂ |K| is Hausdorff; see the discussion
around (1.2.7), (1.2.8). Denote by
Fr(Mi,12) := cl(Mi,12)rMi,12(2.2.6)
the frontier of Mi,12 in Mi, where, as usual, cl denotes the closure. As above, we may
assume that αi,12 extends to a homeomorphism αi,12 : cl(Mi,12)→ V ′12, which evidently
has a closed graph. Hence it suffices to arrange that V12 ∩ αi,12(Fr(Mi,12)) = ∅. But
V12 ∩ cl
(
αi,12(Fr(Mi,12))
) ⊂ cl(V˜i,12)rV˜i,12
is a closed subset of V12 that is disjoint both from cl(V˜j,12) (by the separation property
of the sets V˜1,12, V˜2,12) and from the zero set s
−1
12 (0) (because |V| is Hausdorff). Hence,
as in Figure 2.2, if this set is nonempty we can simply remove it from V12, i.e. we
replace V12 by
V12r
⋃
i=1,2cl
(
αi,12(Fr(Mi,12))
)
.(2.2.7)
Figure 2.2. Removing points from V12 so that αi,12 has closed graph.
Since V12 is open the point where the two heavy lines cross is not in V12.
The set M˜i,12 ∼= V˜i,12 × Ei,εi ⊂ V12 is hatched.
(ii) Now suppose that the atlas K has three basic charts with labels 1, 2, 3, so that the
sets VI in the reduction V intersect as in Figure 2.1. We assume that the isotropy is
trivial and all Ei 6= 0, and again explain how to choose the constants δi, and define
the attaching maps αIJ and sections SI that involve the vertex 1, namely those with
labels 1, 12, 13, and 123. It is now convenient to assume that we have four nested collar
compatible shrinkings (V1, ε1) < (V2, ε2) < (V3, ε3) < (V4, ε4) of V ′. Correspondingly,
with I ⊂ {1, 2, 3} and k ≤ ` ≤ 4 we define
MkI := EI,εki
× V kI , Mk,`IH = EI,εki × V
k,`
IH ⊂ MkI ,
where
V k,`IH = V
k
I ∩ V `IH = V kI ∩ pi−1K
(
piK(V `H)
)
We aim to define a category with basic domains of the form M
|I|
I and compatible
morphisms αIH : M
|I|,|H|
IH → M |H|H . However, to make these continuous and to define
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the corresponding maps SI we have to define transition functions on larger sets such
as M
|I|+1,|H|
IH . As in (i), we will first define suitable maps αIH and sections SI , and
then will prune domains to achieve the closed graph condition.
If |I| = 1, |H| = 2 we define αIH : M1,2IH → M2H as in (i) above. These methods also
easily adapt to define the maps αIH for |I| = 2 and SI : MI → EA for |I| ≥ 2. Indeed,
if J := {1, 2, 3} then
α1i,J : M
2,3
1i,J →M3J
can be defined much as in (2.2.4). The only new point is that because ∆1i is a 1-
simplex, we have to decide how to lift V1i,J to ∂YV,J, ε in order to use the collar. For
now, we use the default choice given by the embedding ιEV in (2.1.8), i.e. we embed it
over the barycenter b1i of ∆1i which we identify with the corresponding point ι1i,J(b1i)
in ∆J . Thus with i 6= j, i, j ∈ {2, 3}, we define
α1i,J : M
2,3
1i,J →M3J : (ej , x) 7→ x′ as follows:(2.2.8)
E3,ε2i
× V 2,31i 3 (ej , x) 7−→ cYJ
((
ιEV (e, x)
)
, r
)
, r =
√
‖ej‖
=
(
e′1i, ej , x
′; c∆J (b1i, r)
) ∈ YV3,J, ε3
7−→ x′ ∈M3J .
Since r depends on e3 and hence on s3(x
′) as above, it follows as before that α1i,J is
injective. Notice also that if x ∈ V 2,`1i,J the point φ1i,J(x) would lie in V˜ `1i,J as would
its image x′ under the collar map since the collar maps preserve the shrinkings by
Proposition 2.1.4. Taking ` = 4 here, we may therefore define S12 by pullback from
SJ on M
2,3
12,J , tapering it off to the product s12×prEj outside the larger set Ej,ε1i×V 2,41i,J
by using the cutoff functions β1i,J as in (2.2.5).
The main new task is to define
α1,J : M
1,3
1,J →M3J , so that α1,J := α1i,J ◦ α1,1i in M1,31,J ∩M1,21,1i.
If x ∈ V 1,31,Jr
⋃
i=2,3 V
1.3
1,1i, (i.e. x is “far” from V
1,2
1,1i) then we may define
α1,J(e23, x) = prE3×V
(
cYJ
(
(s1(x), e23, φ1,J(x), b1), r
))
, r =
√
‖e23‖,(2.2.9)
as in (2.2.4). Hence the lift of α1,J(e23, x) to YV3,J, ε3 lies over the ray c∆J
(
b1× [0, w0]
) ⊂
∆J . On the other hand, the composite α1i,J ◦ α1,1i first uses the collar cY1i for b1 in
∆1i and then the collar c
Y
J of b1i in ∆J , and hence its natural lift to YV3,J, ε3 is rather
different. We interpolate between these two maps as follows, where we take i = 2 for
clarity, and use cut-off functions β1,12 as in (2.2.3), with support in V
1,3
1,12 and that equal
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1 near the closed set V
1,2
1,12 < V
1,3
1,12. Thus with x ∈ V 1,31,12 ∩ V 1,31,J , we define
(e23, x) 7−→ cY12
((
s1(x), e23, φ1,12(x); b1
)
, r
)
where r := β1,12(x)
√
‖e2‖
=: (e′1, e23, x
′; 1− r, r) ∈ YV3,12, ε3
7−→ cYJ
(
(e′1, e23, φ12,J(x
′); 1− r, r), r′) =: (e′′1, e23, x′′; t′′) ∈ YV3,J, ε3(2.2.10)
where r′ := max
(
(1− β1,12(x))
√
‖e2‖,
√
‖e3‖
)
7−→ x′′ =: α1,J
(
(e23, x)
) ∈ M3J = V 3J
Note the following.
• Here (as in (2.1.20)) we consider cY12 to be the lift to ∂′ YV,J, ε of the collar for
∂′ YV,12, ε, and the composite cYJ ◦ cY12 is defined by (2.1.19).
• The above map (e23, x) 7→ x′′ is continuous, and equals that given in (2.2.9) when
β1,12(x) = 0 because ‖e23‖ = max{‖ei‖ : i = 2, 3} by definition.
• If x ∈ V 1,31,J ∩ V 1,21,12 ⊂ V 1,31,J ∩ (β−11,12(1)), then
α1,12(e23, x) = α12,J ◦ α1,12(e23, x).
Indeed, the invariance of the collar under rescaling in (2.1.21) shows that applying
the second collar map at (1− r, r) with r′ = √‖e3‖ and then projecting to M3J gives
the same result as rescaling, then applying the second collar at b12 with the same
r′, and then projecting to M3J . Note that by (2.1.18) this last claim holds even if
e3 = 0, so that the second collar map has r
′ = 0 when β1,12(x) = 1.
• It remains to check that this map (e23, x) 7→ x′′ is injective. Since the first two maps
in (2.2.9) are injective, it suffices to check that the projection (e′′1, e23, x′′; t′′) → x′′
is injective. But both collar maps preserve e2, e3 by the extended corner control in
(2.1.18). Hence, for i = 2, 3 we know ‖ei‖ and therefore t′′i from si(x′′) = t′′i ei. Since∑
i t
′′
i = 1, we therefore know t
′′ and hence also e′′ = (e′′1, e23).
As before, we define S1 by pullback via α1,∗ over E23,ε1 ×
⋃
{1}(J V1,J , extending to
the rest of M1 via a cutoff function β1,J . However, to do this we need the pullback of
S1 to be compatibly defined on a set that is larger than that on which we ultimately
wantS1 to equal the pullback. But we can arrange that the identity α1,J = α12,J ◦α1,12
actually holds on a neighborhood of the closure of V 1,21,12∩V 1,31,J , since in (2.2.10) β1,12 = 1
on a neighborhood of V
1,3
1,J , and we can always extend the domain of α1,12 to V
1,3
1,2 .
Therefore we can imitate the formula in (2.2.5).
It remains to prune the domains MJ so as to achieve the closed graph condition
for all maps αIJ . We will do this by downwards recursion on I. Thus, first taking
|I| = 2, we remove points from M123 so that the maps αI,123 have closed graph, and
then with I = {i} remove points from all MJ with |J | ≥ 2 so that the maps αi,J have
closed graph. At each stage we use the analog of formula (2.2.7), removing from VJ
all points in clVJ
(
αIJ(Fr(MIJ))
)
where Fr(MIJ) is the frontier of MIJ = M
|I|,|J |
IJ in
MI := M
|I|,|I|
I . Since Fr(MIJ) ⊂ M |I|,|J |+1IJ , the points removed lie in the image of the
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extension of the collar over YJ,V|J|+1, ε but not in the image of the collar over YJ,V|J|, ε.
Hence, because the αIJ are defined in terms of the collar map, these points do not lie in
imαHJ for any H ( I ( J . Thus the different steps do not interfere with each other.
(iii) If the isotropy is nontrivial, then we can still adopt the above approach, but now
must interpret αIJ as a local Γx-invariant inverse to τIJ and then define M˜IJ to be
the ΓA-orbit of its image. Further, we must make equivariant constructions, but this is
possible since the collar is equivariant, so that all the above formulas are appropriately
equivariant. In particular, the sets that must be removed in order to achieve the closed
graph condition for the local inverse αIJ are Γx-invariant, so that we can arrange that
τIJ has closed graph by removing its ΓA orbit. 3
The next result is essentially a restatement of Proposition 1.3.3, though it gives
a little more information on the nature of the map τIJ . Since the proof is rather
complex, we describe the strategy here. As in Example 2.2.1, we define the maps αIJ
by downwards recursion on the cardinality |I| of the index set I, shrinking domains at
each step. In order to extend the interpolation formula for αIJ = τ
−1
IJ given in (2.2.10)
to a chain of inclusions I0 ( I1 · · · ( Ik of length k > 1, we apply an iterated sequence
of collar maps over a family of paths P(e, x) in the simplex ∆J as described in Step 2
below. We then define the attaching maps τIJ and SI , and check that they have the
needed properties.
Proposition 2.2.2. Suppose given a good atlas K on X. Then there is a reduction V
and set of constants δ = (δI)I∈IK > 0, such that the following properties hold with
MI := EArI,δI × VI , MIJ := EArI,δI × VIJ .
(i) For each I ⊂ J there are open sets M˜IJ ⊂MJ and ΓA-equivariant maps
τIJ : M˜IJ →MIJ
that restrict to ρIJ on {0} × V˜IJ and are such that
• M˜IJ is a product EArJ,δI×M˜0IJ where V˜IJ ⊂ M˜0IJ ⊂ VJ and cl(M˜0IJ)∩cl(M˜0HJ) = ∅
unless I,H are nested, and
• τIJ = idE × τ0IJ where τ0IJ : M˜0IJ → EJrI,δI × VIJ has the following properties:
- τ0IJ(x) =
(
0, ρIJ(x)
)
for x ∈ V˜IJ ;
- τ0IJ has closed graph; and
- τ0IJ quotients out by a free action of ΓJrI that extends to a free action on a
neighborhood of cl(M˜0IJ) in VJ .
(ii) for I ( J ( K we have
τJK(M˜IK ∩ M˜JK) = M˜IJ ∩MJK , and τIK = τIJ ◦ τJK .(2.2.11)
(iii) For each J there is SJ : MJ → EA such that for all J ⊂ K, we have
SJ ◦ τJK = SK |M˜JK , S
−1
J (EJ) ⊂ {0} × VJ and(2.2.12)
SJ(0, x) = (0, sJ(x)).
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(iv) If the initial atlas K is oriented, then so is the category M defined by the above
data as in (1.3.5).
Corollary 2.2.3. Proposition 1.3.3 holds.
Proof. If the category M is defined as in (1.3.5) using the above data MI , M˜IJ , τIJ ,
then all the properties of Proposition 1.3.3 hold. 
Proof of Proposition 2.2.2. Step 1: The set-up and basic strategy of proof.
Fix a shrinking G0 = (G0I)I∈IK of the footprint cover. By Corollary 3.2.3 we may
choose a family of nested collar compatible shrinkings as above
ψ−1(G0) < (V1, ε1) < · · · < (Vκ+1, εκ+1) < (V∞, ε∞) < U∞,
with collar widths that increase with m. The projection piK : U∞I → |K| quotients out
by ΓI and its restrictions to the Vm have the property that
piK(V kI ) ∩ piK(V `J ) 6= ∅ ⇐⇒ I ⊂ J or J ⊂ I.
For m ≤ ` we denote V m,`IJ := V mI ∩ pi−1K (piK(V `J )), and for m ≤ |I|, m ≤ ` ≤ |J | define
MmI := EArI,εmI × V mI , M
m,`
IJ = EArI,εmI × V
m,`
IJ .(2.2.13)
For each I ( J and m ≤ |I| we will define SJ : M |J |J → EA, a subset M˜m,`IJ ⊂M `J and
a ΓA-equivariant covering map
τm,`IJ : M˜
m,`
IJ →Mm,`IJ
with the following properties:
(a) τm,`IJ has product form and closed graph as in (i), and quotients out by a free
action of ΓJrI on (M˜
m,`
IJ )
0;
(b) for all m ≤ m′ ≤ |I|, ` ≤ `′ ≤ |J |, M˜m,`IJ ⊂ M˜m
′,`′
IJ and τ
m′,`′
IJ |M˜m,`IJ = τ
m,`
IJ ;
(c) if I ( H ( J then τ |I|,|J |IJ = τ
|H|,|J |
HJ ◦ τ |I|,|H|IH on their common domain; moreover
this domain maps onto
EArI,εI ×
(
V
|I|,|J |
IJ ∩ ρIJ(V |H|,|J |HJ )
)
⊂M |I|I .
(d) if I ( J then SI ◦ τIJ = SJ on M˜ |I|,|J |IJ ;
(e) S −1J (0) = {0} × s−1J (0) ⊂M |J |J .
In the end we will take
MI := M
|I|
I , MIJ := M
|I|,|J |
IJ
with the corresponding sets M˜
|I|,|J |
IJ , and the restrictions of the maps τIJ and SI . In
particular, δI = ε
|I|
I .
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For simplicity, we first assume that the isotropy groups are trivial. As in Exam-
ple 2.2.1 (see in particular (2.2.10)) for I ( J we will define a family of injective maps
αIJ : M
|I|+1,|J |+1
IJ ∩ {(e, x)
∣∣ ‖eJrI‖ < ε|I|I } → M |J |+1J , λ ≥ 1
(where eJrI := prEJrI (e)) with well defined restrictions
αIJ := αIJ
∣∣
Mm,kIJ
: Mm,kIJ →MkJ , m ≤ |I|+ 1, k ≤ |J |+ 1,m ≤ k,(2.2.14)
such that
αIJ = αHJ ◦ αIH on M |I|,|J |IJ ∩ α−1IH(M |H|,|J |HJ ), ∀ I ( H ( J.(2.2.15)
Then we define
M˜m,`IJ = αIJ(M
m,`
IJ ), τIJ = α
−1
IJ .
With this, conditions (b), (c) will hold and τIJ = α
−1
IJ has the required product form.
We will arrange the rest of (a) later.
Step 2: Definition of αIJ via the paths P(e, x).
Figure 2.3. The path P(e, x) with Ik = {1}, . . . , Ik+3 = {1, 2, 3, 4}.
To define αIJ(e, x) we consider the chain of length m = m(|x|) formed by the sets
H such that |x| ∈ |VH ||H|+1
Imin(|x|) = I0(|x|) ( I1(|x|) ( · · · ( Im(|x|) = Imax(|x|),(2.2.16)
modifying the definition of st
∆
J (|x|) from (2.1.13) accordingly. Extending the procedure
in (2.2.10), if I = Ik(|x|) we define αIJ(e, x) by applying collar maps in YVκ+1,Im,εκ+1
a total of m − k times with initial points pn−1 ∈ pr−1∆ (∆In) and collar lengths rn for
n = k + 1, . . . ,m = m(|x|). In fact, it is useful to think of applying the iterated collar
map that lies over the path P(e, x) in st∆J (|x|) with the following vertices:
pk = bIk , pn = (1− rn)pIn−1 + rnbIn = c∆In(pn−1, rn), k < n ≤ m(|x|),
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(see Figure 2.3) where the rn are described below. Note that by the collar compatibility
with covering maps in (2.1.20) it makes no difference whether at the nth step we apply
the collar map over the segment [pn−1, pn] in YV,In,ε (where V := Vκ) and then lift to
the next level YV,In+1,ε, or whether we first lift all the way to YV,Im,ε (where Im = Imax),
and then apply the collar maps. We take the second approach, first lifting the initial
point (eArIk , x) to
(eArIk + b
−1
Ik
· sIk(x), φIkIm(x); bIk) ∈ ∂ImrIkYV,Im,εκ+1 ∩ ∂′ImrI0YV,Im,εκ+1
and then applying successive collar maps that remain in the boundary ∂′ YV,Im,εκ+1
until the very last step. Note that by the collar compatibility with shrinkings we can
work in V := Vκ rather than in the different V i.
To complete this definition of αIJ(eArI , x) it remains to define the lengths rn = rn(x)
for k + 1 ≤ n ≤ m. To achieve consistency with coordinate changes, for each I ∈ IK,
we choose a cutoff function χI : |K| → [0, 1] such that
supp (χI) ⊂ piK(V |I|+1I ), χ−1I (1) ⊂ piK(V |I|I ),(2.2.17)
and for each J denote its pullback to the set V
|J |+1
J by the same letter. Then, writing
an :=
√‖eInrIn−1‖ and χi := χIi , we define
rm+1(x) : = χm+1(x)am+1, rm+2(x) = χm+2(x) max
(
(1− χm+1(x))am+1, am+2
)
, . . .
rn(x) : = χn(x)
(
max
m<j≤n
λjaj
)
, λj :=
n−1∏
i=j
(1− χi(x)), j < n, λn := 1.
To check that αIJ(eArI , x) is well defined we note the following.
• The path P(e, x) depends both on the position of |x| with respect to the sets
|VH ||H|+1 in the chain (2.2.16), and on the relative sizes ak of the relevant components
of e; cf. equations (2.2.10).
• In order for the collar maps to be defined over P(e, x), we must have rn(x) < wIn
for all n. But
rn ≤ max
m<j≤n
√
‖eInrIn−1‖ <
√
‖eArI‖ < √εIm < wIn
for all m > n because (V, ε) is collar compatible: see Definition 2.1.5.
• Further at each stage we need the image of the iterated collar map to lie in the
domain of the next collar map It follows from (2.1.16) that the initial point
(eArIk + b
−1
Ik
· sIk(x), φIkIm(x); bIk)
of P(e, x) does lie in ∂′ YV,J, ε. One then uses the fact that these domains ∂′ YV,J, ε
are compatible with covering maps, as explained in (2.1.19),(2.1.20).
• To see that the path P(e, x) varies continuously with x, it suffices to check continuity
for a sequence of points xν → x∞ for which just one of the functions χ — say χs —
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changes from a positive value to zero. But in this case (assuming that e is fixed) the
functions ri(x) are continuous for i < s, while for i ≥ s we have
aνi = a
∞
i , i 6= s, s+ 1, a∞s = max(aνs , aνs+1),
lim
ν
ri(x
ν) = ri(x
∞), i < s, lim
ν
rs(x
ν) = 0, lim
ν
ri(x
ν) = ri−1(x∞), i > s.
• If x ∈ V |I|+1,|H|IH for H = Is where m < s < n, then χs(x) = 1. In this case, we can
divide P(e, x) into two independent segments at the point ps, because the lengths
rn(x), n > s no longer depend on ai, i ≤ s since λi = 0 for i ≤ s. Further, the second
part of P(e, x) projects to the path P(φIH(x)) under the natural projection(
conv(bI0 , . . . , bImax(|x|))
)
r
(
conv(bI0 , . . . , bIs)
) → conv(bIs , . . . , bImax).
Step 3: Definition of the maps αIJ and sections SI in the case of trivial isotropy.
With these formulas in hand, we now define the maps αIJ and sections SI by
downwards recursion on |I|. For |J | = κ := max{|J | : J ∈ IK}, we define
SJ : = S
′
J , where
S ′J : MJ → EA, (eA−J , x) 7→ (eArJ , sJ(x)).
If |I| = κ − 1, for x ∈ V |I|+1,|J |IJ the path P(|x|) has one segment of length χIak :=
χI
√‖eJrI‖, and we define αIJ : M |I|,|J |IJ → M |J |J by applying the collar map as in
(2.2.8). For these values of x we have χI(x) = 1. However the fact that we have
defined αIJ over the larger set V
|I|+1,|J |
IJ means that the function
SI :=
∏
J :I(J
(1− χJ)S ′I +
∑
J :I(J
χJα
∗
IJ(SJ) : V
|I|
I → EI .(2.2.18)
is well defined and is compatible under pullback from VJ .
Let us now suppose that maps αIJ : V
|I|+1,|J |+1
IJ → V |J |+1J , and functions SI :
V
|I|
I → EA have been defined for all I ( J with |I| > k so as to satisfy condi-
tions (2.2.14),(2.2.15), and consider I with |I| = k. Because there are no transition
functions αII′ between these sets VI we can work separately with each such I. Then
define αIJ(x) for x ∈ V |I|+1,|J |+1IJ by applying the collar maps cYHJ as described in Step 2
over the part, called PIJ(x) below, of the path P(e, x) from pk = bI (where I = Ik(|x|))
to pq, where J = Iq(|x|).
We check the properties of αIJ as follows.
• The map αIJ depends continuously on x because we saw above that the path
P(e, x) depends continuously on x, and because by (2.1.18) the collar map along a
path segment of length 0 is the identity.
• Both M˜IJ and αIJ have the product form required by (a) because the collar map
cYJ does not change the components of eArI that lie in EArJ ; cf. (2.1.18).
• We repeatedly use the fact that the collar is compatible with all the shrinkings to
show that (b) holds.
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• To prove the composition formula (c), we use the fact proved above that when
x ∈ M |I|+1,|H|IH , the path PIJ(x) divides into two independent segments, the first of
which is simply PIH(x), while the second projects onto PHJ(φIJ(x)). Now use the
invariance of the collar map under rescaling (2.1.21).
• To see that αIJ is injective, notice first that the path PIJ(x) is determined by x.
Hence the collar maps applied to the lift (e′, φIJ(x); bI) of (e, x) ∈MII to Y = YV,J,ε
give a point in Y that lies over a point tx ∈ ∆J , that is determined by P(e, x)
because the collar cYJ lifts c
∆
J by (2.1.15). But the collar maps are injective, as is the
projection YV,J,ε ∩ pr−1∆ (tx) to MJ .
Finally, we define SI as in (2.2.18). This clearly has the properties required in (iii).
Step 4: Completion of the proof in the case of trivial isotropy. The first claims in (i),
namely that τ0IJ extends ρIJ and that M˜IJ is a product of the form EArJ,δI × M˜0IJ , are
clear. To establish the separation claim, namely that cl(M˜0IJ)∩cl(M˜0HJ) = ∅ unless I,H
are nested, notice that the intersections of cl(M˜0IJ), cl(M˜
0
HJ) with {0} × VJ certainly
have this property by definition of a reduction. Hence, starting with maximal |I| as
usual, we may, if necessary, shrink the constants δI so that this property holds. Further,
(iv) holds, because if K is oriented, then so are all the manifolds YU ,J, ε and MI . Since
the structural maps in K preserve orientation by definition, and the collar maps cYJ
preserve orientation by Proposition 2.1.4, so do the maps τIJ constructed above.
It remains to arrange that the maps αIJ have closed graph. We do this by the
method described in Example 2.2.1. Given I ( J , recall that MIJ := M
|I|,|J |
IJ ⊂
M
|I|,|J |+1
IJ and define Fr(MIJ) := cl(MIJ)rMIJ where we take the closure in M
|I|,|J |+1
IJ .
Then the maps αIJ extend to give a compatible family of embeddings defined over
cl(MIJ). The images αIJ(cl(MIJ)), αHJ(cl(MHJ)) are disjoint unless I,H are nested.
Moreover, if H, I are nested, the intersection αIJ(MIJ) ∩ αHJ(Fr(MHJ)) is empty
because αIJ(MIJ) ⊂ MJ = M |J |J while αHJ(Fr(MHJ)) ⊂ Fr(MJ) ⊂ M |J |+1J rM |J |J .
Hence, if we define
M ′J := MJr
⋃
I(Jcl(αIJ(Fr(MIJ)),(2.2.19)
the maps αIJ for I ( J have image in M ′J and closed graph. Moreover, if we have
already arranged that all the maps αJK : MJK → MK for J ( K have closed graph
and satisfy the compatibility conditions (2.2.15) for all I ⊂ J ⊂ K, then if we replace
the domain MJK by M
′
J ∩ MJK the maps αJK : M ′JK → MK will still have these
properties. Hence we may arrange that all the maps αIJ have closed graph by applying
these two steps for each J , starting with J such that |J | is maximal and then working
down.
This completes the proof if the isotropy groups are trivial.
Step 5: The case of nontrivial isotropy.
To construct the maps τIJ in general, we argue as above, taking φIJ(x) to be the
local inverse to the covering map ρIJ at x ∈ V˜IJ , and then defining τIJ to be the
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ΓA-equivariant extension of α
−1
IJ to a neighborhood of the orbit of (0, x) in M˜IJ . To
see that this definition is consistent and independent of the choice of x ∈ ρ−1IJ (ρIJ(x0),
note that the collar map is equivariant and, once the shrinkings (Vk, εk) are chosen, the
only other choice in the above construction is that of the cutoff functions χI in (2.2.17)
whose pullbacks to the sets VI are also equivariant. Hence the local inverse φIJ(x0) is
invariant under the stabilizer group Γx, and so the extension is well defined.
Since all the previous arguments apply without essential change, it remains to check
that τ0IJ quotients out by a free action of ΓJrI on M˜
0
IJ that extends to a neighborhood
of cl(M˜0IJ). To establish this, we must define an appropriate action of ΓJrI on M˜
0
IJ .
If ΓJrI acts trivially on EJrI , then this action is simply the restriction of the given
action of ΓJrI on VJ . However, in general this is not the case, and the new action
ΓJrI × M˜0IJ → M˜0IJ , (γ, x) 7→ γ ∗ x
is described as follows. Notice first that because the collar cYJ is ΓA-equivariant and
injective, each point x0 ∈ V˜IJ ⊂ M˜0IJ with τ0IJ(x0) = (0, x′0) ∈ EJrI,δI × VIJ has
a neighborhood N (x0) on which τ0IJ is injective and has image N ′ of product form,
namely N ′ = EJrI,δI ×O′ ⊂ EJrI,δI × VIJ . Further, ΓJrI acts on N ′ via its action on
EJrI,δI , since it fixes the points of VIJ ⊂ VI . If τ−1IJ,x0 : N ′ → N (x0) is the local inverse
to τIJ at x0, we now define
γ ∗ x := γ ·J τ−1IJ,x0(γ−1 ·I τIJ(x)), x ∈ N (x0).(2.2.20)
where for clarity we have written x 7→ γ ·I x (resp. x 7→ γ ·J x) for the standard action
of γ ∈ ΓJrI on EJrI,δI × VIJ ⊂ EJrI,δI × VI (resp. on M˜0IJ ⊂ VJ). Then
τIJ(γ ∗ x) = τIJ
(
γ ·J τ−1IJ,x0(γ−1 ·I τIJ(x))
)
= γ ·I
(
τIJ ◦ τ−1IJ,x0(γ−1 ·I τIJ(x)) = τIJ(x),
where the second equality uses the equivariance of τIJ with respect to the actions ·J , ·I .
Now extend this action over the whole orbit by setting δ ∗ (γ ∗x) := (δγ) ∗x. This new
action x 7→ γ ∗x is free, since ΓJrI acts freely on V˜IJ . Further, this action extends to a
free action on a neighborhood of the closure of M˜0IJ since it is determined by τIJ , and
hence by the collar, both of which can be extended. 
Lemma 2.2.4. The action x 7→ γ ∗ x of ΓJrI on M˜IJ has the following properties:
(i) if H, I ⊂ J , then the action of ΓJrI on M˜IJ preserves the subset M˜IJ ∩ M˜HJ ;
(ii) if H ⊂ I ⊂ J then the restriction to M˜IJ ∩ M˜HJ of the action of ΓJrI on
M˜IJ agrees with that obtained by considering ΓJrI as a subgroup of ΓJrH and
restricting the corresponding action from M˜HJ to M˜IJ ∩ M˜HJ .
(iii) if H ⊂ I ⊂ J and y ∈ M˜IJ ∩ M˜HJ , then
τIJ(γJrH ∗ y) = (γJrH |IrH) ∗ τIJ(y)
where γJrH |IrH is the image of γJrH under the projection ΓJrH → ΓIrH .
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(iv) Properties (i) and (ii) continue to hold for the extension of the action to the
closure cl(M˜IJ) of M˜IJ in MJ .
Proof. (i) follows from (2.2.20) because the action x 7→ γ ·J x preserves the sets M˜HJ for
all H ⊂ J . (ii) also follows immediately from (2.2.20) and the fact that τHJ = τHI ◦τIJ
on M˜IJ ∩ M˜HJ . (iii) holds because the maps τIJ are equivariant with respect to the
projection ΓJ → ΓI and take M˜IJ ∩ M˜HJ to MIJ ∩ M˜HI by (2.2.11). Finally (iv)
holds because the extended action is defined by extending the domain of the maps in
(2.2.20). 
Remark 2.2.5. (The smooth case.) Note first that if we apply the above con-
struction to a smooth atlas (i.e. one that satisfies the smooth submersions condition
in (1.2.4)), then the charts used in (3.1.4) to give YV,J, ε the structure of a topologi-
cal manifold do not have differentiable inverses. A related problem may also be seen
in Example!2.2.1: the attaching map α1,12 in (2.2.4) is given by the collar, which by
(3.2.3) has the form (e2, x) 7→ x′ := φ(‖e2‖1/2e2, x), where φ is the local product struc-
ture along V˜IJ in (1.2.3). Thus, even if φ were a diffeomorphism, α1,12 would not have
a smooth inverse along the submanifold e2 = 0. Thus, just as in standard blow-up
constructions, in order to obtain a smooth category M from a smooth atlas one needs
to choose a smoothing of YV,J, ε along its boundary.
Alternatively, one could use a different construction that avoids introducing the
manifold Y . Instead, one can construct the all important collar structure used to
define the maps τIJ by using the exponential map with respect to a suitable family of
metrics on the sets VJ . Indeed, recall that by the smooth tangent bundle condition
(1.2.4) the derivative dsJrI induces an isomorphism from the normal bundle T
⊥(V˜IJ)
of V˜IJ in VJ to the product EJrI,εI × V˜IJ . To explain the idea, let us suppose for
simplicity that that the cover V is refined so that the group ΓJrI acts freely on the
components on V˜IJ , so that the restriction of τIJ to each component is a diffeomorphism
onto VIJ . Then we can think of VIJ as a subset of V˜IJ and the task is to define a
consistent family of injections αIJ : EJrI,εI × VIJ → VJ . To this end, choose a family
of ΓI -invariant Riemannian metrics gI on VI and constants εI that are compatible in
the following sense:
• for each I ( J , V˜IJ is a totally geodesic submanifold of (VJ , gJ) and
(ρIJ)∗(gJ |V˜IJ ) = gI |VIJ .
• 0 < εI < εJ if I ( J ;
• for each I ( J , the gJ -exponential map along directions perpendicular to V˜IJ defines
an embedding αIJ : EJrI,εI × VIJ → VJ ;
• the corners are locally flat, i.e. if x ∈ V˜IJ ∩ V˜HJ for I ( H ( J then
αIJ
(
eJrH + eHrI , x
)
= αHJ
(
eJrH , αIH(eHrI , x)
)
.
The last condition means that the composition rule holds directly, without having to
introduce analogs of the paths P(e, x). Of course, the choice of the gI , εI requires some
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attention to detail as in the proof of Lemma 3.1.11 below; see also the construction of
the perturbation section in [MW2, §7.3]. Thus one begins with a family of shrinkings
Vκ < · · · < V1 < V0 of an initial reduction V0, where κ := max{|J | | J ∈ IK} and
then chooses metrics gJ on V
|J |
J , starting with J of length |J | = 1, that satisfy the
above conditions for the submanifolds V˜
|J |
IJ of V
|J |
J for some constant ε
′
I > 0. Finally,
once gJ is defined on V
κ
J for all J , one chooses suitable constants εJ , now starting with
maximal |J | and working down. Further details are left to the reader, as is the proof
that the resulting branched manifold is cobordant to the topological one constructed
in detail above. For this last step one would need to adapt the proof of uniqueness in
Step 2 of the proof of Theorem B in §2.3.
Besides obtaining a smooth rather than topological branched manifold, there are
no real advantages to this construction unless one wants to work with the virtual
fundamental class on the chain level using de Rham cochains. Another point is that
by [M1] we can construct the branched manifold M to be a simplicial complex, so that
we could simplify the proof of Lemma 2.3.4 by using (locally finite) singular homology
instead of C¸ech homology. However, because we know nothing about X except that
it is compact and Hausdorff, the VFC has still to be considered as an element in
C¸ech homology. For further discussions of the smooth case, see Step 3 of the proof of
Theorem B. 3
2.3. Proof of Theorems A and B. To prove Theorem A, we must show that the cat-
egory M constructed in §2.2 has a unique completion to a weighted branched groupoid,
and then analyze the structure of this groupoid and the associated weighted branched
manifold (M,Λ). The arguments needed here are very similar, but not identical, to
those in [M3, Proposition 2.3] (which considers the case of the category BK defined by
an atlas with trivial obstruction spaces) and in [MW3, §3.3] (which analyzes the zero set
of a transverse perturbation section). Theorem B has two parts. It first states that if K
is oriented the weighted branched manifold (M,Λ) carries a natural fundamental class
[X]virK , a result that was proven in [M1] in the case when M is smooth and compact,
with or without boundary. Although smoothness is assumed throughout [M1], the only
place where this condition is essential is in the construction of the fundamental class in
the proof of [M1, Proposition 3.25]. In this case, we may replace M by an equivalent
wnb groupoid that is tame in the sense that its branching loci are piecewise smooth
and hence triangulable, which allows us to work with singular homology in the proof
of Lemma 2.3.4. In the present case, we must use rational C¸ech cohomology, and the
appropriate dual homology theory for noncompact manifolds as described in §A. The
second and more substantial part of the proof of Theorem B explains why [X]virK is
independent of all choices made in its construction, and why, in the smooth case, the
new definition is consistent with the previous definition via perturbation sections.
We begin with a lemma about groupoid completions of e´tale categories; for defini-
tions, see §1.2, §1.3. As usual we denote by I a collection of subsets of a finite set A,
and say that I,H ∈ I are nested if I ⊂ H or H ⊂ I. We state the condition identity
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below for completeness: it follows immediately from the fact that every category has
identity morphisms.
Lemma 2.3.1. Let I be a collection of subsets of a finite set A, and M be an e´tale
category with
ObjM =
⊔
I∈IMJ , MorM =
⊔
I⊂J, I,J∈I M˜IJ
s× t : MorM → ObjM ×ObjM, (I, J, y) 7→
((
I, τIJ(y)
)
,
(
J, y
))
,
where M˜IJ ⊂MJ is an open subset and the maps τIJ : M˜IJ →MIJ satisfy the following
conditions:
• (identity) for all I ∈ I, τII = id on M˜II = MII = MI ;
• (composition) for all H ⊂ I ⊂ J , τ−1IJ (M˜HI ∩MIJ) = M˜HJ ∩ M˜IJ and τHJ =
τHI ◦ τIJ on M˜HJ ∩ M˜IJ ; hence, if z ∈ M˜IJ ∩ M˜HJ where H ⊂ I ⊂ J we have
(H, I, y) ◦ (I, J, z) = (H,J, z).
• (separation) cl(M˜IJ) ∩ cl(M˜HJ) = ∅ unless I,H are nested;
• (group actions) for each i ∈ A there is a finite group Γi such that, for all I ⊂ J ,
τIJ quotients out by the restriction to M˜IJ of a free action of ΓJrI on cl(M˜IJ) ⊂MJ ,
where ΓJrI :=
∏
i∈JrI Γi. Moreover, these actions x 7→ γ ∗x satisfy the compatibility
conditions listed in Lemma 2.2.4.
Then, there is a unique nonsingular groupoid M̂ with the same object space and real-
ization as M. Its morphism spaces for I ⊂ J are
Mor
M̂
(MI ,MJ) :=
⋃
∅6=F⊂I
(
M˜IJ ∩ M˜FJ
)× ΓIrF ,(2.3.1)
=
{
(y, γ) ∈MJ × ΓJ
∣∣ y ∈ M˜IJ , γ ∈ ΓIrHy},
where Hy := min{H : y ∈ M˜HJ}, with
s× t (I, J, y, γIrHy) =
(
(I, γ−1IrHy ∗ τIJ(y)), (J, y)
)
(2.3.2)
(I, I, y, γIrHy)
−1 = (I, I, γ−1IrHy ∗ y, γ−1IrHy)
In particular, M̂ is e´tale, and there is an injective functor M→ M̂.
Proof. Observe first that because a nonsingular category has at most one morphism
between any two objects, M̂ must have precisely one morphism between any two objects
(I, x), (J, y) that are equivalent under the equivalence relation ∼M on ObjM generated
by MorM. Hence, there is precisely one nonsingular groupoid with ObjM̂ = ObjM and
|M̂| = |M|. Since there is an injection
MorM(MI ,MJ) = M˜IJ ↪→
⋃
∅6=F⊂I
(
M˜IJ ∩ M˜FJ
)× ΓIrF
when I ⊂ J , and the structural maps described in (2.3.2) are e´tale, it remains to check
that the formula 2.3.1 does describe Mor
M̂
(MI ,MJ).
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The separation property implies that for each y ∈ MJ the set of F such that |y| ∈
|M˜FJ | ⊂ |M| is nested. Let Hy be the minimal such element. By Lemma 2.2.4,
for all Hy ⊂ I ⊂ J the group ΓIrHy acts freely on M˜HyI . Hence each element in⋃
∅6=F⊂I
(
M˜IJ ∩ M˜FJ
) × ΓIrF has a unique description of the form (y, γ) where y ∈
M˜IJ , γ ∈ ΓIrHy . Further, given such (y, γ) it follows from Lemma 2.2.4 (iii) that
τHyJ(y) = τHyI(γ
−1 ∗ τIJ(y)) for any I with y ∈ M˜IJ , so that(
J, y
) ∼M (Hy, τHyJ(y)) = (Hy, τHyJ(γ−1 ∗ τIJ(y))) ∼M (I, τIJ(y)).
Hence for each I with y ∈ M˜IJ and each γ ∈ ΓIrHy there must be a morphism m in
M̂ from (I, γ−1 ∗ τIJ(y)) to (J, y). To see that these are the only morphisms in M̂ it
remains to observe that each equivalence class [(J, y)] contains a unique element of the
form (Hy, z) where z ∈MHy ; further if Hy ⊂ I ⊂ J then [(J, y)]∩MI = {x ∈ ρ−1HyI(z)}
consists of the ΓIrHy -orbit of τIJ(y). Since each morphism is uniquely specified by its
source and target, there is no need to write out the composition rule in M̂ explicitly. 
Lemma 2.3.2. Suppose in the situation of Lemma 2.3.1 that for each I ⊂ J the map
τIJ has closed graph. Then
(i) the maximal Hausdorff quotient |M|H is the realization of a nonsingular groupoid
M̂H with objects ObjM and morphisms from MI to MJ with I ⊂ J given by
Mor
M̂H
(MI ,MJ) :=
⋃
∅6=F⊂I
(
M˜IJ ∩ cl(M˜FJ)
)× ΓIrF .
(ii) For each I, the map piHI : MI → |M̂H| is a local homeomorphism with open image,
and in particular is a proper map onto its image.
(iii) The space M := |M|H = |M̂H| can be given the structure of a weighted nonsin-
gular branched manifold with weighting function ΛM : M → Q+ = Q ∩ (0,∞) given
for p ∈ |MI |H by
ΛM (p) :=
1
|ΓI | #
{
y ∈MI
∣∣piHM(y) = p} = |ΓIrFy ||ΓI |
where Fy := min{F : y ∈ cl(M˜FI)} = min{F : piHM(y) ∈ cl(piMH(MF )}. Moreover
the wnb manifold M is oriented if M is.
Proof. Denote by ≈M the equivalence relation on ObjM corresponding to the quotient
map ObjM → |M|H. Its graph is the closure in ObjM × ObjM of the graph of ∼M.
First consider the component in Mor
M̂
consisting of morphisms from MI to MJ for
I ⊂ J with γ = id. This set can be identified with M˜IJ and has closed graph by
hypothesis. Next consider the set of morphisms in M̂ from MJ to MJ :
Mor
M̂
(MJ ,MJ) :=
⋃
∅6=F⊂J
(
M˜FJ
)× ΓJrF ,
s× t (J, J, y, γ) = ( (J, γ−1 ∗ y), (J, y)).
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These morphisms form a group with closure
Mor
M̂H
(MJ ,MJ) :=
⋃
∅6=F⊂J
(
MJ ∩ cl(M˜FJ)
)× ΓJrF ,
=
{
(y, γ)
∣∣ y ∈MJ , γ ∈ ΓJrFy} where
s× t (J, J, y, γ) = ( (J, γ−1 ∗ y), (J, y)).
Next observe that every morphism (I, J, y, γ) ∈ Mor
M̂
(MI ,MJ), where I ⊂ J , may be
written as the composite
(J, J, y, γ) ◦ (I, J, γ−1 ∗ y, id)
of a morphism of the second type followed by one of the first type. Therefore, because
the action of ΓIrF on M˜FI ∩ M˜IJ ⊂ MJ (where F ⊂ I ⊂ J ) extends to an action on
cl(M˜FJ) ∩ M˜IJ by Lemma 2.2.4 (iii), the limit of a convergent sequence of morphisms
also is such a composite. Claim (i) then follows easily.
Since |M̂H| has the quotient topology, to establish (ii) it suffices to show that
(piHJ )
−1(piHI (MI)) is open in MJ for all J . This set is empty unless I ⊂ J or J ⊂ I. In
the former case, (piHJ )
−1piHI (MI) = τ
−1
IJ (MIJ) = M˜IJ , which is open. In the latter case,
(piHJ )
−1piHI (MI) = τIJ(M˜IJ), which is also open. This proves (ii).
To prove (iii), note that by (ii) we may define the local branches at p = piHI (y) ∈
|MI |H to be the image under ΓIrFp of an open neighborhood U ⊂ MI of y that is
disjoint from cl(M˜FI) unless Fy ⊂ F and is also disjoint from its images under ΓIrFy .
Each such local branch is given weight 1|ΓI | . It then follows easily from Lemma 2.2.4
that ΛM is well defined and has the required properties. For more details, see [MW3,
Lemma 3.2.10]. Finally, the statement about orientations is clear. 
Remark 2.3.3. As in [MW3, Lemma 3.2.10], it follows from part (ii) of Lemma 2.3.2
that the topology on |M̂H| is second countable, locally compact, and metrizable.
With these preliminaries in hand, it is easy to show that in the oriented case M =
|M̂H| has a fundamental class.
Lemma 2.3.4. Let M be oriented with corresponding oriented wnb groupoid M̂H con-
structed as in Lemma 2.3.2, and let M := |M̂H|. Then there is a class µM ∈ Hˇ∞N (M)
with the following property: if U := piHI (MI) for some I ∈ IK, then
ρM,U (µM ) =
1
|ΓI | (pi
H
I )∗(µI) ∈ Hˇ∞N (U),(2.3.3)
where µI ∈ Hˇ∞N (MI) is the fundamental class in (A.3) and ρM,U is the restriction map
on homology in (A.4).
Proof. It follows from Lemma 2.3.2 that the statement of the lemma makes sense:
the class µI exists by property (a
′) in §A, the restriction exists by (b′) because U
is open, and the pushforward exists by (c′) because the map piHI : MI → |M | is
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proper. We prove the lemma by showing that for k = 1, 2, . . . , there is a class µk
on Wk :=
⋃
I:|I|≤k pi
H
I (MI) such that
µk|piHI (MI) = (pi
H
I )∗(
1
|ΓI |µI), ∀I, |I| ≤ k.
When k = 1, W1 is a disjoint union of sets pi
H
I (MI), where |I| = 1, and we simply
define µ1 to be the given pushforward. Let us suppose that µk is constructed, and
consider the definition of µk+1. Since the sets
(
piHJ (MJ)
)
|J |=k+1 are disjoint, it follows
from (e′) that we can consider each of them separately. Further, by applying Mayer–
Vietoris with U = Wk, V = pi
H
I (MJ) it suffices to show that the classes µk ∈ Hˇ∞N (Wk)
and (piHJ )∗(
1
|ΓJ |µJ) ∈ Hˇ∞N (V ) have the same restriction to Wk ∩ V = ∪I(JpiHI (MIJ).
But because restriction commutes with pushforward by (d′), it suffices to prove the
corresponding statement for the fundamental classes of the spaces MJ . Namely, we
must check that
1
|ΓJ |(τIJ)∗(µJ |M˜IJ ) =
1
|ΓI | (µI |MIJ ).
But on manifolds the homology theory Hˇ∞ agrees with the usual locally compact
singular homology. Hence the above property holds because, by hypothesis, the maps
τIJ : M˜IJ →MIJ are orientation preserving covering maps of degree |ΓJ |/|ΓI |. 
We are now in a position to prove the main theorems. We begin with the proof of
Theorem 1.3.4, which as already noted in §1.3 immediately implies Theorem A.
Proof of Theorem 1.3.4. Given the oriented atlas K we construct the category M as
in Proposition 2.2.2. We saw in Lemma 2.3.2 (i) that this category has a unique
Hausdorff groupoid completion M̂H, which proves (i). Part (ii) follows immediately
from Lemma 2.3.2 (iii). Further, the action of the group ΓA on M and EA induces
an action on M̂H and EA, and the functor S : M→ EA extends to a ΓA-equivariant
functor M̂H → EA. Therefore it remains to check that the induced mapSM : M → EA
on the realizations has compact zero set S −1M (0) and that there is a map ψ : S
−1
M (0)→
X that induces a homeomorphism S −1M (0)/ΓA
∼=→ X.
Since MI ∩ S −1I (0) = {0} × (VI ∩ s−1I (0)) by (1.3.7), the full subcategory of M
with objects
⊔
IMI ∩ S −1I (0) includes into the full subcategory of BK with objects⊔
I VI ∩ s−1I (0). Hence there is an induced map on the realizations
|M| ∩S −1(0)→ |K| ∩ |s|−1(0) ∼= X.
This is continuous and surjective, but not injective because we have not yet quo-
tiented out by the group actions. Nevertheless, because X is Hausdorff, the universal
property satisfied by the Hausdorff quotient implies that it factors through a map
ψ : |M̂H| ∩S −1(0) = S −1M (0) → X. Further, because ψI induces a homeomorphism
VI ∩ s−1I (0)/ΓI → GI ⊂ X (where GI is the footprint of the reduced chart domain
VI) and ΓArI acts trivially on S
−1
I (0) = VI ∩ s−1I (0), this map ψ : S −1M (0)→ X does
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factor through a bijective and continuous map S −1M (0)/ΓA → X. To see that it is a
homeomorphism, it suffices to check that S −1M (0) is compact.
To this end, notice first that because the topology on M is metrizable by Re-
mark 2.3.3, we need only check that S −1M (0) is sequentially compact. Thus, consider
a sequence of points pk ∈ S −1M (0). Because M is the union of the finite number
of sets |MI |H we may suppose that that pk ∈ |MI |H for all k. Choose a sequence
yk ∈MI ∩S −1I (0) such that piHI (yk) = pk. Then yk = (0, zk) ∈ EArI,εI × (VI ∩ s−1I (0)),
and ψ(yk) = ψI(zk) ∈ X. By passing to a subsequence, we may suppose that the
sequence ψI(zk) converges to x∞ ∈ X. Since the footprints GJ := ψJ(s−1J (0)) of the
reduced charts form an open covering of X, we may further suppose that there is J
such that ψI(zk) ∈ GJ for all k and that this sequence has limit x∞ = ψJ(z∞) ∈ GJ .
Because GI ∩ GJ 6= ∅, the sets I, J are nested, and the original sequence pk ∈ |MI |H
must lie in the intersection pk ∈ |MI |H ∩ |MJ |H. Therefore the pk also have lifts
y′k = (0, z
′
k) ∈ EArJ,εJ × (VJ ∩ s−1J (0)), and now it follows from the fact that the map
VJ ∩ s−1J (0) → GJ ⊂ X is finite to one that some subsequence of the z′k must con-
verge to a some point z′∞ in the finite set
(
VJ ∩ s−1J (0)
) ∩ ψ−1J (x∞). Hence (pk) has a
subsequence that converges to piHJ (0, z
′∞) ∈ |MJ |H ⊂ M . This completes the proof of
Theorem A. 
The proof of Theorem B is somewhat longer, and hence we restate it for the conve-
nience of the reader. Here we assume that K and X are as in Theorem A.
Theorem B: If K is oriented, there is a unique element [X]virK ∈ Hˇd(X;Q) that is
defined as follows. For b ∈ Hˇd(X;Q) and D = d+ dimEA, we have
〈[X]virK , b〉 := (SM )∗(̂b) ∈ HˇcdimEA(EA, EAr{0};Q) ∼= Q,
where b̂ is the image of b under the composite
Hˇd(X;Q) ψ
∗
−→ Hˇd(S −1M (0);Q)
D−→ HˇcdimEA(M,MrS −1M (0);Q),
and D is given by cap product with the fundamental class µM ∈ Hd+dimEA(M) con-
structed in Lemma 2.3.4. Moreover, [X]virK depends only on the oriented concordance
class of K, and in the smooth case agrees with the class defined in [MW3].
Proof. Step 1: Definition of [X]virK .
Since the fundamental class µM exists by Lemma 2.3.4, and an appropriate cap
product exists by point (f′) in the appendix, in order to see that 〈[X]virK , b〉 is well
defined it remains to note that the map
(SM )∗ : HˇcdimEA(M,MrS
−1
M (0);Q)→ HˇcdimEA(EA, EAr{0};Q) ∼= Q
is well defined. Further, it takes values in Q, because EA is oriented by the definition
in Remark 1.2.1 (iii) and the theory Hˇc∗ coincides with singular homology theory on
simplicial spaces. 3
Step 2: Proof of uniqueness.
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To prove the uniqueness of [X]virK , one must state and prove the analog of Proposi-
tion 1.3.3 for cobordism atlases, and also prove that all choices made in the construction
are unique modulo oriented cobordism. For the constructions that involve atlases, such
results are proved in [MW1, MW2, MW3]: see [MW1, Prop. 4.2.3] for different choices
of metrics and [MW1, Thm. 4.2.7] for different choices of tame shrinkings; [MW1, The-
orem 5.1.6] for a discussion of reductions, [MW2, §8] for orientations (in particular
[MW2, Thm. 8.1.12]) and [MW3, Appendix] for weighted branched cobordisms. The
present construction also requires a choice of local product structures (as in (1.2.3))
and partition of unity (as in (3.2.17)) in order to define the collar of the manifolds
YV,J, ε. However, in distinction to the smooth case, it is not necessary to arrange that
cobordism atlases have specified collars (i.e. local product structures) near the two
boundary components because the VFC [X]virK is now defined via diagram (A.7) which
involves restriction to the boundary rather than via a perturbation section that must
be extended from the boundary to the interior.
Thus we define a cobordism atlas K01 over [0, 1] × X between two d-dimensional
atlases K0,K1 on X to be an atlas K01 over [0, 1]×X of dimension d+ 1 such that
(i) the charts whose footprints intersect ∂([0, 1] × X) = unionsqαα × X are manifolds
with boundary;
(ii) for α = 0, 1 there are functorial inclusions
ια : Kα → K01, ιIα : IKα → IK01 , α = 0, 1
that (for simplicity) we assume to have disjoint images, and for each I ∈ IKα
take the chart domain UαI onto the boundary ∂U
01
I′ of the corresponding chart
in K01, where I ′ := ιIα(I), preserving orientation for α = 1 and reversing it for
α = 0;
(iii) we further require that the local product structures in (1.2.3) for the chart
domains in Kα extend to local product structures near the boundary points of
the corresponding chart domains in K01;
We show in [MW2, Thm. 7.1.5] that any pair of reductions Vα of Kα may be extended
to a reduction V01 of K01 such that there are natural inclusions ιVα : |Vα| → |V01| that
are homeomorphisms to their image. Further, if J ∈ IKα for α = 0, 1, then for suitable
small εα > 0 there is a commutative diagram
EA01rAα, εα × YVα,J, ε
prV

ιYα // YV01,ια(J), ε
prV

V αJ
ιVα // V 01ια(J).
Notice here that we take the product of YVα,J, ε with the extra obstruction spaces
EA01rAα, εα in order to increase its dimension to that of YV01,ια(J), ε. Because the maps
(1.2.3) in the submersion axiom for V01 extend those for Vα, we can choose the covering
and partition of unity in Step 2 of the proof of Lemma 3.2.1 for V01 to extend those
already chosen for Vα. Therefore, we can construct the collars on YV01,ια(J), ε to extend
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already constructed collars on the sets YVα,J, ε. Hence, after possibly shrinking ε > 0,
we can arrange that for small εα > 0 there are embeddings
ιMα : EA01rAα, εα ×Mα →M01, s.t. unionsqα im (ιMα ) = ∂M01;
and also that the map S 01M : M
01 → EA satisfies
S 01M ◦ ιMα = S αM ◦ prαM : EA01rAα, εα ×Mα → EA,(2.3.4)
where prαM : EA01rAα, εα ×Mα →Mα is the projection.
Because M01 is constructed from an atlas for the product [0, 1] × X, the natural
projection (S 01M )
−1(0)→ [0, 1]×X factors through a homeomorphism.
(S 01M )
−1(0)/Γ01
∼=−→ [0, 1]×X
Notice here that for α = 0, 1, the group Γ01 decomposes as a product that we will write
Γ′01rα × Γα, where Γ′01rα acts trivially on (S 01M )−1(0) ∩ (im ιMα ). Therefore there are
natural identifications(
(S 01M )
−1(0) ∩ (im ιαM )
)
/Γ01 ∼= ((S αM )−1(0))/Γα ∼= {α} ×X ⊂ [0, 1]×X.
Thus, M01 is an oriented branched manifold of dimension N01 + 1, where N01 =
d+ dimEA01 , with boundary that decomposes as a union
∂M01 = unionsqα=0,1EMα where EMα := ιαM (EA01rAα, εα ×Mα).(2.3.5)
For α = 0, 1, the branched manifold EMα carries a fundamental class
µEMα := µEA01rAα
× µMα .
Because the isotropy group of the boundary chart labelled Iα in Kα equals that of
the corresponding cobordism chart in K01, the equation (2.3.3) is consistent with the
boundary map in the long exact sequence (A.5) for the pair (M01, ∂M01). Hence the
proof of Lemma 2.3.4 adapts to show that the interior of M01 also carries a fundamental
class
µM01 ∈ Hˇ∞N01+1(M01r∂M01)(2.3.6)
such that
∂
(
µM01
)
= (µEM1 ,−µEM0) ∈ Hˇ∞N01(EM0)⊕ Hˇ∞N01(EM1) ∼= HˇN01(∂M01),
where ∂ is the boundary map in the long exact sequence in (A.5).
We now apply the cap product in (A.7) with
Y = M01, U = (S 01M )
−1(EA01r{0}) ⊂ M01, A = unionsqα=0,1EMα.
Then YrU = (S 01M )−1(0) is compact with a natural projection to [0, 1]×X and hence
to X. Since these maps are proper, any class b ∈ Hˇd(X) pulls back to a class bY ∈
Hˇd(YrU) such that ι∗(bY ) = bA where ι : A → Y is the inclusion, and bA = (b0, b1),
where bα can be identified with the pullback of b to (S αM )
−1(0) ⊂Mα. Hence the cap
product
(∂µM01) ∩ bA ∈ HˇcN01(A,U ∩A)
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is in the image of the map ∂′ in (A.7) and hence vanishes when pushed forward to
HˇcN01(Y,U). But there is a commutative diagram
(∂µM01) ∩ bA_
ι∗

∈ HˇcN01(A,U ∩A)
ι∗

SM // HˇcN01(EA01 , EA01r{0})
=

0 ∈ HˇcN01(Y,U)
SM // HˇcN01(EA01 , EA01r{0}).
Hence (SM )∗
(
(∂µM01)∩ bA
)
= 0. Since (∂µM01)∩ bA measures the difference between
the two classes µEMα∩bα, these classes have the same image in HˇcN01(EA01 , EA01r{0}),
as claimed.
Step 3: Agreement with previous definition in the smooth case. It remains to show
that in the smooth case the class [X]virK constructed here agrees with that constructed
in [MW3, §3]. The idea there was to construct a small smooth perturbation functor24
ν = (νI) : BK|rΓV → EK|rΓV
such that sI+νI is transverse to zero for all I, and then assemble the resulting zero sets
ZνI := (s1 + νI)
−1(0) ⊂ VI into a weighted branched manifold Zν := |ẐνH|. Note that
Zν is oriented and has a weight-preserving natural inclusion into M , i.e. each branch
of Zν is a submanifold of a branch of M with the same weight. Now choose a sequence
νk of perturbation sections with ‖νk‖ → 0. There is a corresponding nested sequence
of neighborhoods Bεk(ιK(X)) of the zero set X ∼= ιK(X) ⊂ |V| with intersection equal
to ιK(X). Then the zero sets Zνk map to Bεk(ιK(X)) ⊂ |V|, and we showed in [MW3,
Thm. 3.3.5] that for all ` > k the two branched manifolds Zν` , Zνk are cobordant in
Bεk(ιK(X)) and hence represent the same homology class inBεk(ιK(X)). It follows from
the tautness property of rational C¸ech homology (see §A(h ′)) that the inverse limit of
this sequence of classes in Bεk(ιK(X)) determines a unique element of Hˇd(ιK(X);Q) ∼=
Hˇd(X;Q) that we called [X]virK and showed to be independent of all choices.
We now interpret this construction in the current setting. As above, fix a compact
neighborhood25 N0 of S −1M (0), so that
δ0 := inf
{‖SM (x)‖ : x ∈ FrN0 := N0rN0} > 0,
and choose a nested sequence Nk of compact neighborhoods of S −1M (0) such that⋂
k Nk = S −1M (0), SM (N k) ⊂ EA,δk , where δk+1 < δk < δ0.
Choose a corresponding sequence of transverse perturbation sections νk = (νk,I) such
that the perturbed zero set (sI + νk,I)
−1(0) is contained in VI ∩ pi−1K (Nk) for all I, and
for each k, consider the map
ν̂k : M → EA, ν̂k
(
piI(eArI , x)
)
= νk(x) ∈ EI ⊂ EA.
24 for notation see (1.2.9)
25 One important difference between |V| and M is that the zero set |s|−1(0) does not have compact
neighborhoods in |V| by [MW2, Ex. 6.1.11], while it does in the branched manifold M .
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This is well defined because νk : BK|rΓV → EK|rΓV is a functor. Then
prEArI
(
(SM + ν̂k)(piI(eArI , x))
)
= prEArI
(
SM (piI(eArI , x))
) 6= 0 if eArI 6= 0, while
prEI
(
(SM + ν̂k)(piI(eArI , x))
)
= (sI + νk,I)(x).
Therefore we may identify the weighted branched manifold Zνk with the perturbed
zero set
(SM + ν̂k)
−1(0) ⊂ Nk ⊂ S −1M (EA,δk).
Given b ∈ Hˇd(X;Q), choose a sequence bk ∈ Hˇd(Nk;Q) such that lim← bk = ψ
∗(b),
where ψ : S −1M (0) → X is the footprint map, and let ιk : Zν
k → Nk be the inclusion.
We must show that
limk 〈µZνk , ι∗k(bk)〉 = (SM )∗(µM ∩ ψ∗(b)) ∈ Q.
Consider the diagram below, in which the top and bottom square commute while the
middle homotopy commutes:
(M,MrS −1M (0))
SM // (EA, EAr{0})
(M,MrN k)
ι
OO
OO
=

SM // (EA, EAr{0})

=
OO
OO
=

(M,MrN k)
ι

SM+νk // (EA, EAr{0})OO
=

(M,MrZνk)
SM+νk // (EA, EAr{0}).
Because Zνk is a weighted branched smooth submanifold of M with orientation and
weights compatible with that of EA and M , its fundamental class µZνk satisfies
µZνk = µM ∩
(
(SM + νk)
∗(oE)
) ∈ Hd(Zνk ,Q),
where oE ∈ HdimEA(EA, EAr{0}) is the natural generator.26 This immediately implies
that 〈
µZνk , ι
∗
k(bk)
〉
=
〈
(SM + νk)∗(µM ∩ ι∗k(bk)), oE
〉 ∈ Q.
Now note that the commutativity of the above diagram implies that
lim← (SM + νk)∗(µM ∩ ι
∗
k(bk)) = (SM )∗(µM ∩ ψ∗(b)) ∈ HdimEA(M,MrS −1M (0)).
The result follows. 
26 Note that we can use singular homology since we can assume that Zνk and M are simplicial
complexes by [M1].
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With a little more work, we can prove that our construction extends to atlases for
compact pairs (W,X) as in [P, Lemma 5.2.4]. The following lemma defines
[W ]virK ∈ Hˇ∞d+1(WrX) = Hom(Hˇd+1(WrX);Q),
Note that Hˇ∞d+1(WrX) = Hˇcd+1(W,X) by §A property (g′).
Lemma 2.3.5. Given an oriented (d+1)-dimensional Kuranishi atlas KW with bound-
ary on a compact pair (W,X := ∂W ), there is an associated virtual fundamental class
[W ]virK ∈ Hˇ∞d+1(WrX) such that
∂([W ]virK ) = [X]
vir
K ∈ Hˇ∞d (X) = Hˇcd(X).(2.3.7)
where ∂ is the differential in the long exact sequence (A.5). In particular, the image of
[X]virK in Hˇ
∞
d (W ) = Hˇ
c
d(W ) is zero.
Proof. We define the notion of an oriented (d+ 1)-dimensional Kuranishi atlas (K, ∂K)
for the pair (W,∂W ) by replacing [0, 1]×X by W in the above definition of a cobordism
atlas. Thus we take K01 =: KW to be an atlas for W , K1 =: KX an atlas for X and
K0 to be empty, and assume the obvious analogs of (i) –(iii) above. Then, given
a branched manifold (MX ,ΛX) constructed from KX , we may construct a branched
manifold (MW ,ΛW ) with boundary
∂(MW ) = EAWrAX ×MX ,
and extend id × SX from ∂(MW ) to a map SW : MW → EAW that satisfies the
analogs of equations (2.3.4) and (2.3.5) above. Further, using the fundamental class
µWM ∈ H∞NW (MWr∂MW ) defined as in (2.3.6), we define an element
[W ]virK ∈ Hˇ∞d+1(WrX) by setting
〈[W ]virK , b〉 := (SMW )∗(̂b) ∈ HˇdimEAW (EAW , EAWr{0};Q) ∼= Q,
where b̂ is defined as follows. Let
Y = MW , A = ∂MW , U = S −1W (EAWr{0}).
Then the pullback ψ∗b ∈ Hˇd+1(Yr(U ∪A);Q) of b ∈ Hˇd+1(WrX;Q) determines
b̂ := µWM ∩ ψ∗b ∈ HˇcdimE
AW
(
YrA,UrA;Q
)
where ∩ : Hˇ∞p+q(YrA)⊗ Hˇp(YrU)→ Hˇcq(Y,U ∪A) is as in (A.6) with A = ∅.
To prove (2.3.7), note that in the following diagram (with the same Y, U,A)
Hˇ∞p+q+1(YrA)
∂

⊗ Hˇp+1(Yr(A ∪ U)) ∩ // Hˇcq(YrA,UrA)
ι∗ // Hˇcq(Y, U)
Hˇ∞p+q(A) ⊗ Hˇp(ArU)
δ
OO
∩ // Hˇcq(A,A ∩ U)
j∗
77
we have
j∗
(
(∂µWM ) ∩ b′
)
= ι∗
(
µWM ∩ (δb′)
) ∈ Hˇcq(Y,U),
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for all µ ∈ Hˇ∞p+q+1(YrA) and b′ ∈ Hˇp(ArU), where δ is as in (A.1).27 Since ψ∗
commutes with δ, this implies〈
∂([W ]virK ), b
〉
=
〈
[W ]virK , δb
〉
, ∀ b ∈ Hˇd(X).
The result follows. 
3. Further details and constructions
In §3.1 we first define the notion of a compatible shrinking (U , ε) and prove Propo-
sition 2.1.1. We then introduce the more intricate notion of a compatible reduction
(V, ε), which involves not only the compatibility of V with a set of constants ε but also
its compatibility with a suitable cover of the set of overlaps in |V|, properties that are
essential for the proof in §3.2 that YV,J, ε has a collar that satisfies the conditions listed
in Proposition 2.1.4.
3.1. Shrinkings and the manifold Y . We assume given an ambient preshrunk
tame28 atlas KΩ with chart domains UΩ, together with a tame shrinking U∞ < UΩ,
and then choose a further shrinking F0 of the footprints F∞ of U∞. For short we write
ψ−1(F0) < U∞ < UΩ. By the submersion axiom and the precompactness of U˜∞IK in
U˜ΩIK for each I ( K, we may choose a finite set of points zα ∈ U˜ΩIK , constants εα > 0,
and Γzα-equivariant local homeomorphisms
φEIK,zα : EKrI,εα × W˜IK,zα → UΩK , 1 ≤ α ≤ AIK ,(3.1.1)
where W˜IK,zα ⊂ U˜ΩIK is open, such that
sKrI ◦ φEIK,zα(e, y) = e, and(3.1.2)
U˜∞IK ⊂
⋃
1≤α≤AIK
W˜IK,zα ⊂ U˜ΩIK , ∀ I ( K.
We may and will assume that each φEIK,zα is ΓK-equivariant. (To do this, first shrink
the W˜IK,zα so that they have disjoint images under the group ΓK/Γzα , and then replace
them by their orbit under ΓK/Γzα .)
Our first task is to make a preliminary choice of shrinking so that the space YU ,J, ε is
a manifold with boundary. In the following definition, condition (b) ensures that the
charts are compatible with a fixed shrinking of the zero sets, while conditions (a) and
(c) have already been used in the proof of Corollary 2.1.2. Some version of condition
(d) is an essential ingredient in the proof that YU ,J, ε is a manifold with boundary; see
(3.1.4) below. As we saw in (2.1.4) and (2.1.5), the elements (e, x; t) ∈ ∂JrIYU ,J, ε have
x ∈ U˜IJ and ‖e‖ < κεI(x) where I(x) ⊂ I ( J . Therefore in order for the domain of
the local chart in (3.1.4) to include all the boundary points of YU ,J, ε, we do need the
map φEIK,ε to be defined using a constant ε that is > κεI , and we have chosen to use
(κ+ 1)εI for convenience and precision. Note also that we do not insist that the image
27 This extension to property (B5) on [Ma, p.336] holds by combining Properties (B4) and (B6).
28 For terminology see §1.2.
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of the map φEIK in (3.1.3) below is contained in U or even in U∞. Such a requirement
comes later; see (3.1.9).
Definition 3.1.1. Given ψ−1(F0) < U∞ < UΩ as above, we will say that a shrinking U
and set of positive constants ε := (εK)K∈IK are (G0,U∞)-compatible if the following
holds:
(a) 0 < κεI < εK if I ( K (see (1.3.2));
(b) ψ−1(F0) < U < U∞;
(c) sI(UI) ⊂ EI,εI for all I;
(d) for all I ( K, each z ∈ U˜IK ⊂ UK has a neighborhood O˜IK ⊂ U˜IK such that
one of the homeomorphisms φEIK,zα in (3.1.1) restricts to give a map
φEIK :EKrI,(κ+1)εI × O˜IK → UΩK(3.1.3)
that is a homeomorphism to its image, where κ := max{|K| : K ∈ IK}.
For simplicity we call the pair (U , ε) a compatible shrinking.
Lemma 3.1.2. Suppose given ψ−1(G0) < ψ−1(F0) < U∞ < UΩ as above. Then there
is an (F0,U∞)-compatible shrinking (U , ε).
Proof. First choose any tame shrinking U ′ such that ψ−1(F0) < U ′ < U∞, which is
possible by [MW1, Prop. 3.3.5]. Then each set U ′I is covered by a finite number of the
sets W˜IK,zα in (3.1.1) and we choose any set of constants ε satisfying (a), and also so
that εI <
εα
κ+1 for all relevant α. Then, if we define UI := U
′
I ∩ s−1I (EI,εI ), property (d)
holds. Further, U := (UI) is a tame shrinking of U∞ because the coordinate changes
commute with the section maps sI and preserve the norms ‖ · ‖ on EA. (More precisely
φ̂IK ◦ sI ◦ ρIK = sK : U˜IK → EK ,
where the canonical inclusion φ̂IK : EI → EK preserves ‖ · ‖, i.e. ‖φ̂IK(e)‖ = ‖e‖.)
Hence U satisfies (c) and (b), as required. 
From now on, we fix (F0,U∞), and hence cease to refer to them explicitly.
Lemma 3.1.3. If (U , ε) is compatible, then for each J , YU ,J, ε is a manifold of dimen-
sion D := d+ dimEA + |J | − 1, with boundary equal to
YU ,J, ε ∩ pr−1∆ (∂∆) =
⋃
I(J ∂JrIYU ,J, ε
=
⋃
I(J
{
(e, x; t) : x ∈ U˜IJ , t ∈ ∂JrI∆J
}
.
Proof. We show that each point (e, x; t) ∈ YU ,J, ε has a neighborhood homeomorphic to
an open subset of (R≥0)k × RD−k, where k = #{j ∈ J
∣∣ tj = 0}. Thus, the projection
pr∆ : YU ,J, ε → ∆J is compatible with the boundary structure of ∆J .
First consider a point (e, x; t) ∈ YU ,J, ε with ti 6= 0 for all i ∈ J . Then the coordi-
nates ej , j ∈ J, are determined by (x, t) via the requirement sJ(x) = t · e|J while the
components of e|ArJ := (ei)i∈ArJ can vary freely. Hence the tuple (e, x; t) is uniquely
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determined by the point (e|ArJ , x; t) ∈ EArJ × UJ × int ∆J , and so has a manifold
neighborhood of dimension D.
It remains to define boundary charts at the points (e0, x0, t0) ∈ YU ,J,ε with
t0 ∈ ∂∆J =
⋃
I(J ∂JrI∆J =:
⋃
I(J int ∆I .
Suppose first that
I(x0) := {i : si(x0) 6= 0} = {i : t0i > 0} =: I(t0) =: I,
so that x0 ∈ U˜IJ . By (3.1.2), there is a neighborhood O˜ of x0 in U˜IJ that is contained
in one of the sets W˜IJ,zα in (3.1.1), and below we denote by φ the associated map φ
E
IJ,zα
.
There is a corresponding neighborhood of (e0, x0, t0) in
∂JrIYU ,J, ε ∩ {(e, x; t) : e|JrI = 0}
given by
O˜′I,J, ε :=
{
(eArJ + t
−1
I · sI(x), x; tI)
∣∣ x ∈ O˜, tI ≈ t0I , ‖eArJ‖ < κεI} ⊂ ∂JrIYU ,J, ε.
Now consider the map
ψ : EJrI,(κ+1)εI × [0, δ)|JrI| × O˜′I,J, ε −→ YUΩ,J, ε,(3.1.4) (
eJrI , rJrI , (eArJ + t
−1
I · sI(x), x; tI)
) 7−→(
eArJ + eJrI + (λtI)
−1 · sI(x′), x′; λtI + rJrI
)
,
where x′ := φ
(
rJrI · eJrI , x) for φ := φEIJ,zα ,
and λ := 1− |rJrI | = 1−
∑
j∈JrI rj .
To see that ψ does have image in YUΩ,J, ε for sufficiently small δ > 0 and O˜, we check
the conditions in (2.1.1) as follows.
• By (3.1.2)
rJrI · eJrI = sJrI ◦ φ
(
rJrI · eJrI , x) = sJrI(x′),
so that the image (e, x; t) of ψ does satisfy the equation sJ(x) = t · e if x′ ≈ x0 and
δ > 0 is sufficiently small.
• Next, we check that sJ(x′) ∈ EA,εI(x′) . To this end, note first that because we
started by assuming I(x0) = I, the definition of YU ,J, ε implies that ‖sI(x0)‖ < εI .
Second, because sI(x
′) ≈ sI(x0), we have sI(x′) < εI for sufficiently small δ, O˜. But
if rJrI 6= 0 we have I(x′) ) I(x0) so that εI < 1κεI(x′) by (1.3.2). Therefore because
λ ≈ 1 and we use the sup norm on the product EA, we have
sJ(x
′) = eJrI + (λtI)−1 · sJrI ◦ φ
(
rJrI · eJrI , x) ∈ EA,εI(x′)
for sufficiently small δ > 0.
• Since elements in the domain of ψ have ‖eArJ‖ < κεI < εI(x′), elements in its image
also satisfy this condition.
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It is now easy to check that ψ is a local homeomorphism that equals the identity map
when rJrI = 0 since φ(0, x) = x. Hence its restriction to a suitable open subset of its
domain provides a local boundary chart for YU ,J, ε at (e0, x0, t0).
It remains to consider the case when I = I(x0) ( H = I(t0). In this case, write
t0 = t0I + t
0
HrI .Then the above formula for ψ must be modified as follows: Denote the
elements of I(t0) by t′H = t
′
I + t
′
HrI . Then, for rJrI ≈ 0, we define
ψ
(
eJrI , rJrI ,
(
eArJ + (t
′
H)
−1 · sI(x), x; t′H
))
=(3.1.5) (
eArJ + eJrI + (t
′′
I )
−1 · sI(x′′), x′′; t′′J
)
where
• x varies in a neighborhood O˜ ⊂ U˜HJ of x0;
• λ < 1 is chosen so that t′′J :=
(
(ti)
′′)
i∈J has |t′′J | :=
∑
i∈J t
′′
i = 1, where
t′′i = λt
′
i, if i ∈ I, t′′h = λt′h + rh if i ∈ HrI, t′′j = rj if j ∈ JrH
• x′′ = φ(t′′JrI · eJrI , x) ∈ VJ .
Then one can check as above that im ψ is a neighborhood of (e0, x0, t0) in YU ,J, ε. This
completes the proof. 
Corollary 3.1.4. Proposition 2.1.1 holds.
Proof. Combine Lemmas 3.1.2 and 3.1.3. 
Remark 3.1.5. Notice that in (3.1.5) the coordinates rHrI ∈ RHrI parametrize di-
rections tangent to ∂JrHYU ,J, ε, while the coordinates rJrH ∈ RJrH parametrize the
directions normal to the codimension |JrH|-face ∂JrHYU ,J, ε. 3
We now define and construct compatible reductions (V, ε). In order to prove
Proposition 2.1.4, it turns out that we need more control over the sets OIK in Def-
inition 3.1.1 (d). Indeed, because of the consistency requirements on the collar, it is
not sufficient to choose the OIK separately for each pair I ( K; rather they must be
chosen consistently for all pairs as we now describe. Further, because the collar has
fixed width and image in YV,J, ε, the product maps in (d) must have image in VK rather
than in V ΩK . Then, as we will see in the first step of the proof of Lemma 3.2.1 below,
they can be used to provide local collars along the boundary of YV,J, ε
Note first that because the local product structures
φEIK,zα : EKrI,εα × W˜IK,zα → UΩK , 1 ≤ α ≤ AIK ,(3.1.6)
in (3.1.1) are equivariant and satisfy sKrI ◦ φEIK,zα(e, y) = e, they descend via ρHK
whenever I ( H ( K. More precisely, for such H
φEIK,zα : EHrI,εα × (U˜HK ∩ W˜IK,zα)→ U˜ΩHK = s−1K (EH)
is the lift of a well-defined map
φEIH,ρHK(zα) : EHrI,εα × ρHK(U˜HK ∩ W˜IK,zα)→ UΩH .(3.1.7)
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Before defining the notion of compatible reduction, we describe certain covers of the
set OL(|V|) of ‘overlaps’ in |V|, which is the image in |V| of the relevant part of the
boundary of
⋃
J YV,J, ε. See Figure 3.1.
Figure 3.1. Here OL(|V|) is shaded, and the sets V ΩI are given by
dotted lines; note that sets |V ΩI | and |V ΩJ | are disjoint unless I, J are
nested.
Definition 3.1.6. Given a subset |W | ⊂ |VΩ| we say that W ⊂ V ΩI is a lift of |W | if
piK(W ) = |W |, W = V ΩI ∩ pi−1K (|W |),
i.e. W is a ‘full’ inverse image of |W | in VΩI .
Lemma 3.1.7. If (U , ε) is compatible, and V < VΩ < U is any nested reduction, denote
by
OL(|V|) := ⋃I(K |V IK | ⊂ |VΩ|,(3.1.8)
the closure of the set of overlaps in |V|. Then we may cover OL(|V|) by a finite number
of sets (|Wα|)1≤α≤N , where for each α there is W˜IK,zα as in (3.1.6) such that
Wα := V˜
Ω
IK ∩ pi−1K (|Wα|) ⊂ W˜IK,zα
is a lift of |Wα|. Moreover, we require that I is minimal and K is maximal in the sense
that
(i) Wα is an open subset of V˜
Ω
IK ,
(ii) |VH | ∩ |Wα| 6= ∅ =⇒ I ⊂ H ⊂ K.
In this situation, we say that V is adapted to the cover (|Wα|)1≤α≤N .
Proof. Choose compatible shrinkings V < V1 < · · · < Vκ < VΩ < U . Work by
downwards induction on |I| = ` ≤ κ − 1 so that at the `th stage we have a covering
(|W `α|)α∈B` of ⋃
I(K,`≤|I| |VIK |
with lifts W `α satisfying (i) and such that (ii) holds if |H| ≥ `. When ` = κ − 1, the
existence of the finite covering holds by the precompactness of |V| in |U| while (ii) is
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easy to arrange because the sets |VH | with |H| = ` are disjoint. Now let us suppose
that this holds for `+ 1 with the sets (|W `+1α |)α∈B`+1 and consider the statement for `.
The covering (|W `α|) will consist of sets of two kinds:
• If |W `+1α | lifts to W `+1α ⊂ V ΩI where |I| ≥ `+ 1 is as in (i) then we take the set |W ′α|
where
W ′α := W
`+1
α r
⋃
|H|=` cl(V˜
`
HI).
This is open in V ΩI since we have removed a closed set, and satisfies (ii) for `. These
sets cover (⋃
I(K,`+1≤|I| |V `IK |
)
r
(⋃
H(K,|H|=` cl(|V `HK |)
)
.
• Next add a finite cover of the compact set ⋃H(K,|H|=` cl(|V `HK |) by sets |Wα| whose
lifts lie in V ΩHK where |H| = `. These obviously satisfy (ii).
This completes the proof. 
Remark 3.1.8. (i) If V is adapted to the cover (|Wα|)1≤α≤N , and V ′ < V is any
shrinking, then V ′ is also adapted to the cover (|Wα|)1≤α≤N .
(ii) If I ( H then in general V˜IH is not closed in VH . Therefore, in order to cover
OL(|V|) by sets |Wα| that satisfy condition (ii) in Lemma 3.1.7 one cannot insist that
each set |Wα| lift to an open subset of some VI , but rather as in Lemma 3.1.7 (i) that
it have a lift to an open subset of some V ΩI = VI . 3
Definition 3.1.9. Suppose that ψ−1G0 < VΩ < U where G0 < F is a reduction of the
footprint cover (i.e. G0I < FI , ∀I and
⋃
I G
0
I = X), and choose a shrinking V∞ < Vω
that is adapted to the cover (|Wα|)1≤α≤N where |Wα| ⊂ |VΩ|. With these choices fixed,
we then say that the pair (V, ε) is precompatible if the following conditions hold.
(a′) 0 < κεI < εJ for all I ( J ,
(b′) ψ−1(G0) < V < V∞;
(c′) sI(VI) ⊂ EI,εI for all I;
(d′) for all α with Wα ⊂ V˜ ΩIK and I ( H ⊂ K
φEIH,α
(
EHrI,(κ+1)εI × (V˜IH ∩ ρHK(Wα ∩ V˜HK)
) ⊂ VH .(3.1.9)
Further, we say that (V, ε) is compatible if it is precompatible and if (V, ε) < (V ′, ε′)
where (V ′, ε′) is also precompatible and ε ≤ ε′, i.e. εJ ≤ ε′J for all J ∈ IK.
Remark 3.1.10. If (V, ε) is compatible, so that it is a shrinking of the precompatible
(V ′, ε′), then we may assume that each set |Wα| of the associated covering of |V| lifts
to some subset V˜ ′IK . In other words, we can equivalently define (V, ε) to be compatible
if (V, ε) < V∞ is precompatible as above, for some reduction V∞ that is provided with
constants ε∞ ≥ ε such that (a′) and (c′) hold. 3
The next lemma shows that the hypothesis in Proposition 2.1.4 can be satisfied.
Lemma 3.1.11. Suppose given ψ−1(G0) < ψ−1(F0) < V∞ < VΩ such that V∞ is
adapted to the covering (|Wα|)1≤α≤N , where |Wα| ⊂ |VΩ|. Then:
60 DUSA MCDUFF
(i) There is a precompatible shrinking (V, ε) < V∞.
(ii) Any precompatible (V ′, ε′) has a compatible shrinking (V, ε) < (V ′, ε′).
Proof. The proof of (i) is somewhat similar to that of Lemmas 3.1.2 and 3.1.7, except
that now we have to make sure that (d′) holds, i.e. that we can choose V so that the
image of φEIH,α lies in VH for all I ( H ⊂ K rather than just in the fixed ambient space
UΩJ as in (3.1.3). Claim (ii) then follows by the same argument, with V∞ replaced by
V ′.
To prove (i), we first choose any reduction Vκ of U , where (U , εκ) is compatible, so
that (V, ε) satisfies (a′),(b′),(c′). We then work by downwards induction on ` := |J |,
so that after the `th stage we have chosen a reduction (V`, ε`) with
ψ−1(G0) < V` < Vκ, ε` ≤ εκ
that satisfies (a′), (b′), (c′) for all I,K, and satisfies (d′) for all I with |I| ≥ `. Since (d′)
is vacuous when ` = κ, it suffices to suppose that we have found suitable (V`+1, ε`+1)
for some 1 < ` + 1 ≤ κ, and consider the construction of (V`, ε`). Our method gives
ε` where ε`J = ε
`+1
J if |J | > ` and ε`I ≤ ε`+1I if |I| ≤ `. Further, for |J | > ` we construct
V `J by removing some points in V˜
`+1
IJ from V
`+1
J for |I| = `. Note that removing these
points does not affect the validity of (d′) for pairs I ( K with |I| ≥ `+ 1.
Choose an intermediate reduction V ′ such that V0 < V ′ < V`+1. Because the subsets
piK(V∞I ) ⊂ |K| with |I| = ` are disjoint, we may work separately with each such I.
Given x ∈ VI with I ( K = Imax(|x|) the set V˜ ′IK = V ′K ∩ pi−1K (piK(V ′I )) is precompact
in V˜ `+1IK = V
`+1
K ∩ pi−1K (piK(V `+1I )) and hence there is 0 < ε`I ≤ ε`+1I so that for each α
with Wα ⊂ V ΩI and each I ( H ⊂ K we have
φEIJ
(
EHrI,(κ+1)εI × (V˜ ′IH ∩ ρ−1IH(Wα))
)
⊂ V `+1H .(3.1.10)
For J with |J | > ` we now define
V `J := V
`+1
J r
⋃
I⊂J,|I|=`
(
s−1J (EI) ∩ (V `+1J rV ′J)
)
.
Then V `J is an open subset of V
`+1
J , since we have removed a closed subset. Now choose
ε`J for |J | < ` so as to satisfy (a′) and then define
V `J :=
{
x ∈ V `+1J | sH(x) < 12ε`J
}
, |J | ≤ `.
Then (c′) holds, and (b′) still holds for J with |J | > ` because it holds for V ′, and
it holds when |J | ≤ ` because we did not change the zero sets s−1J (0). Moreover (d′)
holds because when |J | > ` the only points in V `+1J that were removed to form V `J lie in
s−1J (EI) for I = `. But this does not affect the validity of (3.1.10) (and hence (3.1.9))
because
φEIJ
(
(EJrI,(κ+1)εIr{0})× {z}
) ∩ s−1J (EI) = ∅
by the first equation in (3.1.2). This completes the proof. 
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3.2. Construction of the boundary collar. It remains to establish the existence of
a collar with the properties stated in Proposition 2.1.4. Recall from (2.1.10) that ∆J
has a collar of the following form29
c∆J : ∂∆J × [0, δ]→ ∆J , (t∂ , r) 7→ (1− r|J |) t∂ + r|J | bJ ,(3.2.1)
where bJ is the barycenter of ∆J and 0 < δ <
1
4 : see Figure 3.2. It is convenient to
write
N∆δ (∂JrI∆) := {t ∈ ∆J
∣∣ tj < δ, ∀j ∈ JrI}.
Notice that
c∆J
(
(∂∆ ∩N∆δ (∂JrI∆))× [0, δ)
)
⊂ N2δ(∂JrI∆);(3.2.2)
i.e. the width-δ collar of the corner ∂∆ ∩ N∆δ (∂JrI∆) lies in N∆2δ(∂JrI∆). We now
show that for each J this collar lifts to a (partial) collar for ∂YV,J ε with the properties
stated in Proposition 2.1.4.
Lemma 3.2.1. Suppose that (V, ε) is a compatible reduction. Then for each J ∈ IK
there is a constant wJ > 0, subset ∂
′ YV,J, ε ⊂ ∂YV,J, ε and map cYJ as in (2.1.15) with
the properties detailed in Proposition 2.1.4.
Proof. The proof has three steps.
Step I: Construction of local collars. As in Remark 3.1.10 we will assume that (V, ε) <
(V∞, ε∞) is precompatible, where each set |Wα| lifts to some V˜∞IK . In this step, we fix
α, I = Iα, and K = Kα, and define a local collar of width wα over a subset O∞K,α of
∂YV∞,K,ε∞ . This subset is determined by the set Wα ⊂ V˜∞IK , and is the inverse image
of an open subset |O∞K,α| of the set of overlaps OL(|V∞|) in (3.1.8).
To this end, consider the coordinate chart for YV∞,K, ε∞ given much as in (3.1.4) by
ψ : EArI,(κ+1)εI ×Wα × [0, δα]|KrI| −→ YV∞,K, ε∞ ,(3.2.3) (
eArI , x, rKrI
) 7−→ (eArI + (λbI)−1 · sI(x′), x′; λbI + rKrI), where
x′ = φEIK,zα(rKrI · eKrI , x), λ := 1− |rKrI | =: 1−
∑
j∈KrI rj .
For each x ∈Wα := Wα ∩ V˜∞IK , restrict to those r∂KrI such that
λ∂bI + r
∂
KrI ∈ st∆K(|x|) ⊂ ∂∆K ,
where the superscript ∂ indicates that the corresponding point lies in the boundary.
The above map provides coordinates
Cδ : (eArI , x, r∂KrI) 7→ ψ(eArI , x, r∂KrI) = (eArI + e′′I , x′′; t∂)(3.2.4)
for an open subset
O∞K,α ⊂
{
(e, x; t∂) : t∂ ∈ st∆K(|x|), t∂ ≈ 0
}
(3.2.5)
29 Here for the sake of clarity we write t∂ for the coordinate of a general point in ∂∆J , while t
could be any point in ∆J .
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of the boundary ∂YV∞,K, ε. We will assume, as we may, that O∞K,α = pr−1V (|O∞K,α|),
where |O∞K,α| is open in OL(|V∞|) ⊂ |V|.
Figure 3.2. Here K = I ∪ {1, 2} and tδ lies on the boundary with
t2 = 0. Hence rKrI = (r1, r2) where r2 is the collar coordinate along
the ray from tδ to bK , while t
δ = c∆K(bI , r) for r = (t
δ)1.
We now define a collar over O∞K,α of width wα < 12δα (see (3.2.2)) as follows. Given
(t∂ , r) ∈ st∆K(|x|)× [0, δ), where (t∂ , r) ≈ (bI , 0),
choose r∂KrI , rKrI (both ≈ 0) so that
t∂ := λ∂bI + r
∂
KrI , c
∆
K(t
∂ , r) = λ bI + rKrI ,(3.2.6)
where λ∂ := 1 − |r∂K−1|, λ := 1 − |rK−1|; see Figure 3.2. Then, with Cδ as in (3.2.4),
define
cYK,α : O∞K,α × [0, wα)→ YV∞,K, ε,(3.2.7) (
(eArI + e
′′
I , x
′′; t∂), r
) (Cδ)−1×id7→ ( (eArI , x, r∂KrI), r) 7→ ψ(eArI , x, rKrI),
where rKrI ∈ [0, δ)KrI is the function of rδKrI and δ defined in (3.2.6). In particular, if
|KrI| = 1 then rKrI has only one component, and so is the same as the collar variable
r, while tδ = bI . Therefore the collar is simply given by ψ:
cYI∪{j},α : O∞I∪{j},α × [0, wα)→ YV∞,I∪{j}, ε,(3.2.8) (
(eArI + eI , x; bI), r
) 7→ ψ(eArI , x, r).
The next task is to extend the domain of this collar to
st
(O∞K,α) := {(µH · (e, x; t) |(e, x; t) ∈ Oα, µH · t ∈ st∆K(|x|)}(3.2.9)
by rescaling as follows. Consider a tuple µH (as in (2.1.21)),where I ⊂ H ( K, and
point tδ ∈ st∆K(|x|) ∩ ({bI} × [0, δ]|KrI|) such that
µH · t∂ ∈ st∆K(|x|) ∩ ({bI} × [0, δ]|KrI|),
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and let µ′H · with (µ′H)i = 1 for i /∈ H give the corresponding rescaling in the coordinates
∆I × [0, δα]|KrI|. Thus if c∆(t∂ , r) = (1− |rKrI |) bI + rKrI as in (3.2.6), we have
c∆K(µH · t∂ , r) = µ′H · (λ bI + rKrI).(3.2.10)
Note that this rescaling in the boundary ∂KrH∆K does not affect the collar variable
r along this part of the boundary. Then the following diagram commutes, where we
write e′I = (tI)
−1 · sI(x′), y := (eI , x; tI) ∈ ∂Y :
(
eArI , y, rKrI
)
_
µ′H ·

 ψ //
(
eArI + e
′
I , x
′ = φ(rKrI · eKrI , x); λbI + rKrI
)
_
µ′H ·
(
(µ′H)
−1 · eArI , y, µ′H · rKrI
)  ψ // ((µ′H)−1 · (eArI + e′I), x′ ; µ′H · (λbI + rKrI)),
(3.2.11)
because the rescaling on the left does not affect the image point x′ = φ(rKrI ·eKrI , x) ∈
VK on the right. Therefore, because c
Y
K,α is a composite of ψ
−1 (at r = 0) with ψ, and
because rescaling does not affect the collar variable r, the following diagram commutes:(
(eArI + e
′′
I , x
′′; t∂), r
)
_
µH ·

 c
Y
K,α // (e′, x′; t′)
_
µH ·
(
(µ−1H · (eArI + e′′I ), x′′; µH · t∂), r
)  cYK,α // ((µH)−1 · e′, x′, µH · t′).
(3.2.12)
In other words, if we apply the collar and then rescale (a little) by µH , we get the
same result as rescaling by µH and then applying the collar. It follows that we can
unambiguously extend the domain of the local collar to st(O∞K,α) by defining
cYK,α
(
(eArI + e
′′
I , x
′′; t), r
)
:= µ−1H · cYK,α
(
µH · (e′, x′, t′)
)
,
where µH is chosen so that µH · (e′, x′, t′) lies in the domain of the map in (3.2.7). Note
that cYK,α is equivariant because the maps in (3.1.6) and (3.2.3) used to construct it are
equivariant.
Although we assumed in the above construction that K was maximal, so that Wα ⊂
V∞IK this condition was not used in any essential way in the above construction. Thus
for any J such that I ( J ⊂ K, by using the map in (3.1.7) instead of (3.1.6) we can
define a collar cYJ,α over
cYJ,α : st(O∞J,α)× [0, wα)→ YV∞,J, ε∞ where(3.2.13)
st(O∞J,α) : =
{
(e, ρJK(x), t
∂) ∈ ∂YV∞,J,ε∞
∣∣ x ∈ V˜JK ∩Wα, (e, x; t∂) ∈ st(O∞K,α)},
and st(O∞K,α) is defined in (3.2.9).
Further we can restrict these collars to the corresponding subsets st(OJ,α) of ∂YV,J, ε
for all I ( J ⊂ K, obtaining a set of locally defined collars of width wα. Note that this
collar still has width wα because we used the constant εI in (3.2.3) rather than ε
∞
I .
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Hence although ε < ε∞ in general, when we restrict the domain of φ in (3.2.3) to the
points in ∂YV,K, ε the image of φ lies in YV,K, ε by condition (d′) in Definition 3.1.9.
We claim that these collars satisfy all the conditions in Proposition 2.1.4. In partic-
ular, if I ( H ( K the domain of cYK,α contains the image of the collar cYH,α by (3.2.5).
They are compatible with projections and invariant under rescaling by construction.
The domains st(OJ,α) of these collars are not open in ∂YV,J, ε because of the restric-
tion t ∈ st∆J (|x|), and because the condition that (e, x; t∂) ∈ st(OK,α) places certain
extra (but unimportant) restrictions on ‖prEKrIe‖ when t∂ has been rescaled far from
bI . However, modulo these provisos, for each such J they consist of the full inverse
image in ∂YV,J, ε of the following open subset |Oα| := |O∞K,α| of the ‘boundary’ ∂|V∞K |
of |V∞K |:
|Oα| := |O∞K,α| ⊂ ∂|V∞K | :=
⋃
H(K |V∞HK | ⊂ OL(|V∞|),(3.2.14)
where O∞K,α is defined in (3.2.5).
Step 2: Construction of a global collar from a covering by local collars
We now explain a method from [Hat, Prop. 3.42] that combines local collars(
cα : Uα × [0, wα)→ Y
)
1≤α≤N
defined over open subsets Uα ⊂ ∂Y of the boundary of a manifold Y into a global collar
over ∂′ Y of width w, where ∂′ Y is any precompact subset of
⋃
α Uα and w < minαwα/2.
To this end, choose a partition of unity (λα)α subordinate to the covering of ∂
′ Y by
the sets (Uα)α, and define
Y ′ := Y ∪θ
(
∂′ Y × [−w, 0]),
where θ identifies ∂′ Y × {0} with ∂′ Y in the obvious way. We claim that there is a
homeomorphism
Ψ :
(
Y ′, ∂′ Y × [−w, 0]) −→ (Y, ⋃αcα(Uα × [0, 2w))).
Granted this, we define the collar by
cY : ∂′ Y × [0, w) −→ Y, (y, r) 7→ ΨJ( y, r − w).
The homeomorphism Ψ is a composite
Ψ = ΨN ◦ · · · ◦Ψ1,
of homeomorphisms,
Ψ` : Y
′(−1 +
∑
α<`
λα)→ Y ′(−1 +
∑
α≤`
λα),
where for any function σ : ∂′ Y → [0, 1] we define
Y ′(−1 + σ) := Y ∪θ
{
(y, r)
∣∣ y ∈ ∂′ Y, (−1 + σ(y))w ≤ r ≤ 0}.
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To define Ψ`, first extend the product structure of the external collar ∂Y × [−w, 0] via
the local collar c` to obtain an extended collar neighborhood
ĉ` : U` × [−w,w`)→ Y ′.
Then define
Ψ`(ĉ`(y, r)) = ĉ`(y, fy,`(r))
where
fy,` :
[
(−1 +∑α<` λα(y))w, 2w]→ [(−1 +∑α≤` λα(y))w, 2w]
is a homeomorphism that translates by λ`(y) if r ≤
∑
α<` λα(y))w. This completes the
construction.
Remark 3.2.2. Notice that if each local collar cα lifts a map pr∆ : (Y, ∂Y ) →(
[0, 1), {0}), then the global collar does as well; i.e. we have
pr∆ ◦ c(y, r) = r.
This holds because each fy,` is a translation by λ`(y)w on the relevant part of its domain,
where
∑
` λ`(y) = 1. Further, if for some map prE : Y → E we have cα(y, r) = prE(y),
then the global collar also satisfies cY (y, r) = prE(y). 3
Step 3: Completion of the proof.
Once the cover and partition of unity are chosen, the construction in Step 2 depends
only on the ordering of the sets in the cover. Even though we saw in Step 1 that the
local covers satisfy all the compatibility conditions required in Proposition 2.1.4, we
will have to organize the construction rather carefully in order to achieve this for the
global collars.
Recall from the discussion of (1.2.7) that because the atlas K is assumed tame and
preshrunk and hence good, the subspace topology on |V∞| (considered as a subset of
|K|) is metrizable, and so we may fix a metric on |V∞|. Since the sets |VI |, |VJ | have
disjoint closures unless I ⊂ J or J ⊂ I, we may choose
δ0 > 0 smaller than half the distance between any two such sets.(3.2.15)
We next order the sets |Wα|1≤α≤N of the cover of OL(V) so that as α increases the
cardinality |Iα| of the minimal set I in Lemma 3.1.7 (i) increases. Thus we assume that
there are numbers 0 = n0 ≤ n1 ≤ n2 ≤ · · · ≤ nκ−1 = N so that
Nk−1 < α ≤ Nk =⇒ |Iα| = k.
By (3.2.14) the sets
(|Oα|)1≤α≤N cover a neighborhood of the compact subset OL(|V|)
in |V∞|. Further by condition (ii) in Lemma 3.1.7 and our choice of Nk, if α > Nk the
set |Oα| does not meet any |VI | with |I| ≤ k. Hence we may choose δ0 > δ1 > 0 so that
for each k, the sets
(|Oα|)1≤α≤Nk cover the closed δ1-neighborhood
Nδ1(k) := Nδ1
(⋃
|I|≤k,L∈IK |VIL|
) ⊂ OL(|V|)
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of the compact subset
⋃
|I|≤k,L∈IK |VIK |. By shrinking the sets Oα to O′α, we may then
assume in addition that for some 0 < δ2 < δ1 we have(
α > Nk
)
=⇒ |O′α| ∩ Nδ2(k) = ∅, ∀k.(3.2.16)
For each k ≤ κ, choose a partition of unity (λkα)1≤α≤Nk for Nδ2(k) with respect to
the covering by (|O′α|)1≤α≤Nk , such that
1 ≤ α ≤ Nk−1 =⇒ λkα = λk−1α(3.2.17)
Finally, choose w′ > 0 such that
2w′ < minαwα.(3.2.18)
Now define
∂kYV,J, ε =
⋃
1≤α≤Nk
{
(e, x; t) | (e, x; t) ∈ st(O′J,α)
}
,(3.2.19)
where st(O′J,α) is defined just as in (3.2.13) but with O∞K,α replaced by O∞K,α∩pi−1K (|O′α|).
Then for each I ( J with |I| = k, we may use the local collars cYJ,α together with
the partition of unity on ∂kYV,J, ε obtained by pulling back (λkα) to construct a collar
cYJ,k : ∂
kYV,J, ε × [0, w′J)→ YV,J, ε
as in Step 2. Condition 3.2.17 implies that cYJ,k agrees with c
Y
J,k−1 on their common
domain of definition. Hence the collars fit together to give a well defined collar
cYJ : ∂
′ YV,J, ε × [0, w′J)→ YV,J, ε, where(3.2.20)
∂′ YV,J, ε :=
⋃
k<|J | ∂
kYV,J, ε.
Note that cYJ lifts c
∆
J by Remark 3.2.2. Thus it does have the form required by (2.1.15).
It remains to check that that we can choose collar widths wJ ≤ w′J so that the
resulting collars have all the required properties.
• The maps cYJ are equivariant, because the local collars are, and the partition of
unity is pulled back from |V∞|.
• To see that the cYJ are compatible with projection to EAr•, suppose that I ( J has
|I| = k < |J |. Then cYJ has the properties in (2.1.17) because all the local collars do.
Further the points ιEV (e, x) = (b
−1
I · e, x; bI) mentioned in (2.1.18) lie in ∂kYV,J, ε.
Therefore cYJ (ιEV (e, x), r) is made by combining the local collars (c
Y
J,α)α≤Nk . But we
saw in Step 1 that all these local collars satisfy (2.1.18) for EArI . It follows that the
combined collar formed in Step 2 must also satisfy (2.1.18) for EArI .
• Similarly, the fact that the relevant local collars that form cYJ are invariant under
rescaling as in (2.1.21) implies that cYJ also satisfies (2.1.21).
• To prove that the pairs (cYJ , wJ) are compatible with covering maps we need to
check two things:
(a) that their domains are large enough (i.e. that (2.1.19) holds for all I ( H ( J)
and
(b) that when H ( J the collar cYH has a natural lift to YV,J, ε.
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Claim (b) again follows because the local collars used to form cYH (as well as the
partition of unity) can be lifted in this way. (This is just a consequence of equiv-
ariance.) Claim (a) has two parts. The first claims that if (e, x; t) ∈ ∂′ YV,J, ε has
x ∈ V˜IH ∩ V˜HJ where I ( H ( J , then (e, ρHJ(x); t) is in the domain ∂′ YV,H, ε of cYH .
To see this, note that ∂′ YV,J, ε is the union over k of the sets ∂k YV,J, ε of (3.2.19).
But we have
∂k YV,J, ε ∩
{
(e, x; t) | x ∈ V˜IH ∩ V˜HJ
}
= ∂|H| YV,J, ε ∩
{
(e, x; t) | x ∈ V˜IH ∩ V˜HJ
}
,
=
{
(e, x; t) | (e, ρHK(x); t) ∈ ∂|H| YV,H, ε},
where the first equality holds by (3.2.16), while the second holds because the sets
st(O∞J,α) are compatible with the covering maps ρHJ by (3.2.13).
The second part of (a) concerns the choice of suitable widths wH ≤ w′H for all
H ∈ IK. Since the domains of the collars are by now fixed, we can choose each wH
independently: its choice depends only on the domains of the collars cYJ for J ) H.
Notice that by the definition of the set O∞K,α in (3.2.5), it holds (with wH = 12δα
for example) for the original domains O∞K,α of the local collars. Moreover, because
δ2 < δ0 (where δ0 is the separation distance in (3.2.15)), this property is not affected
by the shrinking from |O∞K,α| to |O′α| in (3.2.16). Hence it is easy to see that one can
choose suitable wH for the global collars.
• We must check that this collar restricts to any compatible shrinking (V ′, ε′) < (V, ε).
But this is immediate since the above construction depends only on the choice of
coordinate charts in (3.2.3) which restrict to (V ′, ε′) by the definition of compatibility,
and the choice of an appropriate partition of unity that we can also restrict to V ′.
• Finally we must check that if K is oriented, the collar map cYJ preserves the natural
induced orientation on its domain and range. But this is clear from its construction.
This completes the proof of Lemma 3.2.1. 
Corollary 3.2.3. Any reduction V ′ has a collar compatible shrinking (V, ε).
Proof. By Definition 2.1.5, it suffices to construct a compatible (VJ , εJ) such that
(e) for all pairs I ( J we have εI ≤ w2J , where wJ is the collar width for VJ .
Without loss of generality, let us suppose that (V ′, ε′) is compatible, with collars cYJ
of widths w′J . As in the proof of Lemma 3.1.11 we work by downwards induction
on |J |. Hence at the kth stage, we assume that we have compatible (Vk+1, εk+1)
such that condition (e) holds for all I ( J with |I| ≥ k + 1, and aim to con-
struct compatible (Vk, εk, wkJ) so that (e) holds whenever |I| ≥ k. As before we take
(V kJ , ε
k
J , w
k
J) = (V
k+1
J , ε
k+1
J , w
k+1
J ) if |J | ≥ k+ 1. The key point is this: if we shrink the
set (V k+1I , ε
k+1
I ) where |I| ≤ k by decreasing εk+1I and hence V k+1I (because of condi-
tion (c) in Definition 3.1.1), then this does not decrease the collar width cYJ,k+1 of any
V k+1J with I ( J , since this change only affects points that either lie in the boundary
of YVk+1,J, εk+1 or are interior points with I(x) = {i|si(x) 6= 0} ⊂ I that do not occur
in im (cYJ,k+1) because of its construction. Hence it makes sense to choose ε
k
I ≤ εk+1I
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for the elements |I| = k so that condition (e) holds at level k, and then shrink V k+1I
to a set V kI that satisfies (a,b,c). As usual, this can be done independently for each I
at level k. To complete the inductive step, we then make appropriate choices for lower
level I as in Lemma 3.1.11 to obtain a compatible shrinking (Vk, εk) that satisfies (e)
at levels ≥ k. This completes the proof. 
Appendix A. Rational C¸ech cohomology and homology
We briefly describe the properties of the (co)homology theories in [Ma] that are based
on the properties of Alexander–Spanier cochains. We do not need the full generality of
this theory because the space M = |M|H is locally compact and Hausdorff. Throughout
we assume that Y is locally compact and Hausdorff, with A ⊂ Y closed and U ⊂ Y
open, and take coefficients in Q. Further, we denote these theories by Hˇ to distinguish
them from singular (co)cohomology. 30
We need the following properties of the cohomology theory.
(a) ([Ma, Thm 3.21]) If Y is a connected orientable n-dimensional manifold then Hˇ i(Y ) =
0 unless i = n in which case Hˇn(Y ) = Q, i.e. Hˇ∗ is like rational singular cohomology
with compact supports;
(b) ([Ma, §1.2]) If f : A→ Y is proper, there is an induced map f∗ : Hˇ i(Y )→ Hˇ i(A);
(c) ([Ma, §1.3]) if U ⊂ Y is open, there is an induced map f∗ : Hˇ i(U)→ Hˇ i(Y ). Further,
if Y is as in (a), and U is an open n-disc, then f∗ is an isomorphism.
(d) ([Ma, Thm 1.6]) if A ⊂ Y is closed then there is an exact sequence
· · · → Hˇ i(YrA)→ Hˇ i(Y )→ Hˇ i(A) δ→ Hˇ i+1(YrA)→ · · · ,(A.1)
i.e. the group Hˇ i(A) plays the role of the relative group H i(Y, YrA).
The dual homology theory developed in [Ma, Ch 4] is denoted H∞∗ in [Ma, Ch 10] to
emphasize that it is analogous to locally finite singular homology; we shall call it Hˇ∞∗ .
It follows from the universal coefficient theorem [Ma, Thm. 4.17] that
Hˇ∞k (X) = Hom
(
Hˇk(X);Q
)
.(A.2)
Further, because Y is locally compact and Hausdorff, it follows from the uniqueness
property for Hˇ∗c stated in [Ma, §6.7], that the dual theory Hˇ∞k is isomorphic to rational
Borel–Moore homology.
As shown by the following, the functorial properties of Hˇ∞∗ are different from the
usual singular theory.
(a′) If Y is a connected orientable n-manifold, then Hˇ∞i (Y ) = 0 unless i = n in which
case Hˇ∞n (Y ) = Q; more generally, any orientable n-manifold has a fundamental class
µY ∈ Hˇ∞n (Y ).(A.3)
30 In [Ma, Ch 10] the theory we call Hˇ∗ below is denoted by H∗c to distinguish it from another
theory that does not concern us here.
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(b′) ([Ma, §4.6]) if U ⊂ Y is open, there is an induced restriction
ρY,U : Hˇ
∞
i (Y )→ Hˇ∞i (U);(A.4)
moreover for U1 ⊂ U2 ⊂ Y we have ρY,U1 = ρU2,U1 ◦ ρY,U2 .
(c′) ([Ma, §4.6]) If f : A → Y is continuous and proper, then there is an induced
pushforward f∗ : Hˇ∞i (A) → Hˇ∞i (Y ); moreover, given a proper inclusion ι : A → Y ,
there is a functorial long exact sequence
· · · → Hˇ∞i (A) ι∗→ Hˇ∞i (Y )
ρY,YrA−→ Hˇ∞i (YrA) ∂→ Hˇ∞i−1(A)→ · · ·(A.5)
(d′) ([Ma, §4.3 (3c)]) If f : A → Y is proper and U is open in Y , then the following
diagram commutes:
Hˇ∞i (A)
f∗ //
ρA,A∩f−1(U)

Hˇ∞i (Y )
ρY,U

Hˇ∞i (A ∩ f−1(U))
f∗ // Hˇ∞i (U).
(e′) ([Ma, §4.9 (6)]) if Y = U ∪ V where U, V are open then there is an exact Mayer–
Vietoris sequence of the form:
· · · → Hˇ∞i+1(U ∩ V )→ Hˇ∞i (Y )→ Hˇ∞i (U)⊕ Hˇ∞i (V )→ Hˇ∞i (U ∩ V )→ · · ·
In particular, if U is the disjoint union of a finite number of sets of Ui, then
Hˇ∞∗ (U) ∼= ⊕iHˇ∞∗ (Ui).
(f′) ([Ma, p.334]) if U ⊂ Y is open while A ⊂ Y is closed, there is a cap product
∩ : Hˇ∞p+q(YrA)⊗ Hˇp(YrU)→ Hˇcq(Y,U ∪A).(A.6)
This takes values in compactly supported C¸ech homology, a theory whose functorial
properties are analogous to those of the usual singular homology. In particular, if
the triple (U ∪A;U,A) is excisive for Hˇc (i.e. Hˇcq(A,U ∩A) ∼= Hˇcq(U ∪A,U)), then
there is a commutative diagram
Hˇ∞p+q+1(YrA)⊗ Hˇp(YrU)
∂⊗(−1)p ι∗

∩ // Hˇcq+1(Y,U ∪A)
δ

Hˇ∞p+q(A)⊗ Hˇp(ArU) ∩ // Hˇcq(A,U ∩A).
(A.7)
Note that the above diagram exists when Y is locally compact, A is closed and
YrU is compact. To see this, choose a nested sequence Nk of precompact open
neighborhoods of YrU in Y with
YrU =
⋂
kNk, U =
⋃
k(YrNk).
Since by definition
Hˇc∗(Y,U ∪A) = lim← Hˇ
c
∗(Y, (YrNk) ∪A), Hˇc∗(A,U ∩A) = lim← Hˇ
c
∗(A,ArNk),
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and the triple of closed sets (Y, YrNk, A) is excisive by [Ma, Cor.9.5], it follows that
(Y, YrU,A) is excisive as required.
(g′) (Exercise 5 on p 272 of [Ma]) If X is Hausdorff and XrA is a precompact open
subset of X, then Hˇ∞∗ (XrA) = Hˇc∗(X,A).
(h′) This homology is taut; i.e. if X ⊂ Y is closed, where Y is locally compact and
Hausdorff, and Nk+1 ⊂ Nk is a nested sequence of closed neighborhoods of X in Y ,
then (by [Ma, Thm 6.4])
Hˇ∞d (X) = lim← (Hˇ
∞
d (Nk)).
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