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The asymptotic distribution of the Tukey median has recently been obtained by
Nolan in a bivariate setting and by Bai and He in the general multivariate case. To
establish their theorem, these authors made a strong symmetry hypothesis on the
distribution and, in the case of Bai and He, assumed the existence of a density
function with a gradient satisfying a finite-moment condition. This paper extends
the above result by deriving the asymptotic distribution of the above
location estimate without making any symmetry or differentiability assumption on
the distribution. © 2001 Elsevier Science (USA)
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1. INTRODUCTION
Let F be a probability distribution on Rd and let H denote the class of
closed half-spaces H in Rd. The Tukey depth of a point x ¥ Rd (with respect
to F) is defined by
D(x) :=inf{F(H): H ¥H, x ¥H}.
Given a F-sample X1, ..., Xn on a complete probability space (W,F, P),
the empirical Tukey depth Dn is defined as the Tukey depth with respect
to the empirical distribution function F1n. Thus, Dn(x) is the minimal
proportion of data points in a closed half-space containing x.
The Tukey depth is but one of several depth functions that have been
proposed to measure the degree of centrality of a multidimensional point
with respect to a probability distribution. Liu [4] gives a description of
four of these depths.
Tukey [14] introduced the notion of depth of a point in a multivariate
dataset. Deep points are viewed as being close to the ‘‘center’’ of the dis-
tribution, whereas shallow points are seen as belonging to the tails of the
distribution. This allows multivariate ranking according to the values of the
depth, an idea that has proved quite fruitful in many recent applications.
For instance, Liu [5] has used depth functions to construct control charts
for the study of multivariate processes; Liu and Singh [6, 7] have used
them to define a quality index measuring the difference between two
multivariate distributions and to obtain extended notions of P-values for
hypothesis testing; Yeh and Singh [16] have derived bootstrap confidence
regions based on the Tukey depth for multivariate parameters.
The map xW D(x) is known to be upper semicontinuous [2, p. 1817],
and quasi-concave [8, Prop. 2.6] in the sense that for each real c,
{x: D(x) \ c} is a convex set. Since 1/(d+1) [ supx D(x) [ 1 [2, Lemma
6.3], upper semicontinuity and quasi-concavity together imply that D
always attains its supremum a* and {x: D(x)=a*} is a non-empty compact
convex set. Any such deepest point is sometimes called a half-space median
[13], or a Tukey median of F [12].
In the following, we shall assume that F has a unique Tukey median.
This always occurs for instance if F has a connected support and is
absolutely continuous with respect to the Lebesgue measure [9, Prop. 3.5].
Since D is affine equivariant (see [2], or [8]), it can be supposed without
loss of generality that the unique median is 0.
Any deepest point Tn such that
Dn(Tn)=max
x
Dn(x)
is called a sample Tukey median. In general, such a maximum is not
necessarily unique. Indeed, by quasi-concavity the set
Kn :={y: Dn(y)=max
x
Dn(x)}
is a non-empty closed convex polytope with a finite number of faces and
vertices. To determine Kn, it suffices to identify its vertices. Every such
vertex can be obtained as the intersection of d hyperplanes, each of which
going through d data points. Clearly, the identification involves solving
a finite number of linear equations, hence these vertices are seen to be
measurable functions of the observations.
In the following, to determine Tn uniquely and to make it measurable, we
agree to define it as the centroid of Kn (see [2, p. 1809]). As a location
estimate, Tn has the interesting properties of being affine equivariant and
having high breakdown point. From these standpoints, the Tukey median
compares quite favorably with several multivariate location estimates [2].
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For each u ¥ Rd, let Fu denote the one-dimensional orthogonal projection
of F, that is the distribution of uŒX whenever X ’ F. Put H[x, u] :=
{y ¥ Rd : uŒy \ uŒx} and write Sd−1 :={u ¥ Rd : |u|=1}. Let the symbol
‘‘M ’’ stand for convergence in distribution.
Under a strong symmetry condition on F, Nolan [10] obtained the
asymptotic distribution of Tn for d=1, 2. She surmised that her result
remains true in any dimension.
Theorem 1.1 [10, Lemma 3]. Let d=1, 2. Assume that for all u ¥ Sd−1:
(a) Fu has a unique median at 0;
(b) Fu has a bounded positive density pu in the neighborhood of 0 and
the map (a, u)W pu(a) is continuous at (0, u) for any u.
Then
n1/2Tn M argmax
t
inf
u ¥ Sd−1
{Z(u)−uŒtpu(0)},
where Z is a centered Gaussian process on the unit sphere with covariance
function
E[Z(u) Z(v)]=F(H[0, u] 5H[0, v])−1/4 u, v ¥ Sd−1.
When d=1, the sample Tukey median reduces to the familiar univariate
sample median; in that case, it is not difficult to see that Theorem 1.1
reasserts the asymptotic normality of the latter. Nolan left as an open
problem the extension of her result to higher dimensions. Using a tech-
nique developed to study the asymptotic behavior of maximal depth
estimates in regression, Bai and He [1] have recently shown that the same
limit distribution holds in any dimension. Their theorem has however been
obtained at the price of much stronger hypotheses on the distribution.
Indeed, they assume that F has a density whose gradient exists everywhere
and satisfies a finite-moment condition.
Assumption (a) appearing in Theorem 1.1 is quite restrictive. It implies
that all half-spaces going through the bidimensional median 0 have prob-
ability 1/2: FH[0, u]=1/2, for all u ¥ Sd−1; moreover, 0 is the only such
point in R2. This will hold for instance if F has a positive density in the
neighborhood of 0 and is angularly symmetric about 0 [3]. While the latter
class of distributions is large enough to include most elliptically symmetric
distributions, it excludes all distributions with maximal depth < 1/2. This
phenomenon occurs for distributions lacking symmetry but also for those
having a weak form of symmetry. For instance, as noted by Nolan [10],
the uniform distribution on an equilateral triangle has maximal depth 4/9,
and more generally, the uniform distribution on a regular polygon with
2n+1 sides has maximal depth < 1/2 [8].
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The purpose of this paper is twofold: to obtain Theorem 1.1 for
distributions having little or no symmetry at all, and to extend the theorem
to dimensions > 2. Unlike the extension to higher dimensions derived by
Bai and He [1] after making Assumption (a) even more restrictive, our
Theorem 3.5 is obtained after weakening Assumption (a) to include distri-
butions that may have maximal Tukey depth < 1/2. This will be done
using methods quite similar to those of [10] and through a careful analysis
of the behavior of the Tukey depth at the median point in the possible
absence of symmetry.
The rest of this paper is organized as follows. Section 2 introduces the
few basic properties of the depth needed for the main theorem. Asymptotic
properties of the Tukey median are stated and proved in Section 3. Finally,
the results are applied to the uniform distribution over the equilateral
triangle in Section 4.
2. PRELIMINARY RESULTS
Let “A denote the topological boundary of a set A ı Rd. Clearly, D(x) is
determined by the class of closed half-spaces H such that x ¥ “H. Thus it is
seen that
D(x)= inf
u ¥ Sd−1
FH[x, u].
To some extent, the asymptotic behavior of the empirical Tukey depth is
determined by the manner in which the above infimum is attained at the
median 0. If for some v ¥ Sd−1,
D(x)=FH[x, v],
then we shall say that H[x, v] (resp. v) is a minimal half-space (resp.
minimal direction) at x.
The next proposition and its corollary show that the Tukey depth can be
expressed as the probability of a closed half-space if F is smooth enough.
Proposition 2.1 [8, Prop. 2.7]. Suppose that F gives probability zero to
each hyperplane. Then:
(a) the map (x, u)W FH[x, u] is continuous on Rd×Sd−1;
(b) the map xW D(x) is continuous on Rd.
Corollary 2.2. Under the same hypothesis, for each x there exists at
least one minimal half-space—and consequently at least one minimal direction
—at x.
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Remark 2.3. Note that F gives probability zero to each hyperplane if
and only if Fu is continuous for all u. As in [10], it is assumed in this paper
that every Fu is absolutely continuous, hence all points have minimal
half-spaces and directions.
In general, given that a minimal direction at a point exists, it can be
unique or not. For instance, under Assumption (a) of Theorem 1.1, each of
the half-spaces H[0, u], u ¥ Sd−1, is minimal at the median 0, hence all
directions u are minimal at the same point. In the particular case where F is
an absolutely continuous elliptically symmetric distribution about 0, 0 is a
unique deepest point and all other points of positive depth < 1/2 have
exactly one minimal half-space [8, Example 2.11].
As another example, consider the uniform distribution over the solid
equilateral triangle in R2. Then, it can be checked that on each contour of
positive depth < a*=4/9, every point has exactly one minimal direction
except for three points on the axes of symmetry having two such directions;
moreover, the unique deepest point, the centroid of depth 4/9, has exactly
three minimal directions [8, Example 2.12]. In Section 4, we return to this
example to illustrate the main theorem of this paper.
Strong uniform convergence of the empirical Tukey depth is one of its
most attractive properties.
Proposition 2.4. Almost surely
lim
nQ.
sup
x
|Dn(x)−D(x)|=0.
Proof. This is a consequence of the inequality
sup
x
|Dn(x)−D(x)| [ sup
H
|F1n(H)−F(H)|
[2, p. 1817] and the uniform strong law of large numbers [11, Th. II.14]. L
3. LIMIT THEOREMS FOR THE TUKEY MEDIAN
A basic tool for studying the asymptotic properties of the Tukey depth is
theH-indexed empirical process associated with F. The latter is defined to
be nn :=n1/2(F1n−F), a process which will be viewed as a map into the
space a.(H) of bounded real functions onH with the metric generated by
the uniform norm || · ||.. It is known [11, Th. VII.21] that nn M nF,
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where nF is an F-Brownian Bridge, that is, a centered Gaussian Borel
measurable map into a.(H) with the covariance function
P[nF(H) nF(HŒ)]=F(H 5HŒ)−F(H) F(HŒ) H, HŒ ¥H.
Furthermore, a version of nF can be chosen such that each of its sample
paths is uniformly continuous with respect to the L2(F) seminorm rF on
H, where
rF(H, HŒ) :=(F |1H−1HŒ |2)1/2 — [F(H DHŒ)]1/2.
Note that nn is in general not Borel measurable. Weak convergence is
thus understood here in the sense of Hoffmann–Jørgensen. Letting E*
denote outer expectation, this means that E*f(nn)Q Ef(n) for every
real-valued continuous bounded function on a.(H) (see [15, Sect. 1.3]).
It is not difficult to check that both infH nnH and supH nnH are
measurable. Furthermore, as a consequence of the Continuous Mapping
Theorem [15, Th. 1.3.6] both these variables are Op(1). This result is
needed in some of the proofs below.
The first and easiest of our limit theorems asserts strong consistency of
the Tukey median.
Proposition 3.1. Tn Q 0 almost surely.
Proof. This follows easily from the uniqueness of the median and
Proposition 2.4. L
In what follows, let V(0) denote the set of minimal directions at the
median 0. In the case considered by Nolan [10] and Bai and He [1],
V(0)=Sd−1. When F gives probability 0 to each hyperplane, this occurs if
and only if {v, −v} … V(0) for some v ¥ Sd−1.
Recall that a sequence (Sn) of random variables in Rd is said to be
uniformly tight if for every e > 0 there exists a positive constant B such that
P(|Sn | \ B) < e for every n. The following proposition extends Lemma 2
from Nolan [10]. The proof has some similarity.
Proposition 3.2. Assume that :
(a) there exists c > 0 such that
min
u ¥ Sd−1
max
v ¥ V(0)
vŒ · u \ c;
(b) for every v ¥ V(0), Fv has a density pv such that q :=infv ¥ V(0)
pv(0) > 0;
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(c) for any sequence (dn) decreasing to 0,
lim
nQ.
sup
v ¥ V(0)
sup
|s| [ dn
|pv(s)−pv(0)|=0.
Then (n1/2Tn) is uniformly tight.
Remark 3.3. Condition (a) means that for any u ¥ Sd−1, the spherical
cap Sd−1 5 {x: uŒx \ c} has a non-empty intersection with V(0). Condition
(c) is satisfied for example if, for some neighborhoodW of 0 in R, the map
(a, u)W pu(a) is continuous inW×V(0).
Proof. For any v ¥ V(0),
a*+n−1/2 inf
u
nnH[0, u]=inf
u
FH[0, u]+n−1/2 inf
u
nnH[0, u] [ Dn(0)
[ Dn(Tn)
[ F1nH[Tn, v]=FH[Tn, v]+n−1/2nnH[Tn, v]
=a*−pv(0) vŒ ·Tn+o(vŒ ·Tn)+n−1/2nnH[Tn, v];
hence
sup
v ¥ V(0)
[pv(0) vŒ · n1/2Tn−n1/2o(vŒ ·Tn)] [ Op(1).(1)
By virtue of the mean value theorem,
sup
v ¥ V(0)
: o(vŒ ·Tn)
vŒ ·Tn
: [ sup
v ¥ V(0)
sup
|s| [ |Tn|
|pv(s)−pv(0)|,
therefore Proposition 3.1 and condition (c) imply that almost surely for
any e > 0
sup
v ¥ V(0)
: o(vŒ ·Tn)
vŒ ·Tn
: < e
if n is large enough.
Suppose that (n1/2Tn) is not uniformly tight. According to (a), (wn) can
be chosen in V(0) such that w −n · n
1/2Tn \ c |n1/2Tn |, so that w −n · n1/2Tn is not
uniformly tight. Taking 0 < e < q, it follows that for n large enough,
sup
v ¥ V(0)
vŒ · n1/2Tn 5pv(0)−o(vŒ ·Tn)vŒ ·Tn 6 \ w −n · n1/2Tn 5pwn (0)−o(w
−
n ·Tn)
w −n ·Tn
6
\ w −n · n1/2Tn[q− e].
Since this is in contradiction with (1), the proof is complete. L
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The limit distribution of the Tukey median will be obtained as an appli-
cation of the following Argmax Continuous Mapping, in which the metric
space is to be understood as Rd.
Theorem 3.4 [15, Th. 3.2.2]. Let Mn, M be stochastic processes
indexed by a metric space S such that Mn MM in a.(K) for every compact
K … S. Suppose that almost all sample paths sWM(s) are upper semicon-
tinuous and possess a unique maximum at a random point sˆ, which, as a
random map into S, is tight. If the sequence (sˆn) is uniformly tight and
satisfiesMn(sˆn) \ sups Mn(s)−op(1), then sˆn M sˆ.
The following theorem describes the asymptotic distribution of the Tukey
median. It extends a similar result by Nolan [10] and Bai and He [1].
Theorem 3.5. Assume that:
(a) there exists c > 0 such that
min
u ¥ Sd−1
max
v ¥ V(0)
vŒ · u \ c;
(b) for every v ¥ V(0), Fv has a density pv such that q :=infv ¥ V(0)
pv(0) > 0;
(c) for some neighborhood W of 0 in R, the map (a, u)W pu(a) is
continuous inW×Sd−1.
Then
n1/2Tn M argmax
s
inf
v ¥ V(0)
{nFH[0, v]−pv(0) vŒ · s},
where nF is a F-Brownian bridge onH.
Remark 3.6. If d=1, V(0) reduces to {−1, 1}. It is easy to verify that
the above asymptotic distribution is that of the sample median. This case
being well-known, the following will always assume that d \ 2.
The proof will apply Theorem 3.4 with the limit process
M(s) := inf
v ¥ V(0)
{nFH[0, v]−pv(0) vŒ · s}.
We begin with two preparatory lemmas stated under the hypotheses of
Theorem 3.5.
Lemma 3.7. Almost surely the sample paths ofM are continuous and
lim
|s|Q.
M(s)=−..
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Proof. Continuity of the sample paths of M follows easily from the
continuity of the maps uW nFH[0, u] and (u, s)W pu(0) uŒ · s.
If the second assertion is false, there exist a real number B and a
sequence (sn) such that |sn |Q. and B [M(sn) for all n on some set C of
positive probability. Using condition (a), take (vn) in V(0) such that
v −n · sn/|sn | \ c for all n. Then on C
B [M(sn) [ nFH[0, vn]−pvn (0) v
−
n · sn [ nFH[0, vn]−qc |sn |
for all n. Since uW nFH[0, u] is a.s. continuous, this is clearly impossible. L
Lemma 3.8. Almost surelyM is concave and has a unique maximum.
Proof. WriteM(s, v) :=nFH[0, v]−pv(0) vŒ · s. Then, for every a ¥ [0, 1]
and v ¥ V(0),
M(as+(1−a) t, v)=aM(s, v)+(1−a) M(t, v)
\ aM(s)+(1−a) M(t),
proving concavity.
By Lemma 3.7, each sample path of M has at least one finite maximum
point sˆ. Put M(sˆ) :={v ¥ V(0) : M(sˆ)=M(sˆ, v)}. Clearly, M(sˆ) is never
empty. Suppose that tˆ is another maximum point. By concavity, asˆ+
(1−a) tˆ is then a maximum point for every a ¥ [0, 1]. Moreover, a
straightforward extension of results from Nolan [10, Properties A and B,
p. 7] yields:
1. for any x ¥ Rd,
min
v ¥M(sˆ)
vŒ · x [ 0;(2)
2. for every a ¥ (0, 1),
M(asˆ+(1−a) tˆ)=M(sˆ) 5M(tˆ).(3)
Write [M(sˆ)] for the linear space generated by M(sˆ). For any a ¥ (0, 1),
let r :=dim [M(asˆ+(1−a) tˆ)]. First, we show that r > 1. Indeed, other-
wise (2) implies that for some v ¥ S1, M(asˆ+(1−a) tˆ)={v, −v} ı V(0),
which can only occur if V(0)=Sd−1. Now, for every u, pu(o)=p−u(0),
henceM(s, u)=−M(s, −u) for all s and u. It follows that
M(sˆ)=M(sˆ, v)= inf
u ¥ Sd−1
M(sˆ, u) [ sup
u ¥ Sd−1
M(sˆ, u)=M(sˆ, −v)=M(sˆ);
therefore r=d because M(sˆ)=M(tˆ)=0=M(sˆ, u)=M(tˆ, u) for every
u ¥ V(0).
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Assuming now that 2 [ r [ d, let v1, ..., vr be linearly independent
vectors belonging to M(asˆ+(1−a) tˆ) and take G as any r-dimensional
linear space containing sˆ and tˆ. Then (3) implies that sˆ and tˆ both satisfy
the linear system
pvi (0) v
−
i · s=nFH[0, vi]−M(sˆ), s ¥ G, i=1, ..., r;
therefore sˆ=tˆ, which completes the proof. L
Proof of the theorem. The sequence of empirical processes indexed
by H is known to be asymptotically uniformly rF-equicontinuous in
probability [15, 1.5]: for every e, g > 0 there exists d > 0 such that
lim sup
nQ.
P( sup
rF(H1, H2) < d
|nnH1− nnH2 | > e) < g.(4)
Let D denote the symmetric difference of sets. Since
F(H[t, u] DH[0, u])=|FH[t, u]−FH[0, u]|,
condition (c) thus implies that for every sequence (dn) decreasing to 0,
sup
|t| [ dn
sup
u ¥ Sd−1
|nnH[t, u]− nnH[0, u]|=op(1).
Since
n1/2Tn=n1/2 argmax
t
inf
u ¥ Sd−1
F1nH[t, u],
it suffices to apply Theorem 3.4 to
Mn(s) :=n1/2 inf
u ¥ Sd−1
F1nH[s/n1/2, u]−n1/2a*
and
M(s) := inf
v ¥ V(0)
{nFH[0, v]−pv(0) vŒ · s}.
Once we have proved tightness of sˆ and weak convergence of Mn to M in
a.(K), Proposition 3.2 and Lemmas 3.7 and 3.8 do the rest.
To show tightness, it is enough to check that sˆ is measurable. Consider
L :={(w, t): inf
v ¥ V(0)
{nFH[0, v](w)−pv(0) vŒ · t}
=max
s
inf
v ¥ V(0)
{nFH[0, v](w)−pv(0) vŒ · s}}.
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Then, L is a measurable subset of W×Rd, and by uniqueness of the
maximum, is the same as {(w, sˆ(w)): w ¥ W}. According to [11, p. 197],
there exists a measurable cross-section of L, that is a measurable map h
from W into Rd such that (w, h(w)) ¥ L. Since sˆ necessarily coincides
a.s. with that cross-section, sˆ is measurable.
Weak convergence is more delicate to prove. According to the assump-
tions, for any s,
Mn(s)= inf
u ¥ Sd−1
{n1/2FH[s/n1/2, u]+nnH[s/n1/2, u]}−n1/2a*
= inf
u ¥ Sd−1
{n1/2(FH[0, u]−a*)−pu(0) uŒ · s+n1/2o(uŒ · s/n1/2)
+nnH[s/n1/2, u]}.
Applying the mean value theorem and condition (c), it can be shown as in
the proof of Proposition 3.2 that
sup
u ¥ Sd−1
sup
s ¥K
|n1/2o(uŒs/n1/2)|=o(1);
furthermore, by uniform stochastic equicontinuity,
sup
u ¥ Sd−1
sup
s ¥K
|nnH[s/n1/2, u]− nnH[0, u]|=op(1).
Put
ln(u, s) :=n1/2(FH[0, u]−a*)−pu(0) uŒ · s+nnH[0, u].
Then, the above implies that, asymptotically for weak convergence in a.(K),
Mn ’M1n, where
M1n(s) := inf
u ¥ Sd−1
ln(u, s).
Let An :={u ¥ Sd−1 : FH[0, u]−a* > n−1/3}; then Acn s V(0) —4n Acn. The
proof proceeds by showing thatM1n ’M2n, where
M2n(s) := inf
u ¥ Acn
ln(u, s),
thenM2n ’M3n, where
M3n(s) := inf
v ¥ V(0)
ln(v, s) — inf
v ¥ V(0)
{nnH[0, v]−pv(0) vŒ · s}.
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First, note that, for any fixed e > 0 and v0 ¥ V(0), if
inf
s ¥K
[ inf
u ¥ An
ln(u, s)−ln(v0, s)] \ − e(5)
or equivalently
sup
s ¥K
[ln(v0, s)− inf
u ¥ An
ln(u, s)] [ e,
it follows that
sup
s ¥K
[ inf
u ¥ Acn
ln(u, s)− inf
u ¥ An
ln(u, s)] [ e.(6)
Now, if (6) holds true, for any s ¥K, either infu ¥ Sd−1 ln(u, s)=infu ¥ An
ln(u, s), in which case
inf
u ¥ Acn
ln(u, s)− inf
u ¥ Sd−1
ln(u, s) [ e,
or infu ¥ Sd−1 ln(u, s)=infu ¥ Acn ln(u, s), in which case
inf
u ¥ Acn
ln(u, s)− inf
u ¥ Sd−1
ln(u, s)=0 [ e.
Thus, to prove the first equivalence M1n ’M2n, it suffices to establish that
(5) is true with probability > 1− e if n is large enough. Put Q :=supu ¥ Sd−1
pu(0). Then, for some positive constant B,
sup
s ¥K
sup
u ¥ An
[(−pv0 (0) v0+pu(0) u)Œ · s− nn(H[0, u]−H[0, v0])]
[ 2Q sup
K
|s|+B,
with probability > 1− e if n is large enough. It follows that
inf
s ¥K
[ inf
u ¥ An
ln(u, s)−ln(v0, s)]
\ inf
u ¥ An
n1/2(FH[0, u]−a*)+inf
s ¥K
inf
u ¥ An
{(−pu(0) u+pv0 (0) v0)Œ
· s+nn(H[0, u]−H[0, v0])}
\ n1/6−2Q sup
K
|s|−B \ − e
with probability > 1− e if n is large enough.
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Next, to prove the equivalenceM2n ’M3n, observe that
inf
u ¥ Acn
{nnH[0, u]−pu(0) uŒ · s} [M2n(s) [M3n(s),
thus we only need to verify that
sup
s ¥K
[M3n(s)− inf
u ¥ Acn
{nnH[0, u]−pu(0) uŒ · s}]=op(1).
Now, for any e > 0,
sup
s ¥K
[M3n(s)− inf
u ¥ Acn
{nnH[0, u]−pu(0) uŒ · s}] > e
if and only if there exist s ¥K, un(s) ¥ Acn such that for every v ¥ V(0)
(−pv(0) v+pun(s)(0) un(s))Œ · s+nn(H[0, v]−H[0, un(s)]) > e.(7)
Furthermore, for any c > 0,
Acn ı V(0)c :={u ¥ Sd−1 : |u−v| < c for some v ¥ V(0)}
if n is large enough. By condition (c), c can be chosen such that
sup
s ¥K
|(pu(0) u−pv(0) v)Œ · s| < e/4
if |u−v| < c. Moreover, since uW FH[0, u] is uniformly continuous,
stochasticuniformequicontinuityandc small enough imply that |nn(H[0, v]−
H[0, u])| < e/4 with probability > 1− e if |u−v| < c and n is large enough.
If vn(s) ¥ V(0) is such that |un(s)−vn(s)| < c, it follows that
sup
s ¥K
|(−pvn(s)(0) vn(s)+pun(s)(0) un(s))Œ · s
+nn(H[0, vn(s)]−H[0, un(s)])| < e/2
with probability > 1− e if n is large enough. This means that (7) occurs
with probability < e is n is large enough, thus proving the asserted
asymptotic equivalence.
Finally, since nnH[0, u]−pu(0) uŒ · sM nFH[0, u]−pu(0) uŒ · s in a.(V(0)
×K), the Continuous Mapping Theorem implies that M3n MM in a.(K),
henceMn MM in the same space, which ends the proof. L
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4. EXAMPLE
Consider the uniform distribution over the solid equilateral triangle with
sides of unit length. Take the centroid as the origin and let the x-axis be
parallel to a side. Then 0 is the Tukey median and according to [8,
Example 2.12], the set of minimal directions at 0 is
V(0)={(`3/2, −1/2), (0, 1), (−`3/2, −1/2)}.
It can also be checked that
min
u ¥ S1
max
v ¥ V(0)
vŒ · u \ cos p/3=1/2,
hence condition (a) of Proposition 3.2 and Theorem 3.5 is satisfied.
To obtain the marginal densities, it is convenient to divide the unit circle
into 6 arcs of equal length according to the polar angle h such that
u=(cos h, sin h): I1 :={u:−p/6 [ h [ p/6}, I2 :={u: p/2 [ h [ 5p/6},
I3 :={7p/6 [ h [ 3p/2}, I4 :={u: p/6 [ h [ p/2}, I5 :={u: 5p/6 [ h [
7p/6} and I6 :={u: 3p/2 [ h [ 11p/6}.
If u=(u1, u2) ¥ I1, it is readily verified that
pu(a)=˛ 12a+2`3 u2+6u13u1(u1+`3 u2) : amin(u) [ a [ a0(u)
−12a−2`3 u2+6u1
3u1(u1−`3 u2)
: a0(u) [ a [ amax(u),
(8)
where amin(u) :=−u1/2−`3 u2/6, a0(u) :=`3 u2/3 and amax(u) :=u1/2−
`3 u2/6. If u=(cos h, sin h) ¥ I1, define h(h, a) :=pu(a). By symmetry, as
functions of h, amin(u), a0(u) and amax(u) are periodic of period 2p/3. Using
symmetry again, the other marginal densities can be written in terms of h as
follows:
pu(a)=˛h(h−2p/3, a) : u ¥ I2h(h−4p/3, a) : u ¥ I3h(p/3−h, a) : u ¥ I4
h(p−h, a) : u ¥ I5
h(5p/3−h, a) : u ¥ I6 ,
(9)
where for each Ij a varies as in (8).
Now, it is easily verified that uW pu(0) takes all its values in the sector
0 [ h [ p/6. Moreover, for these h’s, hW h(h, 0) is decreasing, hence
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infu ¥ S1 pu(0)=h(p/6, 0)=8`3/9, and condition (b) of Proposition 3.2
and Theorem 3.5 holds. Finally, noting that maxu amin(u)=−`3/6 and
minu amax(u)=`3/6, we deduce from (8) and (9) that (a, u)W pu(a) is
continuous in B×S1, where B is the closed ball centered at 0 of radius
`3/6, hence condition (c) of Proposition 3.2 and Theorem 3.5 is true. All
assumptions of Theorem 3.5 having been verified, it follows that the
empirical Tukey median converges in distribution according to that
theorem.
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