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La mayor ventaja de un TAI consiste en la mayor eficiencia en
la estimación del nivel de rasgo o habilidad del evaluado con un
menor número de elementos de medida que los tests convenciona-
les (Chang y Ying, 1996). Dos son los aspectos básicos de un TAI
para conseguir el objetivo anteriormente enunciado. De un lado el
método de estimación de las puntuaciones del evaluado y, de otro,
el criterio de selección del ítem que se presentará al sujeto en ca-
da momento para construir la estr ategia adaptativa. 
Diferentes estrategias han sido presentadas como criterio de
elección de ítems en el transcurso del TAI. De entre ellas las más
comunes son los criterios basados en la Máxima Información del
Ítem y los procedimientos Bayesianos de estimación de varianza
posterior (Owen, 1975). En la última década diferentes nuevos
métodos han sido propuestos como desarrollo de éstos (Veerkamp
y Berger, 1997; van der Linden, 1995; Chang y Ying, 1996; Davey
y Parshall, 1995), con el objetivo de optimizar el número de ítems
presentados en función de la precisión final de la estimación del
nivel de rasgo o habilidad.
En estas líneas se presentan datos comparativos de la adminis-
tración de un TAI sobre un banco unidimensional de respuesta gra-
duada de 28 ítems para la evaluación del ajuste emocional de las
personas, utilizando como estrategia de selección de ítems a) cri-
terio de máxima información; b) criterio de mínima entropía y c)
criterio mixto de mínima entropía y máxima información. 
La información del ítem es referida siempre a un nivel de ras-
go o habilidad determinado. 
Y se define para un modelo politómico por:
De modo que en la integración del criterio de máxima infor-
mación en el proceso TAI es necesaria la θ estimada para selec-
cionar el ítem más informativo. De este hecho se derivan los pro-
blemas básicos del procedimiento (Davey y Parshall, 1995; van
der Linden, 1995; Chang y Ying, 1996) relacionados con la poca
precisión de la estimación de θ en los primeros momentos del TAI.
Por un lado, para la elección del primer ítem del TAI no hay esti-
mación del nivel de rasgo. Y, por otro, no es posible la estimación
de θ mediante máxima verosimilitud si el evaluado responde siem-
pre en las categorías de respuesta extremas. Para el primer proble-
ma diferentes estrategias han sido utilizadas de entre las que des-
taca el procedimiento de asignar aleatoriamente una θ al sujeto en-
tre unos valores predeterminados, y tomar ésta como primera esti-
mación del nivel de rasgo o habilidad del evaluado. Respecto al se-
gundo problema, el procedimiento más común ha consistido en la
Ii(θ ) =
PX i
' (θ)[ ] 2
Pxi (θ )x =0
ni−1∑
Algoritmo mixto mínima entropía-máxima información para la
selección de ítems en un test adaptativo informatizado
David Aguado García, Carlos Santa Cruz, José R. Dorronsoro y Víctor J. Rubio Franco
Universidad Autónoma de Madrid
El objetivo del estudio que presentamos es comparar la eficacia como estrat egia de selección de ítems
de tres algo ritmos dife rentes: a) basado en máxima info rmación; b) basado en mínima entropía; y c)
mixto mínima entropía en los ítems iniciales y máxima info rmación en el resto; bajo la hipótesis de
que el algo ritmo mixto, puede dotar al TAI de mayor eficacia. Las simulaciones de procesos TAI se
re a l i z a ron sobre un banco de 28 ítems de respuesta graduada calibrado según el modelo de Sameji-
ma, tomando como respuesta al TAI la respuesta ori ginal de los sujetos que fueron utilizados para la
c a l i b ración. Los resultados iniciales mu e s t ran cómo el cri t e rio mixto es más eficaz que cualquiera de
los otros dos tomados indep e n d i e n t e m e n t e. Dicha eficacia se maximiza cuando el algo ritmo de míni-
ma entropía se re s t ri n ge a la selección de los pri m e ros ítems del TAI, ya que con las respuestas a es-
tos pri m e ros ítems la estimación de θ comienza a ser re l evante y el algo ritmo de máxima info rm a c i ó n
se optimiza. 
Item selection algo rithms in computeri zed adap t ive testing. The aim of this paper is to compare the
e ffi c a cy of three diffe rent item selection algo rithms in computeri zed adap t ive testing (CAT). Th e s e
a l go rithms are based as fo l l ows: the fi rst one is based on Item Info rm ation, the second one on En-
t ro py, and the last algo rithm is a mixture of the two previous ones. The CAT process was simu l at e d
using an emotional adjustment item bank. This item bank contains 28 graded items in six cat ego ri e s ,
c a l i b rated using Samejima (1969) Graded Response Model. The initial results show that the mixe d
c ri t e rium algo rithm perfo rms better than the other ones.
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utilización de un algoritmo step-size (Dodd, De Ayala y Koch,
1995). Ambos problemas se maximizan cuando se dispone de un
banco de ítems pequeño, o se requiere que el TAI tenga muy po-
cos elementos.
En este trabajo se presenta un algoritmo para la selección de
ítems que trata de superar los anteriores déficits. La entropía
(Shannon, 1949) es una cuantificación imparcial de la bondad de
un ítem, basada en las características de las CCI’s por sí mismas,
no teniendo en cuenta el nivel previo de estimación de la habilidad
del sujeto. Este indicador mide el poder de discriminación del ítem
y ofrece valores pequeños cuando las CCI’s son estrechas y sepa-
radas. Por el contrario el indicador se incrementa cuando la distr i-
bución de probabilidades comienza a ser más homogénea. La en-
tropía del ítem, para un nivel dado de θ, se define como:
y su valor incondicional viene dado por:
Al comienzo de la administración del TAI, la estimación de θ,
como se ha comentado anteriormente, es sumamente imprecisa. Es
más, en el primer ítem del test es desconocida, de modo que crite-
rios de selección del ítem que no tengan en cuenta dicha estima-
ción pueden resultar más eficientes en los primeros momentos del
TAI que criterios de Máxima Información que introducen en la se-
lección del ítem la estimación previa de θ. Por el contrario, según
avanza el TAI la estimación de la habilidad se realiza con mayor




395 sujetos estudiantes de psicología en la Universidad Autó-
noma de Madrid con un rango de edad que variaba desde los 20
años hasta los 25, situándose la moda en 22 años. 
Instrumentos
Banco de ítems extraído de un Cuestionario de Personalidad
elaborado ad hoc con fines de Selección de Personal por el Servi-
cio de Psicología Aplicada de la Facultad de Psicología de la
U.A.M. El banco de ítems se compone de los 28 ítems de la esca-
la de ajuste emocional del mencionado cuestionario, con una op-
ción de respuesta graduada desde 1 (Totalmente de Acuerdo) has-
ta 6 (Totalmente en Desacuerdo). El banco se encuentra calibrado
según el modelo de respuesta graduada de Samejima (1969) con el
programa Parscale 3.0 (Muraki y Bock, 1996).
Procedimiento
Se realizaron un conjunto de simulaciones sobre los vectores de
respuesta reales obtenidos por los sujetos de la muestra en la ad-
ministración en lápiz y papel de la escala. La estimación del nivel
de θ de cada uno de los sujetos se realizó siempre mediante máxi-
ma verosimilitud.
Los criterios de selección de ítems utilizados fueron el criterio
de Máxima Información y el Criterio de Entropía definidos ante-
riormente, junto con un criterio mixto que implementa ambas es-
trategias.
En el caso de Máxima Información el procedimiento TAI co-
mienza con una estimación de θ aleatoria entre –1 y +1; y en caso
de respuestas extremas que impidan la estimación por máxima ve-
rosimilitud se implementa un procedimiento de stepsize variable.
En el caso de Mínima Entropía el procedimiento TAI utiliza en
todo momento como criterio para la selección del ítem siguiente la
minimización de la función de entropía.
Por último en el caso Mixto, el procedimiento TAI comienza
con un criterio de Mínima Entropía para elegir el primer ítem a ad-
ministrar al sujeto, y, para el segundo y siguientes se utiliza el cri-
terio de Máxima Información.
Se comparó mediante la correlación de pearson la θ estimada
por máxima verosimilitud en cada momento del proceso TAI (en
las tres condiciones anteriores) respecto de la estimación de θ por
máxima verosimilitud teniendo en cuenta todo el vector de res-
puestas de los sujetos. 
Resultados
En la figura 1, en el eje de abscisas se representa el número de
ítems utilizados en el proceso TAI para realizar la estimación de la
habilidad de los sujetos. En el eje de ordenadas se representa la co-
rrelación existente entre la estimación de θ realizada con los 28
items del banco y la estimación de θ realizada en diferentes mo-
mentos del proceso TAI (es decir teniendo en cuenta diferente can-
tidad de ítems). Esta correlación es presentada en tres series dife-
renciadas en función del método de selección de ítems utilizado.
Como puede observa rs e, en los tres casos (máxima info rm a c i ó n ,
mínima entropía y cri t e rio mixto) como era de espera r, la corre l a-
ción aumenta progre s ivamente con el número de ítems utilizado
a c e rcándose a la unidad y mostrando básicamente los mismos re-
sultados las tres estrat egias a partir de la presentación de 15 ítems.
Sin embargo, hasta la presentación de los 15 ítems algunas di-
ferencias deben ser señaladas.
Tomando la estimación de θ realizada con únicamente los tres
primeros ítems administrados a los sujetos, se observa cómo el cri-
terio de máxima información es menos eficiente que el criterio de
S i = S i−∞
∞∫ (θ ) f (θ ) dθ
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Figura 1. Rendimiento TAI en función del método de selección de ítems
mínima entropía, y éste lo es menos que el criterio mixto. Esto es
debido a que, como preveíamos, con el criterio de máxima infor-
mación al utilizar la habilidad estimada de los sujetos, y no ser és-
ta sumamente precisa al administrar únicamente los primeros ele-
mentos, la selección de los ítems no es la más adecuada para pro-
porcionar una estimación de θ más precisa. Sin embargo, con el
criterio de mínima entropía, aún produciendose una selección de
ítems más adecuada que con máxima información, se produce un
rendimiento inferior que con el criterio mixto. Esto puede ser de-
bido a que en el criterio mixto para la selección de los ítems se-
gundo y tercero sí se utiliza la información del nivel de rasgo esti-
mado mientras que en el criterio de mínima entropía no es tenido
en cuenta. Por tanto, esta diferencia entre el criterio mixto y el de
mínima entropía se debe fundamentalmente al buen funciona-
miento del primer ítem administrado (seleccionado en ambos ca-
sos mediante mínima entropía). Por ello, la ubicación del nivel de
θ de los sujetos tras la administración de este primer ítem propor-
ciona ya una buena estimación como para comenzar a utilizarla en
la selección del ítem siguiente (criterio de máxima información).
Dicha situación se reproduce básicamente cuando nos fijamos
en los resultados obtenidos al analizar la estimación de θ tras 4 y
5 ítems, lo que supone un 17% del banco.
Por otro lado, al llegar a la administración de 6 elementos (20%
del banco), el criterio mixto se sigue beneficiando del buen efecto
del primer ítem, y el criterio de máxima información se recupera
respecto del criterio de mínima entropía igualándose los resultados
de ambos. Lo que parece indicar que, progresivamente, al ser ca-
da vez más precisa la estimación de θ el criterio de máxima infor-
mación selecciona ítems con mayor aporte de precisión. 
Este efecto de mayor efectividad del criterio mixto, junto con
la disminución de la efectividad del criterio de mínima entropía y
aumento del de máxima información, va progresivamente dismi-
nuyendo al aumentar el número de ítems utilizados, de modo que
al realizar la estimación de θ con los 15 primeros ítems (50% del
banco) la precisión de los tres criterios comienza a igualarse sig-
nificativamente.
Conclusiones
Los resultados presentados en este breve estudio mu e s t ran la
v i abilidad de implementación de un nu evo algo ritmo de selec-
ción de ítems en un proceso adap t at ivo. En este sentido, el trab a-
jo indica cómo algo ritmos basados en cri t e rios de entropía, en
los cuáles no es tenida en cuenta la estimación de θ p a ra la se-
lección del ítem, pueden ser utilizados en los pri m e ros momen-
tos de desarrollo del TAI en el que dicha estimación es suma-
mente imprecisa. Sin embargo, concep t u a l m e n t e, tal y como he-
mos presentado el algo ritmo de mínima entropía, como algo ri t-
mo único de selección de ítems no produce un proceso adap t at i-
vo, ya que no incorp o ra ninguna info rmación proveniente de la
respuesta del sujeto.
Por ello, es necesario realizar una consideración fundamental.
El algoritmo de mínima entropía, bien debe ser estudiado en un
contexto mixto de selección de ítems, o bien debe incorporar in-
formación sobre la respuesta de los sujetos para producir un algo-
ritmo realmente adaptativo.
En este sentido, dos líneas de trabajo han de ser desarrolladas.
De un lado el estudio del criterio mixto: mínima entropía y máxi-
ma información, analizando en qué momentos del TAI la estima-
ción de la θ del sujeto es suficientemente precisa como para cam-
biar del algoritmo de entropía al de máxima información. Y, de
otro lado, la incorporación en el algoritmo de entropía la informa-
ción derivada de la respuesta de los sujetos a cada ítem. De este
modo un sujeto al responder a un item concreto, en función de la
opción elegida, restringe el rango de θ posible para él. Y, es sobre
ese rango de θ sobre el que debería aplicarse el criterio de mínima
entropía y no sobre todo el rango posible (como por ejemplo, pa-
ra la elección del primer item).
Un aspecto colateral ha de ser señalado. El algoritmo de entro-
pía proporciona una solución satisfactoria para la elección del pri-
mer ítem a administrar en el TAI. No obstante, dicha solución en-
tra en conflicto con criterios de exposición de ítems. Según el al-
goritmo, el mejor item del banco es el primero que se utiliza, y ese
mejor item es siempre el mismo, de modo que el TAI comenzaría
siempre con el mismo elemento de medida.
Por otro lado, el grado de ganancia del criterio mixto respecto
del de máxima información reposa fundamentalmente en la bon-
dad del ítem con menor entropía del banco. Cuanto «peor-mayor»
sea esta entropía del «mejor ítem» del banco, menor diferencia
existirá entre ambos criterios, por el contrario cuanto «menor-me-
jor» sea la entropía del «mejor ítem» del banco mayor ganancia
respecto al criterio de máxima información se obtendrá.
DAVID AGUADO GARCÍA, CARLOS SANTA CRUZ, JOSÉ R. DORRONSORO Y VÍCTOR J. RUBIO FRANCO14
R e fe re n c i a s
Chang, H. y Ying, Z. (1996). A global information approach to Com-
puterized Adaptive Testing. Applied Psychological Measurement 20, 213-
229.
Davey, T. y Parshall, C.G. (1995). New algorithms for item selection
and exposure control with Computerized Adaptive Testing. Paper presen -
ted ar the annual meeting of the American Educational Research Associa -
tion, April 18-22, San Francisco.
Dodd, B.G., De Ayala, R.J. y Koch, W.R. (1995). Computerized Adap-
tive Testing with Politomous items. Applied Psychological Measurement
19, 5-22.
Muraki, E. Y Bock, R.D. (1996). Parscale 3.0. Chicago: Scientific
Software International, Inc.
Owen, R.J. (1975). A bayesian sequential procedure for quantal res-
ponse in the context of adaptive mental testing. Journal of the American
Statistical Association 70, 351-356.
Samejima, F. (1969). Estimation of latent ability using a response pat-
tern of graded scores. Pyschometrika, Monograph Supplement 17.
Shannon, C.E. (1949). A mathematical theory of communication. Part
III. Bell System Thechnical Journal, XXVIII, 623-656.
van der Linden, W.J. (1995). Bayesiam Item Selection in adaptive tes-
ting. Paper presented at the annual meeting of the Psychometric Society.
Minneapolis MN.
Ve e rkamp, W. J. y Berge r, M.P. (1997). Some new item selection cri t e ria fo r
a d ap t ive testing. Jo u rnal of educational and behav i o ral statistics 22, 203-226.
