TORQUE RIPPLE COMPENSATION IN A TRANSVERSE FLUX MOTOR USING ITERATIVE LEARNING CONTROL METHOD by RUPAR, UROŠ
 Univerza v Ljubljani 







KOMPENZACIJA VALOVITOSTI NAVORA 
MOTORJA S PREČNIM MAGNETNIM POLJEM 











Ljubljana, 2016  
  
 
 Univerza v Ljubljani 







KOMPENZACIJA VALOVITOSTI NAVORA 
MOTORJA S PREČNIM MAGNETNIM POLJEM 















   
 Univerza v Ljubljani 










Spodaj podpisani,  UROŠ RUPAR,   z vpisno številko   64980137   s svojim 
podpisom izjavljam, da sem avtor zaključnega dela z naslovom: 
 
 
KOMPENZACIJA VALOVITOSTI NAVORA MOTORJA S PREČNIM MAGNETNIM 
POLJEM Z UPORABO METODE ITERATIVNEGA UČENJA 
STEMI ZA NAVIGACIJO V OKOLJIH S SENZORSKIMI IN ZUNANJIMIOMEJITVAMI 
 
 
S svojim podpisom potrjujem: 
 
- da je predloženo zaključno delo rezultat mojega samostojnega raziskovalnega 
dela in da so vsa dela in mnenja drugih avtorjev skladno s fakultetnimi navodili 
citirana in navedena v seznamu virov, ki je sestavni del predloženega zaključnega 
dela, 
- da je elektronska oblika zaključnega dela identična predloženi tiskani obliki istega 
dela, 
- da na Univerzo v Ljubljani neodplačno, neizključno, prostorsko in časovno 
neomejeno prenašam pravici shranitve avtorskega dela v elektronski obliki in 
reproduciranja ter pravico omogočanja javnega dostopa do avtorskega dela na 
svetovnem spletu preko Repozitorija Univerze v Ljubljani (RUL). 
 
 
V Ljubljani, 17.10.2016                       Podpis avtorja: 
 
         _______________ 
  
















Za mentorstvo in pomoč v času doktorskega študija ter pri nastajanju tega dela 
se najlepše zahvaljujem izr. prof. dr. Petru Zajcu. Nadalje se zahvaljujem dr. 
Francu Lahajnarju za številne nasvete in usmeritve na moji raziskovalni poti, ter 
koncernu Kolektor, ki mi je omogočil raziskovalno delo na svojih projektih. 
Zahvala gre tudi sodelavcem na programu »Elektronika in pogoni« za vso 
pomoč in izvrstno delovno okolje. Rad bi se zahvalil tudi doc. dr. Miranu Rodiču 
za strokoven in nesebičen prispevek na moji poti. 
Iskreno zahvalo dolgujem svojim bližnjim – staršem, ženi Karmen, hčerki Lari in 













Povzetek ................................................................................................................................................. iii 
Abstract ................................................................................................................................................... v 
Seznam slik ........................................................................................................................................... vii 
Seznam tabel .......................................................................................................................................... ix 
Seznam uporabljenih simbolov ............................................................................................................... x 
Seznam uporabljenih kratic .................................................................................................................. xiii 
1 Uvod ................................................................................................................................................ 1 
2 Valovitost navora električnega stroja .............................................................................................. 5 
2.1 Valovitost navora zaradi konstrukcijskih značilnosti motorja ................................................ 5 
2.2 Valovitost navora kot posledica vodenja................................................................................. 7 
2.3 Konstrukcijski ukrepi za zmanjšanje valovitosti navora ......................................................... 8 
2.4 Ukrepi za zmanjšanje valovitosti navora na področju vodenja ............................................. 10 
3 Motor s prečnim magnetnim poljem ............................................................................................. 13 
3.1 Koncept TFM ........................................................................................................................ 13 
3.1.1 Specifičnost izdelave motorja ....................................................................................... 16 
3.2 TFM motor IWD120 ............................................................................................................. 18 
3.2.1 Parametri motorja in njegova karakteristika.................................................................. 20 
3.2.2 Samodržni navor TFM motorja IWD120 ...................................................................... 22 
4 Dinamični model motorja .............................................................................................................. 25 
4.1 Dinamični model motorja s trajnimi magneti ........................................................................ 25 
5 Zasnova sistema vodenja ............................................................................................................... 33 
5.1 Vektorsko vodenje izmeničnih elektro-motorjev .................................................................. 33 
5.1.1 Vektorska predstavitev fizikalnih veličin ...................................................................... 34 
5.1.2 Teorija vodenja v koordinatah rotorskega polja ............................................................ 34 
5.1.3 Linearizacija tokovne regulacijske zanke ...................................................................... 37 
5.1.4 Modulacija prostorskega vektorja ................................................................................. 38 
5.1.5 Nastavitev tokovnih regulatorjev .................................................................................. 41 
5.2 Metoda iterativnega učenja v sistemih vodenja .................................................................... 43 
5.2.1 Topologija postopka iterativnega učenja ....................................................................... 45 
5.2.2 Matematična formulacija iterativnega učenja ............................................................... 47 
5.2.3 Stabilnost in konvergenca postopka .............................................................................. 49 
5.3 Vpeljava iterativnega učenja v sistem vodenja TFM motorja ............................................... 51 
5.3.1 Model obravnavanega sistema ...................................................................................... 53 




5.3.2 Izbira algoritma iterativnega učenja .............................................................................. 55 
5.3.3 Vpliv hitrostnega regulatorja na stabilnost in hitrost konvergence ............................... 58 
5.3.4 Merjenje trenutne vrednosti kotne hitrosti motorja ....................................................... 61 
5.3.5 Obdelava signala kotne hitrosti rotorja .......................................................................... 65 
5.4 Vrednotenje rezultatov .......................................................................................................... 68 
6 Simulacijski rezultati ..................................................................................................................... 71 
6.1 Simulacijska shema ............................................................................................................... 71 
6.2 Vpliv valovitosti navora na delovanje motorja ...................................................................... 74 
6.3 Postopek iterativnega učenja ................................................................................................. 77 
7 Eksperimentalni rezultati ............................................................................................................... 85 
7.1 Opis eksperimentalnega sistema ............................................................................................ 85 
7.1.1 Krmilna enota ................................................................................................................ 85 
7.1.1 Vgradna programska oprema ......................................................................................... 88 
7.1.2 Struktura testno-merilnega sistema................................................................................ 90 
7.2 Rezultati meritev ................................................................................................................... 92 
7.2.1 Vpliv valovitosti navora na pogonski sistem ................................................................. 92 
7.2.2 Postopek iterativnega učenja ......................................................................................... 93 
7.2.3 Meritve obremenjenega pogonskega sistema .............................................................. 102 
8 Sklep ............................................................................................................................................ 105 
9 Izvirni prispevki k znanosti ......................................................................................................... 109 










Doktorska disertacija povzema rezultate raziskave, katere namen je bil razviti in implementirati 
učinkovito metodo za aktivno kompenzacijo navorne valovitosti motorja s prečnim magnetnim 
poljem. Raziskava je del procesa razvoja in industrializacije električnega pogonskega sistema vozila 
za notranjo uporabo. 
V zadnjem obdobju je, predvsem na podlagi ekološke osveščenosti in okoljskih zahtev, precejšen del 
razvojno-raziskovalne sfere zaposlen z elektrifikacijo na področju mobilnosti in transporta. Ob visokih 
zahtevah po učinkovitih, robustnih ter dimenzijsko in cenovno sprejemljivih pogonskih sistemih v 
ospredje prihajajo sinhronski stroji s trajnimi magneti, ki vztrajno nadomeščajo klasične komutatorske 
in asinhronske stroje. Njihov vzpon je pogojen z razvojem na področju materialov ter močnostnih 
elektronskih pretvornikov. 
Valovitost navora električnega stroja je, razen v izjemno redkih primerih, izrazito nezaželen pojav. 
Povzroča namreč akustične motnje in predvsem visok nivo vibracij. Slednje negativno vplivajo na sam 
pogonski sistem, kakor tudi na gnani sistem. Posledično občutno naraščajo vzdrževalni stroški, 
skrajšuje pa se tudi življenjska doba. Prekomerne vibracije niso dopustne niti s stališča varnosti in 
zdravja oseb, ki upravljajo s takimi pogonskimi sistemi oziroma se nahajajo v njihovi okolici. 
V drugem poglavju je podana razlaga pojma valovitosti navora. Izpostavljeni so različni tipi 
valovitosti, kakor tudi vzroki njihovega nastanka. Le-ti izvirajo tako iz  konstrukcijske zasnove stroja 
in njegove izdelave, kot tudi vodenja z različnimi krmilno-regulacijskimi sistemi. Podobno, kot 
izvorov valovitosti, je tudi možnih ukrepov za njihovo zmanjšanje več, končni nabor slednjih pa 
običajno določata, poleg rezultata, primernost za praktično realizacijo in seveda cena. Ukrepi za 
odpravo teh neželenih karakteristik se delijo v dve smeri. Na eni strani raziskovalci skušajo odpraviti 
vzroke valovitosti s posegi v konstrukcijo stroja, druga možnost pa je kompenzacija posledic, ki jih 
ima določen izvor valovitosti na delovanje stroja,  in sicer z ustreznim algoritmom vodenja. V tem 
primeru je nabor rešitev širši, poleg tega pa so te rešitve običajno bistveno cenejše kot konstrukcijski 
posegi.  
Tretje poglavje je namenjeno prikazu koncepta motorja s prečnim magnetnim poljem ter opisu 
njegovih poglavitnih značilnosti. Podrobno je predstavljen znotraj-kolesni direktni pogonski motor 
IWD120, ki je bil uporabljen pri nastajanju te disertacije. Izmerjena je njegova obratovalna 
karakteristika ter nivo samodržnega navora, kot njegove največje pomanjkljivosti. 
V postopku načrtovanja vodenja električnega stroja je ključna faza simulacij. Tako je četrto poglavje 





predstavlja osnovo simulacijskega dela. Uporabljena je klasična dvo-fazna predstavitev v rotirajočem 
koordinatnem sistemu. 
Pri kompenzaciji navorne valovitosti gre za dodatno navorno vzbujanje stroja, ki mora biti nasprotno 
enako neželeni komponenti, katere vpliv želimo izničiti. V pričujoči disertaciji je ta kompenzacija 
izvedena s predkrmiljenjem. Za uspešnost pristopa mora biti v prvi vrsti zagotovljena natančna 
regulacija navora stroja, poleg tega pa tudi ustrezen kompenzacijski signal. Prvi pogoj je izpolnjen z 
uporabo razklopljenega vektorskega vodenja, za sintezo kompenzacijskega signala pa je predlagana 
indirektna identifikacija navorne valovitosti na osnovi meritve valovitosti kotne hitrosti rotorja skupaj 
z uporabo metode iterativnega učenja. Ključni teoretični del naloge je v petem poglavju. Izpostavljena 
je teorija vodenja motorja v koordinatah rotorskega magnetnega sklepa. Prikazana je osnovna 
topologija metode iterativnega učenja ter njena vpeljava v klasični sistem za vodenje motorja. Zaradi 
diferencirnega značaja in posledičnega faznega prehitevanja je izbran D-tip iterativnega učenja. Na 
osnovi znanega matematičnega modela stroja je izdelana analiza stabilnosti in konvergence postopka. 
Za izračun kotne hitrosti je uporabljen sledilnik kota, dodatno filtriranje tega signala ter računanje 
njegovega odvoda pa sta realizirani v frekvenčnem prostoru.  
Simulacijski rezultati so predstavljeni v šestem poglavju. Pridobljeni so s pomočjo dinamičnega 
modela motorja v okolju Matlab-Simulink. Rezultati ključnih simulacijskih tekov so pozitivni in 
potrjujejo ustreznost predlagane rešitve, hkrati pa služijo kot osnova za primerjavo z 
eksperimentalnimi meritvami. 
Eksperimentalni rezultati so pridobljeni iz meritev na realnem sistemu in so podani v sedmem 
poglavju. Opisana je uporabljena krmilna enota ter struktura pripadajoče vgradne programske opreme. 
Osnova pogonskega sistema je inovativni motor s prečnim magnetnim poljem IWD120 ter razvojna 
krmilna enota z digitalnim signalnim kontrolerjem DSC56F8323. Sam postopek iterativnega učenja je 
prikazan na neobremenjenem motorju, meritve kompenziranega sistema pa so dodatno izvedene s 
pomočjo namenskega zavornega sistema.Vse pridobljene meritve se ujemajo s teoretičnim delom 
naloge ter z rezultati simulacijskega dela in tako potrjujejo ustreznost predlagane rešitve. 
Disertacija je zaključena z osmim poglavjem, ki vsebuje sklepno besedo. Izpostavljen je niz smernic za 
nadaljnje raziskovanje. 
Deveto poglavje podaja spisek izvirnih prispevkov znanosti. 
 
Ključne besede: 
Motor s prečnim magnetnim poljem, valovitost navora, valovitost kotne hitrosti, samodržni navor, 








This PhD thesis summarizes the results of the research aiming to develop and practically implement 
the active method of torque-pulsations compensation in a transverse-flux motor. The research is a part 
of the development and industrialization process of the direct-drive system for electric vehicles. 
In the last two decades, mainly due to the ecological awareness and high environmental requirements, 
many of R&D institutions have been fully occupied with research activities in the field of mobility and 
transport electrification. The global market nowdays requires high efficiency, system robustness, 
minimal dimensions and weight alongside an acceptable price. Classical commutator and induction 
motors hardly meet these high requirements so permanent-magnet synchronous motors have taken 
their previous positions over. Their rise was initiated by comprehensive development results in the 
field of magnetic materials and power semiconductors. 
Electric motor torque-pulsations are in most cases an extremely unwanted feature. They cause acoustic 
noise and harmful vibrations. As a consequence, the system performance is severely limited, 
especially in highly demanding tracking and direct-drive applications. It can cause drive-system 
damages which increases maintenance costs and shortens its expected life time. Excessive vibrations 
neither meet the requirements regarding safety or health hazard threats to workers managing such a 
system or being in its working area. 
In section 2 torque-pulsations have been described. Different sources of pulsations, originating either 
from machine construction or being a consequence of the control process, have been highlighted. 
Since there are many different sources known, we also have a variety of solutions available. However, 
the final selection is mostly conditioned by the expected result, solution feasibility and realization 
costs. The solutions are mainly divided into two directions. On one hand researchers try to decrease 
torque-pulsations by implementing machine-construction modifications but these usually cause high 
costs and several feasibility issues. On the other hand a much cheaper approach compensates the 
pulsations with an appropriate control strategy and offers more solutions than the previous. 
Section 3 describes the transverse-flux motor concept and its main features. A detailed description is 
given for the in-wheel direct-drive motor IWD120 which was used during my research work. Its 
working characteristics together with the cogging torque, its main shortcoming, are presented here. 
The simulation phase is one of the most important steps during the electric machine control design. 
Section 4 therefore presents the mathematical model of the permanent-magnet synchronous motor. 
This model is then the basis used in the simulation part of the thesis. A classical two-phase 





The idea of motor torque-pulsations compensation is in additional torque excitation which is the exact 
opposite to unwanted torque components. In this thesis feedforward control stands for the 
compensation. This approach can only be successful if precise torque control is provided and an 
appropriate compensation signal is available. The first condition can be fulfilled by using decoupled 
field oriented control. The compensation signal synthesis is performed via indirect identification of 
torque-pulsations from instantaneous rotor angular speed data together with the iterative learning 
control method. The key theoretical part of the thesis is included in section 5. Basic theory of rotor-
flux oriented motor control is presented, followed by the idea and topology of iterative learning 
control approach. Due to its differential character the so-called D-type learning control is proposed. 
On the basis of a known mathematical model of the motor a stability and convergence analysis is 
given. The instantaneous rotor angular speed is obtained using an angle tracking observer while an 
additional signal filtering and derivative calculation are carried out in the frequency domain. 
Simulation results are presented in section 6. They are all obtained with a dynamical motor model in 
Matlab-Simulink. Results of all crucial simulation runs are positive and they all prove the suitability of 
the approach selected. Simulation results are also very important when being compared to 
experimental results. 
Experimental results have been obtained from measurements on a real experimental system and are 
shown in section 7. A detailed description of the control unit and the structure of corresponding 
embedded software are given. The drive system used consists of the inovative IWD120 tranversal-flux 
motor and a development control unit with the digital DCS56F8323 signal controller. The process of 
iterative learning control is demonstrated under no-load conditions while some final measurements are 
made on a special brake system. All experimental results match the theoretical and the simulation 
findings, which completely confirms the initially proposed solution. 
Thesis conclusion is given in section 8. There is a list of guidelines for future work. 
 
Keywords: 
Transverse-flux motor, torque-pulsations, angular speed pulsations, cogging torque, torque-pulsations 
compensation, iterative learning control, vector control, permanent-magnet synchronous motor 
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Mobilnost in transport sta nerazdružljivo povezana z razvojem človeške družbe. Če sta bila omenjena 
pojma skozi dolga tisočletja pogojena v glavnem z delom mišic človeka in njemu podrejenih živali, pa 
je burno dogajanje na tem področju v preteklih dveh stoletjih dodobra spremenilo podobo sveta. Na 
krilih silovitega tehnološkega razvoja ter ob izdatnih zalogah naravnih virov je bil človek v zelo 
kratkem obdobju sposoben premagovati dolge razdalje z visoko hitrostjo širom zemlje in seveda tudi 
izven. 
Enako hitro, kakor razvoj prevoznih ter transportnih sredstev, je zorelo tudi grenko spoznanje, da 
odtis, ki ga na tak način puščamo v občutljivem okolju, dodobra ogroža življenja nas in naših 
zanamcev. Prav zato so bila izdatna sredstva in napori v zadnjih desetletjih namenjeni številnim 
raziskavam in razvojnim aktivnostim na področju okolju prijaznih, t.i. zelenih tehnologij. Kot 
alternativa s fosilnimi gorivi gnanim motorjem z notranjim izgorevanjem so se pričeli pojavljati 
električni pogonski sistemi. Prodor le-teh na področje mobilnosti je pogojen z rezultati razvoja tako na 
področjih materialov, mikroprocesorskih platform, močnostnih polprevodniških komponent, sistemov 
za shranjevanje energije, kot tudi kompleksnih računalniških orodij za analize, simulacije in 
načrtovanje. Poleg izrazite ekološke ustreznosti so ti pogoni tudi izjemno prilagodljivi, tihi in robustni. 
Ponašajo se z izvrstno dinamiko in regenerativnim delovanjem. Kot taki so trenutno zlasti zanimivi za 
hitro rastoči trg vozil za notranjo uporabo. 
Ključna elementa električnega pogonskega sistema sta ustrezen krmilnik ter elektromotor. Prvi skrbi 
za optimalno napajanje motorja ter zagotavlja množico nadzornih in varnostnih funkcij, slednji pa 
nastopa v vlogi elektro-mehanskega pretvornika. Kot sklop omogočata osnovo za gradnjo 
najzahtevnejših in visoko učinkovitih pogonskih sistemov. Samo popolna prilagodljivost krmilnika 
specifičnim karakteristikam motorja ter dovršena shema vodenja na osnovi kompleksnih algoritmov 
lahko zagotavljata konkurenčnost sistema ter ustreznost visokim varnostnim in obratovalnim 
standardom. 
Če so v preteklosti na tem segmentu prevladovali univerzalni (krtačni) in asinhronski motorji, pa 
vodilno vlogo danes, po zaslugi razvoja na področju magnetnih materialov, prevzemajo brezkrtačni 
sinhronski motorji s trajnimi magneti. Odlikuje jih dolga življenjska doba, visoka zanesljivost, 
robustnost, visok izkoristek, visok zagonski navor ter minimalne zahteve po vzdrževanju. Primerni so 
tudi kot direktni pogonski stroji, brez uporabe mehanskih prenosnih sklopov, kar dodatno znižuje 
končno težo, kompleksnost in nenazadnje tudi ceno pogonskega sistema. 
Posebna izvedba brezkrtačnega motorja s trajnimi magneti je t.i. motor s prečnim magnetnim poljem 
(ang. Transverse Flux Motor, TFM), ki je tudi rdeča nit tega dela. Princip in zasnova TFM motorja sta 




znana že zelo dolgo, saj je bil prvi patent na to temo objavljen že davnega leta 1895 [1]. Ker gre za, 
kot bo predstavljeno v nadaljevanju, relativno kompleksen stroj, posebno z vidika analize, pa tudi 
izvedbe oziroma proizvodnje, dolgo časa ni bil deležen omembe vredne pozornosti. Šele po letu 1986, 
ko je bil koncept ponovno obujen [2], zlasti pa zadnjih 15 let, ta tip stroja izdatno zaposluje številne 
raziskovalce in proizvajalce sodobnih pogonskih sistemov, posledično zaradi napredka pri razvoju 
novih materialov ter postopkov za njihovo obdelavo. 
Motor s prečnim magnetnim poljem je zlasti primeren za aplikacije, kjer prevladujejo zahteve po 
visokem navoru in nizkih hitrostih vrtenja. Najpogosteje se pojavlja v sistemih brez dodatnih 
prenosnih sklopov, torej kot direktni pogonski motor (različna električna vozila) oziroma direktno 
gnani generator (vetrni generator) [3-7]. Prav elektrifikacija na vseh segmentih vozil v zadnjem času 
še dodatno vzpodbuja raziskave in razvoj tega tipa električnega stroja. 
V literaturi [8-11] se, poleg majhnega močnostnega faktorja, kot največja pomanjkljivost TFM 
motorja izpostavlja visok samodržni navor (ang. Cogging torque, Detent torque). V kombinaciji z 
nekaterimi drugimi viri valovitosti navora močno omejuje uporabnost omenjenega stroja v 
zahtevnejših aplikacijah, posebej tam, kjer je uporabljen kot nizko-hitrostni direktni pogonski sistem.  
V splošnem o valovitosti navora, kot o eni izmed najbolj motečih karakteristik vsakega stroja, 
govorimo, ko se ob sicer konstantnem vzbujanju pojavi nihanje trenutne vrednosti navora okrog 
določene (pričakovane oziroma želene) povprečne vrednosti. Povzroča namreč valovitost kotne 
hitrosti rotorja, kotni pospeški pa se nato preko mehanskih povezav med posameznimi sklopi 
prenašajo na celoten pogonski in tudi gnani sistem. Končni produkt valovitosti navora oziroma hitrosti 
je visoka stopnja vibracij in posledično tudi akustičnih motenj – hrupa. Vibracije negativno vplivajo že 
na komponente samega pogona – predvsem v smislu mehanskih poškodb in krajše življenjske dobe. 
Nadalje pa puščajo svoj odtis tudi v okolju, kjer se ta pogon uporablja – v industriji, transportu, 
robotiki, itd. Posebej so ti vplivi moteči pri aplikacijah, kjer se zahteva natančno vodenje in visoka 
dinamika navora. Tipičen primer, kjer je valovitost navora pogonskega motorja ključni faktor pri izbiri 
le-tega, je prav področje električnih vozil. Vpliv valovitosti navora je izrazitejši pri nizkih vrtilnih 
hitrostih, kjer je dušenje zaradi vztrajnostnega momenta rotorja in bremena še relativno nizko. 
Tema te disertacije je kompenzacija valovitosti navora TFM motorja s pomočjo naprednega vodenja. 
Uporabljeni TFM motor skupaj s pripadajočim krmilnikom tvori visoko-tehnološki pogonski sklop za 
direktno gnano električno vozilo, in je hkrati zasnovan za serijsko proizvodnjo. Omenjeni motor 
izkazuje visoko stopnjo valovitosti navora in je brez dodatnih ukrepov na njegovem vodenju povsem 
neprimeren za aplikacijo, za katero je bil prvotno namenjen. 
  




Cilji pričujočega dela so sledeči: 
• predstaviti specifično izvedbo brezkrtačnega stroja s trajnimi magneti, ki je namenjen kot 
znotraj-kolesni (angl. in-wheel) pogonski motor električnega vozila za notranjo uporabo, 
• podati glavne vzroke valovitosti navora električnega stroja ter znane pristope za odpravo 
oziroma zmanjšanje le-tega, 
• raziskati možnosti za odpravo oziroma kompenzacijo vpliva valovitosti navora motorja s 
prečnim magnetnim poljem s pomočjo ustreznega algoritma vodenja, ki ga je mogoče 
realizirati na obstoječem krmilnem sistemu, 
• predlagati in podrobno analizirati primerni algoritem za avtomatsko sintezo kompenzacijskega 
signala, predvsem s stališča stabilnosti, 
• s simulacijskim preizkusom potrditi ustreznost izbranega postopka, 
• opraviti preizkus na realnem sistemu s prototipnim motorjem ter predstaviti pridobljene 
rezultate, 
• predlagati izhodišča za nadaljnji razvoj in nadgradnje predlagane rešitve. 









2 Valovitost navora električnega stroja 
 
V določeni meri se valovitost navora pojavlja pri vseh tipih motorjev, posebej pa so za to dovzetni 
preklopno-reluktančni motorji in motorji s trajnimi magneti (PMSM motorji). 
Vzrokov valovitosti navora električnega stroja je, kot bo prikazano v nadaljevanju, kar nekaj, v 
grobem pa se delijo na [12,13] 
• valovitost navora zaradi konstrukcijske zasnove ter točnosti izdelave stroja, 
• valovitost navora kot posledica vodenja stroja. 
Posledično tudi ukrepe za odpravo oziroma zmanjšanje valovitosti delimo na 
• konstrukcijske ukrepe, 
• ukrepe na osnovi sistemov vodenja. 
V nadaljevanju poglavja so na kratko predstavljeni izvori valovitosti navora ter najpogosteje 
uporabljene rešitve za njihovo odpravo oziroma zmanjšanje. Poudarek je na izmeničnih motorjih s 
trajnimi magneti. 
 
2.1 Valovitost navora zaradi konstrukcijskih značilnosti motorja 
 
Valovitost navora, ki je posledica topologije oziroma konstrukcije stroja, v določeni meri pa tudi 
natančnosti izdelave, sestavljajo [12,13] 
• samodržni navor (ang. Cogging torque, Detent torque), 
• valovitost sinhronskega navora (ang. Mutual / Alignment torque), 
• reluktančni navor (ang. Reluctance torque). 
Samodržni navor se v določeni meri pojavlja pri vseh motorjih s trajnimi magneti in je posledica 
privlačnih sil med trajnimi magneti na rotorju in izraženimi deli statorskega jedra. Izraža se kot 
tendenca rotorja po poravnavi s kotom, kjer obstaja največja prevodnost magnetnega kroga. 
Samodržni navor je periodična funkcija kota rotorja, njegova povprečna vrednost pa je enaka 0, kar 
pomeni, da ne prispeva h koristnemu navoru stroja. Značilno za samodržni navor je, da le-ta ni 
posledica električnega vzbujanja stroja. Največji vpliv na delovanje pogonskega sistema ima v 
področju nizkih hitrosti, kjer mehansko dušenje še ni izrazito. Potek samodržnega navora določa 
razmerje števila statorskih utorov in polov na rotorju, kakor tudi oblika statorskih zob in posameznih 




magnetov. Največje (temenske) vrednosti te komponente navora lahko pri nekaterih motorjih 
presegajo 10% vrednosti nazivnega navora. 
Kljub temu, da gre za identičen pojav, kot pri klasičnem PMSM motorju in so tudi pristopi za njegovo 
zmanjšanje oziroma odpravo podobni, pa ima TFM motor nekaj posebnosti [11], ki jih velja 
izpostaviti in so pomembne pri načrtovanju stroja: 
• ker so posamezna fazna navitja motorja aksialno nanizana, nimajo skupne zračne reže, zato 
vsaka faza ločeno povzroča navor na rotorju, 
• število rotorskih magnetov je enako številu statorskih zob, 
• zaradi delnega prekrivanja statorskih zob je aksialna dolžina le-teh krajša od efektivne dolžine 
faznega elementa. 
Pri vzbujanem motorju se pojavita še valovitosti navora (sinhronski, reluktančni), ki sta posledica 
medsebojnega delovanja statorskega magnetnega sklepa na eni strani, ter magnetnega sklepa trajnih 
magnetov in mehanske izraženosti rotorja na drugi. Sinhronski navor je pravzaprav glavna oziroma 
primarna komponenta navora motorjev s trajnimi magneti. Oblika le-tega je direktno odvisna ob 
oblike gibalnih induciranih napetosti v statorskih navitjih ter od oblike vzbujalnih statorskih tokov 
[12]. V idealnih razmerah, ko imamo na voljo motor z idealnimi sinusnimi induciranimi napetostmi, 
poleg tega pa smo sposobni motor napajati s statorskimi tokovi sinusnih oblik, lahko dosežemo 
konstanten sinhronski navor motorja. Kakor hitro pa se pojavijo odstopanja od idealnih oblik 
omenjenih signalov, imamo opravka z dodatno izmenično komponento generiranega navora. Vzrok za 
omenjeno leži v neidealni porazdelitvi statorskih navitij ter magnetnega sklepa v zračni reži. 
Reluktančni navor je, podobno kot samodržni navor, posledica spremenljive reluktance po obodu 
stroja, vendar z bistveno razliko - nastaja zaradi medsebojnega vpliva statorskega magnetnega sklepa 
in spremenljive reluktance rotorja. Je torej rezultanta električnega vzbujanja stroja in mehanske 
izraženosti rotorja. Prisoten je pri vseh motorjih, katerih rotorsko jedro ni pravilne cilindrične oblike in 
pa v primerih potopljenih oziroma vstavljenih magnetov. Pri obravnavi motorja s cilindričnim 
rotorjem in površinsko pritrjenimi magneti je reluktančni navor zanemarljiv [12]. 
Poleg naštetih izvorov valovitosti navora so v praksi prisotni še nekateri dodatni dejavniki, katerih 
vpliva ne smemo zanemariti, kot npr: 
• tolerance pri izdelavi lamel in sestavljanju statorskih ter rotorskih paketov, 
• tolerance pri izdelavi trajnih magnetov, 
• odstopanja vrednosti magnetne poljske jakosti trajnih magnetov, 
• nehomogenosti materialov, 
• tolerance pri končnem sestavu. 
 




2.2 Valovitost navora kot posledica vodenja 
 
Poleg konstrukcijsko pogojenih izvorov valovitosti navora, opisanih v prejšnjem poglavju, izdaten vir 
navornih motenj predstavljajo tudi sistemi, ki skrbijo za napajanje motorjev. Pod pojmom »sistem 
napajanja« se običajno skriva kompleksen elektronski krmilno-regulacijski sistem, ki na osnovi 
obširne strojne in programske opreme poskuša zagotavljati čim bolj optimalno napajanje oziroma 
vzbujanje priključenega stroja. 
Glavnina težav izvira iz dejstva, da sistemi vodenja v splošnem niso sposobni generirati faznih tokov 
idealne sinusne oblike. Optimalno vodenje namreč temelji na zagotavljanju statorskega toka sinusne 
oblike v ustreznem faznem razmerju glede na inducirane napetosti. Za to je nujno natančno zajemanje 
trenutnih vrednosti statorskih tokov, absolutnega kota rotorja in napetosti enosmerne zbiralke. Vsaka 
od naštetih meritev pa vnaša v regulacijsko zanko svoje značilne pogreške, kar v končni fazi vodi k 
povečanju valovitosti navora oziroma hitrosti motorja. 
Tokovno merilno vezje običajno sestoji iz tokovnega senzorja (na osnovi Hall- elementa), merilnega 
ojačevalnika in A/D pretvornika. Pri uporabi Hallovega elementa v funkciji tokovnega merilnika 
znatno težavo povzroča magnetna histereza le-tega, prav tako tudi njegova občutljivost. Merilni 
ojačevalnik, ki skrbi za prilagoditev signala senzorja na merilno območje A/D pretvornika, vnaša 
dodaten ničelni pogrešek, odstopanje v vrednosti ojačenja ter nelinearnost ojačenja. Za kvantizacijo 
merilnega signala skrbi A/D pretvornik s svojo omejeno ločljivostjo ter določeno stopnjo 
nelinearnosti. Vsi omenjeni sklopi imajo poleg naštetega še omejeno frekvenčno področje [14]. 
Za optimalno vodenje je ključnega pomena čim boljše poznavanje trenutne pozicije (kota) in hitrosti 
rotorja. V ta namen se najpogosteje uporabljajo t.i. absolutni dajalniki pozicije, kot npr. resolverji, 
optični enkoderji, magnetni enkoderji, digitalna Hall stikala, redkeje pri izmeničnih PMSM motorjih 
srečamo inkrementalne dajalnike. V veliko-serijski proizvodnji so pogosti tudi analogni Hall senzorji, 
nameščeni poleg trajnih magnetov rotorja - v zračni reži, ali pa ob njej. Izhodni signali so bodisi 
analogni, v nekaterih primerih že v digitalni obliki. V vsakem primeru na kvaliteto meritve vplivajo, 
podobno kot pri meritvi toka, linearnost karakteristike senzorja, frekvenčna pasovna širina, časovne 
zakasnitve, kvaliteta merilnih ojačevalnikov oziroma prilagoditvenih vezij, kvantizacijski pogrešek ob 
digitalizaciji signalov, itd. 
Pri meritvi napetosti enosmerne zbiralke je pomembna pasovna širina merilnega sklopa v primeru 
velike valovitosti. Podobno, kot pri ostalih meritvah, je neizogiben pogrešek zaradi ne-linearnosti in 
kvantizacije. 
Zaradi uporabe digitalnih krmilno-regulacijskih sistemov (mikrokrmilniki), poleg že omenjenih 
pogreškov zaradi postopka digitalizacije vhodnih veličin, prihaja tudi do napak pri računski obdelavi 
teh veličin. Numerična predstavitev znotraj aritmetično-logične enote mikrokrmilnika je namreč 




omejena. Ob omejitvah zaradi arhitekturne zasnove uporabljene procesne enote je pomemben tudi 
programerski oziroma uporabniški pristop – optimalno koriščenje razpoložljivih številskih obsegov 
[15]. 
Tudi sama struktura algoritma vodenja ter parametrizacija predstavljata potencialni izvor valovitosti 
navora. Nepopolna razklopitev vodenja (podrobneje v pogl. 5.1.3), pasovna širina tokovnih 
regulatorjev ter pogreški pri ocenah vrednosti variabilnih motornih parametrov vplivajo na odstopanja 
generiranih faznih tokov od idealnih vrednosti [12]. 
Poleg zajema vhodnih podatkov in njihove ustrezne obdelave znotraj mikrokrmilnika, je treba na tem 
mestu izpostaviti še izhodno stopnjo. Ta skrbi za pretvorbo digitalnih ekvivalentov v dejanske 
vzbujalne veličine. Najpogosteje so v uporabi indirektni pretvorniki oziroma pretvorniki z vmesnim 
tokokrogom [16], v tej skupini izstopajo tisti z napetostno vmesno stopnjo (ang.: Voltage Source 
Inverter - VSI). Tak pretvornik je uporabljen tudi v tem delu. Vmesni, enosmerni tokokrog skrbi za 
napajanje izhodne močnostne stopnje, sestavljene iz močnostnih polprevodniških stikal (IGBT, 
MOSFET tranzistorji). Do pravilnih faznih vzbujalnih napetosti je tako mogoče priti z ustreznim 
krmiljenjem stikalnih elementov, kar je naloga pulzno-širinskega (PWM) modulatorja. Prav digitalno-
analogna pretvorba s pomočjo PWM modulatorja in stikalnega pretvornika predstavlja dodaten izvor 
valovitosti navora. Poleg omejene ločljivosti PWM modulatorja se pojavlja še valovitost statorskega 
toka zaradi stikalnega delovanja močnostnega pretvornika. Slednja je obratno sorazmerna s stikalno 
frekvenco. Vpliv valovitosti toka se povečuje z vrtilno hitrostjo stroja, ko pada razmerje med stikalno 
frekvenco in frekvenco osnovno harmonske komponente statorskega toka. Posebno motnjo pa 
predstavlja tudi značilna nelinearnost oziroma pogrešek stikalnega pretvornika zaradi vpliva t.i. mrtvih 
časov – gre za časovne intervale med preklopi stikal v isti veji, ki, zaradi končno velikih preklopnih 
časov teh stikal, preprečujejo nastop porasta toka v enosmernem tokokrogu zaradi kratkotrajnega 
sočasnega prevajanja stikal v posamezni veji pretvornika. Vpliv mrtvih časov je izrazitejši v primeru 
nizkih vrednosti faznih napetosti, to je pri nizkih vrtilnih hitrostih [17]. 
Še na en pomemben faktor pri valovitosti navora je potrebno opozoriti, ki pa je posledica tako 
konstrukcijske zasnove, kot tudi načina vodenja. Gre namreč za magnetna nasičenja feromagnetnih 
materialov v magnetnem krogu stroja, za katera se izkaže, da povečujejo vpliv posameznih izvorov 
valovitosti [18]. 
 
2.3 Konstrukcijski ukrepi za zmanjšanje valovitosti navora 
 
Valovitost navora, ki je posledica konstrukcijske zasnove motorja, je v prvi vrsti smiselno reševati z 
nekaterimi konstrukcijskimi ukrepi. Vendar je potrebno že na tem mestu poudariti, da je to početje 




smotrno le do določene stopnje. Jasno je namreč, da je treba najti ustrezno razmerje med dopustnim 
nivojem valovitosti navora ter posledicami, ki jih dodatni konstrukcijski ukrepi vnašajo v proces – 
kompleksnost izdelave komponent ter sestave končnega izdelka in s tem povezani dodatni stroški. Ko 
je istočasno govor o visoko-tehnoloških izdelkih in serijski proizvodnji, je ta naloga še toliko težja. 
Dopustna stopnja navorne valovitosti v teh aplikacijah je izjemno nizka, močni cenovni pritiski pa 
običajno že v začetni fazi načrtovanja občutno zožijo nabor ukrepov. 
Kljub vsemu pa se raziskovalci intenzivno ukvarjajo z iskanjem rešitev na osnovi posegov v 
konstrukcijsko zasnovo stroja. 
Najbolj razširjen ukrep z najboljšimi rezultati je poševljenje magnetnih segmentov na rotorju in/ali 
statorskih utorov [19-23]. Sicer sta konstrukcijsko oziroma izvedbeno oba pristopa precej zahtevna. 
Magneti posebnih oblik so zelo dragi, njihova montaža pa težavna, kakor tudi kasnejše odkrivanje 
morebitnih napak pri sestavi. V kolikor klasično poševljenje magnetov ni izvedljivo, se uporablja t.i. 
stopničasto poševljenje – aproksimacija s postopnim aksialnim zamikanjem posameznih segmentov 
magneta. Potrebno je poudariti, da lahko poševljenje povzroči tudi neželene magnetne sile v aksialni 
smeri. 
Razvitih je tudi precej postopkov za določanje optimalnih oblik tako statorskih zob, kot tudi trajnih 
magnetov [24,25]. Poleg oblike magnetov na valovitost navora vpliva tudi sam način magnetizacije le-
teh. Tako zasledimo rešitve, kjer je magnetni pol sestavljen iz segmentov z različnimi smermi 
magnetizacije [13]. Predvsem z namenom zmanjšanja vpliva samodržnega navora se pojavljajo rešitve 
s slepimi utori oziroma zobmi, kar se v končni fazi odraža v višji frekvenci in nižji amplitudi neželene 
navorne komponente. Vpliv valovitosti sinhronskega navora je mogoče uspešno zmanjšati s 
povečanjem števila faz stroja. Precej razširjen pristop je tudi modifikacija porazdelitve statorskih 
navitij [13]. Bistveno kompleksnejši so pristopi z načrtnim vnašanjem določenih ne-simetrij v 
strukturo stroja, kot je npr. sestav rotorja z magneti različnih širin [26]. 
Znižanje samodržnega navora je prav tako dosegljivo z variabilno magnetizacijo in variabilno pozicijo 
trajnih magnetov ter variabilno obliko statorskih zob, vendar pa je ta pristop za serijsko proizvodnjo 
absolutno neprimeren.  
V primeru TFM motorja je treba upoštevati še nekatere posebnosti. Teoretično je najlažje priti do 
rezultata z zmanjšanjem izraženosti statorja, vendar se pri tem močno poveča stresano magnetno polje, 
ki posledično negativno vpliva na že tako slab faktor moči. Tudi pri stiskanju statorskih jeder iz 
mehko-magnetnih materialov se pojavi kar nekaj omejitev glede oblik, ki jih je mogoče izdelati z 
ustreznimi karakteristikami (gostoto,...). Omenjeno je že bilo, da na samodržni navor močno vpliva 
tudi kombinacija števila statorskih utorov in magnetnih polov rotorja [12], vendar je potrebno 
opozoriti, da v primeru TFM motorja ta ukrep ne pride v poštev. 




Za pomoč pri izbiri primernih konstrukcijskih ukrepov je natančno poznavanje karakteristik stroja 
ključno že v fazi načrtovanja. Analize na osnovi metode končnih elementov ponujajo široke možnosti 
tudi za ovrednotenje navorne valovitosti [11,27]. Številni raziskovalci skušajo potek in vrednosti 
samodržnega navora definirati tudi analitično [21,28,29] in poročajo o dobrem ujemanju rezultatov s 
tistimi, pridobljenimi z numeričnimi postopki. Analitične predstavitve so namreč primernejše za 
uporabo v optimizacijskih postopkih. 
Zavedati se je treba, da še-tako dober izračun, numeričen ali analitičen, ne more zadovoljivo zajeti 
oziroma upoštevati množice dejavnikov, ki pri praktični realizaciji vplivajo na karakteristike stroja. 
Pomembne so nehomogenosti v uporabljenih materialih, kot tudi množica toleranc pri izdelavi 
posameznih komponent in seveda kakovost končne sestave stroja. Tako je povsem običajno, da kljub 
pazljivemu načrtovanju in natančni izdelavi, celo motorji iz iste serije izkazujejo razlike v 
karakteristikah. Slednje niso niti predvidljive, niti zanemarljive. 
Kljub intenzivnemu delu na tem področju pa univerzalne in povsem zadovoljive rešitve za odpravo 
navorne valovitosti zgolj s konstrukcijskimi prijemi ni. Vsak izmed ukrepov sicer v določeni meri 
pripomore k zmanjšanju tega neželenega pojava, vendar običajno na račun poslabšanja določenih 
karakteristik stroja, in, kar je včasih še pomembneje, na račun višje cene, tako pri materialih, kot tudi 
pri sami izdelavi. 
Na tem mestu je naštetih le nekaj najbolj razširjenih ukrepov, sicer pa obstaja še cela vrsto drugih 
pristopov, tudi v najrazličnejših medsebojnih kombinacijah. Kot že rečeno, pa marsikateri sicer 
efektivni konstrukcijski ukrep ni primeren za uporabo v pogojih masovne serijske proizvodnje. Pri 
razvoju in načrtovanju je zato treba sprejemati ustrezne kompromise in iskati rešitve tudi na drugih 
področjih. 
 
2.4 Ukrepi za zmanjšanje valovitosti navora na področju vodenja  
 
Kljub obsežnim raziskavam in obetajočim rezultatom s področja načrtovanja in konstruiranja 
električnih strojev, pa obstaja široka paleta aplikacij, kjer opisane rešitve ne zadostijo vsem strogim 
kriterijem. Pravzaprav narašča število aplikacij z visokimi zahtevami glede karakteristik električnega 
pogonskega sistema. Treba se je zavedati, da še tako dobro konstrukcijsko rešitev lahko v veliki meri 
izničijo že tolerance v karakteristikah uporabljenih materialov ter tolerance pri sami izdelavi. To je 
posebej pomembno, ko gre za masovno industrijsko proizvodnjo. 
Na drugi strani obstajajo celo primeri, ko se od stroja hkrati zahteva določena stopnja samodržnega 
navora v pogojih mirovanja oziroma pri nevzbujanem stroju in izjemno gladko obratovanje s 
konstantnim navorom [13]. 




Vse omenjeno je mogoče bolj ali manj uspešno reševati z ustreznim aktivnim vodenjem oziroma 
vzbujanjem stroja. S tem pristopom je med drugim možno za enako kakovostno rešitev uporabiti 
cenejši in v osnovi enostavnejši motor, kar med drugim prinaša pomembno prednost na trgu. Dodatno 
je na ta način zagotovljena večja prilagodljivost sistema, predvsem pa lahko uspešno zaobidemo 
določena odstopanja pri sami izdelavi. 
Osnovna ideja redukcije valovitosti navora s pomočjo vodenja je, da v vsakem trenutku (oziroma pri 
vsaki poziciji rotorja) skušamo z dodatnim vzbujanjem generirati takšno vrednost elektromagnetnega 
navora, ki je nasprotno enaka komponenti, ki povzroča to neželeno valovitost. V primeru vodenja v dq 
koordinatah je, kot je podano v nadaljevanju, skupno navorno vzbujanje sestavljeno iz enosmerne 
komponente, ki zagotavlja želeno povprečno vrednost navora, ter izmenične komponente, ki 
kompenzira valovitost. Načinov, kako pridemo do ustreznih vzbujalnih veličin je veliko, nekaj 
najpomembnejših je opisanih v nadaljevanju. 
V začetnem obdobju raziskovanja področja so prevladovale rešitve na osnovi t.i. pred-programiranih 
statorskih tokov [30-34]. Gre za to, da so na podlagi predhodne podrobne in obširne analize motorja 
izračunane referenčne vrednosti statorskih tokov, ki so med delovanjem superponirane reguliranim 
tokovom v odvisnosti od pozicije rotorja. Opravka imamo z odprtozančnim vodenjem s 
predkrmiljenjem (ang. feedforward control). Kompenzacijski signal je določen na osnovi analize 
gibalnih induciranih napetosti motorja ali pa na osnovi poznavanja karakteristik pulzirajočega navora. 
Te metode so torej odvisne od a-priori poznavanja motorja. Praktična uporabnost je omejena zaradi 
občutljivosti na odstopanja v ocenah parametrov ter tudi zaradi spreminjanja parametrov med 
delovanjem. Poleg tega na ta način ni mogoče odpraviti valovitosti navora, ki so posledica zunanjih 
dejavnikov – npr. sistemske napake pri meritvi tokov ipd. Neprimeren pa je ta pristop v npr. serijski 
proizvodnji, kjer so že razlike v vrednosti parametrov sicer enakih pogonov prevelike. 
Naslednja stopnja v razvoju je vpeljava zaprtozančnih algoritmov, bodisi adaptivnih in 
samonastavljivih na osnovi hitrih tokovnih regulatorjev [35,36], ali pa z uporabo opazovalnikov 
navora oziroma statorskega magnetnega sklepa [37-42]. Kljub temu, da gre za zaprtozančne metode, 
pa le te temeljijo na podrobnih dinamičnih modelih motorja in so močno odvisne od pravilne ocene 
vrednosti parametrov. Slednje pomembno vpliva na možnost uporabe v izven-laboratorijskih okoljih. 
Poleg zahtev po popolnem poznavanju reguliranih sistemov je dodatna težava tudi v precejšnji 
kompleksnosti rešitev in njihovi računski zahtevnosti, saj to pogojuje uporabo dražjih procesorskih 
platform, ki so sposobne izvajanja teh algoritmov v realnem času. 
Enostaven in robusten je pristop z uporabo pozicijskega regulatorja pri zelo nizkih vrtilnih hitrostih 
[43], vendar je primeren zgolj za odprtozančno kompenzacijo samodržnega navora motorja. 




Trivialna rešitev je uporaba namenskega merilnika navora z visokodinamičnim izhodom [40], vendar 
so le redke aplikacije, ki prenesejo njegovo visoko ceno. Je pa na ta način ponujena možnost za 
uspešno kompenzacijo celotnega spektra valovitosti navora. 
Do sedaj omenjene metode so temeljile na analizah navornih karakteristik stroja ter na direktni meritvi 
oziroma opazovanju vrednosti generiranega navora. Primarni cilj pri tem je pridobitev čimboljše 
informacije o vrednosti navora na gredi stroja ter nato ustrezna kompenzacija neželenih komponent. 
Povsem drugačen koncept pa ponujajo metode na osnovi t.i. indirektnega pristopa. Kot že samo ime 
pove, gre za indirektno oziroma posredno analizo sistema. Ker se celotno navorno vzbujanje motorja 
preko prenosne funkcije gnanega mehanskega sklopa (rotor + breme) odraža na kotni hitrosti prav-
tega sklopa [44], je mogoče z odpravo valovitosti hitrosti posredno odpraviti tudi njen vzrok – 
valovitost navora. Pogoj pri tem je, da imamo na voljo ustrezno kvaliteten podatek o hitrosti oziroma 
kotu rotorja. Prav tako je rešitev možna tudi na osnovi meritve akustičnega šuma ali pa vibracij 
pogonskega sistema [45]. V [38] je predlagan brez-senzorski pristop, kjer je kompenzacija komponent 
valovitosti navora realizirana na osnovi analize induciranih napetosti. 
Bistvena prednost pred direktnimi metodami je prav gotovo ne-občutljivost na pogreške pri ocenah 
parametrov stroja ter na njihovo spreminjanje, poleg tega pa je izredno pomembno tudi dejstvo, da na 
ta način lahko zajamemo celoten navorni spekter. Pri slednjem je sicer potrebne kar nekaj pazljivosti, 
saj je iz procesa kompenzacije nujno izločiti vse tiste komponente, ki so posledica zunanjih vplivov. 
Olajševalna okoliščina pri tem je, da ima valovitost periodičen značaj. 
Ker pri odpravljanju valovitosti navora gre, kot že rečeno, za periodičen proces, je povsem intuitivna 
izbira metod, ki so bile razvite prav za odpravo periodičnih motenj v reguliranih procesih, predvsem v 
robotskih sistemih. Najpogosteje sta uporabljena dva pristopa: metoda na principu internega modela 
(repetitive control) [46,47] in metoda z uporabo iterativnega učenja [48,49]. V kombinaciji z 
indirektnim pristopom lahko pridemo do zmogljive in relativno nezahtevne rešitve za kompenzacijo 








3 Motor s prečnim magnetnim poljem 
 
V literaturi je objavljenih mnogo različnih izvedb motorjev na osnovi koncepta prečnega magnetnega 
polja. Tako lahko najdemo eno- oziroma dvostranske različice [8,9], reluktančne motorje brez uporabe 
trajnih magnetov [50], motorje s hibridnimi statorskimi jedri [51], motorje s parkljastimi poli (ang. 
Claw-pole) [9,50,51], mnoge linearne izvedbe [52-54], itd. Ker bi podrobnejše predstavitve in 
primerjave presegale okvir tega dela, bo v nadaljevanju nekoliko podrobneje predstavljen le motor, ki 
je bil uporabljen pri raziskavah ob nastajanju te disertacije – 3-fazni TFM motor s permanentnimi 
magneti z zunanjim rotorjem in parkljasto obliko statorskih polov. 
 
3.1 Koncept TFM 
 
V osnovi gre za sinhronski stroj s permanentnimi magneti in enakim principom generiranja navora, 
kot pri klasični izvedbi – privlačne sile med rotorskim in statorskim magnetnim poljem. 
Kot že samo ime pove, se TFM motor razlikuje od klasičnega elektro-motorja po poteku magnetnega 
polja. Medtem, ko se pri klasičnem motorju silnice magnetnega polja zaključujejo v ravnini, ki je 
pravokotna na os stroja, se pri TFM motorju silnice zaključujejo v prečni ravnini (aksialno-radialna 
ravnina), ki je pravokotna na smer vrtenja. Še najlažje je omenjena razlika med stroji razumljiva s 
pomočjo shematske predstavitve na Sl. 1. 
 
 
Sl. 1: Simbolični prikaz poteka magnetnega polja; a) klasični motor b) TFM motor 
 
Opisane razmere je mogoče doseči s posebno konfiguracijo statorskih navitij in segmentov statorskega 
jedra. Pri TFM motorju namreč pripada vsaki fazi mehansko in elektro-magnetno popolnoma 
neodvisen gradnik statorja. Celoten stator je nato sestavljen z aksialnim nizanjem takih posameznih 




gradnikov. Fazno navitje predstavlja samo ena enostavna koncentrična tuljava, medtem ko pri klasični 
topologiji običajno vsaki fazi pripada več povezanih tuljav, odvisno od števila statorskih polov.  
Prav oblika navitja je ena od pomembnejših lastnosti TFM stroja. Tuljava, ki pripada posamezni fazi, 
je izdelana ločeno, pri sestavljanju pa enostavno vložena med dva dela statorskega jedra. Zaradi svoje 
pravilne oblike je lahko uporabljen vodnik pravokotnega preseka (npr. bakreni trak), s čimer je 
mogoče doseči visok polnilni faktor. Navitje je lahko izdelano na ustreznem tuljavniku ali pa celo 
zabrizgano (v posebnem orodju) z umetno maso – s tem je dosežena dodatna mehanska trdnost, boljša 
električna izolativnost ter izboljšano odvajanje toplote. Dodatna prednost pa je prav gotovo odsotnost 
t.i. glav navitja, kot jih poznamo pri klasičnih izvedbah. Slednje služijo zgolj za povezavo vodnikov 
med statorskimi utori in ne prispevajo k skupnemu magnetnemu pretoku. Predstavljajo pa relativno 
visok delež v primerjavi s »koristnim« delom navitja, tako v smislu porabe materiala (masa, cena), kot 
tudi v smislu ohmskih izgub. 
Glede na strukturo je torej TFM motor mono-polaren, hetero-polarno porazdelitev magnetnega pretoka 
pa mu zagotavlja posebna oblika statorskega jedra [8]. V zvezi s tem se v  literaturi pojavlja tudi 
poimenovanje »stroj z moduliranimi poli« (ang. Modulated Pole Machine - MPM) [3]. Rotor 
najpogosteje sestavljajo površinsko nameščeni magneti, polarizirani v radialni smeri ali pa magneti, 
polarizirani v tangencialni smeri, z dodanimi vmesnimi koncentratorji fluksa. Shematski prikaz 
značilne topologije TFM motorja s parkljastimi poli je podan na Sl. 2. Prikazan je le del motorja, ki 
ustreza kotnemu izseku ene polove delitve ene faze. 
 
 
Sl. 2: Značilna TFM topologija – izsek ene polove delitve ene faze stroja 
 
Prerez celotnega 3-faznega TFM motorja je prikazan na Sl. 3. Lepo se vidijo pozicije ključnih 
gradnikov in pa tudi omenjeni princip aksialnega nizanja posameznih neodvisnih delov statorja. Glede 




na svojo zasnovo je jasno, da gre za mnogo-polni motor in posledično motor z relativno visokim 
navorom in nizko hitrostjo. 
 
 
Sl. 3: Sestav 3-faznega TFM stroja v prerezu[3] 
 
Ključna prednost opisane topologije pred klasično je ravno v specifični zasnovi statorskega dela stroja. 
Pri TFM motorju je mogoče povečati število polovih parov (in posledično navora), ne da bi bilo pri 
tem treba posegati v velikost in obliko statorskega navitja oziroma tuljave, kot je to primer pri klasični 
izvedbi, kjer si električni in magnetni del delita isti prostor [9]. Zaradi tega je pri teh tipih motorjev 
mogoče dosegati visoke navorne gostote (razmerje med navorom in volumnom/maso stroja), celo 
nekajkrat višje, kot pri običajnih motorjih [8-10]. Kljub vsemu pa števila polovih parov le ni mogoče 
povečevati preko določenih meja, saj se s tem bistveno manjšajo razdalje med poli statorja (in rotorja), 
kar se odraža v višjih stresanih magnetnih poljih. Le-to pa bistveno poslabšuje faktor moči stroja, kar 
je tudi ena od ključnih slabosti te topologije [55]. Pri načrtovanju je zato potrebno iskati ustrezne 
kompromise. 
Posebej zanimiv pri TFM motorju s parkljastimi poli (Sl. 2) je prav gotovo potek magnetnega pretoka. 
Če pri klasični topologiji lahko silnice magnetnega polja predstavimo samo v ravnini, pa je tukaj 
mogoča zgolj prostorska predstavitev, torej v vseh treh dimenzijah. Shematski prikaz magnetnih poti 
je podan na Sl. 4. 
Magnetni pretok, ki ga vzbuja fazni tok v statorski tuljavi, poteka vzdolž statorskega zoba, radialno 
preko zračne reže v rotorski pol, prečno do nasprotnega rotorskega pola, nato spet radialno v zračno 
režo ter vzdolž nasprotnega statorskega zoba, zaključi pa se v prečno-tangencialni smeri v jedru pod 
navitjem. Magnetni pretok v danem primeru opiše pot v vseh dimenzijah prostora in torej ne omogoča 
klasične predstavitve v ravnini. Na tem mestu velja izpostaviti, da omenjeno ne velja v splošnem, saj 
obstajajo tudi izvedbe TFM motorja z le prečno komponento magnetnega pretoka (npr. C-oblika 
statorskega jedra) [9,10]. 
 





Sl. 4: 3-D potek magnetnega pretoka v TFM motorju[8] 
 
Prav kompleksni 3-dimenzionalni potek magnetnega pretoka je eden izmed glavnih vzrokov, da je 
TFM motor deležen izdatne pozornosti raziskovalcev šele v zadnjem času. Dodatna prostorska 
dimenzija, ki jo je potrebno upoštevati v postopku analize, še potencira že sicer visoko stopnjo 
računske zahtevnosti procesa. Poleg glavnih magnetnih polj so pri tem tipu motorja posebej izrazita in 
nezanemarljiva tudi stresana magnetna polja s prav tako kompleksno 3-D razporeditvijo. Za podrobno 
analizo je zato nujna uporaba zmogljivih simulacijskih orodij na osnovi metode končnih elementov 
[10,56-58]. Kljub osupljivi procesorski moči, ki nam je danes na voljo, so to še vedno časovno 
izjemno dolgi postopki z ogromno količino podatkov. Poudariti velja, da analize z metodo končnih 
elementov niso najprimernejše za uporabo v iterativnih optimizacijskih postopkih, zato so ključnega 
pomena, poleg naprednih orodij, tudi razvijalske izkušnje na  tem področju [51]. Precej se raziskovalci 
ukvarjajo tudi z izpeljavami analitičnih modelov TFM strojev [59-62], s katerimi bi bili postopki 
analize in optimizacije precej lažji in hitrejši, vendar se na koncu izkaže, da modeliranje temelji na 
prevelikem številu poenostavitev. Modeli so tako le grobi približki dejanskega stanja in ne morejo 
nadomestiti obsežnih numeričnih postopkov. 
 
3.1.1 Specifičnost izdelave motorja 
 
Specifičen potek magnetnega pretoka je razvoj tega stroja v preteklosti zaviral tudi zaradi neustreznih 
materialov za izdelavo. Če se posvetimo sami strukturi magnetnega kroga (Sl. 4), je kaj hitro jasno, da 
za izdelavo statorskega jedra rabimo material s posebnimi lastnostmi. Poleg posebne (ne-enostavne) 
oblike, ki jo je treba zagotoviti, mora jedro izkazovati ekvivalentne magnetne lastnosti v vseh smereh 
(magnetno izotropni material). Dejstvo je, da teh zahtev z uporabo lamelirane pločevine, ki sestavlja 
jedra klasičnih strojev, ni mogoče doseči. Materiali, ki ustrezajo opisanim zahtevam, so t.i. mehko-
magnetni kompoziti (ang. SMC - Soft Magnetic Composites). Glavi material za izdelavo teh 
kompozitov je kovinski prah (na osnovi železa) visoke čistosti. Pogosto gre tudi za prah zlitin železa 




in raznih dodatkov (Si, Ni, Al,…). Velikost posameznih delcev praškastega materiala znaša 5 – 200 
mikronov [10]. S posebnim postopkom je prahu dodana primerna anorganska snov, ki na vsakem 
delcu tvori tanko izolacijsko plast. Z dodatkom maziva, včasih tudi veziva, je pripravljena mešanica 
nato pod visokim pritiskom v ustreznem orodju stisnjena v končno obliko ter na koncu še 
temperaturno obdelana. 
Ker so posamezna zrna materiala površinsko obdana z izolacijsko snovjo, ima tako izdelano statorsko 
jedro neprimerno manjše vrtinčne izgube, kot pa lamelirano jedro klasičnega motorja. Posebej je ta 
lastnost pomembna pri višjih frekvencah statorskega vzbujanja, ki so problematične zlasti pri več-
polnih strojih, kar pa TFM motor vsekakor je. Zaradi svoje strukture je SMC jedro magnetno 
izotropno, torej zlasti primerno za stroje s 3-dimenzionalnim potekom magnetnega pretoka. 
Ima pa opisani material, poleg naštetega, tudi nekaj slabosti, ki so še kako pomembne pri samem 
načrtovanju [9,10]: 
• zaradi dodanega izolacijskega materiala in veziva ima jedro nižjo gostoto in posledično 
majhno relativno permeabilnost, 
• zaradi specifičnega postopka izdelave ima material večje histerezne izgube, ki tako tvorijo 
glavni del izgub v statorskem jedru, 
• statorsko jedro, izdelano po tem postopku ima nizko mehansko trdnost. Material je precej 
krhek oziroma krušljiv, kar narekuje posebno pazljivost pri načrtovanju, sicer lahko prihaja do 
lomljenja posameznih delov (zob) pod vplivom vibracij ali pa magnetnih sil. 
Rotor TFM motorja je v osnovi relativno enostaven in precej podoben rotorju klasičnega motorja. 
Najpogosteje se pojavljata naslednji dve topologiji [9]: 
• rotor z radialno magnetenimi trajnimi magneti. V osnovi je to rotor s površinsko nameščenimi 
magneti in jedrom iz feromagnetnega materiala, 
• rotor s tangencialno magnetenimi magneti in dodanimi koncentratorji fluksa. Po strukturi gre 
tu za rotor s potopljenimi magneti. Vlogo zaključevanja magnetnega kroga nosijo 
koncentratorji, zato je lahko obod rotorja izdelan iz ne-feromagnetnega materiala (aluminij, 
umetna masa, steklena vlakna). 
Za izdelavo je rotor nekoliko problematičen le, ker je nanj treba kvalitetno in natančno prilepiti 
običajno veliko število trajnih magnetov (v nekaterih izvedbah pa tudi koncentratorjev fluksa).  
Osnovni pogoj za delovanje slehernega motorja je, poleg faznega zamika vzbujalnih tokov, tudi 
prostorski premik faznih navitij. Pri TFM motorju je slednjemu pogoju mogoče zadostiti na dva 
načina: 
• z ustreznimi kotnimi zamiki statorskih segmentov, ki pripadajo posameznim fazam, 
• s kotnimi zamiki nizov trajnih magnetov, ki pripadajo posameznim fazam. 




Prednost prvega pristopa je predvsem v manjšem številu magnetov, ki jih je potrebno pritrditi na obod 
rotorja. V kolikor zamikamo statorske segmente, so namreč rotorski poli aksialno poravnani in 
izdelani s celimi magneti. Če pa izvedemo zamike na rotorju, je vsak rotorski pol sestavljen iz toliko 
magnetov, kolikor faz ima motor. 
 
3.2 TFM motor IWD120 
 
Motor IWD120 je bil razvit v sodelovanju koncerna Kolektor in Fakultete za elektrotehniko univerze v 
Ljubljani. Zasnovan je bil kot znotraj-kolesni direktni pogonski stroj (ang. In-Wheel Drive) za 
uporabo v različnih električnih delovnih vozilih. Cilj projekta je bil izdelati visoko-tehnološki 
pogonski sistem, ki je hkrati cenovno sprejemljiv in konstrukcijsko primeren za serijsko proizvodnjo. 
Kot že samo ime pove, gre za motor (Sl. 5), ki je vgrajen v pogonsko kolo (oziroma več koles) 
gnanega vozila. Pravzaprav motor z zunanjim rotorjem, na katerega je direktno nameščena ustrezna 
tekalna obloga, predstavlja celoten kolesni sklop. Poleg tega ima integrirano tudi elektro-mehansko 




Sl. 5: Znotraj-kolesni TFM motor IWD120 
 
Statorsko jedro motorja IWD120 je izdelano iz mehko-magnetnega materiala Somaloy700 s posebnim 
postopkom sintranja (stiskanja). Zaradi tehnoloških omejitev pri stiskanju jeder, je vsak osnovni 
statorski element (polovica jedra ene faze) sestavljen iz šestih enakih segmentov. Fazno navitje tvori 
enostavna koncentrična tuljava, navita z žico pravokotnega preseka in dodatno zabrizgana v 
termoplast. Delni sestav ene faze z vsemi ključnimi gradniki je prikazan na Sl. 6. 
 





Sl. 6: Delni sestav ene faze TFM motorja 
 
Celoten stator je sestavljen z aksialnim nizanjem treh faznih sklopov (Sl. 6) na pesto motorja. Slednje 
zagotavlja ustrezno mehansko trdnost statorja in prevzema vlogo glavnega nosilnega elementa 
motorja. Nudi dovolj prostora za montažo krmilne enote, hkrati pa je to del, preko katerega je motor 
pritrjen na vozilo, ter del, skozi katerega so speljani močnostni in komunikacijski vodniki. Sestavljen 
stator je s pomočjo posebnega kalupa dodatno zalit v poliuretansko maso, s čimer so izdatno 
izboljšane tako mehanske, kot tudi termične lastnosti. Na Sl. 7 je prikazan sestavljen in zalit stator, 
pripravljen za namestitev ležajev in rotorja. 
 
 
Sl. 7: Stator motorja IWD120 
 
Rotor motorja (Sl. 8) sestoji iz cilindričnega železnega jedra in NdFeB magnetov, nalepljenih na 
notranjo stran. Izkazovati mora ustrezne mehanske lastnosti, primerne pogojem uporabe, saj je ravno 
rotor tisti, ki ščiti krhke magnete in statorsko jedro pred morebitnimi poškodbami. 




Poleg ustrezne mehanske trdnosti, ki je pogoj za dolgo življenjsko dobo stroja, je zagotovljena tudi 
primerna IP zaščita, ki preprečuje vdor različnih tekočin in nečistoč iz delovnega okolja v notranjost. 
 
 
Sl. 8: Rotor motorja IWD120 
 
3.2.1 Parametri motorja in njegova karakteristika 
 
Vsi ključni parametri motorja so zbrani Tabeli 1. 
 
Tabela 1: Parametri motorja IWD120 
Število polovih parov 36 
Nazivna hitrost 125 min-1 
Nazivni navor 70 Nm 
Nazivna napetost 36 V 
Nazivni fazni tok 50 A 
Max. hitrost 140 min-1 
Max. navor 200 Nm 
Max. izkoristek 0,85 
Navorna konstanta 2 Nm/A 
Statorska upornost 11 mΩ 
Statorska induktivnost 460 µH 
Magnetni sklep trajnega magneta 37,2 mWb 
Vztrajnostni moment rotorja 0,2 kgm2 
Koeficient viskoznega trenja 0,31 Nms/rad 
Coulombovo trenje 3,2 Nm 
 
Obratovalno karakteristiko motorja (Sl. 10) sem izmeril v laboratoriju za preizkušanje električnih 
strojev na elektro-dinamični programirljivi zavori. Med testom je bil motor voden z namensko testno 




izvedbo krmilne enote v navornem načinu. Podrobnejši opis krmilnega sistema in algoritmov vodenja 
je podan v poglavjih 5.1 in 7.1 . Sl. 9 prikazuje merilno mesto in merjenec. 
 
 
Sl. 9: Merilno mesto z merjenim motorjem 
 
 
Sl. 10: Izmerjena karakteristika stroja 
 




Na izmerjeni karakteristiki (Sl. 10) so predstavljene vse ključne spremenljivke, ki definirajo 
obratovalne lastnosti merjenega stroja. Najbolj izstopajoč je prav gotovo podatek o izkoristku 
merjenega sistema (motor + krmilna enota). Vidimo, da v večjem delu prikazanega območja presega 
80%, najvišja vrednost pa je 85%. Tudi vrednosti navora in hitrosti potrjujeta uporabnost motorja za 
direktni pogon vozil. Navor, ki ga je motor sposoben kratkotrajno razviti pri hitrosti 0, presega 
vrednost 200 Nm. 
Opisani pogonski sistem s Sl. 5 odlikuje kompaktnost, celovitost rešitve, ugodno razmerje med 
navorom in hitrostjo, visok navor pri hitrosti 0 in visok izkoristek. Zaradi svoje univerzalne in 
robustne oblike/izvedbe je primeren za uporabo v najrazličnejših aplikacijah. Nizki stroški 
vzdrževanja in dolga življenjska doba še dodatno potencirajo njegovo vrednost in uporabnost. 
 
3.2.2 Samodržni navor TFM motorja IWD120 
 
Meritev poteka in vrednosti samodržnega navora sem izvedel na testno-merilnem mestu (Sl. 11) v 
laboratoriju za preizkušanje električnih strojev. Postopek je izpeljan pri ne-vzbujanem motorju. 
Merjenec je, kot je razvidno s Sl. 11, preko ustrezne sklopke povezan z merilnikom navora (Kistler 
4503), prav tako pa tudi poseben mehanizem za natančno nastavljanje kota zasuka rotorja.  
 
 
Sl. 11: Testno-merilno mesto - merjenje poteka samodržnega navora 
 
S pomočjo razvojnega krmilnega modula so zajeti podatki o kotu rotorja (merjeno z dajalnikom 
pozicije, ki je vgrajen v TFM motor) in podatki o trenutni vrednosti navora. Rezultat meritve - 
vrednost samodržnega navora v odvisnosti od kota rotorja - je podan v obliki grafa na Sl. 12. 






Sl. 12: Izmerjeni potek samodržnega navora 
 
Samodržni navor je periodična funkcija kota rotorja s periodo, ki je enaka eni polovi delitvi. Zato je 
prikazana le ena perioda – potek vrednosti samodržnega navora ob zasuku rotorja za en električni 
obrat. Opravljena meritev eksplicitno razkriva, da maksimalne vrednosti samodržnega navora 
presegajo 10% nazivnega navora, kar je absolutno nesprejemljivo za veliko večino potencialnih 
aplikacij. Glede na dano topologijo stroja, ko gre za enako število rotorskih polov in statorskih utorov, 
je pričakovano [12] najizrazitejša druga harmonska komponenta. Pomembno za končno obravnavo je 
med drugim tudi podrobnejše poznavanje frekvenčne vsebine celokupne valovitosti navora. Za del, ki 
pripada samodržnemu navoru, je na tem mestu prikazan frekvenčni spekter izmerjenega poteka. 
 
 
Sl. 13: Frekvenčna vsebina samodržnega navora 
 








































S Sl. 13 je razvidno, da poleg prevladujočega drugega harmonika nekoliko izstopata še četrti in šesti, 








4 Dinamični model motorja 
 
V tem poglavju je predstavljen dinamični model motorja s trajnimi magneti, ki sem ga v nadaljevanju 
uporabil v simulacijskih postopkih ter v fazi načrtovanja vodenja. 
Osnova za vsako modeliranje je zapis sistema z osnovnimi fizikalnimi zvezami ter direktno merljivimi 
vhodnimi in izhodnimi spremenljivkami. Določeni sistemi in njihovo delovanje pa postanejo 
razumljivejši, če na osnovnih modelih opravimo določene transformacije, ki sicer ne vplivajo na 
fizikalno osnovo. Na ta način ustvarimo nekatere nove (fiktivne, ne-merljive) modelne spremenljivke 
oziroma stanja sistema, poenostavimo strukturo modela, ter tako olajšamo njegovo interpretacijo. Pri 
modeliranju rotacijskih električnih strojev se s pridom uporablja predstavitev s poenostavljenimi dvo-
osnimi (dvo-faznimi) modeli in možnost zapisa modela v različnih koordinatnih sistemih. V tem delu 
je obravnavan klasični dvofazni model sicer trifaznega motorja, predstavljen v t.i. rotorskem 
koordinatnem sistemu, ki, kot je podano v naslednjem poglavju, predstavlja osnovo za vektorsko 
oziroma razklopljeno vodenje. Izpeljava modela presega okvire tega dela, zato bodo v nadaljevanju 
izpostavljena le najpomembnejša dejstva in poudarki, celotna teorija pa je podrobno in razumljivo 
razložena v [63-66]. 
 
4.1 Dinamični model motorja s trajnimi magneti 
 
Električni motor je elektro-mehanski pretvornik, čigar model sestavljata električni in mehanski sklop, 
povezuje pa ju skupna fizikalna veličina – elektromagnetni navor. Električni del modela definira 
električno nadomestno vezje s pripadajočimi napetostnimi enačbami, osnova za mehanski del pa je 2. 
Newtonov zakon za rotacijsko gibanje. Izhodišče za modeliranje je električna nadomestna shema 









Sl. 14: Nadomestno vezje simetričnega 3-faznega sistema 
 
Na osnovi nadomestnega vezja lahko zapišemo sistem statorskih napetostnih enačb v naravnem 
stacionarnem koordinatnem sistemu 
 
1 1
1 1 1 1
2 2
2 2 2 2
3 3





s s s s s s
s s
s s s s s s
s s
s s s s s s
di d
u R i L e R i
dt dt
di d
u R i L e R i
dt dt
di d
u R i L e R i
dt dt






 . (1) 
Kompaktnejši zapis omogoča predstavitev v vektorskem prostoru. Rezultantni vektorji statorskih 
napetosti, tokov in magnetnih sklepov so vektorske vsote posameznih faznih prispevkov. Vektor 










 . (2) 
Pri sistemih z ne-povezanim zvezdiščem je algebrajska vsota faznih tokov v vsakem trenutku enaka 0, 
kar pomeni, da je mogoče en tok izraziti z linearno kombinacijo ostalih dveh. S sistemskega vidika tak 
model ni primeren za sintezo vodenja [65], kar je eden izmed glavnih razlogov za vpeljavo trifazno-
dvofazne transformacije. V osnovi gre za to, da definiramo fizikalno ekvivalenten, a enostavnejši 
model, vektorje spremenljivk pa izrazimo v kartezičnem (ab) koordinatnem sistemu. V nadaljevanju si 
oglejmo omenjeno transformacijo na primeru statorskega toka. Na Sl. 15 so prikazane zveze med 
vektorji. 
 











Sl. 15: Ponazoritev vektorja statorskega toka 
 










 . (3) 
Fazna transformacija vektorja statorskega toka pomeni zapis tega vektorja s komponentami 
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 , (4) 
kjer je c transformacijska konstanta. V primeru, da je transformacija izvedena na način, da so fizikalne 
veličine trifaznega in dvofaznega sistema v ab koordinatnem sistemu enake, govorimo o močnostno-
invariantnem zapisu in velja 2 / 3c = . Sicer pa pri t.i. klasičnem oziroma močnostno-












 . (5) 
Na ekvivalenten način se lotimo tudi rotorskih veličin, le da v rotorskem naravnem koordinatnem 
sistemu. 




Splošna teorija električnih strojev temelji na zapisu celotnega modela (rotorski in statorski del) v 
enotnem koordinatnem sistemu, kar precej poenostavi njegovo strukturo in matematični opis ter hkrati 
predstavlja primerno osnovo za sintezo vodenja. Transformacija na skupni, t.i. dq koordinatni sistem, 
v literaturi poimenovana tudi Park-transformacija, je rotacijska transformacija vektorja spremenljivke 
v novi koordinatni sistem, ki je glede na prvotnega (naravnega) zavrten za določen kot θe. Pomembna 
lastnost te transformacije je, da prilagodi frekvence izmeničnih veličin novemu koordinatnemu 
sistemu, in sicer tako, da so po transformaciji vse enake, njihova vrednost pa je odvisna od izbire 
koordinatnega sistema. Najpomembnejša pri vsem skupaj je prav ustrezna izbira slednjega, saj tako 
lahko pridemo do pomembnih poenostavitev končnega modela. 
V primeru sinhronskega stroja s trajnimi magneti je, zaradi sinhronega vrtenja statorskega magnetnega 
sklepa in rotorja, intuitivna izbira koordinatnega sistema, ki je fiksiran na rotor, njegova vzdolžna 
koordinatna os pa je poravnana z magnetno osjo rotorja. Izbrani koordinatni sistem je v literaturi 
pogosto imenovan kot koordinatni sistem polja. Glede na izbiro je torej jasno, da do zapisa vsakega 
vektorja v novih koordinatah pridemo z rotacijo za kot θe, ki ga preprosto lahko dobimo z meritvijo 
trenutnega kota rotorja. Grafični prikaz opisane rotacijske transformacije za primer vektorja 










Sl. 16: Transformacija vektorja statorskega toka v koordinatni sistem polja 
 
Vektor faznega toka v novem, dq koordinatnem sistemu je izražen kot 
 ( )j ejs sd sqi i i e θ= +uv  . (6) 
Do izrazov za izračun komponent toka (transformacijskih enačb) pridemo s pomočjo geometrijskih 




sd sa e e sa





       
= =       
−      
T  . (7) 




Analogno izrazu (6) lahko zapišemo tudi vektorja statorske napetosti in statorskega magnetnega sklepa 
 ( )j ejs sd squ u u e θ= +uuv   (8) 
 ( )Ψ Ψ jΨ ejs sd sq e θ= +uuv  . (9) 
Statorski magnetni sklep je vektorska vsota prispevkov statorskega toka ter rotorskega magnetnega 
sklepa, ki ga vzbujajo trajni magneti: 
 
Ψ Ψs s s mi L= +
uuv uv uuuv
 . (10) 
Ker je dq koordinatni sistem spet z rotorjem in ker je d-os poravnana z magnetno osjo rotorja, je jasno, 
da ima prečna komponenta rotorskega magnetnega sklepa vrednost 0. Statorski magnetni sklep iz (10) 










 , (11) 
kar je splošen zapis, saj sta upoštevani različni induktivnosti v vzdolžni in prečni smeri. Slednje je 
značilno za stroje z izraženimi rotorji in rotorji s potopljenimi ali vstavljenimi magneti, kjer pride do 
spremenljive reluktance po obodu stroja. 
Po vstavljanju (6), (8) in (9) v napetostno enačbo (2) ter odvajanju vektorja statorskega magnetnega 
sklepa po času, pridemo do napetostne enačbe v obliki 
 ( ) ( ) ( ) ( )Ψ jΨj j j Ψ jΨsd sqsd sq s sd sq e sd sqdu u R i i dt ω
+
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 , (12) 
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Po vstavitvi izrazov (11) v (12) ter delitvi na realni in imaginarni del sta napetostni enačbi za 
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Električni in mehanski podsistem modela povezuje elektromagnetni navor, ki je rezultanta 
medsebojnega vpliva električnega vzbujanja ter magnetnega sklepa trajnih magnetov. Splošna enačba 
[64] za elektromagnetni navor je 




 ( ) ( )( )3 32Ψ Ψ2 Ψsd sq sd sq sd sqe q s qs m d sp pT i i L L i ii= − = + −  , (15) 
ki je vsota sinhronskega in reluktančnega navora. V primeru motorja IWD120 imamo opravka s 
površinsko nameščenimi rotorskimi magneti, kar pomeni, da se reluktanca ne spreminja s kotom 
zasuka rotorja, zato velja 
 
sd sq sL L L= =  . (16) 
Z upoštevanjem pogoja (16) se izraz (15) poenostavi v 
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Km je navorna konstanta stroja. Mehanski podsistem opisuje naslednja diferencialna enačba 
 
r
e b v c r
dJ T T T T B
dt
ω
ω= − − − −
 . (18) 
ω r je mehanska kotna hitrost rotorja, J je skupni vztrajnostni moment rotorja (in bremena), Tb je 
bremenski navor, Tv predstavlja skupno valovitost navora, Tc je Coulomb-ovo trenje, B pa je koeficient 
viskoznega trenja. 
Če povzamemo (14) in (18), lahko sedaj zapišemo končno obliko matematičnega modela 
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  (19) 
Model (19) je osnovan na množici predpostavk in poenostavitev, med katerimi velja posebej 
izpostaviti naslednje: 
• navitja stroja so ekvivalentna, prav tako tudi trajni magneti – popolna fazna simetrija, 
• magnetilna karakteristika železnega jedra je linearna, induktivnosti so zato neodvisne od toka, 
• izgub v železnem jedru ni, njegova permeabilnost pa je neskončna, 
• vpliv magnetnega nasičenja materiala je zanemarjen, 
• stroj je grajen simetrično, stator in rotor sta koncentrična – zračna reža je po obodu 
konstantna, 




• spremembe parametrov v odvisnosti od obratovalnih področij in temperature so zanemarjene, 
• vpliv stresanih magnetnih polj je zanemarjen. 
Očitno je, da z vpeljavo zgornjega modela precej »na okroglo« zaobidemo dejansko stanje in 
zanemarimo kar nekaj pomembnih karakteristik stroja. Vsa našteta dejstva je nujno imeti v mislih, 
predvsem v fazi prenosa algoritmov na realni sistem ter v postopkih vrednotenja in validacije merilnih 
rezultatov. Kljub številnim poenostavitvam pa opisani model predstavlja močno in nepogrešljivo 
orodje za načrtovanje in validacijo obravnavanih algoritmov vodenja. 
 









5 Zasnova sistema vodenja 
 
Ko govorimo o zmogljivih visoko-tehnoloških motornih pogonih, imamo v mislih pogonski sklop, 
sestavljen iz krmilne enote, pogonskega motorja in eventualno mehanskega prenosa, ki, kot celota, 
ustreza visokim obratovalnim kriterijem za uporabo v najzahtevnejših aplikacijah. Za take sisteme je v 
prvi vrsti značilna visoka dinamika navora, robustnost, velika sposobnost odpravljanja motenj, dobro 
sledilno delovanje, vodljivost, široka obratovalna področja ter visok izkoristek. V končni fazi pa 
ključno vlogo odigrajo še kompleksnost, velikost, teža, življenjska doba, obratovalni stroški in vplivi 
na okolje, ki definirajo pogoje izvedljivosti in seveda ceno. 
Elektromotor je v fizikalnem smislu elektro-mehanski pretvornik. Veličina, ki predstavlja zvezo med 
električnim in mehanskim podsistemom je navor. Prav natančna in hitra regulacija slednjega je namreč 
ključna pri doseganju visokih ciljev, pa naj gre za hitrostno, pozicijsko ali pa navorno voden proces. 
Prva stvar, ki jo od sistema pričakujemo, je torej možnost neodvisnega, natančnega in zanesljivega 
nastavljanja navora na gredi stroja. Šele, ko je izpolnjen ta pogoj, lahko nadaljujemo z izpolnjevanjem 
ostalih kriterijev, ki so bili omenjeni v prejšnjem odstavku. 
 
5.1 Vektorsko vodenje izmeničnih elektro-motorjev 
 
V preteklosti so se na področju hitrostno-reguliranih pogonov največ uporabljali enosmerni (DC) 
motorji. Zlasti tuje vzbujani DC motor, pri katerem imamo ločeno in neodvisno vzbujanje statorskega 
in rotorskega kroga, je bil masovno uporabljan v aplikacijah, kjer so obstajale zahteve po hitrem 
odzivu in 4-kvadrantnem delovanju [64]. Izmenični stroji so bili v tem času namenjeni predvsem za 
nezahtevne aplikacije, kot so ventilatorji, nekateri obdelovalni stroji, tekoči trakovi, črpalke,... Z 
razvojem polprevodniških stikalnih elementov in mikroprocesorskih platform je tudi vodenje 
izmeničnih motorjev napredovalo. Raziskovalci so namreč vseskozi iskali alternativo enosmernemu 
motorju zaradi slabosti, ki jih ta ima, predvsem zaradi prisotnosti ščetk in komutatorja – večja obraba 
in zato pogostejše vzdrževanje, iskrenje in neprimernost za npr. eksplozivna okolja, visok nivo 
akustičnega šuma, ter problemi z elektromagnetno skladnostjo. Ključna zahteva pri tem raziskovanju 
pa je bil princip ločenega vzbujanja armaturnega (rotorskega) in vzbujalnega (statorskega) kroga. 
Leta 1971 je pravi preboj na tem področju sprožil F. Blaschke in s svojim delom [67] postavil temelje 
t.i. sodobni teoriji vodenja izmeničnih električnih strojev. Dokazal je, da je možno tudi izmenični 
motor (asinhronski, sinhronski) s pomočjo ustreznih predstavitev veličin in matematičnih 




transformacij ponazoriti kot sistem, ki omogoča ločeno ter neodvisno (razklopljeno) vodenje, 
ekvivalentno, kot že omenjeni tuje vzbujani enosmerni stroj. 
Z uporabo naprednih metod vodenja so tako izmenični stroji postali osnova najzahtevnejših pogonskih 
sistemov, ki na eni strani ponujajo robustno, zanesljivo in relativno enostavno mehansko zasnovo, na 
drugi strani pa natančno in hitro regulacijo, od hitrosti 0 naprej. 
 
5.1.1 Vektorska predstavitev fizikalnih veličin 
 
Osnova za analizo in sintezo naprednega vodenja je primerna predstavitev fizikalnih veličin oziroma 
stanj sistema. V primeru izmeničnega vzbujanja je najprikladnejša ponazoritev s kompleksnimi 
prostorskimi vektorji, ki predstavljajo rezultante prispevkov posameznih faznih komponent stroja za 
vsako posamezno veličino (poglavje 4.1). Prav zaradi vektorske predstavitve obravnavanih veličin se 
je uveljavil termin »vektorsko vodenje« ali »vektorska teorija«. 
Medtem, ko so v klasični teoriji za opis simetričnih sistemov v stacionarnem stanju uporabljeni t.i. 
fazorji (vektorji s konstantno absolutno vrednostjo in pripadajočo krožno frekvenco), gre v novejšem 
pristopu za splošnejši zapis, ki je primeren za obravnavo poljubnih oblik signalov ter ni omejen na 
ustaljena stanja. Poleg tega so pri klasičnem pristopu vektorji definirani v enotnem stacionarnem 
koordinatnem sistemu, moderni pristop pa temelji na predstavitvi v rotirajočih koordinatnih sistemih. 
S stališča postavitve rotirajočih koordinatnih sistemov imamo več različnih možnosti [64,66], vendar 
je v primeru uporabe motorja s trajnimi magneti izbira trivialna. Ker imamo opravka z neodvisnim 
oziroma trajnim vzbujanjem rotorskega magnetnega kroga (trajni magneti na rotorju), definiramo 
referenčni koordinatni sistem tako, da je njegova abscisa (direktna d os) poravnana z vektorjem 
rotorskega magnetnega sklepa. Kot rotacije tega koordinatnega sistema je zato enak mehanskemu kotu 
rotorja (v primeru p = 1) in seveda enostavno merljiv. Prav po načinu postavitve referenčnega 
koordinatnega sistema je metoda vodenja tudi dobila najpogosteje uporabljeno poimenovanje – 
vodenje v koordinatah rotorskega polja (ang. Field Oriented Control - FOC). 
 
5.1.2 Teorija vodenja v koordinatah rotorskega polja 
 
Osnovna ideja vektorskega vodenja temelji na regulaciji statorskih (faznih) tokov motorja na način, da 
je omogočen neodvisen nadzor nad magnetilno in navorno komponento rezultante toka. Govorimo 
tudi o t.i. razklopljenem vodenju. Kot je bilo predhodno že omenjeno, je za to potrebna predstavitev 
veličin v rotirajočem koordinatnem sistemu. Zveze med koordinatnimi sistemi ter vektorska 
predstavitev veličin je razvidna s Sl. 17. 


























Sl. 17:Princip vektorskega vodenja; (a) isd ≠ 0, (b)  isd = 0 
 
Ključen pri vsem skupaj je vektor rotorskega magnetnega sklepa, saj določa pozicijo referenčnega 
koordinatnega sistema (dq), ki je glede na stacionarni koordinatni sistem zavrten za kot θe. Za zapis 
vektorja statorskega toka v koordinatah polja moramo najprej opraviti transformacijo iz trifaznega v 
dvofazni (ab) sistem (Clarke-transformacija), nato pa še rotacijsko transformacijo (Park-
transformacija) za kot θe, kot je ponazorjeno na Sl. 18. 
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Sl. 18: Topologija vodenja izmeničnega stroja 
 
S pomočjo omenjenih transformacij dobimo komponenti statorskega toka isd in isq, ki odražata trenutni 
vrednosti magnetenja in navornega vzbujanja. Tako pridobljeni komponenti nista več izmenični 
veličini, ampak (v primeru ustaljenega stanja) konstantni enosmerni vrednosti in tako primerni za 
obdelavo z ustreznim regulacijskim algoritmom (po primerjavi z referenčnimi vrednostmi). Izhoda 
regulacijskega dela sta vzbujalni napetosti, ki jih s pomočjo inverzne transformacije pretvorimo v 
izmenični napetosti usa in usb, ki predstavljata vhodni veličini modulacijskega algoritma za generiranje 
vzbujalnih napetosti stroja. 




Posamezen cikel vodenja lahko torej povzamemo kot: 
a. Meritev faznih tokov in njihova pretvorba v dvo-fazni ab koordinatni sistem (Clarke-
transformacija). 
b. Na osnovi podatka o mehanskem kotu rotorja sledi transformacija v rotirajoči dq koordinatni 
sistem (Park-transformacija). Transformirana tokova sta enosmerna. 
c. Ločena regulacija komponent statorskega toka glede na podane referenčne vrednosti. Izhoda 
regulatorjev sta enosmerni vzbujalni napetosti usd in usq. 
d. Inverzna Park transformacija, s katero pridemo do zapisa napetostnega vektorja v 
stacionarnem koordinatnem sistemu (usa, usb). 
e. Modulacija prostorskega vektorja (ang. Space Vector Modulation - SVM), kjer na osnovi 
vrednosti komponent napetostnega vektorja in vrednosti napetosti na DC zbiralki izračunamo 
ustrezne PWM vrednosti za krmiljenje tranzistorjev močnostnega razsmernika. 
 
Osnovna blokovna shema vektorskega vodenja je podana na Sl. 19. 
 
sqi






























1 2 3, ,s s su u u
 
Sl. 19: Osnovna shema vektorskega vodenja izmeničnega stroja 
 
V poglavju 4.1 je zapisana enačba (17) za električni navor motorja, iz katere je razvidno, da je možno 
neposredno vplivati na navor zgolj s prečno komponento statorskega toka isq. Princip generiranja 
električnega navora tako z opisanim pristopom postane ekvivalenten, kot pri enosmernem stroju. 
Vzdolžna komponenta statorskega toka isd ima magnetilno funkcijo. Ker pri motorju s trajnimi magneti 
to nalogo prevzemajo rotorski magneti, je vrednost te komponente običajno regulirana na ničelno 
vrednost in sicer na celotnem obratovalnem področju do nazivne hitrosti stroja (Sl. 17b). Nad to 
nazivno točko pa je potrebno magnetilni tok nastavljati na določeno negativno vrednost (Sl. 17a), s 




čimer je zagotovljeno slabljenje magnetnega polja trajnih magnetov in na ta način zmanjšanje 
inducirane napetosti v statorskih navitjih. Slednje zagotavlja ustrezno tokovno vodenje tudi v 
področju, kjer bi sicer omejena napajalna napetost močnostnega pretvornika le-to onemogočala. 
Omenjeni pristop se imenuje slabljenje polja (ang. Field Weakening). 
Sistem na Sl. 19 omogoča vodenje na osnovi navorne reference Tref (t.i. navorni način) ali pa na osnovi 
hitrostne reference (t.i. hitrostni način). V prvem primeru gre za direktno določanje vrednosti prečne 
komponente statorskega toka isq_ref , medtem ko je v drugem primeru osnovni strukturi vodenja dodana 
nadrejena hitrostna (ali pozicijska) regulacijska zanka z regulatorjem PIω. V tem primeru gre za 
kaskadno strukturo, kjer počasnejši zunanji regulator zagotavlja referenco navora za hitrejši notranji 
(tokovni, navorni) regulator. 
 
5.1.3 Linearizacija tokovne regulacijske zanke 
 
Ključna pri celotni zgodbi je, kot že omenjeno, natančna regulacija vzdolžne in prečne komponente 
vektorja statorskega toka, ki jo omogoča predstavljeni princip vektorske regulacije. Čeprav je bilo do 
sedaj večkrat omenjeno razklopljeno vodenje komponent statorskega toka, kjer je mogoče neodvisno 
vplivati na vzdolžno ter prečno komponento statorskega toka, pa le-to še ni v celoti zagotovljeno. Če 
se osredotočimo na napetostni diferencialni enačbi modela motorja (19), je očitno, da je sprememba 
toka v eni osi odvisna od napetosti v pripadajoči osi, kakor tudi od napetosti v pravokotni osi – velja 
za obe enačbi. To pomeni, da sta enačbi križno povezani, kar pa onemogoča popolnoma razklopljeno 
vodenje. Za dosego slednjega je torej nujna vpeljava t.i. razklopitvenega algoritma (ang. Decoupling 
Circuit/Algorithm). V ta namen vsako izmed omenjenih enačb razdelimo na linearni in razklopitveni 
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Linearna dela (usd lin, usq lin) predstavljata izhoda tokovnih regulatorjev, razklopitvena dela (usd raz, usq raz) 
pa sta dodana na izhodih regulatorjev in dejansko kompenzirata vpliv inducirane napetosti. Na ta način 
pridemo do linearnega sistema, za čigar vodenje lahko uporabimo linearne regulacijske strukture (PI, 
PID). Precejšen delež sistemov sicer povsem zadovoljivo deluje tudi brez razklopitvenega algoritma, 
vendar le-ta postane ključen, ko gre za visoko-zmogljive pogone, kjer je zahtevana visoka dinamika, 
saj regulatorji ne morejo zadovoljivo odpraviti vplivov križnih povezav med prehodnimi  pojavi. 
 




5.1.4 Modulacija prostorskega vektorja 
 
Modulacija prostorskega vektorja (ang. SVM – Space Vector Modulation) predstavlja standard na 
področju močnostnih stikalnih pretvornikov [68]. Čeprav je njena uporabnost splošna, pa zaradi 
pomembnosti velja temu sklopu posvetiti nekoliko več pozornosti. 
Izhodni veličini pravkar opisanega sistema vodenja sta komponenti statorske napetosti v stacionarnem 
koordinatnem sistemu. Na osnovi teh dveh vrednosti ter enosmerne napajalne napetosti je treba 
določiti ustrezne prožilne signale za krmiljenje izhodne močnostne stopnje (razsmernika, inverterja). 
Slednja je sestavljena iz treh parov močnostnih tranzistorjev, za krmiljenje katerih morata biti 
izpolnjena naslednja osnovna pogoja: 
• trije tranzistorji morajo vedno biti vključeni, trije pa izključeni, 
• tranzistorja v isti veji morata biti krmiljena s komplementarnima signaloma, s čimer je 
zagotovljena zaščita pred hkratnim odprtjem in posledično kratkim stikom. 
Shematski prikaz izhodne močnostne stopnje s priključenim strojem je prikazan na Sl. 20. 
 
 
Sl. 20: Shematski prikaz izhodne močnostne stopnje 
 
Ob danih pogojih je tako na voljo osem različnih stanj močnostnih stikal, ki določajo prav toliko 
osnovnih  napetostnih vektorjev (od tega dva ničelna). Običajno zaradi nazornosti prikazujemo samo 
stanja zgornjih stikal, saj so stanja spodnjih komplementarna. Tako pridemo do tabele, ki podaja stanja 
stikal za posamezen osnovni vektor ter njegovi komponenti v stacionarnih koordinatah: 
  





Tabela 2: Stanja močnostnih stikal in razpoložljivi napetostni vektorji pretvornika 
Stanje stikal 
Vektor usa usb 
SA SB SC 









2 UDC /3 0 




UDC /3 UDC / 3  




- UDC /3 UDC / 3  




-2 UDC /3 0 




- UDC /3 - UDC / 3  




UDC /3 - UDC / 3  







Osnovni vektorji definirajo v ravnini značilni heksagon (Sl. 21) s šestimi sektorji, ki določa področje, 



































Sl. 21: Napetostni heksagon - prikaz izhodnih napetostnih vektorjev 
 








 . (21) 




Področje linearne modulacije je še dodatno omejeno z včrtano krožnico. Iz Sl. 21 je razvidno, da 
referenčni napetostni vektor dobimo z geometrijsko vsoto ustrezno skaliranih osnovnih vektorjev, ki 
omejujeta sektor, znotraj katerega se nahaja referenca. Omenjeno skaliranje je realizirano s pomočjo 
t.i. časovnega uteževanja (na osnovi periode modulacije) dveh osnovnih in ničelnega vektorja.Naloga 
algoritma je torej, da glede na zahtevani vektor Us določi pravilni sektor in pa skalirne koeficiente 
sosednjih osnovnih vektorjev ter ničelnega vektorja, nato pa še izračuna časovne intervale, znotraj 
katerih je aktiven posamezni osnovni vektor.  
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U1 in U2 sta osnovna napetostna vektorja, Us je referenčna statorska napetost, tm je dolžina 
modulacijskega cikla oziroma modulacijska perioda, t1 in t2 pa sta intervala, znotraj katerih sta 
vključena pripadajoča osnovna vektorja. t0,7 je skupni interval ničelnega vektorja, ki dopolnjuje 
periodo modulacije. Z upoštevanjem osnovnih geometrijskih zvez sta deleža osnovnih vektorjev 
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Obstaja več načinov izvedbe SVM modulacije s stališča definicije vektorskih zaporedij znotraj 
modulacijske periode tm [68]. Razlikujejo se po število stanj, številu preklopov in harmonski vsebini 
izhodne napetosti oziroma toka. V tem delu bo uporabljen najbolj razširjen pristop – simetrična 
(sredinsko poravnana) SVM modulacija. Prednost te metode je primarno v tem, da je direktno 




izvedljiva na vsakem vezju, ki omogoča generiranje sredinsko poravnanih pulzno-širinsko 















 . (26) 
Prožilno zaporedje za podani primer je prikazano na Sl. 22. Na enak način, kot je bilo pravkar 

























Sl. 22: Stikalna sekvenca za primer napetostnega vektorja v prvem sektorju 
 
5.1.5 Nastavitev tokovnih regulatorjev 
 
Za regulacijo vzdolžne in prečne komponente statorskega toka sta uporabljena linearna PI regulatorja, 
katerih pravilna nastavitev je pomembna za zagotavljanje tako stabilnosti, kot tudi ustrezne dinamike 
posameznih regulacijskih zank in posledično celotnega sistema. V primeru, da je izvedena 
linearizacija obeh tokovnih regulacijskih zank (poglavje 5.1.3) ter pod pogojem, da velja enakost (16), 
je iz izrazov (20) evidentno, da sta lahko uporabljena identična regulatorja. Struktura posamezne 
regulacijske zanke je z blokovno shemo prikazana na Sl. 23 - primer regulacije vzdolžne komponente 
statorskega toka. Parametra Kpd in τid se lahko nastavi po enem izmed mnogih nastavitvenih pravil, 
pogosto pa je uporabljen pristop, kjer je pol prenosne funkcije reguliranega sistema kompenziran z 
ničlo regulatorja [12,65]. Ta način je predstavljen v nadaljevanju. 
 















Sl. 23: Blokovna shema tokovne regulacijske zanke 
 







τ =   (27) 














 . (28) 
Ob izbiri 
 id eτ τ=   (29) 
pride do krajšanja pola in ničle prenosne funkcije (28), zaprtozančna prenosna funkcija tokovne 














  (30) 
Tokovna regulacijska zanka se torej obnaša kot člen prvega reda z nastavljivo časovno konstanto τc. 








=   (31) 
Poudariti je treba, da je opisana kompenzacija mogoča zgolj v primeru, ko razpolagamo s pravimi 
vrednostmi parametrov stroja. Dodatno težavo predstavlja tudi spreminjanje teh parametrov med 
delovanjem. 
  




5.2 Metoda iterativnega učenja v sistemih vodenja 
 
Človek kot inteligentno bitje si že od nekdaj prizadeva izdelati najrazličnejša pomagala, s katerimi bi 
si olajšal delo in bivanje. Zlasti ob pojavu industrializacije je, v začetku sicer preprosta orodja, 
spreminjal in nadgrajeval v vse večje in kompleksnejše sisteme, hkrati je postajalo vse zahtevnejše 
tudi upravljanje le-teh. Ročno vodenje kmalu ni več zadoščalo in potreba po avtomatizaciji procesov 
je povzročila nesluten razvoj na številnih področjih. Novi materiali, tehnologije, vse zmogljivejša 
elektronika ter napredni algoritmi so v le nekaj desetletjih popolnoma spremenili podobo sveta. 
Avtomatsko vodenje v svojem najširšem pomenu predstavlja temelje za vso sodobno tehnologijo, ki 
nas danes obdaja – vesoljska in letalska tehnika, mobilnost, medicinska oprema, telekomunikacije, 
industrijska proizvodnja, robotika, če izpostavimo le nekatere. 
Od vsega začetka velik izziv za raziskovalce in razvijalce sistemov vodenja predstavlja vpeljava t.i. 
inteligentnih mehanizmov. Gre za mehanizme, ki v določeni meri posnemajo nekatere človeške 
funkcije – odločanje, predikcija, prilagajanje na trenutne razmere, učenje. Tako je bila v preteklosti 
razvita cela paleta naprednih postopkov vodenja (adaptivno vodenje, prediktivno vodenje, mehka 
logika, nevronske mreže,...), ki so postali nepogrešljivi v sodobni teoriji avtomatskega vodenja. 
V to skupino spada tudi t.i. iterativno učenje (ang. Iterative Learning Control - ILC). Gre za 
mehanizem, ki bi ga po analogiji pri človeku lahko poimenovali »učenje na osnovi preteklih izkušenj«. 
Na tem mestu velja najprej izpostaviti ilustrativen primer. Vzemimo otroka, ki z žogo skuša zadeti 
tarčo. V prvem poskusu (iteraciji) bo verjetno precej zgrešil, a bo v želji po zadetku že pri naslednjem 
metu uporabil informacijo, ki jo je pridobil ob opazovanju predhodnega leta žoge (npr. prekratek met). 
Rezultat bo boljši, morebiten pogrešek pa bo uporabljen za korekcijo pri tretjem metu. Tarča bo prej 
ali slej zadeta. Pravimo, da se otrok (»na napakah«) uči. Določeno dejanje namreč ponavlja in ob tem 
vsako naslednjo ponovitev korigira na osnovi pridobljenih informacij oziroma izkušenj iz 
predhodnega poskusa. Čeprav smo se v tem primeru omejili na otroka, vemo, da je proces učenja 
človekova osnovna, hkrati pa tudi najpomembnejša in vse-življenjska lastnost. Iz opisanega primera 
velja na tem mestu izpostaviti naslednje poudarke, ki jih bomo srečali tudi v nadaljevanju: 
• ponavljanje časovno omejenega dejanja (iteracija), 
• korekcija poskusa (i+1) na osnovi opazovanja poteka/rezultata poskusa (i), 
• konvergenca. 
Zgornja dejstva v celoti služijo kot osnova za vpeljavo iterativnega učenja v sisteme vodenja. 
Koncept iterativnega učenja se je v literaturi prvič pojavil leta 1978 [69]. Zaradi dejstva, da je bil 
prispevek objavljen v japonski reviji (in v japonskem jeziku), ni mogel biti deležen posebne 
pozornosti. Leta 1984 se je nato vzporedno pojavilo več člankov na to temo [70], s čimer je bilo 




osnovano ožje raziskovalno področje. Do danes je bilo (in je še vedno) iterativno učenje predmet 
številnih raziskav z mnogimi teoretičnimi in tudi aplikativnimi rešitvami. Kljub temu, da gre za 
relativno novo področje, pa se iterativno učenje, kot podpora sistemom vodenja, kar nekako po krivici 
precej poredko pojavlja predvsem v inženirskih (razvijalskih) krogih. Je namreč povsem intuitivno in 
zelo močno orodje za izboljšavo marsikaterega avtomatskega procesa. 
Ni naključje, da se je iterativno učenje najprej pojavilo v robotiki, kjer so raziskovalci želeli izboljšati 
sledilno delovanje robotskih manipulatorjev pri ponavljajočih-se gibih, kjer klasični regulacijski 
algoritmi niso bili sposobni zagotoviti ustreznih odzivov. Težava pri uporabi slednjih je ta, da 
regulacijski pogrešek ostaja enak pri vsaki ponovitvi, ne glede na število le-teh. Osnovna ideja, ki iz 
tega izhaja je, da se tekom iteracij analizira regulacijski pogrešek, pridobljene informacije pa uporabi 
za sintezo primernejšega regulirnega signala. Sistem se na ta način »uči« iz iteracije v iteracijo, odziv 
pa konvergira k želenemu. V primerjavi z drugimi inteligentnimi sistemi vodenja, kjer med 
delovanjem prihaja bodisi do prilagajanja parametrov (adaptivni sistemi) ali strukture (npr. nevronske 
mreže) regulatorja, gre pri iterativnem učenju za sprotno korekcijo regulirnega signala, kar bistveno 
poenostavi analizo, saj prenosne funkcije ostajajo nespremenjene. 
V primeru regulacijske zanke s samo klasičnim regulatorjem glavni problem predstavlja zakasnjeni 
odziv regulacijskega sistema na spremembo referenčnega signala ali pojav motnje, kar je zlasti 
nezaželeno pri sledilnem delovanju. Regulirni signal je namreč funkcija regulacijskega pogreška iz 
preteklosti in kot tak ni optimalen za trenutno stanje sistema.  S pomočjo predkrmiljenja je mogoče 
odziv bistveno izboljšati, vendar zgolj v primeru merljivih oziroma znanih referenčnih signalov in 
motenj ter natančno poznanega modela sistema, kar pa vemo, da v splošnem ni zagotovljeno. Prav 
osnovni princip slednjega je uporabljen v shemi iterativnega učenja, kjer vhod algoritma predstavlja 
trenutna pozicija znotraj tekoče ponovitve, izhod pa je rezultat učenja. Na ta način je izboljšanje 
delovanja regulacijske zanke mogoče brez vnaprejšnjega poznavanja signalov in parametrov sistema, 
osnovni pogoj za to pa je, da se regulacijska akcija ponavlja, ter da se pri tem sistem vrača v vedno 
isto začetno stanje [71,72]. 
Prav ponavljajoče-se delovanje omogoča učinkovito zbiranje informacij o delovanju sistema, ki so 
potem na najboljši možni način uporabljene za sintezo optimalnega regulacijskega signala. Iterativni 
pristop, poleg že omenjene možnosti učenja, zaradi svoje narave omogoča tudi uporabo naprednih 
metod filtriranja signalov. Kot bo namreč prikazano kasneje, je stabilnost metode pogojena tudi s 
frekvenčno vsebino merjenih signalov in je zato ustrezno filtriranje ključnega pomena. Metoda med 
drugim dovoljuje uporabo ne-kavzalnih filtrov, kar sicer v realnem času ni mogoče, v primeru učenja 
na osnovi časovno omejenih ponovitev pa lahko potrebne izračune opravljamo med temi ponovitvami. 
Za to zmogljivo orodje sicer v klasični teoriji vodenja navadno ni prostora. 
 




5.2.1 Topologija postopka iterativnega učenja 
 
V predhodnem poglavju je že bilo omenjeno, da je princip odpravljanja motenj s pomočjo metode 
iterativnega učenja osnovan na predkrmiljenju oziroma vodenju z izkrmiljenjem motnje. Pri slednjem 
gre za to, da je vpliv merljive ali sicer znane motnje (tudi reference) kompenziran z ustreznim 
dodatnim neposrednim vzbujanjem samega reguliranega sistema. Na ta način je učinkovito 
odpravljena zakasnitev, do katere pride v primeru uporabe klasičnega povratnozančnega regulatorja in 
ki posledično onemogoča popolno odpravo vpliva motnje. Osnovna struktura opisanega načina 
vodenja je prikazana na  Sl. 24. C predstavlja klasični regulator, P je regulirani proces, m je merljiva 
(periodična) motnja, H pa zagotavlja ustrezen kompenzacijski signal uk. 
 
 
Sl. 24: Regulacijski sistem z izkrmiljenjem motnje 
 
Glavni problem te strukture v splošnem predstavlja sama meritev motnje in pa načrtovanje prenosne 
funkcije H, ki je odvisna tako od natančnega poznavanja vpliva motnje na regulirani sistem P, kot tudi 
od vrednosti parametrov le-tega. 
Rešitev težave na tem mestu ponuja vpeljava postopka iterativnega učenja, ki poskrbi za sintezo 
optimalnega signala kompenzacijskega vzbujanja ob minimalnem poznavanju samega procesa. 
Slednje je ključna lastnost predlaganega postopka.  
Osnovna ideja iterativnega učenja je ponazorjena na Sl. 25. Učenje je v tem primeru definirano kot 
ponavljanje določenega dejanja na osnovi predhodnih izkušenj in spoznanj z namenom postopnega 
izboljševanja izida tega dejanja. Tako je vzbujalni signal ui+1(t) procesa P za vsako naslednjo iteracijo 
določen na osnovi predhodnega vzbujanja ui(t) in odziva yi(t), in sicer na način, da je po omejenem 
številu iteracij doseženo vnaprej predpisano ujemanje odziva sistema yi(t) z željenim odzivom yref(t). 
Na kakšen način so podatki iz predhodne iteracije uporabljeni v naslednji, določa algoritem ILC 
krmilnika. Pomnilnik služi hranjenju vzorcev signala pogreška in vzbujanja za uporabo v algoritmu 
učenja po izteku vsakokratne periode. 












Sl. 25: Osnovna ideja vodenja z iterativnim učenjem 
 
ILC krmilnik v osnovi nastopa v kombinaciji z eno izmed klasičnih zaprtozančnih shem vodenja, ki 
skrbi za osnovno stabilizacijo regulacijske zanke oziroma za zagotavljanje ustrezne delovne točke. 
Najpogosteje je ILC krmilnik uporabljen v t.i. paralelni konfiguraciji (Sl. 26.a), redkeje pa v serijski 
(Sl. 26.b) [73]. V prvem primeru kompenzacijski signal ui+1(t) predstavlja neposredno dodatno 
vzbujanje reguliranega sistema P, v drugem primeru pa je dodan referenčni vrednosti yref(t) 
regulacijske zanke. 
S Sl. 26 je razvidna tudi poenostavljena struktura ILC krmilnika. 
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Sl. 26: ILC krmilnik v regulacijski zanki; (a) paralelna struktura, (b) serijska struktura 
 
ILC postopek je dejansko 2-dimenzionalni problem. Ob tem eno dimenzijo predstavlja čas znotraj 
posamezne iteracije (0 < t < TL), kjer je TL perioda učenja, drugo pa število teh iteracij (i). Mehanizem 
iterativnega učenja kot 2-D problem je nazorno ponazorjen na signalnem nivoju na Sl. 27. Lepo je 
razviden princip sinteze vzbujalnega signala za naslednjo ponovitev na osnovi vzbujanja in pogreška 




iz predhodne ponovitve regulacijske akcije. Z naraščajočim številom ponovitev kompenzacijski signal 
postopoma dobiva končno obliko, regulacijski pogrešek pa konvergira proti vrednosti 0. 
 
 
Sl. 27: 2-dimenzionalna predstavitev mehanizma iterativnega učenja [73] 
 
5.2.2 Matematična formulacija iterativnega učenja 
 
Teorija iterativnega učenja je, kljub svoji navidezni enostavnosti, zelo obširna in kompleksna. 
Podrobnejša analiza in pregled variacij algoritma presegata okvire tega dela, zato bodo na tem mestu 
izpostavljeni le glavni poudarki, ki so potrebni za razumevanje principa in razvoj sistema vodenja.  
Preden začnemo z matematičnim zapisom metode, velja izpostaviti 6 postulatov [71], na katerih 
temelji teorija iterativnega učenja: 
i. Vsak poskus (iteracija, ponovitev, cikel) se zaključi v konstantni in znani periodi TL > 0. 
ii. Želena izhodna vrednost yref(t) mora biti definirana na celotnem območju [0,TL]. 
iii. Ponovljivost začetnega stanja sistema je zagotovljena, kar pomeni, da sistem začenja vsako 
iteracijo iz istega začetnega stanja. Z drugimi besedami – odziv sistema na začetno stanje se 
med iteracijami ne spreminja. 
iv. Invarianca dinamike sistema je zagotovljena za celotno fazo učenja. 
v. Merljiva izhodna veličina mora imeti visoko razmerje signal/šum.  
vi. Obstaja inverzna prenosna funkcija sistema – tj. za želeno izhodno veličino yref(t) vedno 
obstaja vzbujanje u(t), ki izpolni pogoj y(t) = yref(t). 
Zgornji postulati so izjemno pomembni in zato v nadaljevanju še večkrat omenjeni. 
Teorija iterativnega učenja je osnovana tako v zveznem, kot tudi v diskretnem časovnem prostoru, 
vendar je za praktično realizacijo izbira slednjega primernejša, predvsem zaradi dejstva, da struktura 
sestoji tudi iz (digitalnega) pomnilniškega modula, kjer pa je diskretizacija obvezna. Na drugi strani pa 




je postopek analize enostavnejši v primeru zvezne predstavitve časovne dimenzije. Taka izbira je 
uporabljena tudi v nadaljevanju. 
Osnovna naloga ILC krmilnika je generiranje vzbujalnega (kompenzacijskega) signala sistema za 
naslednjo iteracijo na osnovi vzbujalnega signala in regulacijskega pogreška trenutne iteracije. Signal 
pogreška je definiran na predpisanem intervalu in ga v splošnem zapišemo kot: 
 
( ) ( ) ( )
refe t y t y t= −
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 (32) 
yref(t) in y(t) sta želena ter dejanska vrednost izhodne veličine, TL pa je perioda učenja. 
Za i-to ponovitev lahko zapišemo splošno obliko 
 1( ) ( ( ), ( ))i i iu t f u t e t+ =
.
 (33) 
Cilj je najti tako funkcijo f(ui(t),ei(t)), da se regulacijski pogrešek ei(t) zmanjšuje, ko število iteracij i 
narašča proti ∞. Gledano z vidika sistemske teorije vzbujalni (regulirni signal) u(t) konvergira k 
signalu, ki je rezultat vzbujanja inverzne prenosne funkcije procesa z želenim izhodnim signalom 
yref(t). V principu gre torej pri ILC algoritmu za iterativni proces invertiranja prenosne funkcije 
vodenega procesa (postulat vi). 
V literaturi [69-73] se najpogosteje pojavlja naslednja splošna oblika zapisa enačbe  (33): 
 { }1( ) ( ) ' ( )i i L iu t u t K L e t+ = + × . (34) 
L'{ei(t)} predstavlja algoritem učenja, KL pa faktor (ojačenje) učenja. To je osnovna in hkrati 
originalna oblika algoritma [70], sicer pa lahko v literaturi najdemo še mnogo najrazličnejših variacij 
za široko paleto sistemov. Tako med drugim najdemo iterativno učenje z upoštevanjem trenutne 
vrednosti pogreška, serijsko strukturo učenja, algoritme za uporabo pri časovno-spremenljivih ter 
nelinearnih in multivariabilnih procesih [73]. 
V postopku iterativnega učenja pomembno vlogo igra filtriranje signalov, s čimer je zagotovljena 
stabilnost delovanja. V enačbi (34) zaradi preglednosti filtri namensko niso vključeni, je pa ta 
problematika, skupaj s predlagano rešitvijo, predstavljena v nadaljevanju. 
Ključna pri vsem skupaj je izbira algoritma učenja L'{ei(t)}. Slednji določa, na kakšen način in v 
kakšni meri bo signal pogreška uporabljen pri sintezi vzbujanja za naslednjo iteracijo. Od tega je 
odvisna tako stabilnost delovanja, hitrost konvergence, kot tudi kompleksnost izvedbe. Izbira je 
odvisna od narave samega procesa, ki ga želimo regulirati, upoštevati pa je treba tudi sredstva, ki so 
nam pri realizaciji na razpolago. 
 




5.2.3 Stabilnost in konvergenca postopka 
 
V postopkih načrtovanja in analize sistemov vodenja je najpomembnejše zagotavljanje stabilnosti. 
Vedno se najprej pojavi vprašanje, ali je izhod sistema omejen ob prav-tako omejenem vzbujanju. 
Govorimo o osnovni definiciji stabilnosti: o t.i. BIBO (ang. Bounded Input – Bounded Output) 
stabilnosti. V konkretnem primeru bomo postopek učenja smatrali za stabilnega, če bo regulacijski 
pogrešek konvergiral proti 0 oziroma proti neki določeni minimalni/omejeni vrednosti, ko bo število 
iteracij naraščalo. Ker pa gre za iterativni postopek, se pojavi še drugo pomembno vprašanje. Zanima 
nas namreč, kako hitro bo sistem sposoben odpraviti pogrešek, ali drugače, koliko iteracijskih ciklov 
bo za to treba opraviti. 
Kljub temu, da gre pri iterativnem učenju za časovno omejeni problem (perioda TL), pa se raziskovalci 
pogosto poslužujejo analize v frekvenčnem prostoru [74]. Dejstvo, da je Laplace-ova transformacija 
definirana na neskončni časovni dimenziji, in je zato predstavitev v t.i. s-prostoru pravzaprav 
aproksimacija dejanskega sistema, ne vpliva na končni rezultat. Je pa predstavitev na ta način 
kompaktna, pregledna in lažje razumljiva. Tudi v tem delu bo analiza tekla v frekvenčnem prostoru. 
Predpostavimo torej linearni, časovno-invariantni sistem Gp(s) z enim vhodom in enim izhodom, 
izražen v s-prostoru. Vhodno-izhodno relacijo za i-to ponovitev lahko zapišemo kot 
 
0( ) ( ) ( ) ( )i p i iY s G s U s Y s= + . (35) 
Yi(s) in Ui(s) sta Laplace-ova transforma izhodne in vhodne veličine sistema, Yi0(s) pa je Laplace-ov 
transform odziva sistema na začetno stanje. Predpis učenja (34) in izraz za regulacijski pogrešek 
izrazimo na sledeči način: 
 1( ) ( ) ( ) ( )i i L c iU s U s K L s E s+ = +  , (36) 
 ( ) ( ) ( )i ref iE s Y s Y s= −  . (37) 
Predpostavimo ekvivalentni začetni pogoj sistema za vsako ponovitev (postulat iii), da velja: 
 
0 0
1( ) ( )i iY s Y s+=  . (38) 
Po krajši izpeljavi pridemo do naslednjega pomembnega izraza: 
 
1( )( ) 1 ( ) ( )( )
i
r L c p
i
E sC s K L s G s
E s
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Desna stran enačbe (39) predstavlja prenosno funkcijo med signalom pogreška predhodne in trenutne 
iteracije. Če predpostavimo ustaljeno stanje procesa, lahko sedaj zapišemo faktor zmanjšanja signala 
pogreška kot 
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Izraz Cr(ω) v tem primeru določa stopnjo zmanjšanja (ang. Contraction rate, Convergence rate) 






  (41) 
velja za vse frekvenčne komponente v sistemu, potem proces iterativnega učenja konvergira in je 
stabilen. 
Vidimo torej, da sta hitrost in stabilnost postopka učenja funkciji frekvence. Algoritem učenja oziroma 
prenosna funkcija Lc(jω) mora biti načrtovana tako, da pogoj (41) velja za čim-širši frekvenčni pas, za 
katerega pa v splošnem velja, da ne pokriva celotne frekvenčne vsebine merjenih signalov. Vsled tega 
je nujno potrebno v strukturo dodati filtre za blokado vseh frekvenčnih komponent, ki ne izpolnjujejo 
pogoja (41) in bi lahko povzročile nestabilno delovanje. Načrtovanje pripadajočih filtrov predstavlja 
pomembno pod-področje teorije iterativnega učenja. 
Pogoj za konvergenco postopka, izpeljan v frekvenčnem prostoru, je zadosten pogoj za konvergenco, 
čeprav gre za časovno omejeni problem [75]. 
Neenačba (41) bo v nadaljevanju služila kot izhodišče za analizo stabilnosti in konvergence 
obravnavanih algoritmov iterativnega učenja. 
Prenosni funkciji iz enačbe (40) izrazimo kot 
 
( )( ) ( ) pjp pG j N e θ ωω ω=   (42) 
ter 
 
( )( ) ( ) cjc cL j N e θ ωω ω=  , (43) 
kjer sta Np(ω) in Nc(ω) amplitudni, Θp(ω) in Θc(ω) pa fazni karakteristiki posameznih prenosnih 
funkcij. Z vstavljanjem izrazov (42) in (43) v neenačbo (40) ter z upoštevanjem absolutne vrednosti 
kompleksnega izraza pridemo do naslednje neenačbe: 
 
2 2 21 2 ( ) ( ) cos ( ) ( ) ( ) ( ) 1L p c p c L p cK N N K N Nω ω θ ω θ ω ω ω − + + <   . (44) 
Končni pogoj ima torej obliko: 
 
( ) ( ) 2cos ( ) ( )L p c p cK N Nω ω θ ω θ ω < +   . (45) 
Neenačba (45) predstavlja zadostni konvergenčni pogoj postopka pri določeni frekvenci. Ker je faktor 
učenja KL večji od 0, je pogoj izpolnjen, če velja: 
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Izraz (46) je ključen, saj eksplicitno določa frekvenčno področje, znotraj katerega je zagotovljena 
konvergenca. Vso frekvenčno vsebino, ki podanih pogojev ne izpolnjuje, je nujno izločiti pred 
uporabo v procesu, sicer lahko njen vpliv v algoritmu integracijskega značaja povzroči nestabilno 
oziroma divergentno delovanje. 
Hitrost konvergence določa leva stran neenačbe (44) in je največja, ko ima izraz pod kvadratnim 
korenom svoj minimum. 
 
5.3 Vpeljava iterativnega učenja v sistem vodenja TFM motorja 
 
V poglavjih 5.1 in 5.2 je že nakazana groba zasnova sistema vodenja TFM motorja. Za osnovo sem 
vzel vektorsko shemo vodenja, ki je nadgrajena s krmilnikom (Sl. 28), ki je sposoben s pomočjo 
metode iterativnega učenja eliminirati oziroma kompenzirati neželene valovitosti navora pogonskega 
sistema. Izvorov valovitosti navora je, kot je že bilo omenjeno, več (poglavje 2), o njih v splošnem 
nimamo zadostnih informacij, podrobne analize in meritve pa so običajno precej kompleksne. Dodatno 
pa se karakteristike od stroja do stroja lahko precej razlikujejo zaradi toleranc pri izdelavi gradnikov in 
tudi končne sestave. 
Ker neposrednega podatka o trenutni vrednosti navora na gredi motorja ni, sem uporabil indirektni 
pristop. Če se osredotočimo na enačbo, ki v sistemu (19) opisuje mehanski del modela stroja, lahko 
vidimo, da se vsaka sprememba rezultante navora preko prenosne funkcije mehanskega pod-sistema 
odraža na kotni hitrosti rotorja. V procesu učenja (sinteze) kompenzacijskega vzbujalnega signala je 
zato informacija o valovitosti navora pridobljena posredno preko merjenja njenega vpliva na kotno 
hitrost rotorja motorja. Ključna je torej kvalitetna informacija o trenutnem kotu in kotni hitrosti 
rotorja. 
V tem delu sem postopek iterativnega učenja izvedel na pogonskem sistemu brez zunanje (hitrostne) 
regulacijske zanke. Na ta način je, kot je prikazano v nadaljevanju, izboljšana indirektna identifikacija 
navorne valovitosti. Na Sl. 28 je shematski prikaz predlagane konfiguracije sistema vodenja 
električnega stroja z dodanim ILC krmilnikom v fazi učenja. 
 


























Sl. 28: Shema pogonskega sistema v fazi iterativnega učenja 
 
S konstantno referenčno vrednostjo isq_r je določena delovna točka sistema. S pomočjo pomnilnika-e je 
realiziran zajem trenutne vrednosti kotne hitrosti ωr vzdolž definirane periode. Ob izteku slednje je 
zajeti posnetek filtriran, obdelan z algoritmom učenja L'{} in dodan vsebini pomnilnika-i, ki vsebuje 
trenutno vrednost kompenzacijskega signala isq_c. Le-ta predstavlja referenčno vrednost prečne 
komponente faznega toka oziroma navora, ki ga mora motor razviti v naslednji ponovitvi (iteraciji), da 
zmanjša vpliv neželenih valovitosti. Ns je velikost pomnilnika in pomeni število zajetih vzorcev 
signala znotraj periode učenja TL. 
Po zaključenem postopku iterativnega učenja pomnilnik-i torej vsebuje referenco navora za popolno 
kompenzacijo valovitosti in je, analogno topologiji s Sl. 24, uporabljena na način, kot je podano na Sl. 
29. Valovitost navora je funkcija električnega kota rotorja, torej je tudi kompenzacijski signal podan 














Sl. 29: Shema pogonskega sistema s predkompenzacijo navorne valovitosti 
 




Kot že omenjeno, metoda iterativnega učenja izhaja iz robotike, zato obravnavani primer (odprava 
valovitosti navora elektromotornega pogona) s stališča postulatov, predstavljenih v poglavju 5.2.2, ni 
ravno tipičen primer za uporabo tega pristopa. Obstaja nekaj bistvenih razlik, ki jih je treba na tem 
mestu izpostaviti, posledično pa so modificirani tudi prvi trije postulati. 
i. Valovitost navora električnega stroja je periodična funkcija električnega kota rotorja. 
Posamezna iteracija zato ne bo vezana na znano časovno periodo TL, pač pa na mehanski kot 
rotorja, ki ustreza eni polovi delitvi. 
ii. Želen izhod sistema ni eksplicitno podana časovna funkcija (trajektorija) yref(t), pač pa 
zahtevamo, da je izhodna veličina (v konkretnem primeru kotna hitrost) konstantna oziroma 
ne vsebuje višje-harmonskih komponent, definiranih na obravnavanem področju. Regulacijski 
pogrešek zato predstavlja odstopanje od konstantne (povprečne) vrednosti in ga lahko 
izrazimo kot: 
 
( ) ( )j e j e je y yθ θ= −  . (47) 
iii. Za razliko od npr. robotskega manipulatorja, kjer se obravnavani regulacijski cikel vedno 
pričenja (in tudi zaključuje) v istih delovnih točkah, tako v fazi učenja, kot tudi med 
normalnim obratovanjem, tega v našem primeru zaradi narave procesa ne moremo zagotoviti. 
Začetno stanje sistema (trenutna vrednost kotne hitrosti) se namreč ob začetku vsake 
ponovitve razlikuje od začetnega stanja predhodne ponovitve. Zahtevan je torej nekoliko 
drugačen pristop. Ker je konvergečni kriterij procesa učenja osnovan na odzivu sistema v 
ustaljenem stanju, je treba zagotoviti, da prehodni pojav po zaključku posameznega cikla 
učenja izzveni, preden se začne naslednji cikel [76]. Za obravnavani primer to konkretno 
pomeni, da je treba po vsakokratni osvežitvi kompenzacijskega niza zadržati proces učenja, 
dokler prehodni pojav zaradi spremembe vzbujalnega signala sistema ni zaključen. 
 
Izpostavljena so torej osnovna izhodišča za načrtovanje in poudarjene specifike obravnavanega 
sistema. V nadaljevanju je izdelana analiza karakteristik vodenega sistema ter izbira algoritma učenja. 
 
5.3.1 Model obravnavanega sistema 
 
Izbira algoritma učenja je odvisna od obravnavanega sistema, njegovih karakteristik, kvalitete zajetih 
veličin, zahtevanega končnega rezultata in nenazadnje od virov, ki so nam pri realizaciji na voljo. V 
predhodnem poglavju je že izpostavljena osnovna struktura sistema, ki sem jo uporabil v opisanem 
postopku (Sl. 28). Pred pričetkom analize sem obravnavani sistem (krmilni modul + motor) predstavil 
v nekoliko poenostavljeni obliki, ki je primernejša za obravnavo. 




Osnova je model motorja (19). Tokovna regulacija je izvedena z ekvivalentnimi linearnimi PI 
regulatorji. Na tem mestu sem predpostavil popolnoma razklopljeno vodenje (poglavje 5.1.3), kar 
pomeni, da imamo opravka z dvema ločenima linearnima sistemoma. Nadalje predpostavim stabilno 
regulacijo vzdolžne (d) komponente statorskega toka. Dodatno zanemarim še Coulombovo trenje Tc in 
pa bremenski navor Tb (učenje v prostem teku). V obravnavi upoštevam zgolj regulacijsko zanko 
prečne (q) komponente statorskega toka. Na podlagi zgornjih navedb dobi obravnavani sistem 















Sl. 30: Struktura obravnavanega sistema 
 
S pravilno izvedeno nastavitvijo tokovnih regulatorjev (poglavje 5.1.5) ter pod pogojem, da 
razpolagamo z dejanskimi vrednostmi parametrov motorja (Rs, Ls), se prenosna funkcija tokovne 
regulacijske zanke poenostavi na sistem prvega reda, čigar časovno konstanto τc določimo z izbiro 
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Gp(s) je linearni, časovno invariantni sistem drugega reda, ki bo služil kot podlaga za načrtovanje 
procesa iterativnega učenja. 
Z upoštevanjem dejanskih vrednosti parametrov obravnavanega sistema (Tabela 1) lahko izrišemo še 
pripadajoči Bodejev diagram: 





Sl. 31: Bodejev diagram sistema Gp(s) 
 
5.3.2 Izbira algoritma iterativnega učenja 
 
Če se ponovno osredotočimo na izraz (45), lahko hitro ugotovimo, da je za stabilnost procesa 
ugodneje, če lahko izberemo tak predpis učenja Lc, ki vnaša fazno prehitevanje in tako kompenzira 
fazno zakasnitev reguliranega procesa. Dodatno pa, kar je tudi zelo pomembno, fazno prehitevanje 
razširja frekvenčno področje, za katerega je omenjeni pogoj izpolnjen [77]. 
Model Gp(s) v izrazu (48) je precej poenostavljen približek dejanskega stanja, saj ne upošteva 
spreminjanja parametrov sistema med obratovanjem, nelinearnosti v procesu, zanemarja pa tudi celo 
množico zakasnitev (mrtvih časov), ki nastajajo ob zajemu vhodnih veličin, obdelavi le-teh ter ob 
generiranju izhodnih vzbujalnih veličin. Vse te zakasnitve še dodatno upravičujejo uporabo sistemov s 
pozitivnim faznim premikom. 
Na tem mestu je nujno izpostaviti, da dodatne fazne premike v sistemu (lahko) povzročijo tudi filtri, 
katerih uporaba je nujna za zagotavljanje konvergenčnih pogojev. »Lahko« zato, ker imamo zaradi 
specifičnosti (periodičnosti) procesa na voljo tudi pristope, ki ta problem izničijo. O tem je več 
povedanega v nadaljevanju. 
V tem delu sem izbral t.i. D-tip iterativnega učenja. Gre za originalno zasnovo [70], kjer je v algoritmu 
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Na tem mestu se najprej pojavi vprašanje, čemu ravno taka izbira algoritma. Diferenciacija v sistemih 
vodenja namreč ni zaželena, ker je izračun odvoda signala težaven, predvsem pa so rezultati vprašljivi 
v primerih, kjer imamo opravka z relativno visokim nivojem šuma/motenj – funkcija odvajanja 
namreč ojačuje visokofrekvenčno vsebino signala. Odgovor na to vprašanje je posredovan skozi 
dejstva v nadaljevanju, na kratko pa velja, da v konkretnem primeru diferenciacija vnaša zaželeno 
fazno prehitevanje oziroma fazni premik, ker pa gre za iterativni postopek, so tudi pogoji za računanje 
odvoda signala neprimerno ugodnejši, kot v klasičnih algoritmih, ki se izvajajo v realnem času. 
Pri D-tipu iterativnega učenja se kompenzacijski signal naslednje iteracije računa na osnovi uteženega 
odvoda regulacijskega pogreška v trenutni iteraciji. Prav diferenciator je namreč element s pozitivnim 
90° faznim kotom, njegova prenosna funkcija je: 
 
( )cL s s=  . (50) 
Če izraz za prenosno  funkcijo diferenciatorja vstavimo v neenačbo (45), dobimo: 
 
( ) 2cos ( ) 90L p pK Nω ω θ ω < + °  . (51) 
V zgornjem izrazu je eksplicitno izražen pozitivni fazni premik, ki ga funkcija odvajanja vnese v 
sistem. Frekvenčno področje, znotraj katerega je mogoče zagotavljati konvergenco, je v tem primeru 
določeno s fazno karakteristiko prenosne funkcije Gp(s): 
 180 ( ) 0pθ ω− ° < < °   (52) 
Glede na izraz (46) je očitno, da se je spodnja meja faznega kota premaknila z -90° na -180°. 
Hitrost konvergence procesa učenja določa faktor zmanjšanja napake Cr(ω), ki ga, z upoštevanjem 
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Če želimo zadostiti pogoju (44), ki določa mejo stabilnosti procesa učenja, mora faktor učenja KL 
ustrezati naslednjemu kriteriju: 











<  . (55) 
Vrednost faktorja učenja, pri katerem je doseženo najhitrejše zmanjšanje regulacijskega pogreška 










=  . (56) 
Omeniti velja, da izraza (55) in (56) veljata za celotno frekvenčno področje, definirano z (52). 
Frekvenčni potek funkcije Cr(ω) za nabor parametrov (Tabela 1) pri različnih vrednostih faktorja 
učenja je razviden s Sl. 32. 
 
 
Sl. 32: Frekvenčni potek funkcije Cr(ω) 
 
Faktor Cr(ω) definira stopnjo zmanjšanja regulacijskega pogreška med dvema zaporednima 
iteracijama. Iz zgornjega prikaza je moč hitro ugotoviti, na katerem frekvenčnem področju je 
slabljenje največje in zato konvergenca najhitrejša. Potek faktorja Cr(ω) pri nizkih in visokih 
frekvencah je direktna posledica pogoja (52) in poteka faznega kota s Sl. 31. Faza sistema Gp(s) se na 
teh področjih namreč približa konvergenčnim mejam -180° in 0°, zaradi česar Cr(ω) limitira proti 

























vrednosti 1, kjer metoda ni več učinkovita. Zaradi tega dejstva predlagana metoda učenja ni sposobna 
odpraviti konstantnih oziroma enosmernih motenj. 
V obravnavanem primeru, ko gre za analizo vpliva neželenih navornih komponent na potek hitrosti 
rotorja, stremimo k temu, da bi postopek učenja izvajali pri nizki hitrosti, saj se s tem bistveno izboljša 
identifikacija. V določenih primerih je tako treba najti kompromis med hitrostjo konvergence na eni 
strani ter kakovostjo identifikacije navornih motenj na drugi. 
V kolikor ocenimo, da je frekvenčno področje, kjer prihaja do izraza dinamika tokovne regulacijske 
zanke, izven področja našega zanimanja, ter zato velja 
 c mτ τ<<  , (57) 
lahko izraze (53) - (56) še dodatno poenostavimo in τc zanemarimo [78]. 
S pomočjo analize v tem poglavju sem za izbrano metodo iterativnega učenja prišel do izrazov, ki 
določajo področja stabilnosti procesa, hitrost konvergence in pa optimalno vrednost faktorja učenja 
KL. Za določitev vrednosti slednjega je, kot lahko vidimo, dovolj poznavanje mehanskih karakteristik 
vodenega stroja oziroma pogonskega sistema. Dejstvo je, da uspešna implementacija opisane metode 
ni pogojena z natančnim poznavanjem karakteristik vodenega sistema, ter da je njena parametrizacija 
relativno nezahtevna. Prav zato je ta pristop lahko široko uporaben, tudi izven raziskovalnih krogov, v 
povsem serijskih aplikacijah, kot je npr. v konkretnem primeru. 
 
5.3.3 Vpliv hitrostnega regulatorja na stabilnost in hitrost konvergence 
 
Za analizo stabilnosti in konvergence procesa iterativnega učenja sem uporabil sistem Gp(s) na Sl. 30. 
Poudariti velja, da je ta analiza osnovana na predpostavki, da je tekom procesa učenja motor vzbujan 
(poleg kompenzacijskega toka) s konstantno vrednostjo prečne komponente statorskega toka [78]: 
 
_
.sq ri const=   (58) 
Z drugimi besedami – nadrejena hitrostna regulacijska zanka je izločena, hitrost motorja je 
zagotovljena s konstantnim navornim vzbujanjem in omejena s trenjem. 
Nadrejeni regulator sem v tej raziskavi izpustil z namenom izboljšanja identifikacije. Ker nekateri 
avtorji [40-42] poročajo o dobrih rezultatih kljub njegovi uporabi, se na tem mestu pojavi vprašanje, 
kako dodatna regulacijska zanka pravzaprav vpliva na stabilnost procesa in hitrost konvergence. 
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Obravnavani sistem v tem primeru dobi naslednjo strukturo: 
 
 
Sl. 33: Obravnavani sistem z dodano hitrostno regulacijsko zanko 
 
Skupna prenosna funkcija je sedaj sledeča: 
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Ob upoštevanju dejanskih vrednosti parametrov ter enakih nastavitvah hitrostnega regulatorja (Kpω=2, 
τiω=1.33), kot so v nadaljevanju uporabljene v simulacijskem delu naloge, je pripadajoči Bodejev 
diagram prenosne funkcije Gp'(s) kot je razvidno iz Sl. 34. 
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Kot je očitno ob primerjavi Sl. 31 in Sl. 34, vpliv dodane prenosne funkcije pride do izraza v področju 
nizkih frekvenc. Posebno pozornost velja nameniti poteku faznega kota sistema. Ob ponovnem ogledu 
pogoja (52) hitro postane jasno, da dodatni fazni premik, ki ga vnese PI regulator, povzroči 
nestabilnost metode iterativnega učenja v določenem frekvenčnem pasu, kar je razvidno tudi iz poteka 
vrednosti faktorja Cr(ω) na Sl. 35. 
 
 
Sl. 35: Frekvenčni potek funkcije Cr(ω) v primeru uporabe hitrostnega regulatorja 
 
Iz zgornjega prikaza je očitno, da uporaba hitrostne regulacijske zanke med postopkom iterativnega 
učenja vnaša nestabilnost (Cr(ω) > 1) ter občutno zoži frekvenčno področje, na katerem je opisana 
metoda uporabna. 
V primeru, da je uporaba nadrejene regulacijske zanke neizogibna, je treba z dodatnimi postopki 

























5.3.4 Merjenje trenutne vrednosti kotne hitrosti motorja 
 
Ključna veličina v obravnavanem postopku iterativnega učenja je trenutna kotna hitrost rotorja 
motorja, saj služi za indirektno identifikacijo valovitosti navora. Prav kvaliteta podatka o kotni hitrosti 
namreč pogojuje končni rezultat. 
Pri postopku določanja vrednosti hitrosti je ključni faktor senzor, ki je v določeni aplikaciji uporabljen. 
V elektro-motornih pogonih se najpogosteje uporabljajo resolverji ter enkoderji. Slednji se v grobem 
delijo na inkrementalne in absolutne. Običajno govorimo o senzorjih kota/pozicije, saj je izhodni 
podatek kot (ekvivalent kota), ne pa hitrost.  
Na izbiro senzorja vpliva cela množica dejavnikov, kot so: ločljivost, oblika izhodnih podatkov, tip 
vmesnika, mehanske lastnosti in nenazadnje cena. Slednja velikokrat odigra ključno vlogo, saj gre za 
relativno drage naprave, posebej ko so v igri zmogljivejši pogonski sistemi. 
Kot že omenjeno, iz senzorja najpogosteje dobimo podatek o poziciji, s pomočjo katerega je nato treba 
pridobiti čim bolj veren podatek o trenutni kotni hitrosti. Fizikalno je kotna hitrost časovni odvod kota, 
pri obdelavi podatkov z digitalnimi napravami pa ga nadomešča diferenčna enačba. Iz tega izhajata 
dve najpogosteje uporabljani metodi računanja hitrosti. Prva, tako imenovana M-metoda, temelji na 
merjenju spremembe kota v konstantnem časovnem intervalu. Druga, T-metoda, pa meri čas pri 
določeni spremembi kota. Zaradi svojih omejitev pri nizkih in visokih hitrostih se pogosto uporabljata 
kombinirano. Za zahtevnejše aplikacije nista najbolj primerni zaradi zakasnitev, ki jih vnašata v 
meritev ter zaradi dejstva, da podajata povprečno vrednost hitrosti na določenem časovnem intervalu. 
Problematika merjenja oziroma računanja kotne hitrosti je obsežna in zaposluje precejšnje število 
raziskovalcev, tako je na voljo cela vrsta pristopov in metod, primernih za najrazličnejše zahteve [79-
84]. 
Ker natančnejša analiza samih senzorjev ter postopkov računanja kotne hitrosti presega okvir tega 
dela, bo podrobneje opisan le pristop, ki sem ga uporabil v pričujočem primeru. 
Pri nastajanju tega dela sem za merjenje pozicije (kota) rotorja uporabil 14-bitni absolutni enkoder z 
digitalnim SSI vmesnikom (Hengstler AC58). Izračun trenutne kotne hitrosti sem izvedel na osnovi 
sledilnika kota (ang. angle tracker, tracking observer). V splošnem gre tu za zaprtozančni opazovalnik 
odvoda (diferenciator), ki se pogosto pojavlja v različnih regulacijskih sistemih [85-89]. Uporabljena 
je osnovna linearna struktura, ki je prikazana na Sl. 36. Sledilnik sestavljajo PI regulator, integrator ter 
izhodni filter.  
Pogrešek sledilnika et predstavlja razlika med merjenim (θrm) ter ocenjenim kotom ( 'rmθ ). V kolikor 
regulator zagotavlja ničelni regulacijski pogrešek, je njegov izhod ekvivalenten trenutni kotni hitrosti. 
 

























Sl. 36: Sledilnik kota 
 




( )( ) ( ) (1 ) ( )
pt it ptr
t
r it t it pt t pt it t pt
s K sKsG s





Θ + + + + +
  (61) 
Pri vrednostih parametrov Kpt =1490, τit =8,3·10-4 in Tt =8,8·10-4 je odziv sledilnika na skočno 
spremembo hitrosti, kot je prikazano na Sl. 37. 
 
 
Sl. 37: Odziv sledilnika; (a) kot, (b) kotna hitrost, (c) pogrešek sledilnika 
 

















































Primer delovanja sledilnika v realnih razmerah je prikazan na Sl. 38. Časovna poteka kotne hitrosti in 
pogreška sledilnika sta posneta na obravnavanem motorju pri 10,5 rad/s (100 min-1). Vrednost 
pogreška et na merjenem intervalu ne presega vrednosti ±4·10-4 rad, kar ustreza ločljivosti 
uporabljenega senzorja kota. 
 
 
Sl. 38: Test sledilnika kota; (a) kotna hitrost, (b) pogrešek 
 
Podobno, kot v primeru uporabe hitrostnega regulatorja, se tudi na tem mestu pojavi vprašanje, kako 
dodatna prenosna funkcija sledilnika kota vpliva na stabilnostne oziroma konvergenčne razmere 






Sl. 39:Obravnavani sistem z enkoderjen in sledilnikom kota 
 
Nadomestna prenosna funkcija je rezultat produkta posameznih prenosnih funkcij v izrazih (48) in 
(61) ter prenosne funkcije integratorja, ki predstavlja enkoder. Z upoštevanjem podanih vrednosti 
parametrov sistema pridemo do Bodejevega diagrama na Sl. 40. 































Sl. 40: Bodejev diagram sistema z dodanim sledilnikom kota 
 
Potek faznega kota skupne prenosne funkcije je odgovor na zastavljeno vprašanje glede stabilnosti 
procesa učenja. Očitno je, da v področju višjih frekvenc ni več izpolnjen pogoj (52). Slednje je še 
očitnejše na Sl. 41, kjer je prikazan frekvenčni potek funkcije Cr(ω). V primeru uporabe opisanega 
sledilnika kota je torej v proces vnesena nestabilnost na določenem frekvenčnem področju, posledično 
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Sl. 41: Frekvenčni potek funkcije Cr(ω) v primeru uporabe sledilnika kota 
 
5.3.5 Obdelava signala kotne hitrosti rotorja 
 
Za zagotavljanje konvergence (stabilnosti) procesa učenja, posebej v primeru postopkov z relativno 
velikim številom ponovitev, je nujno izločanje tiste vsebine vhodnega signala, ki ne izpolnjuje pogoja 
(52). Slednjega moramo seveda upoštevati z določeno toleranco zaradi številnih poenostavitev v 
postopku modeliranja. Tu torej nastopi vprašanje o strukturi filtra in njegovi pasovni širini. Ni treba 
posebej poudarjati, da si želimo filter s čim boljšo selektivnostjo ter čim manjšim faznim zamikom. 
Slednji namreč neposredno vpliva na pogoj (52), saj se omenjeni fazni zamik prišteva k Θp(ω) in tako 
zmanjšuje uporabno frekvenčno področje obravnavanega postopka. 
Fazni zamik filtra pri obdelavi signalov v realnem času je neželena lastnost. V primeru postopka, kot 
je iterativno učenje, kjer gre za delovanje na osnovi večkratnih ponovitev istega procesa, pa zahteve 
po delovanju filtrov v realnem času nimamo. Učenje namreč poteka tako, da je signal pogreška zajet 
preko celotne ponovitve (iteracije), ob koncu le-te pa je pridobljen niz podatkov ustrezno obdelan in 
dodan kompenzacijskemu nizu, ki je v naslednji iteraciji uporabljen za vzbujanje motorja. Postopek 
filtriranja je torej izveden na podatkovnem nizu, kar pomeni, da ga lahko obdelujemo poljubno, 
neodvisno od časovnega sosledja. Vsled omenjenega se intuitivno ponuja možnost uporabe t.i. 
nekavzalnih filtrov. Gre za filter, pogosto imenovan tudi filter z nično zakasnitvijo (ang. Zero-lag, 

























Zero-phase filter), katerega realizacija v realnem času sicer ni mogoča. Osnova je lahko splošno-
namenski filter (pogosto Butterwoth-ov filter) z določeno amplitudno karakteristiko, ki pa mora biti 
uporabljen dvakrat. Za filtriranje z nično zakasnitvijo (fazo) so namreč značilni trije koraki: 
• podatkovni niz filtriramo v svojem naravnem zaporedju (pozitivno v času), 
• rezultat/niz iz prejšnje točke obrnemo, 
• ponovimo postopek filtriranja na obrnjenem nizu (negativno v času). 
Na ta način dosežemo izničenje lastnega faznega premika (zakasnitve) filtra, pa tudi, kar je prav tako 
pomembno, dvojno slabljenje. Kljub temu pa še vedno nimamo zagotovljene absolutne monotonosti 
procesa zaradi, sicer neznatnih, pa vendarle še zmeraj prisotnih višjeharmonskih komponent. 
Predvsem to pride do izraza, ko imamo opravka s procesom, ki zahteva relativno veliko ponovitev. 
Glede na to, da nismo vezani na izvajanje v realnem času, je prav tako možna implementacija t.i. 
idealnega filtra (ang. Cliff filter). S tem je mišljen filter v frekvenčnem prostoru, katerega uporaba 
pomeni idealno filtriranje. Tako zagotovimo ničelni fazni premik in pa popolnoma »pravokotno« 
amplitudno karakteristiko. Vhodni signal oziroma podatkovni niz pri tem postopku najprej, pod 
predpostavko periodičnosti, pretvorimo v frekvenčni prostor z DFT transformacijo, odstranimo vse 
neželene komponente ter z inverzno DFT transformacijo rekonstruiramo signal nazaj v časovni 
prostor. S tem postopkom je zagotovljeno, da v proces učenja vstopa zgolj tista vsebina vhodnega 
signala, ki je za sintezo kompenzacijskega niza ključna [41]. Ne le idealno filtriranje, dodatna 
prednost, ki jo pri tem imamo, je tudi frekvenčni spekter, ki nudi ločeno obravnavo posameznih 
komponent vsebine signala. Nudi selektiven vpogled v frekvenčno vsebino signala, tako da je 
omogočeno avtomatsko izbiranje komponent za inverzno transformacijo, posebej uporabni sta 
možnosti detekcije prehodnega pojava in pojava komponent, ki so lahko posledica divergence. Na 
podatke iz spektra lahko enostavno vežemo tudi pogoje za končanje procesa učenja. Na osnovi vseh 
teh karakteristik tudi temelji izbira filtra v tem delu. 
Poleg filtriranja vhodnega signala (kotne hitrosti) je, glede na izbiro algoritma učenja Lc(s), treba 
izračunati tudi njegov odvod. Že iz osnov regulacijske teorije je znana problematika odvajanja v 
realnih sistemih. Vemo namreč, da odvajanje posebej ojači višjeharmonske komponente 
obravnavanega signala, torej tudi vso neželeno vsebino (šum). Zato je lahko končni rezultat 
popolnoma neuporaben. Na drugi strani je jasno, da gre za funkcijo, ki je nepogrešljiva na mnogih 
področjih, kjer je obdelava signalov ključnega pomena – regulacijska tehnika, telekomunikacije, 
medicinska diagnostika, itd. Ker idealni diferenciator ni izvedljiv, poleg tega pa njegova uporaba v 
realnih sistemih ne bi dala zadovoljivih rezultatov, je bilo v preteklosti razvitih mnogo praktično 
uporabnih aproksimacij te funkcije. Pomemben prispevek k temu je imel skokovit razvoj 
mikroračunalniških struktur, numeričnih metod, ter nenazadnje potreba po takšnih rešitvah. V literaturi 
se pogosto pojavljajo izvedbe na osnovi različnih invertiranih integratorjev [90,91], modelno-




referenčnih adaptivnih sistemov [92], uporabni so sledilni opazovalniki [93,94], kakor tudi 
diferenciatorji z lokalno polinomsko aproksimacijo [95,96]. 
V pričujočem primeru sem, za razliko od zgoraj omenjenih rešitev, uporabil pristop na osnovi 
diskretne Fourier-eve transformacije [78]. Izbira je pravzaprav logična, glede na to, da je ta ista 
transformacija uporabljena že za izvedbo filtriranja. Ker s frekvenčnim spektrom tako že razpolagam, 
na njem izvedem še eno dodatno matematično operacijo, rezultat sinteze (IDFT) pa bo zato že kar 
filtriran odvod vhodnega signala, ki ga iščem. 
Vhodni signal, ki je predmet obravnave v konkretnem primeru (trenutna kotna hitrost rotorja), je 
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   
= + +      ∑ ∑  , (63) 
kjer je n celoštevilski večkratnik osnovne frekvence, a0, an in bn pa so Fourier-evi koeficienti, določeni 
















































=   ∑  . (66) 
Koeficient a0 predstavlja enosmerno komponento signala, par (an, bn) pa določa amplitudo in fazo n-
tega večkratnika osnovne periode – frekvenčni spekter. V tej točki analize je izvedeno filtriranje 
vhodnega signala in sicer z odstranitvijo vseh neželenih komponent. Poleg tega je mogoče z dodatno 
analizo spektra pridobiti vrsto pomembnih podatkov o trenutnem poteku postopka iterativnega učenja 
– slednje presega okvir tega dela in predstavlja dobro izhodišče za nadaljnje raziskave. 
Ker iščemo odvod vhodnega signala, uporabimo znani teorem Fourier-eve transformacije, ki govori o 
transformaciji odvoda funkcije: 
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Odvajanje v časovnem prostoru je torej povezano z množenjem s frekvenco v frekvenčnem prostoru. 















   
= − +      ∑ ∑  . (69) 
Pomembno je, da lahko popolnoma selektivno določamo frekvenčno vsebino kompenzacijskega 
signala, kar je velika prednost, tako v smislu funkcije filtriranja, kakor tudi računske zahtevnosti.  
Pri realizaciji postopka iterativnega učenja na način, kot je predstavljen v tem delu, ni dovolj zgolj 
določitev faktorja učenja KL na osnovi mehanskih parametrov stroja. Kot vidimo iz pravkar 
predstavljenega, se faza parametriranja razširi vsaj še na izbor harmonskih komponent, ki so 
uporabljene pri sintezi, ter določitev primerne frekvence vzorčenja. V primeru zahtevnejših algoritmov 
na osnovi analiz spektra je naloga lahko še toliko težja. V veliko pomoč je na tem mestu lahko 
poglobljeno poznavanje karakteristik stroja. Pri praktični realizaciji odigra pomembno vlogo tudi 
izbira numeričnih metod. 
 
5.4 Vrednotenje rezultatov 
 
Pred pričetkom analize simulacijskih in eksperimentalnih rezultatov, je treba definirati kriterije 
oziroma predpise za njihovo vrednotenje. V pričujočem primeru gre za vrednotenje vpliva valovitosti 
navora na obravnavani pogonski sistem in je glavni poudarek na valovitosti kotne hitrosti rotorja, kot 
posledici omenjenega neželenega vpliva. Skupaj s kotnim pospeškom rotorja sta to ključni veličini v 
postopku. Predstavljeni sta tako v časovnem, kot tudi v frekvenčnem prostoru. 
Poleg časovnega poteka opazovane veličine rabimo še statistično mero za vrednotenje rezultata na 
celotnem iteracijskem ciklu (periodi). Uporabil sem t.i. RMS mero, ki je matematično izražena kot 













= −∑  . (70) 




S to mero je določena stopnja valovitosti obravnavane veličine. 
Potek funkcije Eω v odvisnosti od števila iteracijskih ciklov je v nadaljevanju uporabljen za prikaz 
konvergence in stabilnosti procesa učenja pri določenih pogojih. 









6 Simulacijski rezultati 
 
V tem poglavju so predstavljeni rezultati simulacijskega preizkusa delovanja opisane metode 
iterativnega učenja na modelu električnega motorja. Ti rezultati bodo v nadaljevanju služili kot 
podlaga za načrtovanje realnega sistema vodenja. 
Področje simulacij predstavlja t.i. zlati standard v procesu načrtovanja sistemov. Simulacijska 
verifikacija in validacija že v fazi zasnove in načrtovanja omogočata poglobljen vpogled v obnašanje 
sistema in posledično doprinašata k sprejemanju optimalnih odločitev načrtovalcev. Izrednega pomena 
je prispevek k skrajševanju razvojnega časa in predvsem razvojnih stroškov. Dodatno težo temu 
področju daje tudi stalen razvoj računalniške strojne opreme in uporabniško prijaznih simulacijskih 
okolij. Kljub vsemu pa se je treba zavedati, da ni dobre oziroma uporabne simulacije brez dobrega 
modela. Postopek modeliranja je v celotni zgodbi ključnega pomena. Določitev primerne stopnje 
kompleksnosti modela na eni strani zagotavlja uporabne rezultate, na drugi strani pa vpliva na časovno 
komponento simulacijskega teka. Tudi nabor testnih pogojev in izbira simulacijskih metod ključno 
vplivata na končne rezultate. 
Celoten simulacijski del naloge sem izvedel v okolju Matlab/Simulink. Na začetku je predstavljena 
uporabljena simulacijska shema, nato je podana predstavitev simulacijskih pogojev in rezultatov. 
 
6.1 Simulacijska shema 
 
Osnova simulacijske sheme je linearni model električnega motorja s trajnimi magneti, ki ga opisuje 
sistem diferencialnih enačb (19). Električni in mehanski del modela motorja sta v okolju 
Matlab/Simulink zgrajena kot ločena podsistema, prikazana na Sl. 42 in Sl. 43. 
Ker pri prikazanem modelu gre za poenostavitev (linearizacijo) dejanskega sistema (poglavje 4.1), 
med drugim tudi ni upoštevana nobena od komponent valovitosti navora. Kot je bilo predhodno že 
omenjeno, je modeliranje slednjega zaradi številnih izvorov izjemno težavna in obsežna naloga. Pri 
tem je izjema edino samodržni navor, ki ga je mogoče relativno enostavno izmeriti, pa še ta meritev ni 
splošno uporabna. Ker me podrobna analiza valovitosti navora v tem delu ne zanima, pač pa sem 
osredotočen na odpravo vpliva te valovitosti na delovanje stroja, tudi ne rabim posebnega modela za 
to. Posledično sem v uporabljenem modelu neželeni navor realiziral kot dodatno navorno vzbujanje, ki 
je določeno s tabelirano funkcijo kota rotorja. V tabeli je upoštevana dejanska (izmerjena) vrednost 
samodržnega navora, ostale komponente so vsebovane na osnovi ocenjenih vrednosti. Pomembno je, 




da je zajeto primerno frekvenčno področje. Potek dodatnega navornega vzbujanja s pripadajočim 
amplitudnim spektrom je prikazan na Sl. 44. 
 
 
Sl. 42: Električni del modela motorja (El_Model) 
 
 
Sl. 43: Mehanski del modela motorja (Meh_Model) 
 
 





Sl. 44: Simulirana valovitost navora; (a) funkcija kota, (b) amplitudni spekter 
 
Celotni model motorja je na Sl. 45. Vhodne veličine so fazne napetosti, bremenski navor ter valovitost 
navora, izhodne pa fazni tokovi ter kot in kotna hitrost rotorja. 
 
 
Sl. 45: Model motorja (Motor) 
 
Okrog modela motorja je nato zgrajena celotna shema vodenja, ki vsebuje trifazno-dvofazne 
transformacije, transformacije med koordinatnimi sistemi, blok za razklopitev, tokovne regulatorje in 
blok z algoritmom iterativnega učenja. Simulacijska shema na najvišjem nivoju je podana na Sl. 46. 



































Sl. 46: Simulacijska shema na najvišjem nivoju 
 
Algoritem iterativnega učenja sem realiziral s pomočjo t.i. S-funkcijskega bloka, kjer sta vhodni 
veličini električni kot ter hitrost rotorja, izhod pa je referenčna vrednost navorne komponente 
statorskega toka. 
Še ena poenostavitev je razvidna iz sheme. Ni namreč modela pulzno-širinskega modulatorja s 
tranzistorsko izhodno stopnjo. To si lahko privoščim pod predpostavko, da je osnovna frekvenca 
vzbujanja motorja precej nižja od stikalne frekvence modulatorja, ter da so časi preklopov močnostnih 
stikal in pripadajoči mrtvi časi zanemarljivi v primerjavi z modulacijsko periodo. 
 
6.2 Vpliv valovitosti navora na delovanje motorja 
 
V tem poglavju je simulirano obnašanje motorja brez kompenzacije navorne valovitosti. Ker je rdeča 
nit tega dela indirektna identifikacija navora preko analize signala kotne hitrosti rotorja, se najprej 
osredotočimo na to spremenljivko. Sl. 47 podaja potek kotne hitrosti v odvisnosti od električnega kota 
rotorja. Simuliral sem neobremenjen motor. Opravljena sta bila dva simulacijska teka – v navornem 
načinu, ko je nastavljena konstantna vrednost reference navornega toka (isq_ref) ter v hitrostnem 
oziroma kaskadnem načinu vodenja, ko je dodana nadrejena hitrostna regulacijska zanka. Evidentno 
je, da hitrostni PI-regulator (PIω) sicer zmanjša vpliv valovitosti navora, odvisno sicer od nastavitev 
njegovih parametrov, odpraviti pa ga iz že omenjenih razlogov ne more (pogl. 5.2). 
 
 





Sl. 47: Potek kotne hitrosti motorja v hitrostnem in navornem načinu – 20 min-1 
 
Razliko v vzbujanju motorja pri opisanih načinih obratovanja najlažje ponazorimo s trajektorijami 
vektorja faznega toka v polarnih koordinatah (Sl. 48). V navornem načinu, ko je motor vzbujan s 




Sl. 48: Trajektorija vektorja faznega toka – 20 min-1; (a) v hitrostnem načinu (b) v navornem načinu  
 
Odziv sistema v hitrostnem načinu delovanja pri skočni spremembi reference kotne hitrosti je prikazan 
na Sl. 49. Povprečna hitrost sicer sledi referenčni vrednosti, napake zaradi valovitosti navora pa na ta 
način ni mogoče v celoti odpraviti, saj reakcija regulatorja temelji na že-prisotni napaki na njegovem 
vhodu. 
 



























































Sl. 49: Odziv modela na skočno spremembo reference hitrosti; (a) kotna hitrost, (b) izhod regulatorja 
PIω 
 
Simulacija delovanja motorja pri višji kotni hitrosti (Sl. 50) kaže na zmanjšanje vpliva valovitosti 
navora zaradi slabljenja mehanskega dela stroja (posledica vztrajnosti rotorja). 
 
 
Sl. 50: Potek kotne hitrosti motorja v hitrostnem in navornem načinu – 100 min-1 
 
Na osnovi predstavljenih rezultatov je mogoče zaključiti, kar je bilo tudi pričakovano, da klasično, 
zgolj z npr. hitrostno regulacijo, problema ni mogoče odpraviti. Neželeni vpliv je do določene mere 















































možno zgolj omiliti, kar pa je še vedno daleč od sprejemljivega, ko so v igri napredni pogonski sistemi 
za najzahtevnejše aplikacije. To je v nadaljevanju dokazano tudi z dodatnimi meritvami na realnem 
sistemu. 
 
6.3 Postopek iterativnega učenja 
 
V tem poglavju je opisana implementacija algoritma iterativnega učenja v obstoječi simulacijski 
model. Ključni vhodni podatek tega algoritma je kotna hitrost rotorja, ki jo je treba tekom vsake 
iteracije tabelirati v odvisnosti od električnega kota. Podobno kot v [78], sem za dimenzijo tabele 
izbral vrednost 29. Zahtevam, da je obravnavani sistem med učenjem v ustaljenem stanju, kar pomeni, 
da je izpolnjen pogoj 
 [ ] 90 2 1r rω ω ε − − <  ,  (71) 
kjer je ε dovolj majhna konstanta. Izraz (71) lahko uporabimo tudi kot pogoj za začetek postopka. 
Proces iterativnega učenja je najprej izveden pri nizki hitrosti rotorja, kjer je omogočena boljša 
identifikacija navorne valovitosti, pričakovano pa tudi pravilnejši končni rezultat. 
Signalu rotorske kotne hitrosti je dodana določena stopnja šuma za simulacijo realnih razmer pri 
obdelavi vhodnega signala in računanju njegovega odvoda. 
Prvi korak po zajemu periode vhodnega signala je pretvorba le-tega v frekvenčni prostor. Sledi analiza 
spektra, ki zajema tudi eliminacijo vseh tistih komponent, ki v postopku sinteze kompenzacijskega 
signala ne bodo uporabljene. V simulacijskem delu naloge je upoštevanih prvih 12 harmonskih 
komponent, vsa ostala vsebina vhodnega signala pa zanemarjena. Okrnjeni frekvenčni spekter je 
množen s frekvenco, nato pa z inverzno transformacijo pretvorjen nazaj v časovni prostor. Rezultat je 
iskani odvod vhodnega signala. Slednji je v zaključku iteracije množen s faktorjem učenja in dodan 
trenutni vrednosti kompenzacijskega signala, ki je v naslednji iteraciji uporabljen za vzbujanje 
motorja. 
Potek vhodnega signala v prvi iteraciji, njegov odvod po kotu ter del amplitudnega spektra so razvidni 
s Sl. 51. 
 





Sl. 51: Delovanje nekompenziranega sistema; (a) kotna hitrost, (b) odvod hitrosti, (c) amplitudni 
spekter signala kotne hitrosti 
 
Iz spektra je razviden prevladujoč vpliv druge harmonske komponente, ki je posledica samodržnega 
navora, dodatno nekoliko izstopajo še osnovna, 3. in 6. komponenta, ostala vsebina je praktično 
zanemarljiva. Šumni del vhodnega signala je odstranjen v fazi analize frekvenčnega spektra, s čimer je 
onemogočen njegov negativni vpliv. Z uporabo Fourier-eve transformacije je tako izvedeno 
učinkovito filtriranje in na ta način preprečen vstop visoko-frekvenčnih komponent v proces učenja, 
kar sicer povzroča nestabilno oziroma divergentno delovanje. 
Kot je že bilo omenjeno, je ključna izbira vrednosti faktorja učenja KL. Od slednjega sta odvisni tako 
stabilnost procesa, kot tudi hitrost konvergence. Optimalna vrednost je definirana z izrazom (56) in 
zahteva poznavanje mehanskih parametrov stroja. Glede na to, da z njimi razpolagam, je naloga 
trivialna, torej: KL =KL'=0,1. 
Simulacija procesa iterativnega učenja pri optimalni izbiri faktorja KL pokaže, da je dosežena končna 
kompenzacija valovitosti navora v zgolj 4 iteracijah. Poteki kotne hitrosti rotorja med učenjem so 
prikazani na Sl. 52. Vrednosti mere za vrednotenje kompenzacije valovitosti, ki je definirana z 
izrazom (70), so za posamezne iteracije prikazane na Sl. 53. 
 


















































Sl. 52: Potek kotne hitrosti med iteracijami učenja pri KL=0,1 
 
 
Sl. 53: Konvergenca procesa - potek mere Eω 
 
Končni rezultat postopka iterativnega učenja je referenčna vrednost kompenzacijskega toka isq_c, 
podana v obliki vpogledne tabele, ki je indeksirana s trenutno vrednostjo električnega kota rotorja. 
Poteki te veličine med postopkom učenja za posamezne iteracijske cikle so zbrani na Sl. 54. 
 


































Sl. 54: Kompenzacijski referenčni tok isq-c 
 
 
Sl. 55:Delovanje kompenziranega sistema; (a) kotna hitrost, (b) primerjava amplitudnih spektrov 
signala kotne hitrosti 
 
Potek kotne hitrosti rotorja in njena frekvenčna vsebina po zaključenem postopku učenja sta razvidna s 
Sl. 55. Prikazani amplitudni spekter po kompenzaciji sestavlja zgolj šumna vsebina in evidentno je, da 



























































je dosežena ustrezna kompenzacija in tako v največji možni meri odpravljen vpliv neželenih navornih 
komponent. 
Najpomembneje pri vsem skupaj je, da je ta izid dosežen z minimalnim poznavanjem karakteristik 
pogonskega sistema. Ker proces temelji na mehanizmu učenja, je popolnoma neobčutljiv na tolerance 
pri izdelavi in sestavi sistema ter kot tak primeren za uporabo v pogojih serijske proizvodnje. 
Na tem mestu je podan še vpliv kompenzacije navorne valovitosti na vektor statorskega toka. 
Simuliran je kompenziran sistem v prostem teku ter pri konstantni obremenitvi 20 Nm. Trajektorije 
vektorja faznega toka so prikazane na Sl. 56. 
 
 
Sl. 56: Trajektorija vektorja faznega toka kompenziranega sistema 
 
V nadaljevanju je raziskan vpliv vrednosti faktorja učenja na konvergenco procesa. To je posebej 
pomembno, ko so mehanski parametri sistema podani z določeno negotovostjo, posledično pa lahko 
tudi pri faktorju učenja zgrešimo optimalno ali pa mejno vrednost. Opravljenih je več simulacijskih 
tekov pri različnih vrednostih KL, kot je razvidno s Sl. 57, kjer so zbrani poteki kriterijske funkcije Eω. 
Pri izbiri KL=0,205 je kršen pogoj (55), kar se odraža v divergentnem delovanju. Na drugi strani, pri 
vrednosti KL=0,025, ki je za faktor 4 manjša od optimalne, se sicer zmanjša hitrost konvergence, 
vendar do končne rešitve še vedno pridemo z relativno majhnim številom iteracij. 
Ker sem uporabil t.i. idealni filter in je tako zanesljivo izpolnjen pogoj (46), je vedno moč najti dovolj 
majhno vrednost KL, s katero je zagotovljena konvergenca. To dejstvo tudi predstavlja izhodišče za 
načrtovanje morebitnega samonastavljivega mehanizma, ki je uporaben predvsem takrat, ko ni na 
voljo verodostojnih podatkov o parametrih pogonskega sistema. 

























Sl. 57: Konvergenca / divergenca pri različnih vrednostih KL 
 
Zanimiva je simulacija postopka iterativnega učenja pri višji kotni hitrosti rotorja. Enako, kot pri 
simulaciji vpliva valovitosti navora, je izbrana delovna točka pri 100 min-1. Kot je v začetku tega 
poglavja že prikazano, se vpliv navorne valovitosti z višjo hitrostjo zmanjša zaradi dušenja 
mehanskega sistema. Zato velja preveriti obnašanje sistema tudi pri teh pogojih. Faktor učenja KL je 
nastavljen na optimalno vrednost, opazujemo pa potek funkcije Eω (Sl. 58). Že iz začetne vrednosti 
slednje je, v primerjavi s predhodnimi rezultati (Sl. 57), moč opaziti občutno razliko zaradi vpliva 




Sl. 58: Konvergenca procesa pri 100 min-1 in KL=0,1 
 
Pojav, ki je pogost v sistemih z iterativnim učenjem, je divergenca v primeru postopkov z velikim 
številom iteracij [76]. Dogaja se namreč, da proces uspešno odpravi regulacijski pogrešek, po 
določenem času pa, če učenje ni prekinjeno, sistem postane nestabilen. To je posledica vpliva 

























visokofrekvenčnih komponent, ki ne zadostijo stabilnostnemu pogoju. Gre za komponente, na prvi 
pogled zanemarljivih amplitud, ki vstopajo v proces, se v njem zaradi integracijskega delovanja 
akumulirajo ter ga po zadostnem številu iteracij tudi destabilizirajo. Zato je na tem mestu treba 
preveriti še delovanje v teh pogojih. Na Sl. 59 je potek funkcije Eω pri daljšem simulacijskem času. 




Sl. 59:Stabilnost procesa pri velikem številu iteracij 
 
Na prvi pogled delovna točka stroja nima vpliva na izid učenja. V obeh simulacijskih ciklih, ki sta bila 
izvedena, je bila dosežena pričakovana kompenzacija vpliva navorne valovitosti pri nizkem številu 
iteracij. Se pa občutna razlika pokaže, ko primerjamo rezultat postopka učenja – kompenzacijski 
signal. Na Sl. 60 so zbrani poteki simulirane navorne valovitosti ter kompenzacijskih signalov, 
pridobljenih pri nizki in visoki hitrosti. Slednji izkazuje precejšnje odstopanje od pričakovane 
vrednosti, predvsem na račun močno poudarjene 12. harmonske komponente. Ključni razlog za 
prikazano odstopanje je občutno poslabšana indirektna identifikacija zaradi dušenja mehanskega dela 
stroja. 
Kljub enakemu končnemu izidu, kar se tiče poteka kotne hitrosti, pa kompenzacijski signal v primeru 
učenja pri visoki hitrosti ni pravilen, posebej pa neprimeren za uporabo v nizko-hitrostnem področju. 
Očitno je torej, da je postopek iterativnega učenja treba izvajati pri čim nižji kotni hitrosti rotorja, kjer 
je vpliv mehanskega dušenja majhen oziroma zanemarljiv. 
 
 













Sl. 60: Primerjava kompenzacijskih signalov z originalnim vzbujanjem 
 
Potek funkcije Eω pri mejni vrednosti faktorja učenja KL =0,2 je prikazan na Sl. 61. V tem primeru pa 
pride do predhodno omenjenega pojava – proces v prvem delu konvergira proti določeni minimalni 
vrednosti, z nadaljevanjem pa postane nestabilen in divergira. 
 
 
Sl. 61: Potek mere Eω pri kotni hitrosti 100 min-1 in KL=0,2 
 
















Učenje pri 20 min-1
Učenje pri 100 min-1












7 Eksperimentalni rezultati 
 
Rezultati eksperimentalnega dela so ključnega pomena za verifikacijo in validacijo predstavljenega 
pristopa oziroma rešitve. Pridobljeni so na realnem sistemu in kot taki nudijo najbolj verodostojen 
vpogled v delovanje celotnega sklopa. So pomemben dejavnik iteracijskih ciklov razvojnega procesa, 
v končni fazi pa tudi eden glavnih faktorjev pri prenosu dane rešitve v proizvodni proces. 
V tem poglavju je eksperimentalno dokazana primernost opisane metode kompenzacije navorne 
valovitosti TFM motorja. Tako pridobljeni rezultati so tudi pomembna nadgradnja rezultatov, ki so bili 
pridobljeni v simulacijskem postopku. 
Celoten eksperimentalni del naloge sem izvedel na razvojnih prototipih krmilne enote in TFM 
motorja, kot ključnih gradnikih obravnavanega pogonskega sistema. 
V nadaljevanju je najprej podrobneje opisan eksperimentalni sistem, uporabljen v tem delu, sledi 
meritev vpliva valovitosti navora na delovanje sistema, aplikacija algoritma iterativnega učenja, v 
zaključku pa je podana primerjava delovanja kompenziranega in nekompenziranega sistema. 
 
7.1 Opis eksperimentalnega sistema 
 
7.1.1 Krmilna enota 
 
Za napajanje motorja sem uporabil Kolektorjevo razvojno verzijo krmilne enote (Sl. 62), ki je bila 
zasnovana prav za potrebe razvoja programske opreme in testiranja prototipov. Njene glavne 
karakteristike vsebuje Tabela 3. 
 
Tabela 3: Karakteristike krmilne enote 
Napajalna napetost 12-36V 
Max. fazni tok 100Arms 
Komunikacijski vmesniki JTAG, RS232, RS485, SSI, CAN 
Podpora za senzorje kota Analogni sin-cos, SSI, inkrementalni 









Sl. 62: Krmilna enota 
 
Krmilno enoto v grobem lahko razdelimo na naslednje gradnike (Sl. 63): 
• digitalni signalni kontroler, 
• nizko-napetostni napajalnik, 
• 3-fazni razsmernik oziroma močnostna izhodna stopnja, 
• pomožna močnostna stopnja, 
• tokovni merilniki z merilnim ojačevalnikom, 
• napetostno merilno vezje, 
• prilagodilna vezja komunikacijskih vmesnikov, 










































Sl. 63: Blokovna shema krmilne enote 
 
Srce krmilne enote je 16-bitni digitalni signalni kontroler DSC56F8323 proizvajalca Freescale [97,98]. 
Gre za večnamenski, nizkocenovni mikrokontroler z 56800E DSP jedrom in širokim naborom 
perifernih modulov. Primarno je namenjen uporabi v avtomobilskih aplikacijah, industrijskem okolju, 




medicinski opremi, posebej pa tudi kot osnova močnostnih pretvorniških sistemov. Njegove 
poglavitne značilnosti so: 
• 60 MHz jedro z 60MIPS, 
• 32KB programskega in 8KB podatkovnega FLASH pomnilnika, 
• 4KB programskega in 8KB podatkovnega RAM pomnilnika, 
• 6-kanalni 16-bitni PWM modul, 
• 8-kanalni 12-bitni A/D pretvornik, 
• JTAG,SCI, SPI in FlexCAN komunikacijski moduli, 
• dva splošno-namenska kvadraturna časovna modula, 
• do 27 GPIO linij. 
 
Za uporabo na področju motornega vodenja sta posebej pomembna A/D pretvornik z visoko 
ločljivostjo in pa visoko-zmogljivi PWM modul s široko paleto naprednih funkcij. Arhitektura 
omogoča njuno medsebojno sinhronizacijo kar nudi optimalno izbiro trenutka vzorčenja vhodnih 
veličin. 
Izpostaviti velja tudi standardne komunikacijske module, ki so ključni za povezavo z nadzornimi in 
diagnostičnimi enotami, pa tudi z nekaterimi pomožnimi senzorji in merilnimi inštrumenti. Gre za 
zmogljive periferne enote, ki v celoti skrbijo za obdelavo komunikacijskih signalov na fizičnem 
nivoju, brez obremenitve procesorskega jedra. Pomenijo močno podporo uporabniku, tako v fazi 
razvoja in testiranja, kot tudi pri končnem izdelku. 
Močnostni razsmerniški del vezja je izdelan na ločenem tiskanem vezju z aluminijasto osnovo, ki 
omogoča učinkovit prenos toplote z ohišij močnostnih MOSFET stikal na hladilno telo. Vsa 
močnostna stikala so, z namenom povečanja tokovne zmogljivosti in hladilnega učinka, izvedena s 
paralelno vezavo treh MOSFET elementov. 
Pri pomožni močnostni stopnji gre za polni (H-) mostič, uporabljen za napajanje elektro-magnetne 
parkirne zavore, ki je prigrajena motorju. 
Za merjenje napetosti enosmerne zbiralke je uporabljen uporovni napetostni delilnik, za merjenje 
faznih tokov motorja pa tokovno-napetostni pretvorniki na osnovi Hall-senzorjev ter pripadajoči 
merilni ojačevalniki. 
Prilagodilna vezja komunikacijskih vmesnikov so zgrajena na osnovi namenskih integriranih vezij, 
skrbijo pa za impedančno in napetostno prilagoditev komunikacijskih signalov. 
Posluževalni panel nudi uporabniku možnost osnovnega upravljanja s sistemom s pomočjo nabora tipk 
in potenciometrov ter spremljanje stanj sistema preko niza svetlečih LED diod. 




7.1.1 Vgradna programska oprema 
 
Vgradno programsko opremo za realizacijo predlaganih algoritmov vodenja na uporabljenem 
digitalnem signalnem kontrolerju sem v celoti realiziral s pomočjo programskega jezika C. Gre za 
dogodkovno-osnovano strukturo, saj je zahtevano izvajanje v realnem času. Slednje namreč pogojuje 
natančno in zanesljivo časovno razporeditev posameznih opravil, od česar je odvisno pravilno in 
stabilno delovanje sistema z ustrezno stopnjo varnosti. Izdatno pomoč pri realizaciji teh zahtev nudi 
namenska periferija kontrolerja, skupaj s pripadajočo prekinitveno logiko. 












Sl. 64: Avtomat stanj sistema 
 
Temelj za časovno razporeditev posameznih opravil je modulacijska perioda PWM modulatorja, 
določena s PWM časovnikom, ki definira osnovni cikel vodenja (Sl. 65). Zaradi merilnih motenj, ki so 
posledica preklopov močnostnih stikal, sem zajem analognih veličin izvajal v skrajnih (in vmesnih) 
točkah modulacijske periode - v času prisotnosti ničelnega napetostnega vektorja. Za ta namen sem 
uporabil možnost medsebojne avtomatske sinhronizacije PWM generatorja in A/D pretvornika. Zajem 
vrednosti kota rotorja in izračun algoritma sledilnika pozicije se izvajata z dvojno frekvenco v t.i. 
"Reload" prekinitveni rutini, proženi z mejnimi vrednostmi PWM časovnika. Glavni regulacijski 
algoritem se izvaja v "A/D eos" prekinitveni rutini, proženi z zajemom zadnjega vzorca v nizu meritev 
A/D pretvornika. Za zagotavljanje natančnega vzorčenja podatka o kotu je omogočeno t.i. gnezdenje 
prekinitev na osnovi njihove definirane prioritete. "Reload" prekinitev ima tako višjo prioriteto kot 
"A/D eos" in jo lahko prekinja. 














»A/D eos« prekinitvena rutina
Preostali procesorski čas
 
Sl. 65: Časovna razporeditev opravil znotraj osnovnega cikla vodenja 
 
Posebej pomemben je princip gnezdenja pri realizaciji zaščitnih funkcij. Nad-tokovna in nad-
napetostna zaščita sta izvedeni s prekinitvijo najvišje prioritete, ki je prožena, ko vrednost A/D 
pretvorbe preseže določene pred-nastavljene nivoje. Na ta način je zagotovljena hitra detekcija napak 
in takojšnje ukrepanje – varna zaustavitev sistema z izklopom močnostne stopnje pretvornika. 
Vsa dodatna opravila, ki niso časovno-kritična, se izvajajo v glavni programski zanki "main()" med 
preostalim procesorskim časom. 









Sl. 66: Struktura programskih opravil 




7.1.2 Struktura testno-merilnega sistema 
 
Testno-merilno mesto, uporabljeno za izvedbo eksperimentalnega dela naloge je prikazano na Sl. 67. 
V grobem je razdeljeno na sledeče sklope 
• pogonski sklop (krmilna enota + TFM motor) 
• napajalni sistem 
• elektrodinamična zavora (dinamometer) z nadzorno enoto 
• PC za nadzor pogonskega sklopa in zajem podatkov. 
 
 
Sl. 67:Testno-merilno mesto 
 
Shematski prikaz testne postavitve je na Sl. 68. 
Elektrodinamična zavora omogoča statično in dinamično obremenitev testiranca (motorja) v navorni 
ali hitrostni regulacijski zanki in je nepogrešljiv člen v fazi razvoja komponent pogonskih sistemov. V 
kombinaciji z močnostnim analizatorjem omogoča popoln vpogled v močnostne razmere merjenega 
pogonskega sklopa. 
Za nadzor pogonskega sklopa ni bil uporabljen posluževalni panel na krmilni enoti, pač pa namenski 
uporabniški vmesnik Freemaster proizvajalca Freescale [99], Sl. 69. Gre za nadzorno-diagnostično 
orodje, ki ima preko dodatnega gonilnika na ciljnem sistemu neposreden dostop do podatkovnega 
pomnilnika in tako do vseh spremenljivk. Uporabniku omogoča popoln nadzor in prikaz vrednosti 
spremenljivk, kakor tudi grafično predstavitev le-teh. Slednja lahko poteka v realnem času pri omejeni 




komunikacijski zmogljivosti ali pa na osnovi snemalnika s poljubnim prožilnim signalom. Aplikacija 
podpira več različnih komunikacijskih protokolov, dodatno je mogoče preko ActiveX objekta 
vzpostaviti povezavo z nekaterimi drugimi programi (Excel, Matlab, Visual Basic). Večina podatkov 
eksperimentalnega dela naloge je zajeta s pomočjo tega orodja. 
 
 
Sl. 68:Shema testno-merilnega mesta 
 
 











Močnostni analizator Krmilnik zavore
Nadzor pogona in 
zajem podatkov









7.2 Rezultati meritev 
 
7.2.1 Vpliv valovitosti navora na pogonski sistem 
 
Rdeča nit te disertacije je v povezavi med neželeno navorno valovitostjo stroja ter vplivom le-te na 
potek kotne hitrosti rotorja. Uspešnost predlagane metode pogojuje prav uspešna identifikacija te 
odvisnosti. Zato je v prvi vrsti pomembno, kako in v kolikšni meri ta pojav vpliva na merjeno veličino 
– kotno hitrost rotorja. Na Sl. 70 so zbrani poteki kotne hitrosti vzdolž ene periode oziroma pri zasuku 
rotorja za en električni obrat in sicer v 6 različnih obratovalnih točkah. Podatki so pridobljeni pri 
neobremenjenem motorju ter v navornem načinu vodenja. Z naraščanjem hitrosti se zmanjšuje 
amplituda hitrostne valovitosti zaradi dušenja mehanskega sklopa – vztrajnosti rotorja. Pri višjih 
hitrostih prihaja do izraza tudi negativni vpliv zaradi omejene ločljivosti uporabljenega enkoderja. 
Opazen je prevladujoč vpliv druge harmonske komponente, kar je pokazatelj visoke stopnje 
samodržnega navora (Sl. 12) tega TFM stroja. 
 
 
Sl. 70: Potek kotne hitrosti rotorja v različnih obratovalnih točkah 

























































































Vpliv navorne valovitosti na hitrostno reguliran sistem je razviden s Sl. 71. Meritev sem izvedel na 
neobremenjenem motorju pri skočni spremembi hitrostne reference. Podobno, kot pri simulacijskem 
preizkusu, hitrostni regulator lahko zgolj nekoliko omili neželeni vpliv. Zagotovljena je le regulacija 




Sl. 71: Odziv motorja na skočno spremembo reference hitrosti; (a) kotna hitrost, (b) izhod regulatorja 
PIω 
 
7.2.2 Postopek iterativnega učenja 
 
Postopek iterativnega učenja sem prav tako izvedel pri neobremenjenem motorju ter, zaradi že znanih 
razlogov, v navornem načinu vodenja, brez zunanje hitrostne regulacijske zanke. Za začetek sem 
izbral vzbujanje z minimalno vrednostjo toka isq_r (navora), ki še omogoča vrtenje rotorja motorja. Na 
ta način je zagotovljena minimalna hitrost med postopkom. Potek kotne hitrosti ter pripadajoča 
frekvenčni spekter in signal odvoda pred prvo iteracijo so prikazani na Sl. 72. Zaradi omejene 
frekvenčne vsebine merjene veličine je v fazi računanja inverzne Fourier-eve transformacije 
upoštevanih le prvih 10 harmonskih komponent. Na ta način je, enako kot v simulacijskem preizkusu, 
realizirano učinkovito filtriranje. Signal odvoda kotne hitrosti na Sl. 72-b je, po določenem skaliranju, 
uporabljen v prvi iteraciji kot dodatno navorno vzbujanje za kompenzacijo valovitosti. Vrednost 





























faktorja učenja KL je nastavljena na vrednost 0,1, ki, glede na parametre motorja, zagotavlja najhitrejšo 
konvergenco. Poteki kotne hitrosti med posameznimi iteracijami na Sl. 73 kažejo na učinkovitost 
postopka, saj je že po zgolj 5 ponovitvah dosežena končna kompenzacija navorne valovitosti in 
stabilno delovanje sistema. 
 
Sl. 72: Delovanje nekompenziranega sistema; (a) kotna hitrost, (b) odvod hitrosti, (c) amplitudni 
spekter signala kotne hitrosti 
 
 
Sl. 73: Potek kotne hitrosti pri različnih iteracijskih ciklih 







































































Potek mere Eω za vrednotenje valovitosti kotne hitrosti med procesom učenja je prikazan na Sl. 74. 
Glede na to mero je očitno, da je maksimalna kompenzacija dosežena že v peti iteraciji. 
 
 
Sl. 74: Konvergenca procesa - potek mere Eω 
 
 
Sl. 75: Primerjava amplitudnih spektrov pred in po kompenzaciji 
 
Učinkovitost uporabljenega postopka dokazuje tudi primerjava amplitudnih spektrov signala kotne 
hitrosti pred in po končanem učenju, podana na Sl. 75. 
Kakšen vpliv ima dodano kompenzacijsko vzbujanje na potek statorskih tokov motorja, je razvidno s 
Sl. 76. Uporabljen je dvofazni prikaz. 
 
































Sl. 76: Časovni potek statorskih tokov motorja; (a)-pred kompenzacijo, (b)-po kompenzaciji 
 
 
Sl. 77: Trajektorije vektorja faznega toka 
 
Sl. 77 ponazarja trajektoriji vektorja faznega toka v polarnih koordinatah pred in po kompenzaciji. 





















































Po izvedeni kompenzaciji navorne valovitosti ponovim meritev obnašanja sistema ob dodani hitrostni 
regulacijski zanki. Iz prikaza na Sl. 78 je očitno, da je dosežena natančna hitrostna regulacija brez 
zaznanega vpliva neželenih navornih komponent, za razliko od primera na Sl. 71. 
 
 
Sl. 78: Odziv pogona s kompenzirano valovitostjo navora na skočno spremembo reference hitrosti; (a) 
kotna hitrost, (b) izhod regulatorja PIω 
 
Izbira vrednosti faktorja učenja KL je izredno pomembna, saj vpliva tako na hitrost konvergence 
procesa, kot tudi na stabilnost. Ključna pri določanju te vrednosti sta izraza (55) in (56), seveda ob 
poznavanju mehanskih parametrov stroja ter njegove navorne konstante. Slednje je za obravnavani 
motor znano, zato je naloga trivialna. Proces iterativnega učenja sem ponovil pri različnih vrednostih 
faktorja KL, poteki mere Eω za vrednotenje valovitosti kotne hitrosti pa so zbrani na Sl. 79. Nekoliko 
izstopa rezultat iterativnega učenja pri KL=0,17. Ob upoštevanju vrednosti parametrov motorja ter 
uporabi izraza (55) je izračunana meja stabilnosti faktorja učenja namreč enaka 0,2. Nastali razkorak 
je lahko posledica večih dejavnikov. V prvi vrsti gre za vpliv nemodelirane dinamike in razlike med 
dejanskimi ter uporabljenimi vrednostmi parametrov pogonskega sistema. To dejstvo je zelo 
pomembno in ga je v praksi treba upoštevati. Teoretična meja stabilnosti je le orientacijska, izbira 
vrednosti faktorja KL pa naj bo zato ustrezno konzervativna. 
 































Sl. 79: Potek mere Eω pri različnih vrednostih faktorja KL 
 
 
Sl. 80: Potek mere Eω pri večjem številu iteracij 
 
Na Sl. 80 je potek mere Eω pri večjem številu iteracijskih ciklov (KL=0,1), ki dokazuje stabilnost 
postopka tudi v teh pogojih. 
Pri ponovitvi postopka iterativnega učenja pri višjih kotnih hitrostih se pričakuje negativen vpliv 
slabše hitrostne meritve, dodatno pa je seveda treba zožiti frekvenčno področje, da je izpolnjen splošni 
pogoj stabilnosti (51). 
V primeru kotne hitrosti 60 min-1 so v postopku sinteze kompenzacijskega signala upoštevane le prve 
4 harmonske komponente. Pri vrednosti KL=0,1 so poteki kotne hitrosti pri različnih iteracijskih ciklih, 
kot kaže Sl. 81. 




























Sl. 81: Potek kotne hitrosti pri različnih iteracijskih ciklih – 60 min-1 
 
Ponovitev postopka pri različnih vrednostih faktorja KL da rezultate, prikazane na Sl. 82. Pri KL=0,14 
postopek že po nekaj iteracijah začne divergirati, saj pride do kršenja stabilnostnega pogoja. Dodatno 
težavo v teh pogojih predstavlja kvaliteta podatka o trenutni kotni hitrosti. Vpliv valovitosti navora se 
zmanjša zaradi mehanskega dušenja, kar, skupaj z omejeno ločljivostjo, močno poslabša razmerje 
signal/šum. Kljub vsemu je, ob primerni omejitvi pasovne širine ter dovolj nizkem faktorju KL, 
mogoče zagotoviti stabilno delovanje in občutno zmanjšati valovitost kotne hitrosti. Tudi višje število 
iteracijskih ciklov ne predstavlja težave. 
 
 
Sl. 82: Potek mere Eω pri različnih vrednostih faktorja KL – 60 min-1 
 
Ob ponovitvi postopka pri hitrosti 100 min-1 še močneje pridejo do izraza omejitve, omenjene v 
prejšnjem odstavku. Pri prvem poskusu, kjer so v postopku sinteze uporabljeni prvi trije harmoniki 
(kršitev stabilnostnega pogoja (51)), sistem že pri vrednosti KL=0,1 izkazuje izrazito nestabilno 






































(divergentno) delovanje. S še-nižjo vrednostjo (KL=0,05) je sicer dosežena ustrezna kompenzacija 
navorne valovitosti (Sl. 83), ostaja pa težava z dolgoročno stabilnostjo (stabilnost pri večjem številu 
iteracijskih ciklov). Poteka mere Eω za opisana poskusa sta prikazana na Sl. 84. 
 
 
Sl. 83: Potek izmerjene kotne hitrosti pri različnih iteracijskih ciklih – 100 min-1 
 
 
Sl. 84: Potek mere Eω pri različnih vrednostih faktorja KL – 100 min-1 
 
Z dodatno omejitvijo frekvenčne vsebine, na zgolj 2 harmonski komponenti, je izpolnjen stabilnostni 
pogoj, posledično pa je dosežena tudi stabilnost procesa pri višjem številu iteracijskih ciklov. Potek 
funkcije Eω za slednji primer je na Sl. 85. 
 






































Sl. 85: Potek mere Eω z dodatno omejeno pasovno širino – 100 min-1 
 
Na tem mestu si velja ogledati še rezultate postopkov iterativnega učenja – kompenzacijske signale, 
pridobljene pri različnih kotnih hitrostih. Podani so na Sl. 86. Predvsem izstopa kompenzacijski signal, 
pridobljen pri najvišji hitrosti, kar je tudi pričakovano, glede na dodatno mehansko dušenje, omejeno 
frekvenčno vsebino ter kvaliteto podatka o kotni hitrosti. Identifikacija navorne valovitosti v teh 
pogojih je, kot je bilo že večkrat izpostavljeno, precej slabša, kot pa pri nizkih hitrostih. Zato tudi 
uporaba kompenzacijskega signala, pridobljenega v tej delovni točki, ni primerna v nizko-hitrostnem 
področju, saj ne zagotavlja ustrezne stopnje kompenzacije. 
 
 
Sl. 86: Primerjava kompenzacijskih signalov 
 
 




































7.2.3 Meritve obremenjenega pogonskega sistema 
 
Po končanem postopku iterativnega učenja, ko je izvedena kompenzacija navorne valovitosti, je treba 
preveriti še delovanje obremenjenega pogonskega sistema. Uporabljen je kompenzacijski signal, 
pridobljen s postopkom učenja pri najnižji možni kotni hitrosti (20 min-1). Vse meritve so opravljene 
pri statični obremenitvi. Časovni poteki faznih tokov (v ab koordinatah) pri različnih vrednostih 
bremenskega navora so podani na Sl. 87, pripadajoče trajektorije vektorja faznega toka v polarnih 
koordinatah pa na Sl. 88. Očiten je vpliv kompenzacijske komponente na prikazane poteke. 
 
 
Sl. 87:Časovni potek tokov isa in isb; (a) 20 Nm, (b) 40 Nm, (c) 70 Nm 
 
Vrednotenje delovanja kompenziranega pogonskega sistema je izvedeno s primerjavo vrednosti mere 
valovitosti kotne hitrosti Eω na celotnem nazivnem območju delovanja stroja. Podatki, ločeno 
pridobljeni na nekompenziranem in kasneje na kompenziranem sistemu, so grafično predstavljeni na 
Sl. 89. S primerjavo vrednosti mere Eω je mogoče sklepati na občutno zmanjšanje vpliva valovitosti 
navora. Poudariti je treba, da je mera Eω primerna zgolj za primerjalno analizo, iz predstavljenih 

















































absolutnih vrednosti pa ni mogoče neposredno zaključiti, ali je izvedena kompenzacija primerna za 
določeno končno aplikacijo. Nujno je torej izvesti ločeno analizo na ciljnem sistemu. 
 
 




































V disertaciji je predstavljen pristop za kompenzacijo valovitosti navora motorja s prečnim magnetnim 
poljem z uporabo metode iterativnega učenja. Obravnavani motor je bil zasnovan in razvit kot 
velikoserijski direktni pogonski element za uporabo na električnem vozilu. Gre za motor z zunanjim 
rotorjem, nizko hitrostjo in visokim navorom. 
Visoka stopnja valovitosti navora, od katere bistveno izstopa t.i. samodržni navor, občutno zmanjšuje 
področje uporabe tega stroja. Kot tak je za svoj prvotni namen povsem neprimeren, saj je nivo vibracij 
in posledično akustičnih motenj previsok. Zaradi planirane industrializacije je cenovni pritisk na 
izdelek izjemen, zato tudi ne pridejo v poštev nekatere konstrukcijske modifikacije stroja, ki bi 
omenjene negativne karakteristike omilile oziroma odpravile. Ostaja torej rešitev na področju vodenja, 
ki sicer izvora navorne valovitosti ne odpravlja, lahko pa s pomočjo dodatnega vzbujanja kompenzira 
njen vpliv na motor. 
Izvedeno je vodenje motorja v koordinatah rotorskega magnetnega sklepa, t.i. vektorsko vodenje, ki 
omogoča popolnoma razklopljeno regulacijo magnetenja in navornega vzbujanja. Na osnovi tega je 
kompenzacija valovitosti navora zasnovana s predkrmiljenjem na osnovi kota rotorja in ustreznega 
kompenzacijskega signala. Za avtomatsko sintezo slednjega je, glede na periodičen značaj navorne 
motnje, uporabljena metoda iterativnega učenja. Le-ta je izjemno primerna za serijsko proizvodnjo 
zaradi svojega adaptivnega značaja, nizkih zahtev po poznavanju ciljnega sistema ter relativno 
enostavne in poceni realizacije. 
Ker podatka o trenutni vrednosti navora na osi stroja ni na razpolago, je uporabljen indirektni pristop. 
Kot vhodni podatek algoritma tako nastopa trenutna kotna hitrost rotorja, ki je, ob upoštevanju 
prenosne funkcije mehanskega dela stroja, neposredna posledica navora. 
Glede na to, da gre za iterativni postopek, je treba zagotoviti njegovo konvergenco ter sprejemljivo 
hitrost le-te. Osnovo za načrtovanje predstavlja izraz za faktor zmanjšanja valovitosti navora med 
dvema iteracijama. Slednja ni odvisna zgolj od parametrov vodenega sistema ter faktorja učenja, pač 
pa tudi od frekvenčne vsebine vhodnega signala – trenutne kotne hitrosti rotorja. Za stabilno delovanje 
postopka je v prvi vrsti z dodtnim filtriranjem treba odstraniti vse tiste frekvenčne komponente, ki bi 
lahko povzročile divergentno delovanje. 
Pomembna pri opisanem postopku je tudi izbira tipa metode iterativnega učenja. V delu je 
predstavljen t.i. D-tip učenja, ki, kot je utemeljeno, zaradi diferencialnega značaja zagotavlja fazno 
prehitevanje ter tako kompenzira zakasnitve obravnavanega sistema. Posledično je razširjeno tudi 
uporabno frekvenčno področje, kar je pomembna prednost. 




V raziskavi sta tako funkcija filtriranja vhodnega signala, kot operacija odvajanja le-tega, realizirani v 
frekvenčnem prostoru. Na ta način je zagotovljena popolna selektivnost filtra ter izločen dobro znan 
negativen vpliv šumne vsebine signala na rezultat odvajanja. Oboje ključno prispeva k zagotavljanju 
konvergence postopka. 
Primernost opisanega postopka ter pravilnost njegovega delovanja sta najprej preverjeni s 
simulacijskim preizkusom v okolju Matlab-Simulink. Uporabljen je klasični model motorja s trajnimi 
magneti ter dodatnim navornim vzbujanjem, ki predstavlja obravnavano valovitost. Tako pridobljeni 
rezultati v celoti potrjujejo pravilnost koncepta. 
Tudi eksperimentalni rezultati, pridobljeni na realnem sistemu, dokazujejo primernost predlagane 
rešitve. Dosežena je hitra konvergenca pri pravilni izbiri faktorja učenja, na drugi strani pa je 
zagotovljena stabilnost tudi v primeru velikega števila iteracij. Pomemben je podatek, da je algoritem 
iterativnega učenja realiziran na obstoječem mikrokontrolerju, brez zahtev po dodatni računski moči. 
Preizkus kompenziranega sistema na ciljnem vozilu je prav tako potrdil zadostno odpravo vpliva 
navorne valovitosti. Sinteza kompenzacijskega signala je boljša, v kolikor je postopek učenja izveden 
pri nizkih kotnih hitrostih, kar je logična posledica tako dušenja mehanskega sistema, kot tudi kvalitete 
meritve kota oziroma hitrosti. Pomembna prednost opisane metode je, kot je že bilo omenjeno, 
adaptivni značaj, ki zagotavlja končni rezultat tudi v primeru razlik v karakteristikah med 
posameznimi stroji, ki so sicer posledica vpliva toleranc materialov in izdelave. 
Ni dvoma, da je opisan pristop k reševanju problematike navorne valovitosti korak v pravo smer. 
Prostora za raziskovanje na tem področju je ogromno, saj je teorija iterativnega učenja relativno nova, 
zagotavlja pa dobre rezultate na mnogih področjih. Predstavljeno delo lahko služi kot dobra osnova za 
nadaljnje raziskave in razvoj. Na tem mestu so zato izpostavljene nekatere smernice: 
• Izboljšanje meritve kotne hitrosti rotorja kot ključne vhodne veličine za algoritem iterativnega 
učenja. Na eni strani je nujno upoštevati ceno uporabljenega merilnika, na drugi strani pa 
stremeti k čim večji ločljivosti le-tega. Cilj je predvsem izboljšanje delovanja algoritma v 
področju višjih hitrosti. 
• Samonastavljivo delovanje algoritma. Slednje bi omogočalo uporabo rešitve brez poznavanja 
mehanskih parametrov pogona. V osnovi gre za identifikacijo parametrov pogonskega 
sistema, v nadaljevanju pa tudi za samodejno izbiro najustreznejšega tipa algoritma učenja ali 
optimalne kombinacije le-teh. 
• Razširitev predkrmiljenja s podatkom o absolutnem mehanskem kotu rotorja. Na ta način bi 
bil postopek učenja izveden za vsak posamezen kotni odsek (polova delitev) posebej. Tako bi 
bile zajete tudi razlike navorne valovitosti, ki se pojavljajo med temi odseki in so posledica 
toleranc pri izdelavi gradnikov stroja in končnem sestavu. 




• Selektivna obravnava posameznih harmonskih komponent pri sintezi kompenzacijskega 
signala. Gre za unovčenje prednosti, ki jo prinaša pretvorba v frekvenčni prostor. Ker imamo 
opravka z naborom spektralnih komponent, bi bila lahko v postopku učenja vsaka 
obravnavana ločeno, glede na definirane kriterije. 
• Razširitev kompenzacijskega signala na odvisnost od trenutne vrednosti obremenitve. 
Valovitost navora je namreč delno odvisna tudi od statorskega toka. Učenje bi bilo tako 
izvedeno v večih delovnih točkah, s tako pridobljenimi kompenzacijskimi nizi in ustrezno 
interpolacijo pa bi bila še dodatno izboljšana kompenzacija neželenih vplivov. 
• Stalno aktiven postopek iterativnega učenja med normalnim obratovanjem pogona. S tem bi 
bilo omogočeno stalno prilagajanje kompenzacijske veličine vsem obratovalnim pogojem. V 
tem primeru gre za problem izločanja periodične vsebine merjenega signala, ki je posledica 
navorne valovitosti stroja, in sicer v množici motenj iz okolice (npr. vožnja po makadamski 
podlagi, tlakovcih). Tako zahtevno nalogo lahko opravlja samo visoko dovršen in robusten 
sistem. 









9 Izvirni prispevki k znanosti 
 
Doktorska disertacija vsebuje naslednje izvirne prispevke k znanosti: 
• Razvoj in implementacija učinkovitega algoritma za kompenzacijo valovitosti navora motorja 
s prečnim magnetnim poljem. Pristop na osnovi metode iterativnega učenja z indirektno 
identifikacijo navorne valovitosti ter analizo v frekvenčnem prostoru zagotavlja učinkovito in 
avtomatsko kompenzacijo neželenih navornih komponent, ne glede na njihov izvor. Rešitev 
je robustna, nezahtevna za realizacijo in primerna za uporabo v serijski proizvodnji. 
 
• Uvedba učinkovitega podsklopa za generiranje odvoda vhodnega signala. Računanje odvoda 
je realizirano s pomočjo Fourier-eve transformacije, kar je mogoče zaradi iterativne narave 
uporabljene metode učenja. Na ta način je omogočeno ustrezno filtriranje vhodnega signala in 
posledično zagotovljena imunost na motnje in šumno vsebino. 
 
• Prispevek k razvoju metod vodenja motorja s prečnim magnetnim poljem. Predstavljena 
rešitev omogoča uporabo TFM motorja v aplikacijah z najvišjimi obratovalnimi zahtevami, 
kljub njegovi izraziti navorni valovitosti. 
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