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1 Introduction
Current trends in language technology require treebanks that do not stop at the level
of constituent structure, but include deeper and richer levels of analysis, including
appropriate meaning structures. Capturing sufficient detail at different levels of
linguistic description is too complex a task to be practically achievable by manual
annotation or shallow parsing; rather it requires sophisticated tools that help secure
the consistency of parallel but different structures.
In conventional treebanks, grammatical functions and semantic roles are often
simply attached to the syntactic constituent structure. The Penn Proposition Bank
[12, 20] is basically constructed by labeling verbs as predicates and assigning ap-
propriate semantic (thematic) roles to syntactic constituents that are in grammatical
relations to the verbs. Though useful in its own right, this approach is nevertheless
limited to verbs and is constrained by implicit isomorphism between the syntactic
and semantic structures.
In contrast, we are constructing a multilevel treebanking tool that incorporates
a deep parser and grammar for Norwegian. Inspired by the LinGO Redwoods
approach [19], we are tightly linking our treebank to grammar development so as
to achieve a sound embedding in grammatical theory and yield more useful results
for applications.
2 The TREPIL Project
The research reported on in this paper is the first stage of the Norwegian Tree-
bank Pilot Project (TREPIL). This project is not aimed at building a full scale
treebank, but at developing a suitable methodology and sophisticated tools for the
semiautomatic construction of a treebank in a later followup project.
The method is aimed at constructing a multipurpose treebank where linguistic
information is represented in three distinct levels of structure:
1. constituent structure (c-structure)
2. functional structure (f-structure)
3. semantic structure (mrs-structure)
The grammatical representations are founded in Lexical-Functional Grammar
(LFG) [1, 6] and the semantic representation in Minimal Recursion Semantics
(MRS) [5]. Thus, our approach is not only a multilevel approach, but also inte-
grates components from two linguistic theories. The different theories are inte-
grated through a common grammar and lexicon.
Given the rich structural representation on three levels of linguistic description,
it is not feasible to construct the treebank manually. Nor can we bootstrap from an
existing treebank, as was done in the PARC 700 project [8], since there is currently
no large scale treebank for Norwegian (although we should mention ongoing work
at the Text Laboratory in Oslo [17, 10]). Since we have access to NorGram, a
computational grammar for Norwegian [2], we will build the treebank as an au-
tomatically parsed corpus. We have constructed a treebanking toolkit consisting
of NorGram in conjunction with the Xerox Linguistic Environment (XLE) [13],
a large lexicon and a morphological analyzer which we have developed in coop-
eration with the LOGON machine translation project [18]. Furthermore, we have
linked this automatic parsing system to a disambiguation module and a treebank
storage system. A system for efficient treebank search still has to be developed.
The treebanking toolkit is schematically represented in figure 1.
3 Multilevel Analysis with an LFG-grammar
NorGram is a large computational grammar for Norwegian Bokmål. Its core is
written in the unification-based LFG formalism and it has at present 165 rules with
2,465 states, 28,990 arcs, and 125,930 disjuncts. The number of arcs corresponds
to the approximate number of rules there would be in the grammar if only unary
and binary-branching rules were permitted, and thus gives an impression of the
approximate size of the grammar.
The preprocessing component of the grammar consists of a morphological an-
alyzer, a compound analyzer and a named entity recognizer. The morphological
analyzer is based on a lexicon containing approximately 140,000 base forms and
Figure 1: Diagram representing the TREPIL treebanking toolkit
1,400,000 inflectional forms. Since compounding is a highly productive process
in Norwegian, not every compound can be included in the lexicon, and a means of
analyzing unknown compounds on the fly is needed. Our compound analyzer uses
regular expressions over strings and morphosyntactic features to derive probable
segmentations for such compounds, ranking them according to number of seg-
ments and other heuristic criteria. Simplex and multiword names are recognized
using a named entity recognizer which first parses the input sentence with a Con-
straint Grammar (CG) [11] parser for Norwegian and then applies an additional set
of CG rules and a regular expression parser to extract named entities [9].
At the syntactic level, as for all LFG grammars, there are two distinct struc-
tural representations: c-structure, which is a phrase structure tree, and f-structure,
which is an attribute-value matrix with information about grammatical features and
syntactic functions. In figure 2 are examples of the c-structure and f-structure for
sentence 1.
(1) Petter
Petter
sover
sleeps
ikke.
not
“Petter is not sleeping.”
Unlike other LFG grammars, ours also has a semantic projection, an mrs-
structure, as mentioned above. An mrs-structure is a flat structure consisting of
Figure 2: c-structure and f-structure for Petter sover ikke
a set of elementary predications (EPs), where each EP has a relation, a label or
handle (LBL), and a set of argument roles (ARG0 . . . ARGn). The values of the
argument roles are variables over events (e), individuals (x) or handles (h), and the
variables may carry features expressing for example number and tense information.
Partly or completely underspecified quantifier scope is allowed by means of a
QEQ relation (‘equality modulo quantifiers’) on handles. This means that there
can be a single mrs-structure for a scopally ambiguous sentence. Figure 3 shows
the mrs-structure for example 1, in which the quantifier proper_q_rel binds the
variable x8. The restriction of the quantifier is the named_rel relation, which is
shown by the fact that its RSTR variable is QEQ the handle of the named_rel EP.
The body of the quantifier is not specified, which leaves open the possibility that
other quantifiers in the sentence may or may not scope over it. In this example there
are no other quantifiers and there is hence only one way to make the mrs-structure
scopally specified: h10 = h6, h7 = h2.
Being derived by codescription, the mrs-structures in general may contain se-
mantic information that cannot be derived from the c- or f-structures, which means
that it is not redundant to store all three structures in the treebank. Thus, for ex-
ample, while the verb is the highest predicate in the f-structure, the negation is the
highest predicate in the mrs-structure (cf. that h10 QEQ h2 and h3 QEQ h11).
Figure 3: mrs-structure for Petter sover ikke
4 Disambiguation
For a hand-coded treebank, it is always a problem to get different annotators to an-
notate in the same way (e.g. Van der Beek et al. [22], Palmer et al. [20]). Even for
one annotator, it can be difficult to make the same choices across different parts of
the corpus. It is a great advantage of an automatically parsed corpus that the anal-
yses will always be consistent. However, two important issues cannot be automat-
ically resolved. One is disambiguation, the other is coverage. We have therefore
paid attention to methods and tools for dealing with these problems efficiently.
A large grammar that operates on realistic sentences is bound to expose massive
syntactic ambiguity. Parsing usually produces several possible analyses which may
be quite numerous. State of the art approaches to disambiguation typically involve
stochastic training on a treebank. If, however, there is no treebank to bootstrap
from, this is not an option. A second approach is to include preferences in the
grammar. In our grammar, this is done in the form of optimality marks, but these
lack sufficient reliability and coverage for treebanking purposes. The solution we
have chosen is manual disambiguation.
Inspection of individual candidate structures as a manual disambiguation
method must be ruled out, given that the structures are quite complex and their
numbers can run into the thousands. There is, however, an alternative strategy
based on elementary local properties of the analyses. This technique, first pro-
posed by Carter [4], is known as discriminant disambiguation. Any local property
that is not shared by all analyses may be used as a discriminant. The annotator may
then choose or reject properties according to whether the intended analysis should
or should not have these properties. Each time the annotator makes a decision on
a discriminant, the search space is diminished. Choosing a discriminant amounts
to choosing all the analyses that share that property. Likewise, rejecting a discrim-
inant amounts to rejecting all the analyses that share that property. In this way the
number of remaining analyses is rapidly reduced. Discriminant disambiguation
has also been used in the LinGO Redwoods treebank, and like Carter, they report
that annotation by this method is very fast [4, 19].
We have implemented three types of discriminants in TREPIL: c-structure dis-
criminants, f-structure discriminants and morphology discriminants. A c-structure
discriminant is the segmentation of a surface constituent string induced by a min-
imal subtree (a node with its immediate subnodes); in addition, the rule that gives
rise to this subtree is a discriminant. An f-structure discriminant is a direct path in
an f-structure from a PRED value to an embedded PRED value or from a PRED value
to an atomic value. A morphology discriminant is a word with the tags it receives
from morphological preprocessing. These discriminants are described in more de-
tail in the paper “Constructing a Parsed Corpus with a Large LFG Grammar” [21].
Examples of all three types of discriminants are found in figure 4.
An interesting property of discriminant choice decisions is that they can be
reused. After a revision of the grammar, each of the previously chosen discrimi-
nants for a given sentence is again applied to the revised analysis. This is possible
because discriminants make no reference to the grammar rules, they apply solely to
the c- and f-structures resulting from grammar application. If discriminant appli-
cation again results in full disambiguation, which will be the case most of the time,
no user intervention is needed. If on the other hand the discriminants have become
contradictory or they no longer fully disambiguate, the annotator may revise the
discriminant decisions based on a newly computed set of discriminants.
5 Treebanking Interface
Figure 4 shows a screen shot from the TREPIL Treebanking Interface. This is the
first version of the annotator’s tool for disambiguation. The treebanking interface
is implemented in Common Lisp and uses XML, XSLT and Javascript to serve the
interface web pages. C-structure trees (and graphs) are drawn using SVG (Scalable
Vector Graphics). Parse and disambiguation data are stored in a relational database.
The sentence to be disambiguated in this example is the one in 2.
(2) Tre
three/trees
bjeffer.
bark
“Three are barking.” or “Trees are barking.”
Figure 4: The TREPIL Treebanking Interface
This sentence is very simple, with only two analyses. Although the ambiguity
in this sentence has its root in a lexical ambiguity, it may be disambiguated by
choosing an f-structure discriminant, a c-structure discriminant or a morphology
discriminant. The annotator may either choose a discriminant by clicking on it or
reject a discriminant by clicking on compl (for ‘complement’). The number after
compl shows how many solutions will still be left if that discriminant is accepted.
For this example, the choice of any discriminant will fully disambiguate between
the two analyses.
The interface also shows packed c- and f-structures. Packed structures were
first implemented in XLE in order to provide a compact internal representation of
the set of solutions of a sentence. The XLE display system uses this packing to
simultaneously display all f-structures in one graph, and the packed f-structures in
the TREPIL Treebanking Interface have been tightly modeled on XLE’s packed
f-structure display. Packed c-structures, which are an innovation in TREPIL, are
directed acyclic graphs, sets of c-structure trees where certain nodes that are equal
across solutions are identified and where additional nodes indicate in which con-
texts their subnodes are valid.
As this example illustrates, there may be many more discriminants than are
necessary for complete disambiguation. A topic of further research in the TREPIL
project will be how the discriminants may best be displayed to the annotator in
order to make disambiguation as efficient as possible. It is for instance well known
that lexical ambiguities are among the easiest properties for annotators to decide
on, so that it may make sense to display discriminants for lexical ambiguities first.
When there are few analyses, the packed c- and f-structures may be valuable to the
annotator, but when there are many analyses, these structures may be too large to
even examine. Therefore the annotator may choose not to have these displayed at
all when there are more than a certain number of solutions. We will experiment
further with methods for optimizing the efficiency of the annotator’s task.
We could also have implemented discriminants for mrs-structures, but have
chosen not to do so. There are several reasons for this decision. One is that it is
not necessary; each analysis may be fully disambiguated on the basis of syntactic
and lexical properties alone, since only one mrs-structure is projected from a given
f-structure. Another reason is that for most annotators, c- and f-structure properties
will be easier to decide on than properties of mrs-structures. Finally, and most im-
portantly, the fact that we have based the discriminants on formal properties of c-
and f-structures means that the discriminants may be used not only independently
of the grammar, but also independently of the language, since all LFG grammars
have c- and f-structures but only ours has an mrs-structure. Therefore, our tree-
banking tool may be used by any LFG grammar that is implemented in XLE.
6 Aspects of Coverage
As mentioned above, coverage is an important concern for an automatically parsed
corpus. NorGram is currently being used in LOGON, a project involving machine
translation from Norwegian to English in the domain of tourist texts [18]. Table 1
gives an indication of the grammar’s current coverage of the LOGON development
corpus.
Table 1: NorGram coverage of the LOGON development corpus (October 2005)
Item length1 1–10 11–15 16–20 All <21
# % # % # % # %
Items 981 412 347 1740
Complete parses 740 75.4 207 50.2 99 28.5 1046 60.1
Fragment parses 226 23.1 151 36.7 122 35.2 499 28.7
Total coverage 966 98.5 358 86.9 221 63.7 1545 88.8
When the parser does not find a complete parse for a sentence, it tries to pro-
duce a fragment parse, which represents a sentence as a structure composed of
fragments which each are grammatical. There can be several reasons why a corpus
sentence does not get a complete parse. In some cases fragment analysis may be
intended. For instance, if the text sentence is not really a grammatical sentence,
it would not be desirable to revise the grammar to allow for coverage. In other
cases, fragment analysis may be preferred for reasons of parsing efficiency. For
instance, allowing all types of coordination that actually occur in texts would make
the parser too inefficient to be used for any practical application.
In other cases, fragment analysis may occur because the syntactic construction
involved is missing from the grammar, or because a subcategorization frame for a
certain verb is missing in the lexicon. In such cases, our interactive approach to
treebank annotation can help us to rapidly improve coverage. We will implement
a possibility for the annotator to store comments in the database so that necessary
revisions to the grammar and lexicon can be implemented during the following
revision cycle.
1Items comprise headings and other nonsentential strings in addition to sentences.
7 Conclusion
We have presented a multilevel approach to treebanking for Norwegian firmly
grounded in linguistic theory through the adoption of the LFG and MRS frame-
works. Nivre [15, 16] discusses the relation between treebanks and linguistic the-
ory. He points out that it is important that the treebank representations can be
converted to other representations depending on the requirements of different ap-
plications. In that sense, our treebank approach is a good starting point, since its
three levels of structure contain rich grammatical and semantic information rele-
vant for a variety of purposes.
The usefulness of semantic structures from deep parsing with LFG and MRS
has been demonstrated for Norwegian in the LOGON machine translation project.
Another project has used a rudimentary MRS treebanking approach with NorGram
for knowledge-based anaphora resolution (Eiken [7]). A domain-specific treebank
was constructed and predicate-argument relations were collected from the mrs-
structures. These were subsequently used to improve preferences in anaphora res-
olution.
Furthermore, our grammar is not a derivative of the treebank, but will be de-
veloped in synchrony with the treebank. This contrasts with approaches aiming
at distilling a grammar from a previously constructed treebank, (e.g. Cahill [3],
Nakanishi et al. [14]). Even if these approaches have been successful from the nar-
row viewpoint of replicating constituent structure, they have so far not resulted in
grammars that allow detailed projections at three distinct levels, as our NorGram
grammar provides. We believe it is better to derive a treebank from a previously
constructed, theoretically motivated grammar, and to further refine the grammar as
needed. Our approach guarantees that the contents of the treebank are not only in-
ternally consistent, but also consistent with the grammar and all applications based
on it.
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