Many iterative methods for solving optimization or feasibility problems have been invented, and often convergence of the iterates to some solution is proven. Under favourable conditions, one might have additional bounds on the distance of the iterate to the solution leading thus to worst case estimates, i.e., how fast the algorithm must converge.
Introduction Three algorithms
Let X be a Euclidean space, with inner product ·, · and induced norm · , and let f : X → ]−∞, +∞] be convex, lower semicontinuous, and proper. A classical method for finding a minimizer of f is the proximal point algorithm (PPA). It requires using the proximal point mapping (or proximity operator) which was pioneered by Moreau [13] : Fact 1.1 (proximal mapping) For every x ∈ X, there exists a unique point p = P f (x) ∈ X such that min y∈X f (y) + 1 2 x − y 2 = f (p) + 1 2 x − p 2 . The induced operator P f : X → X is firmly nonexpansive 1 , i.e., (∀x ∈ X)(∀y ∈ X) P f (x) − P f (y) 2 + (Id −P f )x − (Id −P f )y 2 ≤ x − y 2 .
The proximal point algorithm was proposed by Martinet [12] and further studied by Rockafellar [16] . Nowadays numerous extensions exist; however, here we focus only on the most basic instance of PPA: Fact 1.2 (proximal point algorithm (PPA)) Let f : X → ]−∞, +∞] be convex, lower semicontinuous, and proper. Suppose that Z, the set of minimizers of f , is nonempty, and let x 0 ∈ X. Then the sequence generated by (1) (∀n ∈ N) x n+1 = P f (x n )
converges to a point in Z and it satisfies (2) (∀z ∈ Z)(∀n ∈ N) x n+1 − z 2 + x n − x n+1 2 ≤ x n − z 2 .
An ostensibly quite different type of optimization problem is, for two given closed convex nonempty subsets A and B of X, to find a point in A ∩ B = ∅. Let us present two fundamental algorithms for solving this convex feasibility problem. The first method was proposed by Bregman [8] .
Fact 1.3 (method of alternating projections (MAP))
Let a 0 ∈ A and set (3) (∀n ∈ N) a n+1 = P A P B (a n ).
Then (a n ) n∈N converges to a point a ∞ ∈ C = A ∩ B. Moreover,
(∀c ∈ C)(∀n ∈ N) a n+1 − c 2 + a n+1 − P B a n 2 + P B a n − a n 2 ≤ a n − c 2 .
The second method is the celebrated Douglas-Rachford algorithm. The next result can be deduced by combining [11] and [4] .
Fact 1.4 (Douglas-Rachford algorithm (DRA))
Set T = Id −P A + P B R A , let z 0 ∈ X, and set (5) (∀n ∈ N) a n = P A z n and z n+1 = Tz n .
Then 2 (z n ) n∈N converges to some point in z ∞ ∈ Fix T = (A ∩ B) + N A−B (0), and (a n ) n∈N converges to P A z ∞ ∈ A ∩ B.
Again, there are numerous refinements and adaptations of MAP and DRA; however, it is here not our goal to survey the most general results possible 3 but rather to focus on the speed of convergence. We will make this precise in the next subsection.
Goal and contributions
Most rate-of-convergence results for PPA, MAP, and DRA take the following form: If some additional condition is satisfied, then the convergence of the sequence is at least as good as some form of "fast" convergence (linear, superlinear, quadratic etc.). This can be interpreted as a worst case analysis. In the generality considered here 4 , we are not aware of results that approach this problem from the other side, i.e., that address the question: Under which conditions is the convergence no better than some form of "slow" convergence? This concerns the best case analysis. Ideally, one would like an exact asymptotic rate of convergence in the sense of (14) below.
While we do not completely answer these questions, we do set out to tackle them by providing a case study when X = R 2 is the Euclidean plane, the set A = R × {0} is the real axis, and the set B is the epigraph of a proper lower semicontinuous convex function f . We will see that in this case MAP and DRA have connections to the PPA applied to f . We focus in particular on the case not covered by conditions guaranteeing linear convergence of MAP or DRA 5 . We originally expected the behaviour of MAP and DRA in cases of "bad geometry" to be similar 6 . It came to us as surprise that this appears not to be the case. In fact, the examples we provide below suggest that DRA performs significantly better than MAP. Concretely, suppose that B is the epigraph of the function f (x) = (1/p)|x| p , where 1 < p < +∞. Since A = R × {0}, we have that A ∩ B = {(0, 0)} and since f (0) = 0, the "angle" between A and B at the intersection is 0. As expected MAP converges sublinearly (even logarithmically) to 0. However, DRA converges faster in all cases: superlinearly (when 1 < p < 2), linearly (when p = 2) or logarithmically (when 2 < p < +∞). This example is deduced by general results we obtain on exact rates of convergence for PPA, MAP and DRA. 2 Here Fix T = x ∈ X x = Tx is the set of fixed points of T, and N A−B (0) stands for the normal cone of the set A − B = a − b a ∈ A, b ∈ B at 0. 3 See, e.g., [3] for various more general variants of PPA, MAP, and DRA. 4 Some results are known for MAP when the sets are linear subspaces; however, the slow (sublinear) convergence can only be observed in infinite-dimensional Hilbert space; see [9] and references therein. 5 Indeed, the most common sufficient condition for linear convergence in either case is ri(A) ∩ ri(B) = ∅; see [5, Theorem 3 .21] for MAP and [14] or [6, Theorem 8.5(i)] for DRA. 6 This expectation was founded in the similar behaviour of MAP and DRA for two subspaces; see [2] .
Organization
The paper is organized as follows. In Section 2, we provide various auxiliary results on the convergence of real sequences. These will make the subsequent analysis of PPA, MAP, and DRA more structured. Section 3 focuses on the PPA. After reviewing results on finite, superlinear, and linear convergence, we exhibit a case where the asymptotic rate is only logarithmic. We then turn to MAP in Section 4 and provide results on the asymptotic convergence. We also draw the connection between MAP and PPA and point out that a result of Güler is sharp. In Section 5, we deal with DRA, draw again a connection to PPA and present asymptotic convergence. The notation we employ is fairly standard and follows, e.g., [15] and [3] .
Auxiliary results
In this section we collect various results that facilitate the subsequent analysis of PPA, MAP and DRA. We begin with the following useful result which appears to be part of the folklore 7 .
Fact 2.1 (generalized Stolz-Cesàro theorem) Let (a n ) n∈N and (b n ) n∈N be sequences in R such that (b n ) n∈N is unbounded and either strictly monotone increasing or strictly monotone decreasing. Then
where the limits may lie in [−∞, +∞].
Setting (b n ) n∈N = (n) n∈N in Fact 2.1, we obtain the following:
Corollary 2.2 The following inequalities hold for an arbitrary sequence (x n ) n∈N in R:
For the remainder of this section, we assume that (8) g : R ++ → R ++ is increasing and H is an antiderivative of −1/g.
= −x −q and we can choose H(x) = x 1−q /(q − 1) which has the inverse H −1 (x) = 1/((q − 1)x) 1/(q−1) . If q = 1, then we can choose H(x) = − ln(x) which has the inverse H −1 (x) = exp(−x).
Proposition 2.4
Let (β n ) n∈N and (δ n ) n∈N be sequences in R ++ , and suppose that
Then the following hold:
7 Since we were able to locate only an online reference, we include a proof in Appendix A.
) .
(iii) If (δ n ) n∈N is convergent, say δ n → δ ∞ , and
Proof. For every n ∈ N, we have
Hence (i) holds. Combining with (7), we obtain (ii). Finally, (iii) follows from (ii).
Corollary 2.5
Let (x n ) n∈N and (δ n ) n∈N be sequences in R ++ such that (11) (∀n ∈ N) x n = x n+1 + δ n g(x n+1 ).
and rewrite the update
Definition 2.6 (types of convergence) Let (α n ) n∈N be a sequence in R ++ such that α n → 0, and suppose there exist 1 ≤ q < +∞ such that
Then the convergence of (α n ) n∈N to 0 is: 
If (β n ) n∈N is also a sequence in R ++ , it is convenient to define
The following example exhibits a case where we obtain a simple exact asymptotic rate of convergence.
Example 2.7
Let (x n ) n∈N and (δ n ) n∈N be sequences in R ++ , and let 1 < q < ∞. Suppose that
Then x n → 0 logarithmically,
Proof. Suppose that g(x) = x q and note that g(x n+1 )/g(x n ) = (x n+1 /x n ) q → 1 q = 1. This implies that x n → 0 logarithmically. Finally, (16) follows from Example 2.3, Corollary 2.5, and (14).
We conclude this section with some one-sided versions which are useful for obtaining information about how fast or slow a sequence must converge. Corollary 2.8 Let (β n ) n∈N and (ρ n ) n∈N be sequences in R ++ , and suppose that
Proof. Observe that
Example 2.9 Let (β n ) n∈N and (ρ n ) n∈N be sequences in R ++ , let 1 ≤ q < ∞, and suppose that
Let 0 < ε < ρ. Then there exists m ∈ N such that the following hold:
Consequently, the convergence of (β n ) n∈N to 0 is at least sublinear if q > 1 and at least linear if q = 1.
Proof. Combine Example 2.3 with Corollary 2.8.
Remark 2.10 Example 2.9(i) can also be deduced from [7, Lemma 4.1]; see also [1] .
Corollary 2.11
Let (β n ) n∈N and (ρ n ) n∈N be sequences in R ++ , and suppose that
Example 2.12 Let (β n ) n∈N and (ρ n ) n∈N be sequences in R ++ , let 1 ≤ q < ∞, and suppose that
Let ε ∈ R ++ . Then there exists m ∈ N such that the following hold:
Consequently, the convergence of (β n ) n∈N to 0 is at best sublinear if q > 1 and at best linear if q = 1.
Proof. Combine Example 2.3 with Corollary 2.11.
Proximal point algorithm (PPA)
This section focuses on the proximal point algorithm. We assume that Given x 0 ∈ R, we will study the basic proximal point iteration
Note that if x > 0 and y < 0, then f (y) +
Hence the behaviour of f | R −− is irrelevant for the determination of P f | R ++ (and an analogous statement holds for the determination of P f | R −− )! For this reason, we restrict our attention to the case when
is the starting point of the proximal point algorithm. The general theory (Fact 1.2) then yields
In this section, it will be convenient to additionally assume that (30) f is an even function;
although, as mentioned, the behaviour of f | R −− is actually irrelevant because x 0 ∈ R ++ . Combining the assumption that 0 is the unique minimizer of f with [15, Theorem 24.1], we learn that
We start our exploration by discussing convergence in finitely many steps.
Proposition 3.1 (finite convergence)
We have x n → 0 in finitely many steps, regardless of the starting point x 0 ∈ R ++ , if and only if
Suppose first that f + (0) > 0. Then, by (31), 0 ∈ int ∂ f (0) and, using (29), there exists n ∈ N such that x n ≤ f + (0). It follows that x n+1 = x n+2 = · · · = 0. (Alternatively, this follows from a much more general result of Rockafellar; see [16, Theorem 3] and also Remark 3.4 below.) Now assume that there exists n ∈ N such that P f x n = 0 and x n > 0. By the above, x n ≤ f + (0) and thus f + (0) > 0.
An extreme case occurs when f + (0) = +∞ in Proposition 3.1: Example 3.2 (ι {0} and the projector) Suppose that f = ι {0} . Then P f = P {0} and (∀n ≥ 1) x n = 0. . In our present setting, his condition is
By Proposition 3.1, this is also a condition that is necessary for finite convergence.
Thus, we assume from now on that f + (0) = 0, or equivalently (since f is even and by (31)), that
in which case finite convergence fails and thus
We now have the following sufficient condition for linear convergence. The proof is a refinement of the ideas of Rockafellar in [16] . 
Then the following hold: 
It follows by (40) that
Now for every ε > 0, employing (37) and increasing m if necessary, we can and do assume that
Let n ≥ m. Combining (42) and (44), we obtain
|x n | and hence (39) holds. Now assume that λ < +∞ so that
is strictly increasing on R + , we note that the choice α = α 0 / 1 − εα 2 0 > α 0 yields (38). (37) . A sufficient condition for λ to exist is to assume that the function f (x)/x 2 is monotone on U which in turn happens when 2 f (x) − x f (x) is either nonnegative or nonpositive on U by using the quotient rule.
Remark 3.6 Assume that f is differentiable on
Although we won't need it in the remainder of this paper, we point out that the proof of Proposition 3.5 still works in a more general setting leading to the following result: Corollary 3.7 Let H be a real Hilbert space, and let f : H → ]−∞, +∞] be convex, lower semicontinuous and proper such that 0 is the unique minimizer of f . Assume also that
Then there exists
a result which can also be deduced from [16, Theorem 2].
We now discuss powers of the absolute value function. Let us compare to the linear rate provided by Proposition 3.5, where, for every ε > 0, we obtain (1/2)/ 1 + (1/2) 2 (1 + 2 − 2ε) = 1/ √ 7 − 2ε. From the proof of Proposition 3.5, we see that we can here actually set ε = 0; thus, the rate provided is
In summary, 1/ √ 7, the rate from Proposition 3.5, is better than 1/ √ 5, which comes from (50); however, even the former does not capture the true rate 1/3. Example 3.9 (|x| q , where 1 < q < 2, and superlinear convergence) Suppose that f (x) = |x| q , where 1 < q < 2. Note that λ = +∞ and thus α 0 = 0 in (38). In passing, we point out that we cannot use α 0 itself in (38) because it would imply finite convergence which does not occur by (36). Set φ(x) = x + qx q−1 and note that (∀n ∈ N) x n = φ(x n+1 ). Now set also ψ(x) = qx q−1 , and assume that a sequence (ρ n ) n∈N satisfies (∀n ∈ N) ρ n = ψ(ρ n+1 ). The sequence (ρ n ) n∈N can be thought of as an approximation of (x n ) n∈N . It has the advantage that the implicit recursion is invertible and solvable; indeed one may verify by induction that
Assume furthermore that ρ 0 = x 0 is sufficiently close to 0. Since φ and ψ are increasing and φ > ψ > 0 on R ++ , we deduce that (∀n ≥ 1) x n < ρ n . Therefore,
, which implies that
n+1 > x n+1 and 1 < q < 2 that x n+1 x q−1 n < x n x q−1 n+1 , and so (57)
x n x n−1 = x n+1 + qx q−1 n+1
x n + qx q−1 n
This gives
On the other hand,
, which yields (
and hence
) n∈N is thus increasing and bounded above, and so it converges to some µ > 0. We obtain that x n → 0 superlinearly with order 1/(q − 1).
Example 3.10 (|x| q , where 2 < q, and logarithmic convergence) Suppose that f (x) = |x| q , where 2 < q < +∞. Because (∀n ∈ N) x n = x n+1 + qx q−1 n+1 , we have x n /x n+1 = 1 + qx q−2 n+1 → 1. It thus follows from Example 2.7 that x n → 0 logarithmically and
Let us summarize what we found out in the previous three examples about the behaviour of the PPA applied to |x| q : q PPA convergence of x n → 0 for f (x) = |x| q 1 < q < 2 superlinear with order 1/(q − 1) q = 2 linear with rate 1/3 2 < q < +∞ logarithmic
Method of Alternating Projections (MAP)
We now turn to the method of alternating projections. As in Section 3, we assume without loss of generality that Furthermore, we set
The projection onto A is very simple:
We now turn to P B . 
Corollary 4.2
Suppose that f is differentiable at 0, let (x, r) ∈ (dom f × R) B, and set (y, f (y)) = P B (x, r). Then y = 0 if x = 0, and y lies strictly between x and 0 otherwise. Furthermore,
Proof. We use Fact 4.1. Observe that r < f (y) and hence that f (y) − r > 0. Choosing z = 0 gives −y(x − y) ≤ − f (y)( f (y) − r) ≤ 0. If x = 0, this implies y 2 ≤ 0, and so y = 0.
Assume that x = 0. Then y = 0 since y = 0 implies x = 0 + ( f (0) − r) f (0) = 0. We obtain − f (y)( f (y) − r) < 0, and then −y(x − y) < 0, i.e., y(x − y) > 0. It follows that y ∈ ]0, x[ if x > 0, and y ∈ ]x, 0[ if x < 0. Finally, since P B is firmly nonexpansive (see, e.g., [3, Proposition 4.8] ) and P B (0, 0) = (0, 0), we obtain
which completes the proof.
We now turn to the sequence generated by the method of alternating projections. We assume without loss of generality that
and (63b) (∀n ∈ N) a n+1 = P A P B (a n ) = (x n+1 , 0).
Combining Fact 1.3, (60) and (63), we learn that
We are ready for our first result on the lack of linear convergence for MAP.
Theorem 4.3
The following hold:
and x n → 0 sublinearly, i.e.,
If f is differentiable on some interval [0, δ], where δ ∈ R ++ , and there exists q ∈ R such that
Proof. Corollary 4.2 implies (65). Using Fact 4.1, we have (66), which yields
because of f (0) = 0 and [3, Proposition 17.32]. This gives (67). Now suppose that f is differentiable on [0, δ] and (68) holds. Hence, using also (66),
as claimed.
Remark 4.4
The function f satisfies (68) with q = 2a − 1 and c q = aϕ 2 (0) whenever f (x) = x a ϕ(x), where a ∈ R {0}, δ ∈ R ++ , ϕ is differentiable on [0, δ], ϕ is continuous at 0, and
where c q is either undefined if the limit does not exist or in [0, +∞]. Let q ∈ [1, +∞[. Then the following hold:
x n x n+1 − 1
, when q > 1.
(iii) If c q > 0, then q > 1 and x n 1 n 1/(q−1)
= 0. The remaining statements follow now readily.
(ii): It follows from (66) that (75) x n x n+1
thus, (73) holds. Now write
x n+1 x n q x q n = x n − ρ n x q n , and note that ρ n → 0 because x n+1 /x n → 1 and c q = 0. Thus, (74) holds due to Example 2.12.
(iii): We must have q > 1 since otherwise c q = c 1 = 0 by (i), which is absurd. From (66), we have (77) x n x n+1
and also, for every n ∈ N, (78)
The conclusion therefore follows from Example 2.7. 
.
For a couple of cases, one can actually invert (66) and simplify (79):
and
3 27 x n + 3 81 x 2 n + 24 .
Example 4.7 (R
, and by (66), (82)
It follows that (83)
and also
, which yields the explicit formula
which shows that x n → 0 logarithmically. 
x n x n+1
Furthermore, the convergence (x n ) n∈N to 0 is extremely slow in the sense that
Remark 4.11 (MAP sequence is essentially a PPA sequence) Note that, by (66),
and so
Since f 2 is convex (by, e.g., [3, Proposition 8.19 ]), we see that the sequence (a n ) n∈N = (x n , 0) n∈N generated by MAP is essentially the same as the sequence generated by PPA for the function 1 2 f 2 ! This useful connection will be further discussed after we recall a special case of a result due to Güler. 
Combining Remark 4.11 with Fact 4.12 results in the following: Corollary 4. 13 The MAP sequence (a n ) n∈N = (x n , 0) n∈N satisfies
Example 4.14 (
. Then (89) becomes
Note that this also shows that this consequence of Fact 4.12 is sharp in the sense that it cannot be improved to n 1+ε f 2 (x n ) → 0, where ε > 0. (Indeed, if n 1+ε f 2 (x n ) → 0, then we obtain a contradiction for sufficiently large p.)
Douglas-Rachford algorithm (DRA)
Finally, we investigate the Douglas-Rachford algorithm. As in Section 4, we assume that that We now turn to the sequence generated by the Douglas-Rachford algorithm. We assume that Let us now investigate the effect of carrying out one DRA step:
Corollary 5.1 (one DRA step) Let (x, r) ∈ R 2 , set (x + , r + ) = T(x, r), and suppose that 0 < x ∈ dom f and 0 ≤ r < f (x). Then there exists x * + ∈ R such that
Proof. First, we note that R A (x, r) = (x, −r). Set (y, s) = P B (x, −r). By Fact 4.1,
Now, (93c) gives (98) (x + , r + ) = (Id −P A )(x, r) + P B R A (x, r) = (x, r) − (x, 0) + (y, s) = (y, r + s). 
Theorem 5.3 (DRA sequence)
The DRA sequence satisfies (101a) x n ↓ 0 and r n ↑ r ∞ ∈ R ++ , and for every n ∈ N, there exits x * n+1 ∈ ∂ f (x n+1 ) such that (101b) 0 < x n+1 = x n − r n+1 x * n+1 < x n and r n+1 = r n + f (x n+1 ). 
and exactly one of the following holds:
(i) f + (0) = +∞ and x n → 0 superlinearly.
(ii) f + (0) ∈ R ++ and x n → 0 linearly. We conclude that in all cases, the DRA sequence converges to 0 faster than the MAP sequence 8 . To illustrate this, set x 0 = 1. Letting the parameter p range from 1 to 3, we show in Figure 1 the first 100 terms of the MAP sequence (x n ) n∈N and of the DRA sequence (x n ) n∈N . Although both sequences converge to 0, the solution, the stark contrast in their speed of convergence is shown in Figure 2 where we plot the quotient sequence of the MAP sequence divided by the DRA sequence. As predicted by the theory, the terms tend to +∞ when 1 < p < 2 illustrating the much faster convergence of the DRA sequence. x n ∼ R √ n .
We now turn to the DRA sequence (x n ) n∈N . By (101b), we have for every n ∈ N (113) x n = x n+1 + r n + R − R 2 − Since f (x) = R 2 /(R 2 − x 2 ) 3/2 , we have f (0) = 1/R ∈ R ++ and therefore, by (102), the DRA sequence (115)
x n → 0 linearly with rate 1/(1 + r ∞ /R). Once again, the DRA sequence converges much faster than the MAP sequence! Let us conclude. The results in this paper suggest that, for the convex feasibility problem, DRA outperforms MAP in cases of "bad geometry" (such as the absence of constraint qualifications or a "zero angle" between the constraints at the intersection). Since our proof techniques do not naturally generalize, it would be interesting to study these questions in higher-dimensional space and other classes of convex sets.
