The identification of the minimal set of nodes that maximizes the propagation of information is one of the most important problems in network science. In this paper, we introduce a new method to find the set of initial spreaders to maximize the information propagation in complex networks. We evaluate this method in assortative networks and verify that degree-degree correlation plays a fundamental role on the spreading dynamics. Simulation results show that our algorithm is statistically similar, in terms of the average size of outbreaks, to the greedy approach. However, our method is much less time consuming than the greedy algorithm.
I. INTRODUCTION
With the popularization of Internet access by mobile devices, online social networks have emerged as a significant medium for information transmission [1] [2] [3] . News, rumors and advertisements propagate fast in these networks due to the low average degree of separation between users [3] . Information is also exchanged in communication networks, where users share files related to multiple contents, including images, audio, and video. Communication and social networks are also characterized by a very heterogeneous structure, in which most of the users are low connected, whereas a very small set of them have many connections [3] . Moreover, in some social networks, high degree vertices tend to connect to low degree vertices, defining a disassortative wiring pattern. This complex structure of networks affects the information propagation, defining a hierarchy among the nodes [1, 2, 4] . This means that networks present a special set of nodes that are the most efficient spreaders of information [2, [4] [5] [6] , i.e., nodes that maximize the average size of outbreaks.
The identification of these influential nodes is important to understand and control the spreading process on social networks [6] . Particularly, the influence maximization problem (IMP) is faced with the selection of a set of η spreaders that trigger the largest cascade of new adopters according to a spreading dynamics [1] . The problem of finding this set of initial spreaders is NP-hard for most of the spreading models [2] , which makes the IMP as a challenge for network scientists. Thus, since it is not possible to obtain the optimal results for most of the networks, * francisco@icmc.usp.br the IMP is addressed by optimization and heuristic algorithms. For instance, one of the most studied methods is a hill climbing greedy approach [1, 2] , which covers about 63% of optimal for several classes of influence models. Morone and Makse [6] mapped the IMP onto optimal percolation in random networks to identify the nodes that should be removed to minimize the average size of outbreaks. They verified that this set is given by the nodes whose removal break down the network into many disconnected subgraphs. However, this set of nodes does not correspond necessarly to optimal spreaders, as verified by Radicchi and Castellano [7] . Although all these works advanced the study of influence maximization, they disregard patterns of connections, such as degree-degree correlation and community structure, which have a fundamental impact on spreading dynamics [3] .
Degree-degree correlations (or assortativity) is a network property in which nodes with similar features, such as degree, tend to be connected. Previous works verified that epidemics spreads faster in assortative networks, but the reach is larger on disassortative structures [8] . Assortativity also influences the spreading threshold [9] and the diffusion time [10] . Although degree-degree correlation influence the spreading dynamics, the role of this network property on the influence maximization problem has not been addressed yet (see for instance [2, 3] ). Here analyze how degree-degree correlation affects the average size of outbreaks in rumor dynamics.
We also propose a method for identification of the most influential spreaders based on community organization. Communities are groups of nodes densely connected among them, but with few connections with other groups [11] . Some authors verified that to improve the spreading efficiency, a good strategy is to distribute the seeds among the communities [12] [13] [14] . If the community structure is not considered, then only suboptimal solu-tions can be obtained [12] . This happens because vertices belonging to the same community are likely to be more similar to each other and share the same set of neighbors. Although communities influence the information diffusion, only a few studies have considered the community organization to study the influence maximization problem [5, [12] [13] [14] [15] [16] . Indeed, most of these works try to reduce the number of candidate vertices according to some evaluation method and the community structure. For instance, Galstyan et al. [12] employed the greedy approach for selecting the seeds in the smallest community and verified that this might cause a global activation cascade even for a small number of seeds. However, the results are restricted to random networks made up of two communities. Wang et al. [13] introduced a community-based greedy algorithm to find the η most influential nodes. The idea is to divide the network into communities and then, by a dynamic programming algorithm, incrementally select the community from which the next influential node is taken. The method involves high computational cost, although it is an order of magnitude faster than the greedy algorithm. In a similar approach, Cao et al., [5] transformed the influence maximization problem into an optimal resource allocation problem in the network communities. Initially, the method assumes that the communities are disconnected. Then, the method selects η candidates from each community according to the degree centrality and a dynamic programming algorithm identifies the final target nodes.
Although these works provided important results on the influence maximization problem, none of them addressed the impact of the assortativity on the propagation dynamics. Moreover, these methods are computationally expensive and consider a relatively low number of initial spreaders, i.e., up to η = 50 spreaders. Moreover, classical rumor models are not addressed by these studies, although the models by Daley and Kendall [17] and Maki and Thompson [18] are often used to study information dynamics in networks [19] [20] [21] [22] . Thus, in the present work, we provide an analysis of the impact of degree-degree correlation on the influence maximization problem, where the information spreading is modeled by the Maki-Thompson algorithm. A simple approach to maximize the information diffusion considering the community structure of the network is introduced. We perform exhaustive simulations in eight real and six artificial complex networks and verify that assortativity plays a significant role on the influence maximization problem. For instance, increasing the number of initial spreaders may not increase the size of the outbreak. Moreover, the selection of influential spreaders through communities is statistically similar to the greedy optimization algorithm. However, our method requires much lower computational cost and, therefore, is more suitable in practice.
II. CONCEPTS AND METHODS
A social network can be represented as a graph G = (V, E) made up of a set V of vertices (nodes) and a set E of edges that connect pairs of vertices. The cardinalities of V and E are denoted by |V | = n and |E| = m, respectively. Here, we consider only undirected and static networks. The degree k i of a vertex i corresponds to the number of edges attached to i. The degree distribution of a network P (k) gives the probability that a given randomly selected vertex has degree k. Social networks are characterized by highly heterogeneous degree distribution, presenting a scale-free organization [23] , where most of the nodes are low connected, but a small set of nodes have high degree. The connection pattern of vertices can also be analyzed by the degree-degree correlation. In assortative, or positively correlated, networks nodes of similar degree tend to be connected. In disassortative, or negatively correlated, networks low-degree nodes tend to connect with strongly connected vertices. If the tendency of connection is independent of the node degree, then the network is called non-assortative. The level of assortativity can be quantified by the Pearson correlation coefficient, ρ, of the degrees of nodes at either end of an edge [24] . According to this measure, a network can be classified as (i) assortative (ρ > 0), (ii) dissassortative (ρ < 0), or (iii) non-assortative (ρ ≈ 0). Degree-degree correlation plays a fundalmental role in the analysis of several dynamical processes in networks, like synchronization [25] and epidemic spreading [24] .
A. Influence models
The spreading of rumors or information can be approached as a psychological contagion where an idea "contaminates" the mind of a population [26] . In the general rumor approach [17, 18] ignorant vertices are those who are unaware of the information, spreaders are informed individuals that can transmit the rumor, and stiflers are individuals who have heard the rumor, but do not spread the information anymore [3, 22, 26, 27] . Thus, each subject can be in one of the three states, i.e., ignorant, spreader or stifler, at each time step. Notice that stiflers act as recovered individuals in a disease spreading model, as they do not participate in the spreading process anymore [3] . Rumor models are different from the traditional susceptible-infected-recovered (SIR) spreading model, in the sense that the transition between states occurs only through contacts, whereas the transition from infected to recovery in the SIR model occurs spontaneously, independent of the connections.
In the rumor model proposed by Maki and Thompson [18] , a node that knows the rumor tries to pass the information to each of its neighbors according to a probability β. When the contact is performed between two informed individuals, the active spreader becomes a stifler according to probability µ. Here, we consider this model for information propagation because the contagion happens only through contact between individuals, which implies that the network structure impacts the dynamics. In addition, this model simulates real social dynamics more accurate than sociology-based models, as people may have multiple opinions, i.e., positive, hesitating or negative [28] . In rumor propagation, spreaders behave like individuals with positive views and stiflers with negative ones.
B. Influence maximization
The influence maximization problem (IMP) seeks the set S of vertices which contain |S| = η initial seeds that maximize the reach of information. The propagation impact (σ(S)) for the set S of seeds corresponds to the expected fraction of vertices that were informed during the spreading process.
Let us consider a discrete diffusion scenario in which each vertex i can be in only one state at each time step. The initial conditions for the influence maximization problem is defined as S(0) = V \ S, I(0) = S and R(0) = {∅}, where S(0) represents the set of ignorants in time t = 0 and I(0) the set of initial spreaders or initial seeds S. At each time step, all spreaders uniformly try to infect their neighbors with probability β, or stop the diffusion with probability µ according to the truncated dynamics [22] . More specifically, an spreader tries to inform each of its neighbor until meets another informed node and becomes a stifler. The process ends when I(∞) = {∅} and then we can calculate the final fraction of informed individuals ( σ S ), i.e. σ S = |R(∞)|/|V | or σ S = 1 − |S(∞)|/|V |. However, σ S is a function with stochastic fluctuations. Thus, the influence function, σ(S), is estimated by performing a sufficient number of calculations of the final fraction of informed individuals σ S , with the set of initial spreaders S:
where σ S κ represents the final fraction of informed individuals for a particular run κ, and K is the total number of simulations in order to obtain a good estimate of the mean value of σ(S). We also calculate the fraction of spreaders over time φ S (t) = |I(t)|/|V |. In this way, the expected fraction of spreaders in each timestep is defined by:
which is a concave downward function. With this formulation it is possible to calculate the expected timestep (t p ) in which the maximum number of spreaders occurs, i.e., {t
the maximum expected fraction of spreaders during the propagation. The velocity of the propagation (V ) given a set of initial spreaders S is defined as the variation of the number influenced individuals in given time interval,
where φ S (0) = |S|/|V | is the fraction of initial spreaders. We propose this new measure for evaluating how the methods for selecting the most influential spreaders and the assortativity impact in the propagation velocity.
To study the influence maximization problem, we can consider two different approaches:
1. Heuristic methods that analyze the topology of the network, assuming that there exists a strong relation between the structure and the propagation process, but without guarantee of optimal results.
2. Optimization methods that analyze the influence models and their properties, assuming that, by some optimization strategies, it is possible to provide an approximation that guarantees at least 63% of the optimal value, but neglecting the network structure at the expense of considerable computational cost. Figure 1 shows the three methods considered here for solving the influence maximization problem: (i ) by selecting the η vertices with the highest value of a given centrality measure; (ii ) by detecting the η communities on the network and selecting the most central nodes inside each community; and (iii ) by a greedy approach, that is a hill-climbing optimization that returns the η most influential nodes. These methods receive as input the network G and the number of η initial spreaders and return the set S (|S| = η) of influential spreaders that maximize the information propagation.
Methods based on network centrality assumes that the most central nodes convince the largest number of individuals on the network [29, 30] . However, the problem in this case is how to select the most suitable centrality measure to identify the most influential spreaders [4, 27, 29] , since centrality can be defined in terms of distance, flow and random walks, for instance [4] . After defining the centrality measure, the influence maximization problem select the η most central vertices as the initial spreaders (see Figure 1 ). As in previous works [4, 27, [29] [30] [31] , here we consider degree (DG), betweenness centrality (BE ) and PageRank (PR) to measure the centrality of each node.
Another heuristical approach considered here is based on network community structure. A community is a group of nodes that has more connections between them than with nodes in other groups. In social networks, communities represent people that share affinities, defining the phenomenon of homophily [14] . This condition is the reason that information or sentiments propagate better in a community, making people more open to the information shared by their peers [14] . Few works have considered the community structure in the influence maximization problem [5, [12] [13] [14] [15] [16] 32] . Here, we propose a new approach to select the initial spreaders, i.e., we consider the most central vertices within each community. Several methods have been developed to detect the communities on networks [11, 13] . Here we employ the fastgreedy algorithm, which is a fast and accurate method for community identification [11, 33] . As depicted in Figure 1 , the main η communities of the network are detected and for each G i community, we calculate a centrality measure and select the most central vertex within the community. Notice that we fix the number of influential spreaders η and the communities obtained may not correspond to the best division of the network into communities, which yields the maximum modularity. Therefore, we obtain η seeds in which the influence overlap is minimized but the influence within communities is maximized.
We also consider an approximation method based on a greedy hill-climbing algorithm [1]. Many approaches have been derived from this general greedy method [2] , such that most of them try to reduce the computational complexity to some polynomial order [2] . Here, we consider only the general greedy method [2] . The algorithm determines among all vertices s i ∈ V \S, i.e. {s i ∈ V | s i / ∈ S}, the node that maximizes the function σ(S ∪ {s i }), recalling that S is initially empty. Afterwards, the vertex s i is added to the set of seeds S = S ∪ {s i } and the procedure runs until the target set achieves the size |S| = η.
III. DATABASES
We perform extensive numerical simulations in several artificial and real-world networks, evaluating the impact of the degree correlation in the influence maximization problem. The structural properties of the networks are summarized in Table I , with the respective assortativity ρ, number of vertices |V |, average degree k , average shortest path length g and the average clustering coefficient C c . Also, the highest modularity Q value and number of communities N c identified by the fastgreedy algorithm are reported. We can see that real-world networks are more modular than artificial networks. However, most networks present similar values of average shortest path length ( g ).
A. Artificial networks
We employ the algorithm proposed by Xulvi-BrunetSokolov [34] for controlling the degree-degree correlation in Barabási-Albert (BA) networks. This algorithm performs rewirings in order to increase or decrease the degree-degree correlation, i.e., by favoring the connection between nodes with similar degrees or by hubs and low degree nodes. We adopt this particular model as social networks also present scale-free degree distribution and degree-degree correlation. 
B. Real world networks
We consider eight real world representing connections in social and communication networks. The disassortative networks are (i) Google+ [35] , which is an user-user social network; (ii) Internet [36] , which represents a fraction of the symmetrical snapshot of the Internet structure at the level of autonomous systems, reconstructed from BGP tables published on routeviews.org project; (iii) Caida [37] , which is an undirected network whose nodes are autonomous system on the Internet, collected in 2007 from the CAIDA project; and (iv) advogato network [38] , which is an online platform for free software community launched in 1999 that considers trust relationship between developers. The assortative networks are (i) the email network [39] , which is a network of emails exchanged between members of the Rovira i Virgili University; (ii) hamsterster [40] , which is a network based on the friend and family relationship among users of the hamsterster.com website; (iii) PGP [41] , which is the largest component of the network of users of the Pretty-Good-Privacy algorithm for secure information interchange; and (iv) astrophysics [42] , which is a collaborative network between scientists on previous studies of astrophysics on arXiv. We assume that all these networks are undirected and unweighted. Only the largest network component is considered in our analysis.
IV. RESULTS AND DISCUSSION
A. Impact of assortativity on artificial networks
We calculate the final fraction of influenced individuals according to Equation (1). The number of initial seeds varies from two nodes to 90% of the total number of nodes. Here, we define the number of simulations K = 600. The impact of degree correlation on the influence maximization problem is shown in Figure 3 . We observe that an unexpected phenomenon occurs when networks are disassortative (see Fig. 3(a),(b) and (c) ) -the curve of influenced nodes (σ(S)) has a peak when the number of seeds corresponds to about 10% of the network and then starts to decline when the number of seeds is increased. This peak is due to the low interaction between the initial spreaders in disassortative networks, i.e., central nodes (e.g. hubs) are connected through low degree nodes, increasing the distance between them. If the number of seeds is higher than 10% of the total number of nodes, then the overlap of influence between spreaders occurs and they become stiflers more frequently than for a smaller number of seeds. The number of informed nodes increases again when the number of seeds is large enough to compensate this effect. For assortative networks, this fraction corresponds to about 30% of the network nodes. Thus, the increase in the number of seeds does not always improve the reach of a rumor in disassortative networks.
For non-correlated and assortative networks (see Fig. 3(d) ,(e) and (f)), selecting the central nodes by considering the communities or the whole network lead to the lowest σ(S) and the propagation influence is even worse than the uniform selection of seeds (see the curves for the random case). This effect is also due to the interaction between the initial spreaders.
We also observe in Fig. 3 that the selection according to communities yields similar results for all centrality measures considered. The same happens to the selection according to global centrality (best-ranked approach). Thus, the selection of different centrality measures does not affect the prediction of the fraction of influenced nodes significantly. This can be explained by the high correlation between degree, PageRank and betweenness centrality in BA networks.
Comparing all the cases and the whole interval of seed selection, we observe that the propagation of information is enhanced in networks with higher degree-degree correlations. However, when the number of seeds corresponds to less than 10% of the network, the highest number of informed nodes is obtained in disassortative networks. Thus, the reach of a rumor depends on the level of network assortativity, the method for selecting the initial spreaders and the number of seeds. This result was not expected, since the number of infected nodes should always increase with the number of seeds. This is approximately observed for the uniform selection of initial spreaders, without considering the network topology. Figure 4 shows the time evolution of the fraction of informed nodes calculated according to Equation (2) . As the number of seed nodes is increased, the peak of informed nodes occurs earlier. The highest peak is obtained for the choice according to the large scale centrality measures in disassortative networks, overcoming the greedy approach. The velocity to reach the peak of informed nodes is shown in Figure 5 . Only in networks whose seed nodes are selected according to large-scale centrality, are affected by the level of degree-degree correlation. For the other two methods, i.e., according to communities or the greedy approach (Fig. 5(b) and (c) ), the degree correlation of the network is not apparently affecting this velocity. In these cases, the velocity is increased until a maximum value and then start to decrease, mainly in the case of seeds selected according to communities. This is also an effect of the increase in the interaction between initial spreaders when their fraction is around 10% of the network size.
B. Impact of assortativity on real world networks
We also analyze the information maximization problem in eight real-world networks (see Table I ). These networks present different levels of degree-degree correlation and community organization. The final fraction of stiflers, i.e., informed individuals, σ(S) is calculated by considering the number of initial spreaders (seeds) in the interval [2, η max ], where η max corresponds to 10% of nodes. The set of initial spreaders are selected uniformly at random or according to centrality measures calculated from the whole network or inside communities. Fig. 6 shows the final fraction of stiflers obtained according to different number of seeds. We can see that a peak in the curve σ(S) occurs in disassortative networks. These results are similar to those obtained in artificial networks (see Figure 3) . Fig. 6 also shows that the selection of initial spreaders according to communities provides more informed individuals than the greedy approach in the Google+ network. For the remainder networks, the greedy and community-based methods provide similar fraction of informed nodes. Thus, since the greedy method is computationally expensive, the selection of seeds according to communities revealed to be more suitable. Moreover, the choice of seeds according to global centrality measures provides lesser informed nodes than the random selection of seeds, mainly in assortative networks. This is due to the interaction of central spreaders in the early steps of the process, as central nodes tend to be connected in these networks. Figure 7 shows the velocity for achieving the peak of spreaders,V p (S), for the three methods considered here and different sizes of S, grouped by the networks: Google+ (dissassortative) (Fig. 7(a) ), email (noncorrelated) (Fig. 7(b) ); and astrophysics (assortative) (Fig. 7(c) ). We notice that the method based on communities presents propagation velocities higher than the greedy approach, for sizes of initial seeds lower than 2% of network size. For non-correlated and assortative networks, all the methods present close behavior. In the case of assortative networks, the selection by communi- ties also provides the higher velocities. Thus, the information propagate faster when the initial seeds are selected by communities.
C. Distribution of initial spreaders
We expect that rumors is better spread when the seeds are distributed equally among communities. This should occur because each seed tries to infect its own community and the interaction between pairs of spreaders is minimized. This hypothesis is verified here by inspecting the distribution of seeds among communities. We consider the normalized variation of information (N V I), which is an information-theoretic metric that obeys the triangle inequality and is normalized in a stochastic sense [43] . This measure is built upon fundamental concepts from information theory [44] defined as follow: Given two sets of discrete variables or sets X and Y, their joint information entropy (H) and mutual information (I) are expressed respectively in terms of the marginal and joint distributions of X and Y as: where the joint probability p(x, y) denotes the probability that a data item belongs to X and Y. The mutual information measures the overlap between the two sets, however it is not a metric nor is it normalized. Thus, for this study we employ the N V I,
which is normalized in [0, 1]. It takes a value of 0 when the two sets are identical in the information of the item distribution and 1 when we have a complete dissimilarity between the partitions, i.e., they do not share information.
In terms of the seed and community distribution, we identify η main communities, where each community is defined by the subgraph G c (V c , E c ) and η c=1 |G c (V c , E c )| = |V |. Since these communities may have different sizes, we define X as the set that describe the size of the communities, in which the probability of selecting a vertex belonging to some community x is p(x) = |V x |/N . On the other hand, we say that Y is the set that denotes the number of seeds in the communities, where p(y) = |S y |/η is the probability that a seed belongs to some community y .
We calculate the N V I measure for the seeds selected according to the greedy approach and degree centrality, as shown in Table II . We notice that N V I is lower for the greedy algorithm than for the case in which seeds are selected according to degree. Thus, the greedy approach tends to select seeds homogeneously distributed among communities. Thus, this result supports the hypothesis that the seeds of the greedy method are distributed according to the communities of the network. This also indicates that the influence maximization problem can be addressed by the identification of the most central nodes inside communities, instead of considering the greedy approach, which is computationally more expensive.
Statistical analysis
Since the greedy approach selects seeds uniformly among communities, it is expected that the communitybased and greedy methods provide similar number of informed nodes. Thus, we perform a statistical test to compare the performance of the four methods consid- Table III ). We consider a statistically significance test employing the Friedman and Nemenyi approach [45] . The Friedman test is a non-parametric counterpart of the well-known ANOVA (analysis of variance), with the corresponding Nemenyi post-hoc test for comparing the average ranks of the algorithms. If the null hypothesis of similar performance is rejected by the Friedman test, we proceed with the Nemenyi post-hoc test for pairwise comparisons, verifying whether the differences in rank values are statistically significant. The critical diagram representation suggested by Demšar [45] provides a visual method to compare the results. In the diagram, a horizontal line represents the axis with the average rank values of the methods. In this axis, the lowest (highest) ranked methods are on the left (right) side. Algorithms that are not significantly different from each other are connected through a bold horizontal line. The performance between methods is significantly different if their corresponding average ranks differ by at least the critical difference CD. The value of CD given by the Nemenyi test is presented on the top of the diagram.
According to the result of σ(1%) in the Since the methods do not provide the same fraction of informed nodes, we apply the post-hoc Nemenyi test in order to find which method achieves the maximum influence. The critical diagram of the Nemenyi test is shown in Figure 8 . The CD for comparing the mean ranking between two methods at 95 percentile is 1.66. Meanranking differences above this value are statistically significant. Thus, we conclude that there is no statistically significant differences in the influence maximization results between the greedy and community method when the number of initial spreaders represents less than 1% of the network. However, the Nemenyi test indicates significant differences between the methods based on community centrality and those that consider random selection of spreaders or selection according to their centrality.
We verify in Figure 6 that for |S| > 1%, the methods based on greedy optimization and community centrality provide the highest number of informed nodes. Thus, we perform the statistical hypothesis test only on the methods based on optimization and community organization. For evaluation of these two algorithms in multiple data sets, we employ the Wilcoxon signed-rank test [45] . This statistical test is a non-parametric alternative to the paired t-test. We adopt the Wilcoxon test because it is less sensible to outliers and does not assume a particular population distribution [45] . For rejecting the nullhypothesis of similar performance, the W -value returned by test should be smaller than the corresponding critical W c value of Wilcoxon test table.
We compute the Wilcoxon statistical test at 95 percentile for the greedy and community approach considering the number of initial spreaders as |S| = 10%|V | (Table III). As a result, we obtain a W -value = 8. The critical value for eight networks at p = 0.05 is W c = 3. Therefore, the null-hypothesis of similar performance of the methods cannot be rejected. These results suggest that the fraction of informed nodes provided by the greedy optimization algorithm and the method based on community centrality is statistically similar. Therefore, since the community-based method is computationally faster than the greedy algorithm, it is more suitable to address the influence maximization problem in practice.
V. CONCLUSION
We have analyzed the role of degree-degree correlation in the influence maximization problem. To simulate the information spreading, we consider the rumor model proposed by Maki and Thompson [18] , which is more suitable to represent the information dynamics in social networks [3] . We have proposed a method to maximize the influence transmission based on network community organization. This method has been analyzed by performing simulations on the top of eight real and six artificial complex networks. We have verified that our method is statistically similar, in terms of the information reach, to the approach based on greedy optimization, which is computationally expensive. Thus, our results suggest that our method is more suitable in practice, since it can provides similar results as the greedy approach, but it is less time consuming.
Our analysis can be extended with the consideration of patterns of connections inside networks (e.g. [46, 47] ) to select the set of initial spreaders. The study of weighted [48] , multilayer [49, 50] and dynamical networks [51] is also promising. In all these cases, general methods for community identification in networks are necessary. 
