We derive a closed form expression for the likelihood function of a Gaussian max-stable process indexed by
INTRODUCTION
Max-stable processes (de Haan, 1984) have received sustained attention in recent years because of their relevance for studying extreme events in financial, environmental and climate sciences. In a seminal unpublished University of Surrey 1990 technical report, R. L. Smith defined Gaussian max-stable processes, where all margins follow a unit Fréchet distribution, in view of modelling spatial extremes. However, a closed form expression for the joint cumulative distribution function of the process Z was provided only for two spatial sites x 1 , x 2 ∈ R 2 ,
where denotes the univariate standard normal cumulative distribution function, α 2 = (x 1 − x 2 ) T −1 (x 1 − x 2 ), and ∈ R 2×2 is the covariance matrix with variances σ 2 11 and σ 2 22 , and correlation ρ. The square roots of the eigenvalues of control the range of the spatial dependence.
de Haan & Pereira (2006) proposed a consistent and asymptotically normal estimator for the parameters in based on a simple relationship between and a well-known pairwise extremal dependence coefficient; see the definition at the end of §2·1. Their approach starts from a sequence of independent replications of a stochastic process U which is in the domain of attraction of a max-stable process Z . Then they estimate the extremal coefficient nonparametrically from the tails of the empirical two-dimensional marginal distributions of U at each pair of locations. Recently, Padoan et al. (2010) introduced the pairwise composite likelihood approach (Lindsay, 1988; Cox & Reid, 2004; Varin & Vidoni, 2005; for inference in Gaussian max-stable processes. Unlike de Haan & Pereira (2006) , their approach considers the max-stable process Z directly instead of U .
In this note, we derive a closed form expression for the likelihood function of a Gaussian max-stable process at sites x j ∈ R d ( j = 1, . . . , p), p d + 1, and d 1. This allows for inference based on triples in spatial R 2 , on quadruples in spatial or space-time R 3 and on quintuples in space-time R 4 . As a by-product, we obtain a simpler expression than Padoan et al. (2010) for the pairwise probability density function of a Gaussian max-stable process indexed by R 2 . We demonstrate the gain in efficiency in the maximum composite likelihood estimators of from p = 2 to p = 3 sites in R 2 by means of a Monte Carlo simulation study. For p > d + 1 sites, we show that a representation of type (1) does not exist.
where I (·) denotes the indicator function. Define the matrices X = (x 1 , . . . , x p ) ∈ R d× p and X − j = X \x j ∈ R d×( p−1) , the matrix X without the column x j . Consider the matrix 
where
The novelty is the representation (3) for p > 2. For p = d = 2, expression (3) reduces to (1). The exponent measure function V (z) defined by (3) describes the dependence among the different sites. The extremal coefficient V (1 p ) ∈ [1, p] summarizes the degree of dependence between the maxima, ranging from total dependence, V (1 p ) = 1, to independence,
2·2. Joint probability density function
In order to derive the joint probability density function of a Gaussian max-stable process, we need the expressions for
To derive these partial derivatives, we use the following formula for
with corresponding block decomposition of :
The explicit expressions for
we then have the joint probability density function for p = d = 2:
.
The expression for the pairwise probability density function given by Padoan et al. (2010) can be further reduced to the simpler form (5). For p = 3 and d = 2:
where, for i | = j | = k ∈ {1, 2, 3} and
For p 4 and d p − 1, the likelihood can be computed by further differentiation of F(z) = exp{−V (z)}. The resulting expressions become formidable yet they can be obtained symbolically with a computer. The cases when d > 4 are not physically realistic for applications.
COMPOSITE LIKELIHOODS
Consider a parametric statistical model with probability density function
q }, and a set of marginal or conditional events {A i : A i ⊆ F, i ∈ I ⊆ N}, where F is some sigma algebra on Z. The log composite likelihood (Lindsay, 1988 ) is defined as
where f (z ∈ A i ; θ) is the likelihood associated with the event A i , and {w i , i ∈ I ⊆ N} is a set of weights. For example, assuming equal weights, we may define the pairwise log composite likelihood as
where z (n) i is the sample of the nth replicate at the ith site. Analogously, we may define the triplewise log composite likelihood as
Thenθ is called the maximum composite likelihood estimator if it is the global maximum of c (θ ). In the case of N independent and identically distributed observations z (1) , . . . , z (N ) from the model f (z; θ) on R K with K fixed, under the usual regularity conditions,θ is a consistent parameter estimator (Lindsay, 1988; Varin & Vidoni, 2005) :
The pairwise composite likelihood method has been introduced for inference in Gaussian max-stable processes by Padoan et al. (2010) . However, to our knowledge, an efficiency study of the pairwise maximum composite likelihood estimators is still lacking for the Gaussian max-stable process model. In §2, we have derived a closed form expression for the likelihood function of a Gaussian max-stable process at sites x j ∈ R d ( j = 1, . . . , p), p d + 1, and d 1. This allows a natural extension to triplewise composite likelihood inference and so on. We study the gain in efficiency of the maximum composite likelihood estimates from p = 2 to p = 3 sites in R 2 in the next section.
EFFICIENCY GAIN
We present a simulation study to investigate the use of composite likelihood methods for inference in Gaussian max-stable processes. We compare pairwise with triplewise composite likelihood inference in the spatial domain R 2 based on (5) and (6). We randomly generate K site locations uniformly in the square [0, 100] × [0, 100]. We then simulate N Gaussian max-stable process realizations at the sampled K locations using the SpatialExtremes package in R (R Development Core Team, 2011). The multivariate Gaussian cumulative distribution function p−1 in (3) can be evaluated numerically by means of the R or Matlab commands based on the algorithm by Genz (1992) ; see also Genz & Bretz (2002 , 2009 .
We adopt five parameter settings for to investigate the estimators' performances under varying spatial dependence structures. The true parameter values of are given in Tables 1 and 2 . The square roots of the eigenvalues of for the first three settings are, respectively: (10, 10), (20, 20) and (30, 30), for which the correlation is 0. They represent an isotropic short-, mid-and long-range dependence structure on the [0, 100] × [0, 100] square. The square roots of the eigenvalues of for the last two settings are, respectively: (42·2, 26·8) and (13·3, 8·5), for which the correlation is 0·33. They represent an anisotropic short-and long-range dependence structure on the [0, 100] × [0, 100] square.
For each setting, we calculate the sample means and the sample standard deviations of the maximum composite likelihood estimates of based on 100 simulations. We also calculate the sample relative efficiency between the triplewise and pairwise maximum composite likelihood estimates with the same K and N . Table 1 summarizes the mean of the pairwise and the triplewise maximum composite likelihood estimates along with their sample standard deviations based on K = 20 sites and a varying number N of observations. Given the same number of sites and observations, the triplewise maximum composite likelihood estimates have more accurate parameter estimates with smaller biases and standard deviations than 
the pairwise counterparts. For example, the triplewise maximum composite likelihood estimates based on N = 10 observations have comparable or even smaller biases and standard deviations than the pairwise maximum composite likelihood estimates based on N = 20. Overall, the efficiency gains from pairwise to triplewise maximum composite likelihood estimates are large; the relative efficiency ranges from 1 to 97% in this simulation study. In particular, we observe higher efficiency gains in the case of stronger spatial dependence or larger sample size N . The reason is that triplewise composite likelihood is able to borrow more spatial information to infer spatial extreme dependence. The parameter estimates under both methods are significantly improved as N increases, which is expected considering the asymptotic theory in (8) as N → +∞. It is also of interest to consider the case where N is fixed and K increases. However, the asymptotic theory for the composite likelihood inference in this case is much more challenging, especially under the infill asymptotic framework, and we are unaware of the existence of a rigorous theoretical investigation of this. Below, we examine the performance of the maximum composite likelihood estimators using a simulation study with an increasing number K of sites. Table 2 displays the mean of the pairwise and the triplewise maximum composite likelihood estimates along with their sample standard deviations based on N = 2 and an increasing number K of sites. We again observe substantial efficiency gains from pairwise to triplewise maximum composite likelihood estimates. As K increases, we observe smaller biases and standard deviations for both approaches. However, the number K of sites does not impact the pairwise estimation results as much as the triplewise estimations, especially in the case of strong spatial dependence. Again, this suggests that triplewise composite likelihood inference can take more spatial information into account. Although both approaches appear to produce nonnegligible biases and large standard deviations when K is small, triplewise inference is still better than pairwise.
DISCUSSION
For p > d + 1, the representation (3) is not valid. Nevertheless, the cumulative distribution function F(z), and therefore also the exponent measure function V (z), can be evaluated through Monte Carlo simulations based on: 
