SPSS Programs for the Measurement of Nonindependence
On the basis of the systematization of nonindependence measures presented in Kenny et al. (2006) , two userfriendly SPSS programs for preliminary analysis of reciprocal standard dyadic designs were created. Inter1.sps is appropriate for interval-level measures. Inter2.sps handles categorical variables. Both programs can be used for distinguishable and indistinguishable dyad members.
Inter1.sps: Interval measures. Inter1.sps is an SPSS syntax file that runs automatically from the SPSS syntax window. The only prerequisite for the user is to have an active SPSS file containing three variable columns in dyadic data format, named dyad, x.1, and x.2 (see the data matrix in Appendix A). Note that each record refers to a dyad and not to an individual. The file may contain other variables in the data set. Dyad is an identifier variable for the dyad (dyads 1 to n); x.1 and x.2 are the scores for Member 1 and Member 2 on the focus variable, measured on an interval-level scale. There must be no missing data for dyad, x.1, or x.2. 1 For dyads with distinguishable members, the program computes the standard Pearson product-moment correlation coefficient (r) between dyad members' scores and performs a t test of the null hypothesis that the population correlation is 0. Additionally, Inter1.sps computes lower and upper bounds of the correlation coefficient confidence interval, using the r to Fisher's z transformation.
For dyads with indistinguishable members, the program uses the two approaches detailed in Kenny et al. (2006) . In the first approach, nonindependence is assessed by the intraclass correlation coefficient (ICC), which is computed in the context of the ANOVA one-way random-effects model. The resulting coefficient is ICC(1,1), according to the terminology introduced by Shrout and Fleiss (1979) . The same authors give the formulas used in significance testing and The analysis in the indistinguishable-members situation is a little more complicated, because the assignment of Member 1 and Member 2 response categories to the rows and columns of a cross-table is essentially arbitrary. Kenny et al. (2006) suggest that κ can be computed on a symmetrical matrix, obtained by averaging the offdiagonal cells (nonagreements) of the original cross-table (see the two cross-tabulations in Appendix C, Table C2 ). After this rearrangement, calculation of κ is identical to that in the distinguishable-members situation.
Inter2.sps computes κ in the same way it is computed in the SPSS graphic interface, with the exception that the off-diagonal averaging is done automatically. The input data for Inter2.sps must be a file with three variables named member1, member2 and count (see the data matrix in Appendix B). The first two variables are the members' response categories; the third variable corresponds to cell frequencies in the standard cross-table (all cell frequencies must be greater than 0). To obtain this table from nontabulated raw data in order to prepare the input file, the Analyze/Descriptive Statistics/Crosstabs menu is available from the SPSS graphic interface. 2 The 
Illustrative Examples
Inter1.sps and Inter2.sps are briefly illustrated with short and hypothetical data sets, presented in Kenny et al. (2006) . The first data set, used with Inter1.sps, is taken from Table 2.1. Suppose that the data are mutual liking scores on a 9-point scale. In the distinguishable-members situation, the data came from 10 romantic heterosexual couples. In the indistinguishable-members situation, the same data were collected from 10 pairs of same-sex roommates. The dyadic data are reproduced in Appendix A; selected output from Inter1.sps, including r, ICC, and r p , is shown in Appendix C, Table C1 .
The second data set, used with Inter2.sps, is taken from Table 2 . 4 (Kenny et al., 2006) and represents 200 dyads' hypothetical responses on a nominal variable with three categories (A, B, and C). For the distinguishable-and indistinguishable-members situations, suppose that the dyads are, again and respectively, romantic heterosexual couples and same-sex roommates. The input data (with integers 1-3 corresponding to categories A-C) are reproduced in Appendix B. Selected output from Inter2.sps-including cross-tabulations for the two situations, as well as the corresponding κ statistics-is shown in Appendix C, Table C2. confidence interval estimation. Note that before calculating ICC, the program changes the file layout to an individual data structure (for an illustration of individual, dyadic, and pairwise data structures, see Kenny et al., 2006 ).
An alternative approach to the measurement of nonindependence when members of a dyad are indistinguishable is based on the double-entry method and is known as pairwise correlation (r p ; Gonzalez & Griffin, 1999; Griffin & Gonzalez, 1995) . More precisely, the initial dyadic structure is vertically duplicated, changing Member 1 (x.1) and Member 2 (x.2) scores in the second half of the data matrix, and r is computed on pairwise data (2n, instead of n, pairs of scores). Inter1.sps automatically changes the initial file dyadic layout to a pairwise data structure, computes r p , and adopts the Griffin and Gonzalez approach to adjust significance testing (z test) and confidence interval estimates for n pairs of scores.
By default, α is set to the conventional value of .05. However, the user can easily modify α for confidence intervals in the corresponding command line at the beginning of the program.
Although r and the corresponding p value could have been obtained directly from the menus available in SPSS Data Editor-namely, the Analyze/Correlate/ Bivariate menuthe user cannot get the confidence interval for r from SPSS graphic interface. When members of a dyad are indistinguishable, ICC is computed in the Analyze/Scale/Reliability Analysis menu if the data file has a dyadic structure and the user specifies the correct options (Model 5 Alpha | Statistics/ Intraclass correlation coefficient/ Model 5 One-Way Random). However, SPSS provides a one-tailed p value instead of the correct two-tailed probability (Kenny et al., 2006) and treats large negative values as not significant. Moreover, it can be problematic to use SPSS to compute r p via the Analyze/Correlate/ Bivariate menu, because the significance test has to be adjusted for n and not 2n dyads. The advantage of Inter1.sps is that this adjustment is made and the confidence interval bounds are properly calculated.
Inter2.sps: Categorical measures. When the level of measurement for the variable of interest is nominal (e.g., both members of a dyad respond to a question about their voting behavior in the last election), assessment of nonindependence is done by quantifying agreement between members and correcting this quantity for expected random agreements. The measure of agreement for categorical variables is Cohen's κ (Cohen, 1960) . Inter2.sps is an SPSS syntax file that computes κ in situations of both distinguishable and indistinguishable members.
For dyads with distinguishable members, computing and testing κ is straightforward. If the data are raw data, the user can obtain κ and the corresponding p value directly from the SPSS graphic interface (Analyze/ Descriptive Statistics/Crosstabs/Statistics/Kappa). Alternatively, if the data are already summarized as a cross- 
NotES
1. If the user has an individual structure data set-that is, each record refers to an individual-with two identifier variables (e.g., dyad for dyads and person for persons within dyads), he or she can easily convert this structure to a dyadic structure by running the following syntax lines: delete variables person. casestovars/id 5 dyad/groupby 5 index. 2. Here we describe Inter2.sps for estimating κ on tabulated data. If the user wants to perform the calculations directly on nontabulated raw data, he or she may run Inter3.sps, which is available from the authors' Web sites at http://davidakenny.net/kkc/c2/c2.htm or www.fpce.uc.pt/ niips/inter.htm. To save space, we omit Inter3.sps syntax and output from the Appendixes.
SuPPlEMENtAl MAtERIAlS
The SPSS syntax discussed here and the data files may be downloaded as supplemental materials for this article from brm.psychonomic-journals .org/content/supplemental.
Conclusion
Given the difficulties of analyzing dyadic data at the individual level and the necessity to make adjustments to statistics, significance tests, and confidence intervals obtained via the SPSS graphic interface, as well as the laborious and error-prone task of restructuring the dataespecially when the data set is large-the user-friendly approach adopted in Inter1.sps and Inter2.sps would prove to be useful to researchers seeking a preliminary examination of the nonindependence in their dyadic data.
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