In this series of papers, we investigate the projective framework initiated by Jerzy Kijowski [7] and Andrzej Okołów [12, 13] , which describes the states of a quantum theory as projective families of density matrices. A strategy to implement the dynamics in this formalism was presented in our first paper [10] , which we now test in two simple toy-models. The first one is a very basic linear model, meant as an illustration of the general procedure, and we will only discuss it at the classical level. In the second one, we reformulate the Schrödinger equation, treated as a classical field theory, within this projective framework, and proceed to its (non-relativistic) second quantization. We are then able to reproduce the physical content of the usual Fock quantization.
Introduction
In [10, section 3], we introduced a strategy to deal with dynamical constraints in a projective limit of symplectic manifolds. After having convinced ourselves that a regularization of these constraints will in general be necessary, since we cannot expect them to be adapted to the projective system, we adopted the perspective that a dynamical state can be identified with the family of successive approximations approaching an exact solution of the dynamics. On the one hand, this allows us to put the dynamical state space into a projective form. On the other hand, it also provides a suitable ground for a notion of convergence, that will make it possible to define meaningful physical observables on this state space.
However, applying this procedure demands that one sets up a regularization scheme fulfilling a number of restrictive properties (summarized in [10, prop. 3 .23]), which raises the question of its practicability. Hence, we now want to discuss two simple examples, meant as 'proofs of concept' that such schemes can indeed be designed.
Note that the framework in [10, section 3] was purely classical. We have not yet undertaken to formulate a general procedure regarding the resolution of dynamical constraints in projective systems of quantum state spaces [7, 13, 11] . Nevertheless, our second example will explore how analogous ideas can be implemented at the quantum level, and will give us the opportunity to delineate an appropriate course and to underline possible difficulties.
Linear constraints on a Kähler vector space
This first example is arguably mostly artificial and does not pretend to have great physical relevance. Our motivation here is to illustrate the concepts introduced in [10, sections 2 and 3] in the simplest possible setup. We consider an infinite dimensional Hilbert space H (which is nothing but a linear Kähler manifold) and form its rendering by a projective structure of finite dimensional Hilbert spaces (to prevent any confusion: the Hilbert spaces in discussion here are the phase spaces of classical systems, there will be nothing quantum in the present section). This rendering is built from an Hilbert basis of H by considering all the vector subspaces of H spanned by a finite number of basis vectors and linking them by orthogonal projections (a more satisfactory rendering for H, namely one that does not require the choice of a preferred basis, will be presented in section 3; however we do not want to use it here, since the constraints we will be looking at could be directly formulated as an elementary reduction over a cofinal part of its label set, and it would therefore not be appropriate as an example for the regularization procedure). Proposition 2.1 Let H, � · , · � be a complex Hilbert space and define: 1 . ∀� ∈ H, J � := � �; 2. ∀�, w ∈ H, Ω(�, w) := 2 Im � ��, w� � .
Then, H, Ω, J is a Kähler manifold.
Proof The real scalar product Re � · , · � equips H (seen as a real vector space) with a structure of real Hilbert space, therefore, any bounded real-valued real-linear form on H can be written as Re ��, · � = 2 Im � − 1. L := {I ⊂ N | 0 < #I < ∞} equipped with the preorder defined by ⊂;
2. ∀I ∈ L, H I := Vect {� � | � ∈ I} equipped with the induced symplectic structure Ω I (which is also the natural symplectic structure on H I as a finite dimensional Hilbert space); and ∀� ∈ H, ∀I ∈ L, ∀w ∈ H I ⊂ D, � ζ • σ ↓ (�) (w) = �π N→I (�), w� I = ��, w� H . �
We now present the constraint surface of interest, as a real vector subspace of H admitting a description of a specific form (alternatively, we could characterize it by of a family of linear holomorphic second class constraints and a family of linear first class constraints). Additionally, we anticipate on the regularization of the constraints by providing a rendering (similar to the one we adopted for H) for the corresponding reduced phase space.
Proposition 2.3
We consider the same objects as in prop. 2.2. Let � f j � j∈N and (� � ) �∈N be two, mutually orthogonal, orthonormal families in H. We define:
equipped with the induced symplectic structure Ω J ) and
Additionally, we define: 
) (since K R is the real vector subspace generated by an orthonormal family).
Hence, (J, J ⊕ K R , δ) is a phase space reduction of H. �
We are ready to turn to the core of the regularization procedure, namely formulating a set of approached implementations of the constraints (indexed by a label set E), endowing E with an appropriate preorder, and linking together the approximate dynamics by supplying projecting maps between their reduced phase spaces.
Here we choose E to enumerate a large class of approximate solutions, ordered by comparing how good they are at approximating the exact solution (the precise definition of E may at first seem to arise from nowhere but will become transparent when we will actually detail the corresponding approximate constraint surfaces). This way of composing E will make the study the convergence mostly inexpensive: a large part of the work is actually done beforehand when checking that E with this preorder is really a directed set.
It also has the advantage of partially getting rid of the arbitrariness inherent of working with an approximating scheme. The philosophy is that an explicit, concretely implemented, approximating scheme will correspond to a specific cofinal part of E, but that we have the option of considering all such particular schemes at the same time, by arranging them into a (huge) set E, provided we carefully tailor its preorder to our purpose.
Besides, note that being quite broad in recruiting suitable approximate theories is, up to a certain extent, forced upon us by the fact that we are dealing with an unphysical and not further specified system, since, in a more realistic example, we could probably, from the physics of the system, infer guiding principles to be more selective.
On the other hand, we could fear that such a loose label set E will leave us with a disproportionately complicated projective structure for the dynamical theory. But, in fact, this dynamical structure (on EL) gets spontaneously quotiented down to the projective structure we had already introduced above for the dynamical state space. The idea is that we can transparently match two partial dynamical theories as soon as they have a common ancestor out of which they are carved in the same way (recall this mechanism was presented at the end of [10, subsection 2.2], and expressed precisely in [10, props. 2.8 and 2.9]).
Definition 2.4
We consider the same objects as in prop. 2.3 and we define E as the set of all sextuples � I, I
On E we define a preorder � by
Proposition 2.5 We consider the same objects as in def. 2.4. Let I ∈ L and � > 0. Let J, K ∈ L such that:
Then, there exist I � ∈ L and a linear application φ :
Lemma 2.6 Let H be a Hilbert space and let F , G be two finite dimensional vector subspaces of H, such that dim Π G �F � = dimF , where Π G denotes the orthogonal projection on G.
Then, there exists a unique linear application φ F →G : F → G satisfying:
is minimal, where S F is the unit sphere of F equipped with the measure induced by the euclidean structure of F . 
Let φ be a linear application F → G such that φ| F →Imφ is a unitary map. We define B �j ∈ C for �, j ∈ {1, � � � , f } and w � ∈ G ∩ (Π G �F �) ⊥ for � ∈ {1, � � � , f } by:
With these notations, we have:
(using eq. (2.6.1)).
Hence, this expression is minimal if and only if ∀�, j ∈ {1, � � � , f } , B �j = 0 and ∀� ∈ {1, � � � , f } , w � = 0. Therefore, we define φ F →G by:
We have:
∀j ∈ J, φ(f j ) := φ J J →H I � (f j ) (where φ J J →H I � is defined as in lemma 2.6), Proof
From prop. 2.5, there exist � I � ∈ L and � φ :
We consider the same objects as in def. 2.4. Let ε = � I, I � , J, K , φ, � � ∈ E. We define:
is cofinal in L, so in particular it is directed (and so is 
with J ⊂ J � has been defined in defs. 2.3.5 and 2.3.6).
Then,
Additionaly, we have a bijective map κ :
Proof � E is a directed set (for it has a greatest element) and � �
is a family of decreasing cofinal parts of L � {N}.
and it is compatible with the symplectic structures.
Moreover, for ε 1 = ε 2 ∈ E, this definition coincides with the map π 
has only one element and
N, which is a greatest element in L�{N}), we have by [10, prop. 2.9] 
system of phase spaces, thus
And, in addition, there exists a bijective map
Lastly, we can investigate the convergence and check that we are indeed in the optimal situation discussed at the end of [10, subsection 3.2] (more precisely in [10, prop. 3 .23]). As announced above, the key ingredient for the convergence is the auxiliary result from prop. 2.5, that we proved in the process of establishing the directedness of E.
Theorem 2.10
We consider the same objects as in prop. 2.9. Let ψ ∈ J = J N N . For ε ∈ E, we define:
Then, the net
we have, by putting all definitions together:
. And we can find I 1 ∈ L with
Moreover, we have χ
As above, we can, using prop. 2.5, construct ε 1 :
. Moreover, we have again:
We define ψ
projective system of quantum state spaces. In particular, we want to use this example to illustrate how the classical regularization of the dynamics lays the stage for a corresponding procedure at the quantum level.
Classical theory
In [10, section 3], we only considered dynamics specified by constraints, whereas here we have a theory originally formulated with a 'true' Hamiltonian. However, this is quickly fixed, since there exists a routine trick (discussed in [15, section 1.8] and similar to the more general procedure presented in [9] ), that can be physically interpreted as introducing an artificial time parametrization, and allows to transform any theory on H with an non-vanishing Hamiltonian into a theory on
with an Hamiltonian constraint (the R 2 part holds the time coordinate and its conjugate momentum, aka. the energy variable).
Note that there is a technical subtlety arising when we try to write the theory on an infinite dimensional symplectic manifold in the naive setup of [10, def. A.1], and we are forced to require the one-particle quantum Hamiltonian to be a bounded operator (we cannot simply restrict the constraint surface so that it is included in an appropriate dense subspace, for it would then cost the reduced phase space its strong symplectic structure, by spoiling the needed non-degeneracy property). However, we will be able to lift this restriction without great efforts when switching to the projective state space formalism. Proposition 3.1 Let H be a separable, infinite dimensional Hilbert space and H be a bounded self-adjoint operator on H. We equip M ��� := H × R 2 with the strong symplectic structure:
We define:
3. M DY� := H with symplectic structure Ω DY� := 2 Im � · , · �; 
and:
Hence, T (ψ,�,E) δ is surjective and, for (φ 1 , � 1 , 2 Re �φ 1 , Hψ�) , (φ 2 , � 2 , 2 Re �φ 2 , Hψ�) ∈ T (ψ,�,E) (M ����� ), we have:
On H viewed as a phase space, we can define some remarkable observables (this defines the algebra that we will latter endeavor to quantize): of interest are for us the scalar product with a vector � ∈ H (that will give rise in the quantum theory to the corresponding creation and annihilation operators) and the expectation value of an operator on H. Additionally the Heisenberg (ie.
time-dependent) operators of the first-quantized theory can be seen in a natural way as dynamical observables associated (in the sense of [10, def. A.2]) to particular kinematical observables (up to a technical artefact: we restrict the support of the considered observables to spheres in H because we had defined the map ( · ) DY� translating a kinematical observable into its dynamical version only for bounded observables; note that, alternatively, we could just weaken this requirement, for it would be enough to only demand the kinematical observables to be bounded on orbits of the dynamics).
Proposition 3.2
We consider the same objects as in prop. 3.1. Let � ∈ H. On H we can define the observables:
We have, for all �, f ∈ H:
Let A be a bounded self-adjoint operator on H. We define on H the observable �A� by:
We have, for all A, B bounded self-adjoint operators on H and � ∈ H:
Lastly, for A a bounded self-adjoint operator on H, N > 0 and � � ∈ R, we can define on M ��� the observable:
, and we have:
Proof In order to compute the Poisson brackets between observables of the type a � and a * � , we have to be careful not to mix up the complex structure on H with the complex structure coming from a � and a * � being C-valued. Therefore, we will write J φ for the scalar multiplication of φ by � (in H seen as a C-vector space) and � φ for the vector (� ⊗ R φ) in C ⊗ R H ≈ T C (H) (for H seen as a real manifold). Extending Im � · , · � and Re � · , · � by C-bilinearity on T C (H) (because we want { · , · } H to be C-bilinear), we then have: With this we can compute the Hamiltonian vector fields at ψ ∈ H of a � and a * � , for � ∈ H:
Hence, for �, f ∈ H:
Similarly, we have for any A bounded self-adjoint operator on H and at every ψ ∈ H:
hence, for A, B bounded self-adjoint operators on H, � ∈ H, and ψ ∈ H:
Lastly, eq. (3.2.1) comes from:
The projective system we will use here differs significantly from the one we were using in the previous section (prop. 2.2), for we do not rely any more on the choice of a particular basis to define a family of vector subspaces: instead, we simply take as label set the set of all finite dimensional vector subspaces of H (this structure is of course more satisfactory from a physical point of view; as mentioned at the beginning of section 2, we could not use it in the previous example, for our aim was to illustrate the regularizing strategy, while this larger label set contains a cofinal family on which the linear constraints we were considering form an elementary reduction).
Note that the space of states of this projective system can be naturally identified with the algebraic dual on H, in such a way that the injection of H into the projective state space (in the sense of a rendering, as introduced in [10, def. 2.6]) corresponds to the identification with its topological dual. Proposition 3.3 Let H be a separable, infinite dimensional Hilbert space. We define L as the set of all finite dimensional vector subspaces of H and we equip it with the preorder ⊂. We define: We are ready to go on to the formulation of an approximating scheme for the dynamics. The approximation here will take place in two different directions. First, we introduce a deformation of the constraint surface, controlled by a small parameter � > 0, to replace the non-compact orbits of the exact dynamics (going in time from −∞ to +∞) by compact orbits (running only through a finite time interval): the rough idea is that instead of having a 'free particle' in the energy-time variable, we put an harmonic oscillator, thus preventing the time variable to grow for ever. This will be more comfortable when switching to the quantum theory: having compact orbits is closely related to having well-normalized states solving the quantum constraints (heuristically, quantum solutions of the constraints have much in common with classical statistical states, supported by the constraint surface and constant on the gauge orbits, and these will only exist as properly normalized probability measures if the orbits are compact).
The other aspect of the approximation is what will allow us to build, for the approximated dynamics, a corresponding elementary reduction on a cofinal part of the projective system introduced previously. For this, we truncate the exact Hamiltonian H of the first-quantized theory as Π J H Π J where J is a finite vector subspace of H, such that H is bounded on J (from now on, we can indeed relax the requirement we had above, and we allow H to be an unbounded, densely defined, operator on H). In other words, we project the Hamiltonian flow on the symplectic submanifold J × R , is expected to be finite dimensional), but it will simplify the structure of the dynamical projective system.
Definition 3.4
We consider the same objects as in prop. 3.3. Let H be a densely defined (possibly unbounded) self-adjoint operator on H. We define E as the set of all pairs (J, �) such that:
1. J ∈ L and ∀ψ ∈ J, �Hψ� < ∞ ; 2. � > 0 . On E we will use the preorder:
Proposition 3.5 E, � is a directed preordered set.
We consider the same objects as in def. 3.4. Let ε = (J, �) ∈ E. We define: 
is cofinal in L, so in particular it is directed (and so is L ε � {H} since it has a greatest element).
Then, it is clear from the definitions that (L
) is a projective system of phase spaces. Now, we define:
and we want to show that (J, M 
where
and we have:
Hence, T (ψ,�,E) δ ε is surjective and, for (φ 1 , � 1 , � 1 ) , (φ 2 , � 2 , � 2 ) ∈ T (ψ,�,E) (M ε ), we have: is unbounded. Instead, we collect in prop. 3.9 a set of properties imitating the framework of [10, prop. 3 .24], and we will formulate the convergence on this substitute ground.
It is worth mentioning that here, as in the previous example, we are able to directly give a projective system rendering the space of dynamical states, and more generally being able to find a regularizing scheme in the sense of [10, subsection 3.2] implies that one can construct such a dynamical projective structure. This perhaps requires a few comments. At first it sounds as if implementing and solving the constraints requires to already know completely the structure of the dynamical theory. However, one should keep in mind that solving the dynamics and obtaining the dynamical theory is not simply constructing the space of physical states: the more crucial part is to construct the dynamical observables, not simply as a space of functions on the reduced phase space, but as a family of non functionally independent elementary observables, each of which should be linked to a physical meaning (aka. an experimental protocol).
This point is transparently illustrated by the toy model we are studying in the present section.
The submanifold � = 0 is obviously a gauge fixing surface of the theory we are considering, and this is what allows us to obtain immediately a description of the reduced phase space. But, clearly, having realized this property of the dynamics does not mean we have solved the theory: if we want to know how a given system will evolve we need to define dynamical observables associated to kinematical ones with support on other constant time surfaces. Indeed, the dynamical observables associated with time � = 0 are the only ones that can be directly defined on the reduced phase space defined through the aforementioned gauge fixing. And, although they provide a parametrization of the dynamical state space, they do not allow us to compute predictions for any arbitrary experiment, since, as underlined many times in the discussion of the handling of constraints [10, section 3] , the predictive content of the theory is encoded in the functional relations among an overcomplete set of dynamical observables, arising from functionally independent kinematical observables.
Note that in any theory admitting some obvious gauge fixing (which needs not to be singled out nor preferred in any sense: in the example at hand, selecting � = 0 rather than any other time surface is an arbitrary choice), we can use this gauge fixing surface as a starting point to design an approximating scheme: it provides an explicit description of the reduced phase space, and we can use it as a pivot to define projections between the successive approximated dynamical theories (for we can relate approximated orbits depending on their intersection with the gauge fixing surface, as we indeed do in the present example). In particular, this suggests that such approximating schemes could be obtained without many difficulties within the so called 'deparametrization' framework [4] . Proposition 3.7 Under the same hypotheses as in def. 3.4, we define:
1. L H := {J ∈ L | ∀ψ ∈ J, �Hψ� < ∞} with the preorder defined by ⊂; 
Additionally, we have a bijective antilinear map ζ The rest of the proof works as for prop. 2.2. � Proposition 3.8 We consider the objects introduced in props. 3.6 and 3.7. We define:
and we have a bijective map κ
Proof E is a directed set (prop. 3.5) and
is a family of decreasing cofinal parts of L � {H}.
is well-defined as a surjective map M DY�,ε 2
Moreover, for ε 1 = ε 2 ∈ E, this definition coincides with the map π DY�,ε→ε
that has been introduced in prop. 3.6. Hence, for all ε ∈ E, we have from prop. 3.6 that (M
Lastly, using
is a projective system of phase spaces, thus:
We consider the same objects as in prop. 3.8 and we additionally define:
) . Then, we have:
H→I is surjective and, for all (ε 1 ,
Proof Since H is self-adjoint, exp (−� � H) defines a unitary operator on H, and this operator stabilizes Theorem 3.10 We consider the same objects as in prop. 3.9. Let ψ � ∈ D. For ε ∈ E, we define:
Then, the net (Ψ
Proof For ε = (J, �) ∈ E, we have, from the proof of prop. 3.6:
And, from the proof of prop. 3.9:
and let � 1 > 0 such that:
By spectral resolution, we can define
H � (where � · � denotes the floor function).
where, for � ∈ Z, ψ
is the projection of ψ � on the eigenspace of H � 2 with eigenvalue � 2 � (defining these eigenspace to be {0} if � 2 � is not in the spectrum of H � 2 ).
We define
Now, we consider ε = (J, �) ∈ E, with (J, �) � (J 3 , � 3 ). We choose θ ∈ [0, 2π[ such that sin θ = � � (|��| � � 3 |�| � 1) and we define:
Therefore, � ψ,
Hence, there exist T > 0 and � 1 > 0 such that:
Following the same path as above, we can define:
and construct a vector subspace J 2 ∈ L H such that:
Analogously, we define � 3 = � 1 and
Now, we consider ε = (J, �) ∈ E, with (J, �) � (J 3 , � 3 ) , and
So, for every I ∈ L, the net
Quantum theory
We now want to implement this construction at the quantum level, with the aim of using this simple toy model to get a first hold on the implementation of constraints in projective systems of quantum state spaces.
To fix the notations, we begin by summarizing the main properties of (bosonic) Fock spaces [5, For (� � ) �∈I an orthonormal basis of H (I ⊂ N), we define:
is an other orthonormal basis of H, we have:
Definition 3.12 We consider the same objects as in def. 3.11. Let � ∈ H, N � 1 and � ∈ {1, � � � , N}.
We define the operators � a 
Then, on � H we can define (unbounded) operators � a � and � a + � , such that:
Let A be a bounded self-adjoint operator on H. We can define an (unbounded) operator � A on � H such that:
For (� � ) �∈I is an orthonormal basis of H, we have:
Lastly, let �, f ∈ H and let A, B be bounded self-adjoint operator on H. The commutators between the operators defined above are given by:
Before going on to the quantization using projective structures, we recall the more conventional quantization of M
DY�
, Ω DY� (ie. a reduced phase space quantization for the theory we are considering)
using Fock spaces techniques. The notable fact is that this direct quantization of the Schrödinger equation (considered as a classical field theory, aka. second quantization) can be identified with the (bosonic) Fock space describing an arbitrary number of independent, indistinguishable quantum particles of the corresponding first quantized theory [2] . This identification is not merely a naive matching of the Hilbert spaces: we can check that the quantized observables correspond in a natural way to the observables built on the Fock space. 
Proof This can be directly checked by comparing prop. 3.2 with def. 3.12. �
The key tool for constructing a projective system of quantum state spaces reproducing the classical structure from prop. 3.3 is the realization that the Fock space arising from a direct orthogonal sum of two Hilbert space can be naturally identified with the tensor product of the two corresponding Fock spaces. This is in fact a special case of the well-known property of quantization, that translates a Cartesian product of symplectic manifold into a tensor product of Hilbert spaces (for a direct sum is indeed a Cartesian product).
Proof We know from prop. 3.7 that L H is a directed set. Then, we can show that �
is a projective system of quantum state spaces exactly like in the proof of prop. 3.15. 
Using the general result derived in [11, theorem 2.9], we are able to embed the space of density matrices on the Fock space into the larger quantum state space constructed by projective techniques, and to precisely characterize the image of this embedding, by giving a condition for a projective state to be representable as a density matrix on � H.
Proposition 3.17
We consider the same objects as in prop. 3.16. There exists an injective map 
where W is a measurable subset in the spectrum of � �A� Fock , and I W ( · ) denotes the corresponding spectral projectors. In addition, we need to introduce an �-dependent normalization parameter N that accounts for the fact that states solving the exact dynamics cannot be correctly normalized (they describe probability distributions invariant under a transformation running along the full time line from � = −∞ to � = +∞) so that it only makes sense to consider partial probability, measuring the probability of measuring the system in a certain state, knowing that the measurement takes place at a certain time. So, as we lift the �-regularization (that was making the gauge orbits compact and the solution of the quantum constraint normalizable), the probability of measuring the system in a certain time interval is dropping and needs to be accordingly compensated. Fock space or with a subset of it. This is reassuring, for we know that the Fock space is the right arena to describe interaction-free theory (since such a theory preserves the subspaces of fixed particles number). It would be interesting to study whether more general quantum field theories can be translated in this language too.
On the classical side, we would like to develop systematic recipes to generate the input needed for the regularization. On the quantum side, we still have to provide a rigorous procedure, including rules for defining an effective and physically meaningful notion of convergence. As a general guiding principle, we should strive to reflect the concrete experimental implementation of the observables. In particular, when considering a theory of gravity, it might prove legitimate to define the convergence in a way that completely ignores the gravitational degrees of freedom: indeed, geometry is only probed by matter, and never measured directly. Additionally, we might be able to gain a deeper understanding of the formalism considered here by studying its relations to approaches that incorporate similar ingredients, like lattice quantum field theory or other discretization techniques. This could help shed light on issues that are shared with these approaches, notably the problem of 'universality': in other words, the concern about how to ensure that the results we are getting are robust, and do not depend critically on some arbitrary choices entering the definition of the regularization scheme. We have displayed in section 2 a trick to circumvent this pitfall: by assembling all reasonable approximations into a huge label set E, and ordering them by their respective quality, we can view a specific regularization prescription as simply selecting a cofinal subset in E. However, it is not clear whether this could still be done for less trivial systems, because it could become difficult to arrange for E to be directed. Hence, we will probably need to invent more subtle ways of ensuring universal properties.
