On the reference tetrahedron K, we define three projection-based interpolation operators on
Introduction
Operators that approximate a given function by a (piecewise) polynomial are fundamental tools in numerical analysis. The case of scalar functions is rather well-understood and many such approximation operators exist both for fixed order approximation where accuracy is achieved by refining the mesh, the so-called hversion, and the p-version, where accuracy is obtained by increasing the polynomial degree p; for the p-version in an H 1 -conforming setting we refer to [3, 5, 29] and references therein. For the approximation of vectorvalued functions, specifically, the approximation in the spaces H(curl) and H(div), the situation is less developed since the approximation operators are typically required to satisfy, in addition to having certain approximation properties, also the requirement to be projections and to have a commuting diagram property. While various operators with all these desirable properties have been developed for the h-version, optimal results in the p-version are missing in the literature. The present paper is devoted to the analysis of a pversion projection-based interpolation operator that has the optimal polynomial approximation properties under suitable regularity assumptions. High order polynomial projection-based interpolation operators with the projection and commuting diagram properties have been developed by L. Demkowicz and several coworkers, [11, [16] [17] [18] ; a very nice and comprehensive presentation of these results can be found in [15] , which will also be the basis for the present work. The projection-based interpolation operators presented in [15] are a) projections, b) have the commuting diagram property, and c) admit element-by-element construction. The last point means that the operators are defined elementwise by specifying them on the reference element and that the appropriate interelement continuity is ensured by defining the interpolant in terms of pertinent traces: for scalar functions, the projection-based interpolant interpolates in the vertices and its restriction to an edge or a face is completely determined by the restriction of the function to that edge or face; for the H(curl)-conforming interpolant, its tangential component on an edge or face is completely determined by the tangential trace of the function on that edge or face; for the H(div)-conforming interpolant, the normal component on a face is fully dictated by the normal component of the function on that face. Such a construction is only possible under additional regularity assumptions beyond the minimal one (which would be H 1 , H(curl) or H(div)). Indeed, in 3D, the construction described in [15] requires the regularity H 1+s with s > 1/2 for scalar functions, H s (curl) with s > 1/2 and H s (div) with s > 0 for the vectorial ones. Under these regularity assumptions, it is shown in [15, Thm. 5.3 ] that the projection-based interpolation operator has, up to logarithmic factors, the optimal algebraic convergence properties (as p → ∞), for function with finite Sobolev regularity as measured by s. In this note, we remove the logarithmic factors, i.e., show optimal rates of convergence, under the more stringent regularity assumption s ≥ 1 (cf. Theorem 2.8 for the case of tetrahedra and Theorem 2.11 for the case of triangles).
The projection-based interpolation operator analyzed in the present work is of the type studied in [15] . Correspondingly, many tools used in [15] are also used here, most notably, the polynomial lifting operators developed for tetrahedra in [19] [20] [21] and for the simpler case of triangles in [2] ; we mention in passing that suitable polynomial lifting operators are also available for the case of the cube [12] . Another tool that [15] uses are right inverses of the gradient, curl and div operators ("Poincaré maps"). Here, we use a more recent and powerful variant, namely, the regularized right inverses of [13] . This breakthrough paper [13] allows for stable decompositions of functions in H(curl) and H(div) with appropriate mapping properties in scales of Sobolev spaces and is an essential component in the analysis of the p-version in H(curl), [6, 8, 23] . The distingushing technical difference between [15] and the present work, which is responsible for the removal of the logarithmic factor, is the treatment of the non-local norms on the boundary. Non-local norms on the boundary are written in [15] (following [17] ) as a sum of contributions over the boundary parts (that is, faces in 3D and edges in 2D); in finite-dimensional spaces of piecewise polynomials, this localization procedure is possible at the price of logarithmic factors. Instead of localizing a non-local norm, the approach taken here is to realize the non-local norm by interpolating between two norms related to integer order Sobolev norms, which both can be localized, i.e., written as sums of contributions over boundary parts. In turn, this requires to analyze the error of the projection-based interpolation in two norms instead of a single one. The estimate in the stronger norm is obtained by a best approximation argument as done in [15] , the estimate in the weaker norm is obtained by a duality argument. The gradient operator ∇ for scalar functions u and the divergence operator div for R d -valued functions u are defined in the usual way: ∇u = (∂ x1 u, . . . , ∂ x d u)
⊤ and div u = u the curl-operator is defined as curl u := (∂ x2 u 3 − ∂ x3 u 2 , −(∂ x1 u 3 − ∂ x3 u 1 ), ∂ x1 u 2 − ∂ x2 u 1 ) ⊤ . For d = 2 we distinguish between the scalar-valued and vector-valued curl operator: for a scalar function u, we defined curl u := (∂ x2 u, −∂ x1 u)
⊤ and for an R 2 -valued function u we set curl u := ∂ x1 u 2 − ∂ x2 u 1 . For Lipschitz domains ω ⊂ R d (d ∈ {2, 3}) and scalar functions, we employ the usual Sobolev spaces H s (ω), s ≥ 0, as defined, e.g., in [1] . For s > 0 the space H −s (ω) := (H s (ω)) ′ is the dual space of H s (ω) characterized by the norm u H −s (ω) := sup
where (·, ·) L 2 (ω) denotes the (extended) L 2 -scalar product. Vector-valued analogs H s (ω) are defined to be elements of H s (ω) componentwise and also the dual norm · H −s (ω) is defined analogously to (1.1). For s ≥ 0 and d = 3, we set H s (ω, curl) = {u ∈ H s (ω) | curl u ∈ H s (ω)} and H s (ω, div) = {u ∈ H s (ω) | div u ∈ H s (ω)}; for d = 2 we have H s (ω, curl) = {u ∈ H s (ω) | curl u ∈ H s (ω)}. For s ≥ 0, we define . The space H 1/2 (∂ω) will be understood as the trace space of H 1 (ω) and H −1/2 (∂ω) denotes its dual. The spaces H 0 (ω, curl) and H 0 (ω, div) are the subspaces of H(ω, curl) and H(ω, div) with vanishing tangential or normal trace, defined as the closure of (C ∞ 0 (ω)) d under the norms · H(ω,curl) and · H(ω,div) .
Projection based interpolation
K ⊂ R 3 denotes the reference tetrahedron, which is taken to be the regular tetrahedron, i.e., its 4 faces are equilateral triangles. The sets F ( K), E( K) and V( K) denote the sets of faces, edges and vertices of K, respectively. In the two-dimensional space, we use the notation f for the reference triangle, which is taken to be the equilateral triangle with interior angles π/3, and E( f ) and V( f ) for the set of edges and vertices of f . We also need the tangential trace and tangential component operators: For a sufficiently smooth function u on K we set Π τ u := n × (u| ∂ K × n) and γ τ u := u| ∂ K × n, where n denotes the outer normal vector of K. For a face f ∈ F ( K) we will write Π τ,f for the (in-plane) tangential trace on ∂f , i.e., with the in-plane exterior normal n ∂f and sufficiently smooth tangential fields u we set Π τ,f u = u−n ∂f (n ∂f ·u). For sufficiently smooth u, we have for each edge e ∈ E( K) Π τ,f u| e = u · t e . Here, t e is the tangential vector of the edge e; its orientation is assumed to be fixed. We have the integration by parts formula
which actually extends to u, v ∈ H( K, curl), [25, Thm. 3.29] . In 2D, we have the integration by parts formula (Stokes formula)
where the piecewise constant tangential vector t is oriented such that f is "on the left". For each face f ∈ F ( K) and s ≥ 0 we define the Sobolev spaces H s (f ), H −s (f ) as well as H s T (f, curl) and H −s T (f, curl) by identifying the face f with a subset of R 2 via an affine congruence map. The subscript T indicates that tangential fields are considered. Also the spaces H s (e) and H −s (e) on an edge e ∈ E( K) are defined by such an identification.
Spaces on the reference element
On K we introduce the classical Nédélec type I and Raviart-Thomas elements of degree p ≥ 0 (see, e.g., [25] ):
3)
Recall the exact sequences on the continuous level
and on the discrete level
Using the notation
we present here projection operators Π
p that enjoy the commuting diagram property
In the two-dimensional setting, the Nédélec type I elements are defined by
where P p ( f ) denotes the homogeneous polynomials of degree p. Here we have shorter exact sequences of the forms
on the continuous level and
one the discrete level. We then define projection operators Π
p which satisfy the commuting diagram property
Trace spaces on the boundary
We will also need the traces of the spaces W p+1 ( K), Q p ( K) and V p ( K) on various parts of the boundary. For faces f ∈ F ( K) the corresponding spaces are defined by trace operations:
where Π τ is the tangential component and n f the normal vector of f . These traces are well-known objects: Identifying a face f with the reference triangle f via the affine element map, the space W p+1 (f ) coincides with the space P p+1 (R 2 ) of bivariate polynomials of (total) degree p + 1; the space Q p (f ) turns out to be N I p (f ), the type-I Nédélec element on triangles; and V p (f ) is the space P p (R 2 ). Lowering the dimension even further, we introduce for each edge e ∈ E( K) the spaces
where t e is the tangential vector of the edge e. Similar to the case of the faces, the space W p+1 (e) can be identified with the univariate polynomials of degree p + 1 and Q p (e) with the univariate polynomimals of degree p. We also need subspaces of functions vanishing on the boundary in the appropriate sense. We set
We also need W aver p
Corresponding spaces on lower-dimensional manifolds are defined as follows:
Finally, we set for edges e ∈ E( K)
By e.g., [15] or [23] (actually, [23] uses the tangential trace operator γ τ instead of Π τ in the definition of the spaces Q p (f ) and correspondingly identifies the space Q p (f ) with a Raviart-Thomas space instead of a Nédélec space) we have the following diagrams for faces f ∈ F ( K) and edges e ∈ E( K)
In this diagram (and in what follows), the operators ∇ f , ∇ e represent surface gradients on a face f and tangential differentiation on an edge e, respectively. The operator curl f is the surface curl on face f . In two dimensions, we set
One again looks at shortened sequences, namely,
Definition of the operators
The construction is similar to that in [15, 17] . The difference is that all inner products are integer order inner products.
The operators in 3D
Definition 2.1 ( Π grad,3d p+1
). The operator Π grad,3d p+1
:
is defined by the following conditions:
The operators in 2D
We define the projection operators following the lines of Section 2.1.1. The operators are then well-defined by the following equations, which can be shown by checking the numbers of conditions the same way as in Section 2.1.1.
). The operator Π grad,2d p+1
It is worth pointing out that, up to identifying a face f ∈ F ( K) with the reference triangle f , the 2D operators Π 
Main results
We can now formulate the main theorems. The proofs are postponed to the later sections.
Theorem 2.8 (Projection-based interpolation in 3D). There are constants C s and C s,k (depending only on s and k) such that:
p are well-defined, projections, and the diagram (2.8) commutes.
(ii) For all ϕ ∈ H 2 ( K) there holds
Proof. Statement (i) asserts that the pertinent traces are well-defined and in L 2 -based spaces. That 
. From Theorem 2.8, (iii) and Lemma 4.1 we infer
The bound (2.25) is shown in a similar way, using, for
given by Lemma 5.6 and arguing with Theorem 2.8, (v) and Lemma 4.1, thus:
p by an element-by-element construction are also linear projection operators with the commuting diagram property
This is a direct consequence of Theorem 2.8, (i) and the fact that the operators are constructed element by element.
Theorem 2.11 (Projection-based interpolation in 2D).
There are constants C s,k depending only on s, k such that the following holds:
p are well-defined, projections, and the diagram (2.11) commutes.
(ii) For all ϕ ∈ H 3/2 ( f ) there holds
Proof. The proof of (i) follows by arguments very similar to those given in [15] ; details can be found in Section B. Item (ii) is shown in Theorem 4.8 and item (iii) in Lemma 4.13. For statement (iv), see Lemma 4.14.
The following corollary is the two-dimensional analog of Corollary 2.9:
Proof. The proof follows as in Corollary 2.9, relying on Lemma 4.5 for the proof of (2.30).
3 Stability of the projection operators in one space dimension
In the one-dimensional space, the following result holds true.
Then for every s ≥ 0 there is C s such that
Proof. The case s = 0 in (3.2a) reflects the well-known best approximation property of Π grad,1d p . For s ≥ 1, one proceeds by a standard duality argument. We set e := u − Π grad,1d p u and t = −(1 − s) ≥ 0. We need an estimate for e H −t ( e) = sup
For every v ∈ H t ( e), there exists a unique solution z ∈ H t+2 ( e) ∩ H 1 0 ( e) of the problem
. Thus, we obtain using integration by parts, the orthogonality condition (3.1) and the estimate for s = 0
which implies (3.2b) for s ≥ 1. Noting that H 0 ( e) = L 2 ( e) = H 0 ( e), the remaining cases s ∈ (0, 1) follow by interpolation.
4 Stability of the projection operators in two space dimensions
Preliminaries
We recall the following unconstrained approximation results: Lemma 4.1. Let K be the reference tetrahedron K or the reference triangle f . Fix 0 ≤ r and d ∈ N. Then there are approximation operators J p :
Proof. The scalar case d = 1 is well-known, a proof can be found, e.g., in [24, Thm. 5.1]. The case d > 1 follows from a componentwise application of the case d = 1.
Lemma 4.2 ([15]
). Let P grad,2d u ∈ W p+1 ( f ) be defined by the conditions
Then, for r > 0 there holds
The next lemma provides right inverses for the differential operators ∇ and curl;
Then:
(ii) For u with curl u = 0, there holds ∇R grad u = u.
(v) For every k ≥ 0, the operators R grad and R curl are bounded linear operators
Lemma 4.4 can now be used to construct regular Helmholtz-like decompositions.
Proof. With the aid of the operators R curl , R grad of Lemma 4.4, we write u = ∇R
The mapping properties of R curl and R grad of Lemma 4.4 then imply the result.
Lemma 4.6 (discrete Friedrichs inequality in 2D)
. There exists C > 0 independent of p and u such that
in the following two cases:
Proof. 
Since u ∈ Q( f ) we have ψ ∈ W p+1 ( f ). The property u ∈Q p ( f ) implies with the tangential vector t on the boundary ∂ f
Since ψ is continuous at the vertices of f , we infer
is the lifting operator of [4] . Since L produces a polynomial and ψ ∈ W p+1 ( f ), we get that ψ 0 ∈W p+1 ( f ) and estimate
Recall that the reference triangle f is the equilateral triangle with interior angles π/3. Thus we have the following well-known shift theorem for the Laplacian.
Lemma 4.7. For every s ∈ [0, 2) there is C s > 0 such that the following shift theorems are true:
(ii) For every v ∈ H s ( f ) and data g ∈ L 2 (∂ f ) with g| e ∈ H s+1/2 (e), e ∈ E( f ) that satisfies additionally the compatibility condition f v + ∂ f g = 0, the solution z of the problem
Proof. 1. step: It follows from [14, 22] that both regularity assertions are satisfied for the case of homogeneous Dirichlet and Neumann conditions (i.e., g = 0). The key observation is that the leading corner singularities for both the homogeneous Dirichlet and Neumann problem are in H 4−ε for every ε > 0, since they are of the form O(r 3 log r), where r measures the distance from the vertex (with which the singularity function is associated). 2. step: For the case of inhomogeneous Neumann conditions g = 0, one constructs a vector field σ ∈ H s+1 ( f ) such that σ · n = g on ∂ f . It is easy to construct such a vector field away from the vertices, and near the vertices, an affine coordinate change reduces the construction to one in a quarter plane, where each component of σ can be constructed separately by lifting from one of the coordinate axes. Next, one solves the two problems
From step 1, one has that z 0 , z 0 ∈ H s+2 ( f ). It remains to see that ∇z = σ + curl z 0 + ∇z 0 . This follows from the observation that the difference δ := ∇z − (σ + curl z 0 + ∇z 0 ) satisfies div δ = 0 = curl δ as well as δ · n = 0 on ∂ f .
Stability of the operator
Proof. The first observation is that it suffices to show the estimates (4.4a), (4.4b) for the special case v = 0 in the infimum by the projection property of Π grad,2d p+1
. We will therefore show in a first step (4.4a) for the case s = 0. In a second step, we show (4.4b) for the cases s ∈ [1, 3). The remaining cases s ∈ (0, 1) are obtained by interpolating between the case s = 0 and the case s = 1 (for which (4.4a) and (4.4b) coincide). We note that the trace theorem gives u ∈ H 1 (e) for each edge e ∈ E( f ) with u H 1 (e) u H 3/2 ( f) . By Lemma 3.1, we have for every edge e ∈ E( f )
u is piecewise polynomial and continuous on ∂ f , we infer in particular for s = 0 and s = 1 the bounds 6) and then, by interpolation, also for the intermediate s ∈ (0, 1). Next, we show (4.4a) for s = 0. In view of the existence of a polynomial preserving lifting of [4] that is continuous
we infer from Lemma 4.2 and (4.6) for the seminorm 8) which is (4.4a) for s = 0. We next show the estimate (4.4b) for s ∈ [1, 3) by a duality argument. Let e = u − Π grad,2d p+1 u, and set t = −(1 − s). To estimate
For the first term in (4.10) we get by the orthogonality properties satisfied by e, Lemma 4.1 and (4.8)
For the second term in (4.10) we use Lemma 3.1 to obtain on each edge e ∈ E( f )
(4.12)
Inserting (4.11) and (4.12) in (4.9) yields (4.4b) for s ∈ [1, 3). The estimate (4.4a) for s ∈ (0, 1) now follows by interpolation between s = 0 and s = 1.
Stability of the operator Π curl,2d p
The following lemmata present the duality arguments that are needed later on to estimate negative Sobolev norms.
Lemma 4.9. Let E ∈ H( f , curl) satisfy the orthogonality conditions
Proof. 1. step: We may restrict to the case s ≥ 1 as the case s = 0 is trivial and the remaining cases s ∈ [0, 1] follow then by interpolation.
where ϕ, z ∈ H s+1 ( f ) are determined by the following equations:
Here, t denotes the unit tangent vector on ∂ f oriented such that f is "on the left". We note that (4.15b) is a Neumann problem; integration by parts shows that the solvability condition is satisfied. We have by Lemma 4.7 the a priori estimates
Together with integration by parts (cf. (2.2)) we compute
and estimate each of the three terms separately. 3. step: Using the orthogonalities satisfied by E and ϕ ∈ H
can be treated using the orthogonalities satisfied by E: Using that z ∈ H s+1 ( f ) so that z ∈ C(∂ f ) and z ∈ H s+1/2 (e) for each edge e ∈ E( f ) and the orthogonality properties (4.13c) and (4.13d), we get
where, in the final step, we used the continuity of the tangential trace map: curl) . (cf., e.g., [15, (eq. (154) ]). 5. step: For the first term in (4.17) , we introduce an auxiliary function z with the following key properties:
Such a function can be obtained as z = curl z, where z solves the following Neumann problem (note that f z = 0, so the solvability condition is satisfied)
We obtain
Proof. As in the proof of Lemma 4.9, we restrict to s ≥ 1 and argue by interpolation for s ∈ [0, 1]. Let v ∈ H s ( f ) and v := ( f v)/| f | ∈ R be its average. Integration by parts yields
Next, we define the auxiliary function ϕ ∈ H s+1 ( f ) as the solution of
and set v := curl ϕ. (Lemma 4.7 is applicable since s+ 1 < 4; for s < 2 Lemma 4.7 even asserts ϕ ∈ H s+2 ( f ).) We note curl v = −∆ϕ = v − v in f and t · v = −∂ n ϕ = 0 on ∂ f so that integration by parts gives
After the next lemma about approximation on edges e ∈ E( f ), we can prove the stability results in 2D as stated in Theorem 2.11.
Lemma 4.11. For each edge e ∈ E( f ) we have for u ∈ H 1/2 ( f , curl) and s ≥ 0
. We recall that on edges, the operator Π curl,2d p is simply the L 2 -projection. Thus, (4.18) holds for s = 0.
For s > 0, (4.18) is shown by a standard duality argument. Let e := u − Π curl,2d p u · t e be the error and
Note that a function w ∈ P p (R) can be decomposed into w(x) = w + x 0 w − w ′ , where w denotes the average of w on e. Hence, ( e, w) L 2 (e) by (2.15e) and (2.15f), and we obtain ( e, v) L 2 (e) = inf
Lemma 4.13. Note that E ∈ Q p ( f ) and that E − L curl,2d (E · t) ∈Q p ( f ). We get from the orthogonalities (2.15c) and (4.2)
from which we obtain with the stability properties of the lifting operator
The discrete Friedrichs inequality of Lemma 4.6, (ii) then gives also
4. step: With the triangle inequality and the approximation property of Lemma 4.3, we arrive at 
In the case of discrete curl, we get the following result.
Lemma 4.14. For all k ≥ 1 and all u ∈ H k ( f ) with curl u ∈ P p ( f ) there holds
If p ≥ k − 1, then the full norm u H k ( f ) can be replaced with the seminorm |u| H k ( f ) .
Proof. We employ the regularized right inverses of the operators ∇ and curl and proceed as in [23, Lemma 5.8] .
We write, using the decomposition of Lemma 4.5,
The assumption curl u ∈ P p ( f ) and Lemma 4.4, (iv) imply v = R curl curl u ∈ Q p ( f ); furthermore, since Π 
The proof of (4.24) is complete in view of (4.25). Replacing u H k ( f ) with |u| H k ( f) follows from the observation that the projector Π curl,2d p reproduces polynomials of degree p.
5 Stability of the projection operators in three space dimensions
Preliminaries
For the approximation properties of Π grad,3d p+1
, we need the following approximation results.
Then, for r > 0, there holds u − P curl,3d u H( K,curl) ≤ C r p −r u H r ( K,curl) .
Lemma 5.3 ([15, Thm. 5.2])
. Let P div,3d u ∈ V p ( K) be defined by the conditions
In the next lemma, right inverses for the differential operators are defined and some properties are stated. 
(i) For u with div u = 0, there holds curl R curl u = u.
(vii) For every k ≥ 0, the operators R grad , R curl and R div are bounded linear operators
The right inverses can now be used to construct regular Helmholtz-like decompositions of functions in H s ( K, curl) and H s ( K, div).
Proof. With the aid of the operators R curl , R grad of Lemma 5.4, we write u = ∇R
The mapping properties of R curl and R grad of Lemma 5.4 then imply the result. For the desired estimates, we use the stability properties of the operators R curl and R grad to get
Proof. Using the operators R curl and R div of Lemma 5.4, we write u = curl R
The mapping properties of R curl and R div of Lemma 5.4 then imply the result. For the desired estimates, we use the stability properties of R curl and R div and get
We now state the Friedrichs inequalities for the operators curl and div.
Lemma 5.7 (discrete Friedrichs inequality for H(curl) in 3D, [15, Lemma 5.1]).
There exists C > 0 independent of p and u such that
Lemma 5.8 (discrete Friedrichs inequality for H(div)). There exists C > 0 independent of p and u such that
in the following two cases: 
To see that the condition (ii) in Lemma 5.8 suffices, assume that u satisfies the condition (ii) in Lemma 5.8 and
hence, u satisfies in fact (5.6). Thus, it satisfies the Friedrichs inequality (5.5).
Remark 5.9. The arguments of the proof of Lemma 5.8 also show that we have the equivalence of (5.7) and (5.8):
Stability of the operator Π grad,3d p+1
The three-dimensional analog of Theorem 4.8 is:
Proof. The proof proceeds along the same lines as the 2D case. First, we observe from the projection property of Π grad,3d p+1
that it suffices to show (5.9) with v = 0 in the infimum. Next, from the trace theorem, we have u| f ∈ H 3/2 (f ) for every face f ∈ F ( K). From Theorem 4.8 we get, for every face f ∈ F ( K) and s ∈ [0, 1]
for s ∈ {0, 1} and then, by interpolation for all s ∈ [0, 1]. Next, we show (5.9) for s = 0. As in the 2D case, we get from Lemma 5.1, the estimate (5.11), the existence of a polynomial preserving lifting (cf. [26] ) and the fact that P grad,3d u − Π grad,3d p+1 u is discrete harmonic the bound
To get the L 2 -estimate, we proceed by a duality argument:
Integration by parts gives
For the first term in (5.13) we can use the orthogonality properties satisfied by e and (5.12) to get
For the second term in (5.13), we use Theorem 4.8 to obtain on each face f ∈ F ( K) 
Stability of the operator Π curl,3d p
As in the proof of Lemma 4.13, a key ingredient is the existence of a polynomial preserving lifting operator from the boundary to the element with the appropriate mapping properties and an additional orthogonality property. For H( K, curl), a lifting operator has been constructed in [20] . We formulate a simplified version of their results and also explicitly modify that lifting to ensure a convenient orthogonality property.
Lemma 5.11. Introduce on the trace space Π τ H( K, curl) the norm
There exists a lifting operator L curl,3d : Π τ H( K, curl) → H( K, curl) with the following properties:
an L 2 ( K)-function, which coincides with the facewise curl curl f z. Furthermore, there holds
Here, we recall that H −1/2 T (f ) is the dual space of the space H
1/2
T (f ) of tangential fields.
Proof. The lifting operator E curl constructed in [20] has the desired polynomial preserving property (i) and continuity property (ii), [20, Thm. 7.2] . Our goal is to define the desired lifting operator by L curl,3d z := E curl z − w 0 , where w 0 is defined by the following saddle point problem: 
, follows from the Friedrichs inequality (Lemma 5.7) by
for all v ∈ ker b. Next, we show the inf-sup condition
.
by Poincaré's inequality. Thus, the saddle point problem (5.17) has a unique solution (w 0 , ϕ) ∈Q p ( K) × W p+1 ( K). In fact, taking q = ∇ϕ in (5.17a) reveals ϕ = 0. The lifting operator L curl,3d now obviously satisfies (i) and (iii) by construction. For (ii) note that the solution w 0 satisfies the estimate w 0 H(
, and · denotes the operator norm. Thus,
The estimate g z X −1/2 is shown in a similar way. Hence, (ii) follows from
We now show (iv), proceeding several steps.
This definition is indeed independent of the lifting since the difference δ of two liftings is in H 0 ( K, curl) and by the deRham diagram (see, e.g., [25, eqn. (3.60 
and coincides facewise with curl f z. 2. step: We construct a particular lifting Z ∈ H( K, curl) of z ∈ X −1/2 and will use z X −1/2 ≤ Z H( K,curl) . This lifting Z is taken to be the solution of the following (constrained) minimization problem:
This minimization problem can be solved with the method of Lagrange multipliers as was done in (5.17). Without repeating the arguments, one obtains, in strong form, the problem:
As was observed above, the Lagrange multiplier ϕ in fact vanishes so that we conclude that the minimizer Z solves
step:
We bound w := curl Z. We have
From curl w = 0, we get that w is a gradient: w = ∇ψ. The second and third conditions in (5.19) show
Noting that the integrability condition is satisfied since (n · w, 1)
we conclude by standard a priori estimates for the Laplace problem
4. step: To bound Z, we write it with the operators R curl and R grad of Lemma 5.4 as
For the control of φ, proceed by an integration by parts argument. Noting that div Z = 0, we have
With the integration by parts formula (2.1) (which is actually valid for functions in H( K, curl) as shown in [25, Thm. 3 .29]) we get
In view of the mapping property R curl :
Combining (5.21), (5.22), (5.23) shows
5. step: Since z and curl ∂ K z are actually L 2 -functions, the norm · X −1/2 can be estimated in a localized fashion: The continuity of the inclusions
We finally obtain the desired estimate
This concludes the proof. We mention that an alternative proof of the assertion (iv) could be based on the intrinsic characterization of the trace spaces of H( K, curl) given in [9, 10] .
Theorem 5.12. There exists C > 0 independent of p such that for all u ∈ H 1 ( K, curl)
Proof. 1. step: Since Π curl,3d p is projection operator, it suffices to show the bound with v = 0 in the infimum. 2. step: Write, with the operators
. From the commuting diagram property, we readily get
To see this, we note v ∈ H 2 ( K) and estimate with Lemma 5.11
We consider each face f ∈ F ( K) separately. Lemmas 4.9, 4.10, 4.13 imply with the aid of the continuity of the trace Π τ :
We note
For the term Π
and observe that the orthogonality conditions (2.15a), (2.15b) satisfied by Π curl,3d p v and the conditions (5.2a), (5.2b) satisfied by P curl,3d v, lead to two orthogonalities:
By Lemma 5.11, the orthogonality condition
holds. Hence, the discrete Friedrichs inequality of Lemma 5.7 is applicable to E − L curl,3d E, and we get
Using again the lifting L curl,3d of Lemma 5.11 and the first orthogonality of (5.29), we get
We conclude the proof by observing
For negative norm estimates u − Π curl,3d p u H −s ( K,curl) with s ≥ 0 we need Helmholtz decompositions:
Lemma 5.13 (Helmholtz decomposition). A function v ∈ H 1 ( K) can be written as
33)
Proof. Before proving these decompositions, we recall the continuous embeddings
which hinge on the convexity of K (see [7, 28] and the discussion in [25, Rem. 3 .48]). We construct the decomposition (5.33): We define ϕ 1 ∈ H 1 ( K) as the solution of
The contribution z 1 is defined by the saddle point problem:
This problem is uniquely solvable, we have ψ = 0 (since div curl v = 0) and the a priori estimate
(In the proof of Lemma 5.11, we considered a similar problem in a discrete setting; here, the appeal to the discrete Friedrichs inequality of Lemma 5.7 needs to replaced with that to the continuous one, [25, Cor. 3 .51]) From div z 1 = 0 and (5.34), we furthermore infer
The representation (5.33) is obtained from the observation that the difference δ :
K) and the representation (5.33), we infer curl z 1 ∈ H 1 ( K). We construct the decomposition (5.32): We define ϕ 0 ∈ H 1 0 ( K) as the solution of
as the solution of the saddle point problem
Again, this problem is uniquely solvable and, in fact ψ = 0 (since div(v − ∇ϕ 0 ) = 0). We have
Finally, an integration by parts reveals curl curl z 0 = v − ∇ϕ 0 , which is representation (5.32).
We control the approximation error in negative Sobolev norms.
Theorem 5.14. For s ∈ [0, 1] and all u ∈ H 1 ( K, curl) there holds the estimate
Proof. By the familiar argument that Π curl,3d p is a projection, we may restrict the proof to the case v = 0 in the infimum. The case s = 0 is covered by Theorem 5.12. In the remainder the proof, we will show the case s = 1 as the case s ∈ (0, 1) then follows by interpolation. We write E := u − Π curl,3d p u for simplicity. By definition we have
We start with estimating the first supremum in (5.35). According to Lemma 5.13, any v ∈ H 1 ( K) can be decomposed as
We also observe curl z ∈ H 1 ( K, curl), thus by Lemma 5.5 we can further decompose curl z as
Using the orthogonality condition (2.15b) and Theorem 5.12, we get
Integration by parts and (5.36) give
We estimate these three terms separately. For the first term in (5.38), we use the orthogonality (2.15a) and Theorem 5.12 to get
For the second term in (5.38), we note that Π τ E is sufficiently regular on ∂ K to split the integral over ∂ K into a sum of face contributions. We get for each face contribution, using Lemmata 4.10 and 4.13,
Lem. 4.10
Lem. 4.13
(5.40)
Finally, for the third term in (5.38) we infer with Lemmata 4.9, 4.13
Adding (5.40) and (5.41) over all faces and taking note of (5.39) shows that we estimate the first supremum (5.35) in the desired fashion. We turn to estimating the second supremum in (5.35). We start with decomposing v ∈ H 1 ( K) as
Using the orthogonality condition (2.15a) and Theorem 5.12, the first term is estimated by
Concerning the second term, an integration by parts yields in view of curl
where the decomposition into face contributions is again permitted by the regularity of E and ϕ. We obtain
by Lemma 4.10 and Lemma 4.13, which finishes the proof.
For functions u with discrete curl, we have the following result.
If p ≥ k − 1, then the full norm u H k ( K) can be replaced with the seminorm |u| H k ( K) .
Proof. We employ the regularized right inverses of the operators ∇ and curl and proceed as in Lemma 4.14. We write, using the decomposition of Lemma 5.
The assumption curl u ∈ V p ( K) and Lemma 5.4, (v) 
is a projection, we conclude v − Π curl,3d p v = 0. Thus, together with the commuting diagram property
The proof of (5.42) is complete in view of (5.43). Replacing u H k ( K) with |u| H k ( K) follows from the observation that the projector Π curl,3d p reproduces polynomials of degree p.
Stability of the operator Π div,3d p
Similar to Lemma 4.11, we state the following result:
Lemma 5.16. For each face f ∈ F ( K) we have for u ∈ H 1/2 ( K, div) and every s ≥ 0
Proof. We first show that, for u ∈ H 1/2 ( K, div) the normal trace n f · u ∈ L 2 (f ) for each face f . To that end, one writes with the aid of Lemma 5.
. Note that (2.16c) and (2.16d) imply that on faces, the operator Π div,3d p is the L 2 -projection onto V p (f ). Thus, (5.44) holds for s = 0. The case s > 0 follows by a standard duality argument. To that end definẽ e := u − Π div,3d p u · n f and let v ∈ H s (f ). Note that w ∈ P p (R 2 ) can be written as w = w + (w − w), where w denotes the average of w on f . Since w − w ∈V p (f ), (2.16c) and (2.16d) imply (ẽ, w)
Remark 5.17. Note that for u ∈ L 2 (∂ K), we have
As in the analysis of the operators in the previous sections, the existence of a polynomial preserving lifting operator from the boundary ∂ K to K with appropriate properties will play an important role. Such a lifting operator has been constructed in [21] . We modify this lifting slightly to explicitly ensure an additional orthogonality property.
Lemma 5.18. There exists a lifting operator L div,3d with the following properties:
(ii) There holds the extension property (
Let z ∈ H −1/2 (∂ K) be a function with the property z| f ∈ V p (f ) for all faces f ∈ F ( K). The goal is to define the lifting operator by L div,3d z := E div z − w 0 , where E div denotes the lifting operator from [21] , and where w 0 is defined by the following saddle point problem:
Unique solvability of Problem (5.46) is seen as follows: Define the bilinear forms a(w, q) :
Coercivity of a on the kernel of b,
follows from the Friedrichs inequality for the divergence operator (cf. Lemma 5.8) . That is,
Next, the inf-sup condition for b follows easily by considering, for given ϕ ∈Q p,⊥ ( K), the function w = curl ϕ ∈V p ( K) in b(w, ϕ) and using the Friedrichs inequality for the curl (Lemma 5.7). That is,
Thus, the saddle point problem (5.46) has a unique solution (w 0 , ϕ) ∈V p ( K) ×Q p,⊥ ( K). In fact, selecting v = curl ϕ in (5.46a) shows ϕ = 0. The lifting operator L div,3d now obviously satisfies (i), (ii) and (iv) by construction, cf. [21, Theorem 7.1] for the properties of the operator E div . For (iii) note that the solution w 0 satisfies the estimate w 0 H(
The estimate g z H −1/2 (∂ K) is shown in a similar way. Hence, (iii) follows from
Theorem 5.19. There exists C > 0 independent of p such that for all u ∈ H 1/2 ( K, div)
Proof. 1. step: By the projection property of Π div,3d p , it suffices to show (5.47) for v = 0. 2. step: As shown in Lemma 5.16, u · n f ∈ L 2 (f ) on each face f ∈ F ( K). Thus we get from Lemma 5.16
u is estimated using the approximation P div,3d u of Lemma 5.3. We ab-
and note that, since Π div,3d p u satisfies the orthogonality conditions (2.16a) and (2.16b), and P div,3d u satisfies the conditions (5.3a) and (5.3b), we have the two orthogonality conditions
By Lemma 5.18, the orthogonality condition
holds; hence the discrete Friedrichs inequality (Lemma 5.8, (ii)) can be applied to
(5.50) 4. step: Using the first part of (5.49), we get
Combining (5.50), (5.51) we arrive at
5. step: With the triangle inequality and the continuity of the normal trace operator
Considering the approximation error in negative Sobolev norms is the next step.
Theorem 5.20. For s ∈ [0, 1] and for all u ∈ H 1/2 ( K, div) there holds the estimate
Proof. In view of the projection property of Π div,3d p , we restrict to showing the estimate with v = 0. The case s = 0 is shown in Theorem 5.19. We will therefore merely focus on the case s = 1 as the cases s ∈ (0, 1) follow by interpolation. We write E := u − Π div,3d p u for simplicity. By definition we have
We start with estimating the first supremum in (5.53). We decompose v ∈ H 1 ( K) as Lemma 5.13 and have to bound the two
For the first term, by Theorem 5.19, the estimate
holds. For the second term, we employ integration by parts to get
Denote by ϕ := ( K ϕ)/| K| the average of ϕ. Now the integration by parts formula gives
We then define the auxiliary function ψ by ∆ψ = ϕ − ϕ, ∂ n ψ = 0 on ∂ K and set Φ := ∇ψ. Since div Φ = ∆ψ = ϕ − ϕ, we get
Lemma A.1. Let K be the reference tetrahedron. Then, for g ∈ X −1/2 (defined in Lemma 5.11) we have
with constant depending solely on K. Here, ·, · ∂ K denotes a duality pairing introduced in the proof below. The surface curl, curl ∂ K g, is defined as n · curl z for any lifting z ∈ H( K, curl) of g ∈ X −1/2 .
Proof. The workhorse is the integration by parts formula
which also defines the duality pairing. To give a few more details, one defines the range
we first note div curl z = 0 so that n · curl z ∈ H −1/2 (∂ K) is well-defined and is taken as the definition of curl ∂ K g. Indeed, this definition is independent of the lifting z: The difference δ : 
Proof of the bound
: Since the norm · X −1/2 is defined by the minimum norm extension, we merely need to construct a lifting Z ∈ H( K, curl) with a good bound on Z. We define Z as the solution of the following (constrained) minimization problem:
This minimization problem can be solved with the method of Lagrange multipliers as discussed in [15, Sec. 4.4] (in the discrete setting) and the proof of Lemma 5.11. One obtains, in strong form, the problem:
It can be checked (this is observed, for example, in [15, Sec. 4.4] and also the case in the proof of Lemma 5.11) that the Lagrange multiplier ϕ vanishes. Therefore, Z solves curl curl Z = 0, div Z = 0, Π τ Z = g.
Let us focus on w := curl Z. We have curl w = 0, div w = 0, n · w = curl ∂ K g.
From curl w = 0, we get that w is a gradient: w = ∇ψ. The second and third conditions show −∆ψ = 0 ∂ n ψ = n · w = curl ∂ K g.
Noting that the integrability condition is satisfied since (n · w, 1) L 2 (∂ K) = (div w, 1) L 2 ( K) = 0, we conclude by standard a priori estimates for the Laplace problem
Hence, curl Z L 2 ( K) curl ∂ K g H −1/2 (∂ K) . To get more information about Z, we write it as
with, by Lemma 5.4,
For the control of φ, proceed by an integration by parts argument. Noting that div Z = 0, we have ∇φ + z = Z = curl R curl (Z) = curl R curl (∇φ) + curl R curl (z).
Next, we employ the integration by parts formula (A.2)
Combining (A.4), (A.5), (A.6), we infer Z H( K,curl) g H −1/2 T Proof. One needs to check that the traces of u ∈ H 2 ( K) on the edges are in H 1 . This follows from the trace theorem: a two-fold trace estimate (from K to the faces and then from the faces to the edges) shows for an edge e that the trace operator maps H 2+ε ( K) → H 1+ε (e) for sufficiently small ε > 0 and ε < 0. The mapping property H 2 ( K) → H 1 (e) then follows by interpolation. We check the number of conditions in (2.14): Proof. First, one needs to check that for a u ∈ H 1 ( K, curl) the face traces (Π τ u)| f and edge traces t e · u are in L 2 . The trace theorem gives, for each face f , Π τ u ∈ H 1/2 (f, curl f ). The argument at the outset of the proof of Lemma 4.11 then shows that t e · u ∈ L 2 (e). We check the number of conditions in (2.15). With the notation ker curl = {q ∈Q p ( K) : curl q = 0}, we have dimQ p ( K) = dim curlQ p ( K) + dim ker curl = dim curlQ p ( K) + dim ∇W p+1 ( K) in view of the exactness of the sequence (2.12). Hence, the number of conditions in (2.15a), (2.15b) = dimQ p ( K).
Analogously, we argue with the exactness of the second sequence in (2.12) that the number of conditions in (2.15c), (2.15d) = dimQ p (f ), ∀ faces f ∈ F ( K).
Finally, we check the number of conditions in (2.15e) = p − 1, ∀ edges e ∈ E( K), the number of conditions in (2.15f) = 6.
In total, the number of conditions in (2.15) coincides with dim Q p . We conclude that (2.15) represents a square system of equations. As in the case of Lemma B.1, see that u = 0 implies Π Proof. We first show that, for u ∈ H 1/2 ( K, div) the normal trace n f · u ∈ L 2 (f ) for each face f . To that end, one write with the aid of Lemma 5.6 u = curl ϕ + z with ϕ, z ∈ H 3/2 ( K). We have n f · z ∈ H 1 (f ). Noting ϕ| f ∈ H 1 (f ) and (n f · curl ϕ)| f = curl f (Π τ ϕ)| f , we conclude that (n f · curl ϕ)| f ∈ L 2 (f ). We check the number of conditions in (2.16) . In view of the exactness of the sequence in (2.12) we get, using the notation ker div = {v ∈V p ( K) : div v = 0}, the equality (ii) Associated with each element K is the element map, a C 1 -diffeomorphism F K : K → K. The set K is the reference tetrahedron.
(iii) Denoting h K = diam K, there holds, with some shape-regularity constant γ,
(iv) The elements K ∈ T h cover Ω. Their intersection is only empty, a vertex, an edge, a face, or they coincide (here, vertices, edges, and faces are the images of the corresponding entities on the reference tetrahedron K). The parametrization of common edges or faces are compatible. That is, if two elements K, K ′ share an edge (i.e., F K (e) = F K (e ′ ) for edges e, e ′ of K) or a face (i.e.,
The global finite element spaces S p+1 (T ), N I p (T ), RT p (T ) on Ω are defined as in [25, (3.76) , (3.77)] by transforming covariantly N I p ( K) and RT p ( K) with the aid of the Piola transform:
We restrict our attention to approximation operators that are constructed element-by-element.
Definition C.1 (element-by-element construction). An operator Π grad : H 2 ( K) → P p+1 is said to admit element-by-element construction if the operator Π grad :
K maps into the conforming subspace S p+1 (T ) ⊂ H 1 (Ω). 
maps into the conforming subspace RT p (T ) ⊂ H(Ω, div).
