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1 Introduction
Let {Z(t) : t ≥ 0} be a right-continuous with left-hand limits Le´vy process (see, e.g., Bertoin (1998)).
We assume that Z(0) = 0 , so that the distribution of {Z(t) : t ≥ 0} is fully characterized by the law
of Z := Z(1). Denote the increment functions on Z(·) by γZx,a(s) := Z(x+ as)−Z(x), for x ≥ 0, a > 0
and s ∈ [0, 1]. The purpose of the present paper is to establish functional limit laws for sets of rescaled
increments of Z(·), of the form
HT = H
Z
T :=
{
b−1T γ
Z
x,aT
(·) : 0 ≤ x ≤ T − aT
}
for T > 0. (1.1)
Limit laws for increment functions such that we have in mind have been established by Re´ve´sz (1979),
Borovkov (1990), Deheuvels (1991), Deheuvels and Mason (1993), Sanchis (1994a) and Sanchis (1994b),
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among others, for variants of Z(·), and under various assumptions on aT and bT . Here, 0 < aT ≤ T
and bT > 0 are functions of T > 0 which will be specified later on. Our aim is to show that, under
appropriate conditions, we have almost surely (a.s.)
lim
T→∞
∆
(
HZT ,K
)
= 0, (1.2)
where K is a deterministic limit set of functions, and ∆(·, ·), a Hausdorff-type set-distance (see, e.g.,
(1.4) below). Our main results will be stated in Theorems 6 and 7, in the sequel.
We will make use of the following notation. We denote by E be a set of right-continuous functions on
[0, 1] fulfilling HZT ⊆ E for all T > 0. We endow E with a metric topology T , defined by a suitable
distance dT . Mostly, we shall limit ourselves to the cases where dT is either the uniform distance
(denoted by dU ), or the Ho¨gna¨s distance (denoted by dW), whose definition is postponed until (1.14)
below. For each f ∈ E and ǫ > 0, we denote by BT (f, ǫ) := {g ∈ E : dT (f, g) < ǫ}, the open ball of
center f and radius ǫ, pertaining to (E ,T ). For each non-empty subset A ⊆ E , and each ǫ > 0, we set
Aǫ = Aǫ;T :=
{
g ∈ E : dT (f, g) < ǫ for some f ∈ A
}
=
⋃
f∈A
BT (f, ǫ). (1.3)
We extend the definition (1.3) to A = ∅, by setting ∅ǫ = ∅ for all ǫ > 0. The Hausdorff distance between
the subsets A,B ⊆ E of E is defined, in turn, by
∆T (A,B) := inf
{
ǫ > 0 : A ⊆ Bǫ and B ⊆ Aǫ
}
. (1.4)
Let X denote a random variable [rv], with moment-generating function [mgf] defined by ψX(t) =
E(exp(tX)) ∈ (0,∞] for t ∈ R. The Legendre transform ΨX of ψX is denoted by
ΨX(α) := sup
{t:ψX(t)<∞}
{αt− logψX(t)} for α ∈ R. (1.5)
Set t1 := inf {t : ψX(t) <∞} and t0 := sup {t : ψX(t) <∞}. We refer to Deheuvels (1991) for a
discussion of the properties of the mgf ψX(·), and its Legendre transform ΨX(·). The observation
that ψX(0) = 1 entails that −∞ ≤ t0 ≤ 0 ≤ t1 ≤ ∞. We shall make use, at times, of the following
assumptions on ψX .
(CX) ψX(t) <∞ for all t ∈ R ⇔ t1 = −∞ and t0 =∞.
(AX) ψX(t) <∞ in a neighborhood of 0 ⇔ t1 < 0 < t0.
Also, at times, we shall impose the following conditions upon {aT : T > 0}.
(A1) aT and Ta
−1
T are ultimately non-decreasing functions of T > 0;
(A2) aTlog T → d ∈ (0,∞] and
log Ta−1T
log log T →∞ as T →∞.
The Proposition 1 below, which is an is an easy consequence of the results of Deheuvels and Mason
(1993), gives some motivation to our work. Denote by B(0, 1) (resp. C(0, 1), resp. AC(0,1)) the set of
bounded left-continuous (resp., continuous, resp., absolutely continuous) functions on [0, 1]. We endow,
at first, B(0, 1) ⊇ C[0, 1] ⊇ AC(0, 1) with the uniform distance defined by dU (f, g) := ‖f − g‖, where
‖f‖ := sup0≤s≤1 |f(s)|. Introduce a functional IW , defined on B(0, 1) by
IW (f) =
{∫ 1
0 f˙(s)
2ds if f ∈ AC(0, 1) and f(0) = 0,
∞ otherwise.
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Set log+ t = log(t ∨ e) and log2(t) = log+log+ t for t ∈ R. Consider the Strassen-type set (refer to
Strassen (1964))
S :=
{
f ∈ C[0, 1] : IW (f) ≤ 1
}
. (1.6)
Proposition 1. Let (A1) and (A2) hold with d = ∞. Assume that,for all t ≥ 0, E[Z(t)] = 0 and
Var[Z(t)] = t. Set bT := [2aT
(
log+(T/aT ) + log2 T )
)
]1/2 for T > 0. Then, under (AZ), we have
lim
T→∞
∆U
(
HZT ,S
)
= 0 a.s. (1.7)
Proof. Let {W (t) : t ≥ 0} be a standard Wiener process. In view of the notation (1.1) and under the
assumptions above, we infer from the results of Re´ve´sz (1979) that
lim
T→∞
∆U
(
HWT ,S
)
= 0 a.s. (1.8)
Under the assumptions of the proposition, the following strong invariance principle holds (see, e.g.,
Deheuvels and Mason (1993)). There exists a probability space on which we can define a standard
Wiener process {W (t) : t ≥ 0} jointly with {Z(t) : t ≥ 0}, in such a way that, as T →∞,
sup
0≤t≤T
|Z(t)−W (t)| = O(log T ) a.s. (1.9)
By combining (1.8) with (1.9), we conclude readily (1.7).✷
In the remainder of our paper, we investigate the case of ”intermediate increments” aT , namely, when
(A2) holds for some 0 < d <∞ (we leave aside ”small increments”, for which d = 0. Intermediate incre-
ments correspond to the increment sizes investigated by Erdo˝s and Re´nyi (see, e.g., Erdo˝s and Re´nyi,
(1970)) for increments of partial sums. In this case, invariance principles of the form given in (1.9)
cannot be used to obtain variants of Propostion 1. This follows from the fact that the rate in (1.9)
cannot be reduced to o(log T ) (see, e.g., Deheuvels and Mason (1993)). For such ”intermediate incre-
ments”, functional limit laws for rescaled increments of the form (1.2), when Z(·) is formally replaced
in the definition (1.1) by a partial sum process S(·), are well known. For their statement, we need
the following notation. Letting {Xi : i ≥ 1}, with X := X1, denote a sequence of independent and
identically distributed [iid] rv’s, the corresponding partial sum process is defined by
S(t) :=
⌊t⌋∑
i=1
Xi for t ≥ 0, (1.10)
where ⌊t⌋ ≤ t < ⌊t⌋+1 denotes the integer part of t. In this setup, functional limit laws may be obtained
through the formal replacement of Z(·) by S(·). The appropriate choice of the scaling factor is here
bT = aT , in relation with Crame´r type large deviations principles (see, e.g., (Crame´r, 1937)). We refer
to Borovkov (1990), Deheuvels (1991), Sanchis (1994a) and Sanchis (1994b), for the corresponding
results. The following Theorem 1 is a consequence of their results, for sets of increment functions of
S(·) of the form
Mn,k := {si,k : 0 ≤ i ≤ n− k} ,
where
si,k(t) :=
S(i+ ⌊kt⌋)− S(i) + (kt− ⌊kt⌋)Xi+⌊kt⌋+1
k
for 0 ≤ t ≤ 1.
For each pair of integers n and k such that 1 ≤ k ≤ n, Mn,k ⊆ C0(0, 1) := {f ∈ C(0, 1) : f(0) = 0}.
Define a functional IX on C0(0, 1) by setting, for each f ∈ C0(0, 1),
IX(f) =
{∫ 1
0 ΨX(f˙(s))ds if f ∈ AC(0, 1),
∞ otherwise.
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Now, for any α > 0, introduce the set
Kα := {f ∈ C0(0, 1) : IX(f) ≤ α} . (1.11)
Theorem 1. Under (CX), for any c > 0 and k = ⌊c log n⌋, we have that
lim
T→∞
∆U
(
Mn,k,K1/c
)
= 0 a.s. (1.12)
Theorem 2 below is a variant of Theorem 1, obtained under more general assumptions. For c > 0 and
aT = c log+ T , let FT be the set of Erdo˝s-Re´nyi-type increment functions of {S(t) : t ≥ 0}, defined by
FT := {c βx,T : 0 ≤ x ≤ T − aT } where βx,T (s) :=
S(x+ saT )− S(x)
aT
for 0 ≤ s ≤ 1. (1.13)
We see here that FT ⊆ BV0(0, 1), where BV0(0, 1) denotes the set of all right-continuous functions
f on [0, 1] with bounded variation, and such that f(0) = 0. In words, BV0(0, 1) is the space of
all distribution functions of totally bounded signed Radon measures on [0, 1]. In the sequel, we will
identify f ∈ BV0(0, 1) with the signed measure µf such that df = µf . We define below on BV0(0, 1)
a distance dW (see, e.g., (Ho¨gna¨s, 1977)), which metricizes the weak convergence of signed measures.
We denote by ∆W the corresponding Hausdorff distance. Set, for f, g ∈ BV0(0, 1),
dW(f, g) =
∫ 1
0
|f(u)− g(u)|du + |f(1)− g(1)|. (1.14)
For f ∈ BV0(0, 1), write f = f+ − f−, where df = df+ − df− is the Hahn-Jordan decomposition of
df . For any g ∈ BV0(0, 1), denote by g = g
A + gS , where dg = dgA + dgS stands for the Lebesgue
decomposition of dg into an absolutely continuous and a singular component. For c > 0, we define
functionals JX and JX,c on BV0(0, 1) by setting, for each f ∈ BV0(0, 1)
JX(f) =
∫ 1
0
ΨX
(
d
ds
fA(s)
)
ds+ t0f
S
+(1)− t1f
S
−(1) (1.15)
and
JX,c(f) := cJX
(
f
c
)
. (1.16)
We set, further,
Dc := {f ∈ BV0(0, 1) : JX,c(f) ≤ 1} . (1.17)
Theorem 2. Let X be centered, with finite variance, and nondegenerate, meaning that P (X = x) < 1
for all x. Assume further that (A2) holds with 0 < d <∞. Then, under (AX1), we have
lim
T→∞
∆W (FT,c,Dc) = 0 a.s. (1.18)
In addition, under (CX1), we have
lim
T→∞
∆U (FT,c,Dc) = 0 a.s. (1.19)
The limiting behaviour of rescaled increments of Le´vy processes mimicks closely the limiting behavior
of rescaled increments of partial sums processes given in Theorems 1 and 2. As expected, we obtain
results analogous to Theorem 2 when we replace partial sum processes by Le´vy processes. The following
4
additional notation will be useful. For x ≥ 0, and ℓ > 0, define standardized increment functions of
Z(·) by setting
ηx,ℓ(s) :=
Z(x+ ℓs)− Z(x)
ℓ
for s ∈ [0, 1]. (1.20)
In this paper, we consider intermediate Erdo˝s-Re´nyi-type increments of the form
aT = c log T, for some c > 0. (1.21)
Our aim is to characterize the limiting behavior of the random set of increment functions
GT := {ηx,aT : 0 ≤ x ≤ T − aT }. (1.22)
The forthcoming Fact 4 in Section 3.1 will show that the Theorem 3, stated below, due to (Frolov, 2008),
is a consequence of a functional limit theorem for GT .
Theorem 3. Set Ψ := ΨZ(1). Define c0 by 1/c0 = sup {Ψ(z) : Ψ(z) <∞}. For any c > c0, set
aT = c log(T ). For any u > 0, set γ(u) := sup{z ≥ 0 : Ψ(z) ≤ u}. Then, under
(
AZ(1)
)
, we have
lim
T→∞
{
sup
f∈GT
f(1)
}
= lim
T→∞
{
sup
0≤x≤T−aT
Z(x+ aT )− Z(x)
aT
}
= γ(1/c) a.s. (1.23)
This remainder of the present paper is organized as follows. In Section 2, we present general results
on Le´vy processes which will be needed in our proofs. Our main results are stated in Section 3, with
proofs detailed in Section 4. Some technical results are deferred to the Appendix.
2 General results
2.1 Le´vy Processes
Let {Z(t) : t ≥ 0} be a Le´vy process. The similarities between the structure of {Z(t) : t ≥ 0} and that
of {S(t) : t ≥ 0} are essentially due to the infinitely divisibility of the distribution of Z(1). This implies
that, for each λ > 0, the discretized version {Z(nλ) : n ≥ 0} of Z(·) is a sequence of partial sums of iid
random variables. The law of the random variable Z(1) (and hence, the distribution of {Z(t) : t ≥ 0},
see, e.g., Bertoin (1998)) is characterized by a unique triple of constants, (a, σ2, π), whith a ∈ R,
σ2 ≥ 0, and where π denotes a measure on R− {0} such
∫
R−{0}min
{
x2, 1
}
π(dx) <∞. This relies on
the Le´vy-Itoˆ decomposition, implying that the process {Z(t) : t ≥ 0} may be decomposed into
Z(t) = Z(1)(t) + Z(2)(t) + Z(3)(t), (2.1)
where Z(1), Z(2) and Z(3) are three independent stochastic processes described hereafter. Z(1)(·) is a
Wiener process with linear drift, namely such that Z(1)(t) = σW (t) − at, where {W (t) : t ≥ 0} is a
standard Wiener process; Z(2)(·) is a compound Poisson process and Z(3)(·) is a square integrable mar-
tingale, both defined in terms of π. Consequently, the distribution of {Z(t) : t ≥ 0} is fully determined
by that of Z(1), which is itself characterized by its mgf, denoted by ψ(t) = E(exp(tZ(1)). Denote by
Ψ the Legendre transform of ψ. Introduce the following assumptions.
(C) : ψ(t) <∞ for all t ∈ R.
(A) : t1 := inf {t : ψ(t) <∞} < 0 < t0 := sup {t : ψ(t) <∞} and Z(1) has no Gaussian component.
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2.2 Functional spaces
Our results rely heavily on the large deviations principles (LDP) for the distributions (Pλ)λ>0 of the
processes {Zλ(t) : 0 ≤ t ≤ 1}, defined by
Zλ(t) :=
1
λ
Z(λt). (2.2)
Below we present some useful results concerning the spaces of functions which contain the sample paths
of {Zλ(t) : 0 ≤ t ≤ 1}.
2.2.1 The Skorohod space
By definition of a Le´vy process, for any λ > 0, the sample paths of {Zλ(t) : 0 ≤ t ≤ 1} belong to the
space D(0, 1) of right-continuous with left-hand limits functions on [0, 1]. We endow D(0, 1) either with
the uniform topology U , or with the Skorohod topology S. We recall from (Billingsley, 1999) that the
Skohorod topology S on D(0, 1) is induced by the distance dS defined by
dS(f, g) = inf
ν∈Λ
{
max (‖ν − I‖ ; ‖f − g ◦ ν‖)
}
, (2.3)
where Λ is the class of strictly increasing, continuous mappings of [0, 1] onto itself.
Let C(0, 1) denote the set of continuous functions on [0, 1]. For any f ∈ C(0, 1), let ωf denote the
modulus of continuity of f , defined by
ωf (δ) = sup
|s−t|≤δ
|f(s)− f(t)| . (2.4)
Fact 1. Let K be a compact subset of (C(0, 1),U). Then, for any ǫ > 0, there exists a ζ > 0 such that
for all g ∈ K,
BU (g, ǫ) ⊇ BS(g, ζ). (2.5)
Proof. Let ǫ > 0. By the Arzela`-Ascoli theorem, there exists a δ > 0 such that
sup
g∈K
ωg(δ) <
ǫ
2
. (2.6)
Set ζ := min
{
δ; ǫ2
}
. We infer from (2.3) that, for all g ∈ K and h ∈ BS(g, ζ), there exists a νh ∈ Λ
satisfying
‖νh − I‖ < ζ ≤ δ and ‖h− g ◦ νh‖ < ζ ≤
ǫ
2
. (2.7)
Therefore,
‖g ◦ νh − g‖ ≤ wg(‖νh − I‖) <
ǫ
2
and
‖h− g‖ ≤ ‖h− g.νh‖+ ‖g ◦ νh − g‖ < ǫ.
Fact 2. Let x ≥ 0. Then, for any B ∈ BS, we have
P
(
(Z(x+ ·)− Z(x)) ∈ B
)
= P (Z(·) ∈ B) . (2.8)
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Proof. Let k ∈ N and (ti)1≤i≤k with 0 ≤ t1 < ... < tk ≤ 1. Let π(ti) be the natural projection from
D(0, 1) to Rk defined by π(ti)(f) = (f(ti)). Since Z has independent and stationary increments, for all
Borel subset H of Rk, we have that
P
(
(Z(x+ ·)− Z(x)) ∈ π−1(ti)(H)
)
= P
(
Z(·) ∈ π−1(ti)(H)
)
. (2.9)
Finally, we conclude our proof by an application of Theorem 12.5 of (Billingsley, 1999), which asserts
that if the laws of two processes valued in D(0, 1) agree on all sets of the form π−1(ti)(H), then they agree
on the whole family of sets BS .
Fact 3. For all x ≥ 0 and u > 0, we have
P
(
sup
0≤s≤1
|Z(x+ s)− Z(x)| > u
)
= P
(
sup
0≤s≤1
|Z(s)| > u
)
. (2.10)
Proof. Let (sk)k∈N be an enumeration of Q ∩ [0, 1]. Since any f ∈ D(0, 1) is right-continuous, we have
that
P
(
sup
0≤s≤1
|Z(x+ s)− Z(x)| > u
)
= P
(
(Z(x+ ·)− Z(x)) ∈
⋃
k∈N
{f ∈ D(0, 1) : |f(sk)| > u}
)
. (2.11)
We recall from Section 12 of (Billingsley, 1999) that for any s ∈ [0, 1], the map f ∈ D(0, 1) 7→ f(s)
is measurable with respect to BS . Therefore,
{⋃
k∈N {f ∈ D(0, 1) : |f(sk)| > u}
}
∈ BS , so we conclude
by an application of Fact 2.
2.2.2 The space BV0,M(0, 1)
Whenever (A) is in force, it follows from general properties of infinitely divisible distributions (see, e.g.,
the discussion, Section 5 in (Lynch and Sethuraman, 1987)), that for each λ > 0, the sample paths of
{Zλ(t) : 0 ≤ t ≤ 1} belong to BV0(0, 1). We endow this set with the topology W of weak convergence
of the underlying signed measures. Next, for each A ⊂ BV0(0, 1) and ǫ > 0, we set
Aǫ =
⋃
f∈A
BW(f, ǫ),
where BW(f, ǫ) := {g ∈ BV0(0, 1) : dW(f, g) < ǫ}. We observe that the A
ǫ is not necessarily open with
respect to W, since dW does not define the weak topology on the whole set BV0(0, 1). Thus, we are
not allowed to apply a LDP to some Aǫ or to its complement. Therefore, we need to restrict the weak
topology as follows. For f ∈ BV0(0, 1), let |f |v(1) := f+(1) + f−(1) be the total variation of f in the
interval [0, 1]. For any M > 0, set
BV0,M(0, 1) := {f ∈ BV0(0, 1) : |f |v(1) ≤M} . (2.12)
Then, for M > 0, the restriction of the weak topology to BV 0,M (0, 1) is metricized by the distance dW .
In the sequel, we endow BV 0,M (0, 1) with the weak topology.
Lemma 1. For any M > 0, BV0,M (0, 1) is a compact metric space.
Proof. see, e.g., Proposition 1.4. in (Deheuvels, 2007).
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2.3 Functional large deviations
We recall some definitions and results on large deviations theory.
Definition 1. Let E be a topological space, endowed with a topology T and its Borel σ-algebra, denoted
by BT . A function I : E −→ [0,∞) is a rate function if I is lower semicontinuous. Furthermore,
we say that I is a good rate function if for all α < ∞, the level set KI(α) := {f ∈ E : I(f) ≤ α} is
compact. We say that a family of probability measures (Pλ)λ≥0 on (E ,BT ) satisfies a Large Deviation
Principle (LDP) with rate function I if for any closed (resp. open) subset F (resp. G) of T , we have :
lim
λ→∞
1
λ
log Pλ(F ) ≤ −I(F ) (upper bound) (2.13)
and lim
λ→∞
1
λ
log Pλ(G) ≥ −I(G) (lower bound). (2.14)
where for any non-empty subset A of E, I(A) := inf
f∈A
I(f).
First, we have the following general result.
Lemma 2. Let (E , d) be a metric space. Let I be a good rate function on (E , d). Then, for all positive
α and ǫ, we have that
inf
f /∈(Kα)ǫ
I(f) > α. (2.15)
Proof. Suppose that I((Kǫα)
c) = α. Then there’s a sequence (xn) with xn /∈ (Kα)
ǫ for all n, such that
I(xn) ց α. For some N and all n ≥ N , we have I(xn) ≤ α+ 1, so that xn ∈ {x ∈ E : I(x) ≤ α+ 1},
which is a compact set. Hence, (xn)n≥N has a convergent subsequence xnk → x, as k → ∞. Since I
is lower semicontinuous, we have that I(x) ≤ lim
k→∞
I(xnk) = α. Therefore, x ∈ Kα. Now, for all n,
xn /∈ (Kα)
ǫ, so that d(xn, x) ≥ ǫ, which leads to a contradiction.
Now, we state the functional LDP, under (C) and then under (A) on which our proofs rely. In the
sequel, ΨZ(1) is denoted by Ψ.
Let I be the functional defined on D[0, 1], by
I(f) =
{∫ 1
0 Ψ(f˙(s))ds if f ∈ AC(0, 1) and f(0) = 0,
∞ otherwise.
Lemma 3. Under (C), I is a good rate function.
Proof. Since I(f) =∞ whenever f /∈ AC(0, 1), we obtain that for any α > 0,KI(α) := {f ∈ D(0, 1) : I(f) ≤ α} =
{f ∈ AC(0, 1) : I(f) ≤ α}. Now, since (C) holds, Theorem 1.1. in (Deheuvels, 2007) implies that the
set {f ∈ AC(0, 1) : I(f) ≤ α} is a compact subset of (C(0, 1),U). We conclude by recalling that the
restriction of S to C(0, 1) coincides there with U , which implies that a compact subset of (C(0, 1),U)
is also a compact subset of (D(0, 1),S).
Theorem 4. Under (C), the distributions (Pλ)λ>0 satisfy a LDP in (D(0, 1),S), with rate function I.
Proof. See, e.g., (Varadhan, 1966).
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Let J be the functional defined on BV0(0, 1) by
J(f) =
∫ 1
0
Ψ
(
d
ds
fA(s)
)
ds+ t0f
S
+(1) − t1f
S
−(1). (2.16)
Theorem 5. Under (A), the distributions (Pλ)λ>0 satisfy a LDP in (BV0(0, 1),W), with good rate
function J .
Proof. See, e.g., (Lynch and Sethuraman, 1987).
3 Functional Erdo˝s-Re´nyi theorems
3.1 Main results
We consider the following assummption.
(E) : There exists a constant µ such that for all t ≥ 0, E[Z(t)] = µt.
The next two theorems, called Erdo˝s-Re´nyi functional laws (ERFL), are the main results of this paper.
Theorem 6. Assume that (C) and (E) hold. For c > 0, set
K1/c := {f ∈ D(0, 1) : I(f) ≤ 1/c} , (3.1)
where I is the rate function defined in Section 2. Then, for any c > 0 and aT = c log(T ), we have
lim
T→∞
∆U
(
GT ,K1/c
)
= 0 a.s. (3.2)
Theorem 7. Assume that (A) and (E) hold. For any integers n > 0 and q < n, set
Mn,q := {ηm,q : m ∈ {0, ..., n − q}} . (3.3)
For any c > 0, set An := ⌊c log n⌋. Assume that for all c large enough, there exists a constant M > 0
such that almost surely for all n large enough, we have that
Mn,An ⊂ BV0,M (0, 1). (3.4)
For c > 0, set
L1/c := {f ∈ BV0(0, 1) : J(f) ≤ 1/c} , (3.5)
where J is the rate function defined in Section 2. Then, for all c large enough, we have that
lim
n→∞
∆W(Mn,An , L1/c) = 0 a.s. (3.6)
The following Fact usually provides applications when functional limit theorems are established.
Fact 4. Let (E , d) be a metric space of functions defined on [0, 1]. Let Θ : (E , d) −→ R be a continuous
map. Assume that for some compact subset K of E, lim
T→∞
∆(HT ,K) = 0 a.s. Then, we have that
lim
T→∞
{
sup
f∈HT
Θ(f)
}
= sup
f∈K
Θ(f) a.s. (3.7)
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Corollary 1 below follows from Theorems 6 and 7 (and their proofs) combined to Fact 4 applied to the
functional f 7→ f(1), which is continuous with respect to the uniform topology and the weak topology.
Corollary 1. Under the assumptions of Theorem 6, we have that for any c > 0,
lim
T→∞
sup
0≤x≤T−aT
Z(x+ aT )− Z(x)
aT
= γ(1/c) a.s. (3.8)
and lim
n→∞
sup
0≤m≤n−An
Z(m+An)− Z(m)
An
= γ(1/c) a.s. (3.9)
Under the assumptions of Theorem 7, we have that for all c large enough, (3.9) holds.
3.2 Examples
3.2.1 Continuous paths
Let {Z(t) : t ≥ 0} be a Le´vy process with continuous paths. We recall that in this case, {Z(t) : t ≥ 0} is
a brownian motion with drift. Therefore, Theorem 6 yields an ERFL for {Z(t) : t ≥ 0}, since it satisfies
(E) and (C).
3.2.2 Subordinators
Let {Z(t) : t ≥ 0} be a subordinator, that is a Le´vy process with almost surely increasing paths. Then,
for any n > 0 and m ∈ {0, ..., n −An}, we have that
|ηm,An |v(1) =
Z(m+An)− Z(m)
An
. (3.10)
Then, we deduce easily from Theorem 3 that for any c > 0 large enough, there exists a constantMc <∞
such that
lim
n→∞
sup
0≤m≤n−An
|ηm,An |v(1) ≤Mc a.s. (3.11)
So if we assume in addition that (E) and (A) hold, then {Z(t) : t ≥ 0} satisfies the assumptions of
Theorem 7.
3.2.3 Compound Poisson process
Recall that given a sequence {Yi : i ≥ 1} of i.i.d. r.v.’s. and a homogeneous, right continuous Poisson
process {N(t) : t ≥ 0} which we assume to be independent of {Yi : i ≥ 1}, the compound Poisson process
{SN (t) : t ≥ 0} is defined by
SN (t) =
N(t)∑
i=1
Yi. (3.12)
Denote by λ the parameter of {N(t) : t ≥ 0}. Recall that for any t ≥ 0, we have that
E[SN (t)] = λtE[Y1] ; ψSN (1)(u) = exp[λ(ψY1(u)− 1)]. (3.13)
Consequently, (E) holds. If we assume that (CY1) holds, then {SN (t) : t ≥ 0} satisfies (C), and therefore
the assumptions of Theorem 6.
Now, assume that (AY1) holds. Notice that for any x ≥ 0 and ℓ > 0, we have that
|ηx,ℓ|v(1) = ℓ
−1
N(x+ℓ)∑
j=N(x)+1
|Yj| = ℓ
−1 {|SN |(x+ ℓ)− |SN |(x)} , (3.14)
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where |SN |(t) :=
N(t)∑
j=1
|Yj|. Then, {|SN |(t) : t ≥ 0} is also a compound Poisson process with ψ|SN |(1)(u) =
exp[λ(ψ|Y1|(u)− 1)]. So for |u| < β := min {|t1|, |t0|}, we have that
ψ|Y1|(u) =
∫ 0
−∞
exp(−ux)dP (Y1 ≤ x) +
∫ ∞
0
exp(ux)dP (Y1 ≤ x) ≤ ψY1(−u) + ψY1(u) <∞. (3.15)
Therefore, (A|SN |(1)) holds and we deduce from (3.14) combined with Theorem 3 that {SN (t) : t ≥ 0}
satisfies the assumptions of Theorem 7.
4 Proofs
The statement that lim
T→∞
∆T (HT ,K) = 0 a.s. is equivalent to the statement that, for any ǫ > 0, there
exists a.s. T (ǫ) <∞ such that for all T ≥ T (ǫ),
HT ⊂ K
ǫ and K ⊂ (HT )
ǫ. (4.1)
We give several preliminary lemmas which lead to the proofs of Theorems 6 and 7 in Section 4.3. We
call the first statement in (4.1) the upper bound, while the second is called the lower bound. The
reason is that for the first we use an upper bound in a functional LDP while we use a lower bound for
the second one. For any c > 0, set
Ln := {ηx,An : 0 ≤ x ≤ n−An} . (4.2)
For any integer j large enough, set nj := max {n : An = j}, so that exp(
j
c ) ≤ nj < exp(
j+1
c ).
4.1 The upper bound
Lemma 4. Assume that (C) holds. Then, for any ǫ > 0, the series
∑
j
P
(
Mnj ,j 6⊂ (K1/c)
ǫ;U
)
is
convergent.
Proof. Fix ǫ > 0. Since for all c > 0, K1/c is a compact subset of (C(0, 1),U), Fact 1 implies that there
exists ζ > 0 such that
(K1/c)
ǫ;U =
⋃
g∈K1/c
BU (g, ǫ) ⊃
⋃
g∈K1/c
BS(g, ζ) = (K1/c)
ζ;S . (4.3)
Let F be the complement in D(0, 1) of (K1/c)
ζ;S . Therefore, for all n > 0, we have that
P
(
Mn,An 6⊂ (K1/c)
ǫ;U
)
≤
n−An∑
m=0
P (ηm,An ∈ F ) ≤ nP
(
Z(An·)
An
∈ F
)
. (4.4)
The last inequality is justified by Fact 2. Since (C) holds, we can apply Theorem 4 : F being a closed
subset of (D(0, 1),S), for any θ > 0, we have for all n large enough,
P
(
Mn,An 6⊂ (K1/c)
ǫ;U
)
≤ n exp [An (−I(F ) + θ)] . (4.5)
Then, by Lemma 2, I is a good rate function. Therefore, applying Lemma 1 with (E , d) = (D(0, 1), dS ),
we can write I(F ) = 1c + δ with δ > 0. So applying (4.5) with θ =
δ
4 , we have for all n large enough,
P
(
Mn,An 6⊂ (K1/c)
ǫ;U
)
≤ n exp
(
−An
(
1
c
+
3δ
4
))
. (4.6)
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Applying this inequality with n = nj , so that An = j, we obtain that
P
(
Mnj ,j 6⊂ (K1/c)
ǫ;U
)
≤ nj exp
(
−j
(
1
c
+
3δ
4
))
< exp
(
j + 1
c
)
exp
(
−j
(
1
c
+
3δ
4
))
= exp
(
1
c
− j
3δ
4
)
.
Lemma 5. Suppose that the assumptions of Theorem 7 hold. Then, for any ǫ > 0, the series∑
j
P
(
Mnj ,j 6⊂ (L1/c)
ǫ;W
)
is convergent.
Proof. Set L˜ǫ1/c := (L1/c)
ǫ;W
⋂
BV0,M (0, 1). Then, it is enough to prove that the series
∑
j
P
(
Mnj ,j 6⊂ L˜
ǫ
1/c
)
is convergent. Denote by F the complement of L˜ǫ1/c in BV0,M(0, 1). Then F is a closed subset of
(BV0,M(0, 1),W), and therefore a closed subset of (BV0(0, 1),W). Since (A) holds, we can apply
Theorem 5. As in (3.5) in Deheuvels (1991), for any θ > 0, we have for all n large enough,
P
(
Mn,an 6⊂ L˜
ǫ
1/c
)
≤ nP
(
Z(An·)
An
∈ F
)
≤ n exp[An (−J(F) + θ)]. (4.7)
Denote by JM the restriction of J to BV0,M (0, 1). Since F ⊂ BV0,M (0, 1), we have that J(F) = JM (F).
Now, a level set of JM is a closed subset of the compact set BV0,M(0, 1),W). Therefore, JM is a good
rate function on the metric space (BV0,M (0, 1), dW ). So applying Lemma 2, we get that J(F) > 1/c.
We conclude as in the proof of Lemma 4.
Lemma 6. Assume that, for all ǫ > 0, we have that∑
j
P
(
Mnj ,j 6⊂ K
ǫ
)
<∞ (4.8)
and ∑
j
njP
(
sup
0≤τ≤1
|Z(τ)| ≥ jǫ
)
<∞. (4.9)
Then almost surely, for all n large enough, we have that
Ln ⊂ K
ǫ. (4.10)
Proof. For any ǫ > 0, we have for all j large enough,
P
(
Lnj 6⊂ K
ǫ
)
≤ P
({
Lnj 6⊂ K
ǫ
}
∩
{
Mnj ,j ⊂ K
ǫ/2
})
+ P
({
Mnj ,j 6⊂ K
ǫ/2
})
. (4.11)
Set Pj := P
({
Lnj 6⊂ K
ǫ
}
∩
{
Mnj ,j ⊂ K
ǫ/2
})
. For any real x, let kx be the integer which is nearest to
x (we choose kx = ⌊x log n⌋ if x ∈
1
2N). Assume that the event
{{
Lnj 6⊂ K
ǫ
}
∩
{
Mnj ,j ⊂ K
ǫ/2
}}
is
realized. So there exists ηx0,j ∈ Lnj , with x0 /∈ N, such that for all g ∈ K, dU (ηx0,j , g) ≥ ǫ. Now, there
exists gkx0 ∈ K such that dU (ηkx0 ,j, gkx0 ) <
ǫ
2 . Then, the triangle inequality implies that necessarily,
dU (ηx0,j, ηkx0 ,j) ≥
ǫ
2 . Therefore,
Pj ≤ P
(
sup
0≤x≤nj−j
{∥∥∥∥Z(x+ j·)− Z(x)j − Z(kx + j·)− Z(kx)j
∥∥∥∥} ≥ ǫ2
)
(4.12)
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and so
Pj ≤ P
(
sup
0≤x≤nj−j
{‖Z(x+ j·)− Z(kx + j·)‖ + ‖Z(x)− Z(kx)‖} ≥ j
ǫ
2
)
. (4.13)
Now, for all s ∈ [0, 1], we have that |(x+ js)− (kx + js)| ≤
1
2 , so that
sup
0≤x≤nj−j
sup
0≤s≤1
|Z(x+ js)− Z(kx + js)| ≤ sup
0≤y≤nj
sup
0≤a≤ 1
2
|Z(y + a)− Z(y)| . (4.14)
Consequently,
Pj ≤ P
(
sup
0≤y≤nj
sup
0≤a≤ 1
2
|Z(y + a)− Z(y)| ≥ j
ǫ
4
)
. (4.15)
Applying Fact 5 below we obtain that there exists a constant β > 0 such that for all j large enough,
Pj ≤ βnjP
(
sup
0≤τ≤1
|Z (τ)| > j
ǫ
12
)
. (4.16)
Therefore, (4.9) and (4.8) imply that the series
∑
j
Pj and
∑
j
P
(
Lnj 6⊂ K
ǫ
)
are convergent. So, the
Borel-Cantelli Lemma implies that P
(
Lnj 6⊂ K
ǫ i.o. (in j)
)
= 0. Finally, we observe that, for all n
satisfying nj−1 < n ≤ nj, we have that Ln ⊂ Lnj . Consequently, the event {Ln 6⊂ K
ǫ i.o. (in n)} is
included in
{
Lnj 6⊂ K
ǫ i.o. (in j)
}
, which concludes the proof.
Fact 5. Let 0 < h < 1. Then there exists a constant β > 0 such that for all u > 0 and n ≥ 1,
P
(
sup
0≤x≤n
sup
0≤a≤h
|Z(x+ a)− Z(x)| ≥ u
)
≤ βnP
(
sup
0≤τ≤1
|Z (τ)| >
u
3
)
. (4.17)
Proof. Fix n ≥ 1 and let Rn := [
n
h ] + 1. Then, δn :=
n
Rn
< h. For any x ∈ [0, n], let ix be the unique
integer such that ixδn ≤ x < (ix + 1)δn. Then, for a ∈ [0, h], two cases occur.
Case 1 : x+ a ≤ (ix + 1)δn.
Then, 0 ≤ (x+ a)− ixδn ≤ h and 0 ≤ x− ixδn ≤ h, so that
|Z(x+ a)− Z(x)| ≤ |Z (ixδn)− Z(x+ a)|+ |Z (ixδn)− Z(x)| ≤ 2 max
0≤i≤Rn
sup
0≤τ≤h
|Z (iδn)− Z(iδn + τ)| .
(4.18)
Case 2 : x+ a > (ix + 1)δn.
Then, 0 ≤ (x+ a)− (ix + 1)δn ≤ h, 0 ≤ (ix + 1)δn − ixδn ≤ h and 0 ≤ x− ixδn ≤ h, so that
|Z(x+a)−Z(x)| ≤ |Z ((ix + 1)δn)− Z(x+ a)|+ |Z (ixδn)− Z ((ix + 1)δn)|+ |Z (ixδn)− Z(x)| (4.19)
and so
|Z(x+ a)− Z(x)| ≤ 3 max
0≤i≤Rn
sup
0≤τ≤h
|Z(iδn)− Z (iδn + τ)| . (4.20)
Therefore, we obtain in both cases a bound independent of x and a, so that
sup
0≤x≤n
sup
0≤a≤h
|Z(x+ a)− Z(x)| ≤ 3 max
0≤i≤Rn
sup
0≤τ≤h
|Z (iδn + τ)− Z(iδn)| . (4.21)
Now, for all u > 0, we get from Fact 3 that
P
(
max
0≤i≤Rn
sup
0≤τ≤h
|Z (iδn + τ)− Z(iδn)| > u
)
≤ RnP
(
sup
0≤τ≤1
|Z (τ)| > u
)
. (4.22)
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Lemma 7. Assume that (C) holds and that {Z(t) : t ≥ 0} is centered. Then, for all ǫ > 0, we have
that ∑
j
njP
(
sup
0≤τ≤1
|Z(τ)| ≥ jǫ
)
<∞. (4.23)
Proof. Assumption (C) implies that for any s > 0, As := ψ(s) + ψ(−s) is finite. Now, for any fixed
s > 0, we have that for all u > 0,
P
(
sup
0≤τ≤1
|Z (τ)| > u
)
≤ P
(
sup
0≤τ≤1
exp(sZ(τ)) > exp(su)
)
+ P
(
sup
0≤τ≤1
exp(−sZ(τ)) > exp(su)
)
.
(4.24)
Then, {Z(t) : t ≥ 0} being a centered Le´vy process, it is a martingale. Now, the function x 7→ exp(±sx)
is nonnegative, continuous and convex. Therefore, the process (exp[±sZ(t)])t≥0 is a nonnegative sub-
martingale. Then, by Doob’s inequality, we obtain that
P
(
sup
0≤τ≤1
|Z (τ)| > u
)
≤ As exp(−su). (4.25)
Therefore, recalling that nj ≤ exp
(
j+1
c
)
, we have that
njP
(
sup
0≤τ≤1
|Z(τ)| ≥ jǫ
)
≤ njAs exp (−sjǫ) ≤ As exp
(
1
c
)
exp
[
−j
(
sǫ−
1
c
)]
. (4.26)
Now, by choosing s large enough so that sǫ > 1c , we conclude the proof.
4.2 The lower bound
For any integer n > 0, set Rn := [(n −An)/An] and Qn := {ηrAn,An : 1 ≤ r ≤ Rn}.
Lemma 8. Assume that (C) holds and that {Z(t) : t ≥ 0} is centered. Let c > 0. For any ǫ > 0, we
have a.s. that for all n large enough,
K1/c ⊂ L
ǫ
n. (4.27)
Proof. Fix ǫ > 0. Let g ∈ K1/c and set G := BU (g, ǫ/2). From Fact 1, there exists ζ > 0 such that
G ⊃ G′ := BS(g, ζ). Therefore,
P
(
g /∈ Qǫ/2n
)
= P
 ⋂
1≤r≤Rn
{ηrAn,An /∈ G}
 ≤ P
 ⋂
1≤r≤Rn
{
ηrAn,An /∈ G
′
} . (4.28)
Then, the mutual independence of the ηrAn,An for 1 ≤ r ≤ Rn and Fact 2 imply that
P
(
g /∈ Qǫ/2n
)
≤
Rn∏
r=1
(
1− P
(
ηrAn,An ∈ G
′
))
=
(
1− P
(
Z(An·)
An
∈ G′
))Rn
. (4.29)
Now, G′ is S-open. Therefore, under (C), Theorem 4 implies that for all θ > 0, we have for all n large
enough,
P
(
Z(An·)
An
∈ G′
)
≥ exp
(
An
(
−I(G′)− θ
))
. (4.30)
Since I(f) = ∞ for f /∈ C(0, 1), we have I(G′) = I (G′ ∩C(0, 1)). Now, since the Skorohod topology
relativized to C(0, 1) coincides with the uniform topology, we have that G′′ := G′ ∩ C(0, 1) is an open
subset of (C(0, 1),U) containing g.
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Now, we claim that I(G′′) < 1/c. Indeed, if I(g) < 1/c, then it is clear. Otherwise, assume that
I(g) = 1/c and for all f ∈ G′′, I(f) ≥ 1/c. Therefore, I(g) would be a local minimum of the restriction
of I to C(0, 1), which is a convex function. Since (C(0, 1),U) is a convex topological vector space, I(g)
would be a global minimum of this function. Now, since E[Z(1)] = 0, we have that Ψ(0) = 0. So, for
any constant function g0, I(g0) = 0 is a global minimum of I on C(0, 1). Consequently, we would have
that I(g) = 0, which leads to a contradiction.
So, we can write I(G′′) = 1c − δ with δ > 0. Taking θ =
δ
4 in (4.30), we obtain for all n large enough,
P
(
Z(An·)
An
∈ G′
)
≥ exp
(
−An
(
1
c
−
3δ
4
))
≥ n−(1−c
3δ
4 ). (4.31)
Consequently, for all n large enough,
P
(
g /∈ Qǫ/2n
)
≤
(
1− n−(1−c
3δ
4 )
)(n−An)/An
≤
(
1− n−(1−c
3δ
4 )
) n
c log n
(4.32)
and
P
(
g /∈ Qǫ/2n
)
≤ exp
(
−n−(1−c
3δ
4 )
n
c log n
)
= exp
(
−
nc
3δ
4
c log n
)
. (4.33)
Therefore, the Borel-Cantelli lemma implies that
P
(
g /∈ Qǫ/2n i.o. (in n)
)
= 0. (4.34)
Finally, since K1/c is a compact subset of (C(0, 1),U), we can find d ∈ N and functions (gq)q=1,...,d in
K1/c such that K1/c ⊂
⋃d
q=1BU (gq, ǫ/2). Then, the triangle inequality and (4.34) applied to each gq
imply that there exists almost surely an integer N(ǫ) such that for all n ≥ N(ǫ),
K1/c ⊂ Q
ǫ
n ⊂ L
ǫ
n. (4.35)
Lemma 9. Assume that (A) holds and that {Z(t) : t ≥ 0} is centered. Furthermore, assume that we
can choose M <∞ large enough, so that a.s., for all n large enough,
Qn ⊂ BV0,M (0, 1). (4.36)
Then, for any ǫ > 0, there exists almost surely N(ǫ) <∞ such that for all n ≥ N(ǫ),
L1/c ⊂ Q
ǫ
n. (4.37)
Proof. Let ǫ > 0.
Let P = {0 = t0 < t1 < ... < tm−1 < tm = 1} be a partition of [0; 1]. Set d(P) := max
1≤i≤m
{ti − ti−1}. For
f ∈ BV0(0, 1) define f
P
± (u) =
∑k−1
i=1 (f(ti) − f(ti−1))
± +
u−tk−1
tk−tk−1
(f(tk) − f(tk−1))
± for tk−1 ≤ u ≤ tk,
2 ≤ k ≤ m, and fP± (u) =
u
t1
f(t1)
± for 0 ≤ u ≤ t1. Let f
P := fP+ − f
P
− .
Let s ∈ L1/c. Then the triangle inequality implies that for any 1 ≤ r ≤ Rn, we have that
dW(s, ηrAn,An) ≤ dW(s, s
P) + dW(s
P , ηPrAn,An) + dW (ηrAn,An , η
P
rAn,An). (4.38)
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By (2.56) in Deheuvels (1991), we have that for any f ∈ BV0(0, 1),
dW(f, f
P) ≤
d(P)
2
|f |v(1). (4.39)
By (3.9) in Deheuvels (1991), we can choose M <∞ large enough, so that
L1/c ⊂ BV0,M (0, 1). (4.40)
Now, we fix M <∞ such that both (4.40) and (4.36) hold. Then, we choose P such that d(P) ≤ 2ǫ3M .
Define (yi)1≤i≤m by yi = s(ti)− s(ti−1). Then for any δ > 0, set
Pn,δ := P
(
min
0≤r≤Rn
max
1≤i≤m
∣∣∣∣Z(rAn + tiAn)− Z(rAn + ti−1An)An − yi
∣∣∣∣ ≥ δ) . (4.41)
Since the process Z(·) has independent and stationary increments, we get that
Pn,δ =
[
1− P
(
max
1≤i≤m
∣∣∣∣Z(tiAn)− Z(ti−1An)An − yi
∣∣∣∣ < δ)]Rn
≤ exp
−Rn ∏
1≤i≤m
P
(∣∣∣∣Z((ti − ti−1)An)An − yi
∣∣∣∣ < δ)
 .
Then, under (A), we obtain from results of (Lynch and Sethuraman, 1987) that for all 1 ≤ i ≤ m, the
sequence
(
Z((ti−ti−1)n)
n
)
n
satisfies a LDP with rate function
z 7→ ψ
(
z
ti − ti−1
)
(ti − ti−1). (4.42)
Setting B(yi; δ) := {z : |z − yi| < δ}, we deduce that for any θ > 0, we have for all n large enough,
P
(∣∣∣∣Z((ti − ti−1)An)An − yi
∣∣∣∣ < δ) ≥ exp [An(− inf
z∈B(yi;δ)
ψ
(
z
ti − ti−1
)
(ti − ti−1)−
θ
m
)]
. (4.43)
Let JP be the function defined on Rm by
JP((zi)) =
i=m∑
i=1
ψ
(
zi
ti − ti−1
)
(ti − ti−1). (4.44)
Let Gδ := {(zi)i ∈ R
m : max
i
|zi − yi| < δ}. Then we obtain that for all n large enough,
Pn,δ ≤ exp
[
−Rn exp
[
An
(
−JP(Gδ)− θ
)]]
. (4.45)
Now, we claim that JP(Gδ) < 1. The proof is analogous to that of the fact that I(G
′′) < 1/c previously,
since JP is a convex function on Rm. We also obtain analogously that for any δ > 0,
∑∞
n=1 Pn,δ <∞.
By the Borel-Cantelli lemma, there exists almost surely N = N(δ,P) such that for all n ≥ N , there
exists 1 ≤ r ≤ Rn satisfying
max
1≤i≤m
|(ηrAn,An(ti)− ηrAn,An(ti−1))− (s(ti)− s(ti−1))| = max
1≤i≤m
∣∣∣∣Z(rAn + tiAn)− Z(rAn + ti−1An)An − yi
∣∣∣∣
< δ.
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Now, by (2.62) in Deheuvels (1991), we have that for any f, g ∈ BV0(0, 1),
dW
(
fP , gP
)
≤ 2m max
1≤i≤m
|(f(ti)− f(ti − 1)) − (g(ti)− g(ti − 1))| . (4.46)
Then, we choose δ > 0 such that δ ≤ ǫ6m . Therefore we obtain from (??) that almost surely, for all n
large enough, there exists 1 ≤ r ≤ Rn such that dW
(
ηPrAn,An , s
P
)
≤ ǫ3 and then from (4.38) and the
choice of d(P) ≤ 2ǫ3M that
dW (s, ηrAn,An) ≤ ǫ. (4.47)
Finally, since J is a good rate function, L1/c is a compact subset of (BV0,M (0, 1),W). Therefore,
analogously to the end of the previous proof, we obtain that almost surely, for all n large enough,
L1/c ⊂ Q
2ǫ
n .
4.3 Proof of main theorems
Remark 1. For any real µ, let
{
Z(µ)(t) : t ≥ 0
}
be the Le´vy process defined by
Z(µ)(t) := Z(t) + µt, for t ≥ 0. (4.48)
We prove in Appendix that, if an ERFL holds for {Z(t) : t ≥ 0}, then an ERFL holds for
{
Z(µ)(t) : t ≥ 0
}
.
Therefore, in order to prove Theorems 6 and 7 under assumption (E), it is enough to obtain them for
centered Le´vy processes.
4.3.1 Proof of Theorem 6
Proof. First, assume that {Z(t) : t ≥ 0} is centered. Then, we combine Lemmas 4, 6, 7 and Lemma 10
in the Appendix to get the the upper bound, that is first part of (4.1). Then, we combine Lemma 8
and Lemma 11 in the Appendix to get the lower bound, that is the second part of (4.1). We conclude
by applying Remark 1.
4.3.2 Proof of Theorem 7
Proof. First, assume that {Z(t) : t ≥ 0} is centered. Notice that the following statement
lim
n→∞
∆W(Mn,An , L1/c) = 0 a.s. (4.49)
is equivalent to the statement that, for any ǫ > 0, there exists a.s. an integer N(ǫ) < ∞ such that for
all n ≥ N(ǫ),
Mn,An ⊂ L
ǫ
1/c and L1/c ⊂M
ǫ
n,An . (4.50)
Then, Lemma 5 and the Borel-Cantelli Lemma imply that
P
(
Mnj ,j 6⊂ (L1/c)
ǫ;W i.o. (in j)
)
= 0, (4.51)
from which we deduce readily the first statement of (4.50). Then the second statement of (4.50) follows
from Lemma 9, under the assumptions of Theorem 7. We conclude by applying Remark 1.
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5 Appendix
5.1 Proof of Remark 1
We define the set of Erdo˝s-Re´nyi-type increment functions associated to Z(µ)(·) by
G
(µ)
T :=
{
η(µ)x,aT (·) :=
Z(µ)(x+ aT ·)− Z
(µ)(x)
aT
= ηx,aT (·) + µId : 0 ≤ x ≤ T − aT
}
. (5.1)
Let I(µ) be the functional defined on D[0, 1] by I(µ)(f) =
∫ 1
0 Ψ
(µ)(f˙(u))du if f is absolutely continuous
and f(0) = 0, while I(µ)(f) =∞ otherwise. For any α > 0, set K
(µ)
α :=
{
f ∈ D(0, 1) : I(µ)(f) ≤ α
}
.
Fact 6. Assume that for some {aT , T > 0} and α > 0, we have that
lim
T→∞
∆(GT ,Kα) = 0 a.s. (5.2)
Then, for all real µ, we have that
lim
T→∞
∆
(
G
(µ)
T ,K
(µ)
α
)
= 0 a.s. (5.3)
Proof. Let Ψ(µ) be the Legendre transform of the mgf of Z(µ)(1). Then, for any real a, Ψ(µ)(a) =
Ψ(a−µ), which implies easily that K
(µ)
α = Kα+µId. Now, the assumption and a translation argument
imply that for all ǫ > 0, a.s., for all T large enough,
G
(µ)
T = GT + µId ⊂ (Kα + µId)
ǫ =
(
K(µ)α
)ǫ
(5.4)
and
K(µ)α = Kα + µId ⊂ (GT + µId)
ǫ =
(
G
(µ)
T
)ǫ
. (5.5)
5.2 End of proof of Theorem 6
For any c > 0, set K := K1/c. Denote by I the identity function on [0, 1]. Fix λ0 with 0 < λ0 < 1.
Fact 7. For any f ∈ K, we define the function ρf by
ρf (λ) =
∥∥λ−1f(λI)− f∥∥ . (5.6)
Then there exists a function δ(·), independent of f and satisfying δ(x)→ 0 as x→ 0, such that for all
λ, µ ∈ [λ0, 1],
|ρf (λ)− ρf (µ)| ≤ δ(|λ− µ‖). (5.7)
Proof. For any λ, µ ∈ [λ0, 1], we have that
|ρf (λ)− ρf (µ)| =
∣∣∥∥λ−1f(λI)− f∥∥− ∥∥µ−1f(µI)− f∥∥∣∣ ≤ ∥∥λ−1f(λI)− µ−1f(µI)∥∥ (5.8)
and ∥∥λ−1f(λI)− µ−1f(µI)∥∥ ≤ ∥∥λ−1f(λI)− λ−1f(µI)∥∥+ ∥∥λ−1f(µI)− µ−1f(µI)∥∥ . (5.9)
Then, we have that ∥∥λ−1f(λI)− λ−1f(µI)∥∥ ≤ λ−10 sup
f∈K
wf (|λ− µ|) (5.10)
and ∥∥λ−1f(µI)− µ−1f(µI)∥∥ ≤ ∣∣λ−1 − µ−1∣∣ sup
f∈K
‖f‖ . (5.11)
Now, K being U -compact, we apply the Arzela-Ascoli theorem to conclude.
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Fact 8. For any g, h ∈ D(0, 1) and λ ∈ [λ0, 1], we have that∥∥λ−1g(λI) − g∥∥ ≤ (1 + λ−10 ) ‖h− g‖+ ∥∥λ−1h(λI)− h∥∥ . (5.12)
Proof. For any λ ∈ [λ0, 1], we have that∥∥λ−1g(λI) − g∥∥ ≤ ∥∥λ−1g(λI)− λ−1h(λI)∥∥ ≤ + ∥∥λ−1h(λI) − h∥∥+ ‖h− g‖ . (5.13)
Since λ0 ≤ λ ≤ 1, we get readily that∥∥λ−1g(λI) − λ−1h(λI)∥∥ ≤ λ−10 ‖h− g‖ . (5.14)
Fact 9. For all δ > 0, there exists γ = γ(δ) > 0 such that |λ− 1| < γ implies that
sup
g∈K
∥∥λ−1g(λI) − g∥∥ < δ. (5.15)
Proof. Fix δ > 0. Then K being U -compact, for any α > 0, there exists a finite number of functions
(gq)q=1,...,d in K such that K ⊂
⋃d
q=1 BU (gq, α). Now, we obtain from Fact 7 that for all κ > 0,
there exists γ > 0 depending only on κ, such that |λ− 1| < γ implies that for all q ∈ {1, ..., d},∥∥λ−1gq(λI)− gq∥∥ < κ. For any g ∈ K, there exists q ∈ {1, ..., d} such that g ∈ BS(gq, α) and we deduce
from (5.12) applied to h = gq that∥∥λ−1g(λI) − g∥∥ ≤ α(1 + λ−10 ) + κ. (5.16)
Finally, for any δ > 0, we can choose γ and α small enough to get that α(1 + λ−10 ) + κ < δ.
Fact 10. For all δ > 0, there exist θ = θ(δ), with 0 < θ < δ, and γ = γ(δ) > 0 such that
|λ− 1| < γ =⇒ sup
f∈Kθ
∥∥λ−1f(λI)− f∥∥ < δ. (5.17)
Proof. Fix δ >. For any θ > 0 and f ∈ Kθ, let g ∈ K such that ‖g − f‖ < θ. Then (5.12) implies that∥∥λ−1f(λI)− f∥∥ ≤ θ (1 + λ−10 )+ sup
g∈K
∥∥λ−1g(λI) − g∥∥ . (5.18)
Observing that 1 + λ−10 > 1, we conclude by applying Fact 9.
Lemma 10. For any ǫ > 0, there exists a.s. a real T (ǫ) such that for all real T ≥ T (ǫ), we have that
GT ⊂ K
ǫ. (5.19)
Proof. For any T > 0, set
nT := inf {n : An ≥ aT } .
Notice that necessarily, nT ≥ T . Now, the Mean value theorem implies that AnT − aT ≤
c
T (nT − T ),
so there exists τ > 0 such that for all T ≥ τ , T − aT ≤ nT − AnT . Furthermore, the definition of nT
implies that An+1 < aT and we prove readily that
lim
T→∞
aT
AnT
= 1. (5.20)
Fix ǫ > 0.
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We get from Lemmas 4, 6 and 7 that for any θ > 0, there exists a.s. an integer N(θ) such that
∀n ≥ N(θ),Ln ⊂ K
θ. (5.21)
Now, Fact 10 implies that there exist θ(ǫ/2) > 0 and γ(ǫ/2) > 0 such that
|λ− 1| < γ(ǫ/2) =⇒ sup
f∈Kθ(ǫ/2)
∥∥λ−1f(λI)− f∥∥ < ǫ/2. (5.22)
From (5.20), there exists T0(ǫ) > 0 such that for all T ≥ T0(ǫ),
∣∣∣ aTAnT − 1∣∣∣ < γ(ǫ/2).
Then, we can define a.s. T (ǫ) by
T (ǫ) := max {τ ;T0(ǫ);N(θ(ǫ/2))} . (5.23)
Let T ≥ T (ǫ). Since T ≥ τ , we have that [0, T − aT ] ⊂ [0, nT −AnT ]. Then for all x ∈ [0, T − aT ] and
all s ∈ [0, 1], we have that
ηx,aT (s) =
AnT
aT
ηx,AnT
(
s
aT
AnT
)
. (5.24)
Since T (ǫ) ≥ N(θ(ǫ/2)) we have that, for all x ∈ [0, nT − AnT ], ηx,AnT ∈ K
θ(ǫ/2). Since T ≥ T0(ǫ), we
have that
∣∣∣ aTAnT − 1∣∣∣ < γ(ǫ/2). By (5.22), we have consequently that, for all x ∈ [0, T − aT ],∥∥∥∥AnTaT ηx,AnT
(
aT
AnT
I
)
− ηx,AnT
∥∥∥∥ < ǫ/2. (5.25)
Now, since θ(ǫ/2) < ǫ/2, we have that Kθ(ǫ/2) ⊂ Kǫ/2. Therefore, for all x ∈ [0, T −aT ], ηx,AnT ∈ K
ǫ/2.
Then we obtain from (5.25) and the triangle inequality that
∀x ∈ [0, T − aT ], ηx,aT =
AnT
aT
ηx,AnT
(
aT
AnT
I
)
∈ Kǫ. (5.26)
Lemma 11. For any ǫ > 0, there exists a.s. a real T ′(ǫ) such that for all T ≥ T ′(ǫ), we have that
K ⊂ GǫT . (5.27)
Proof. For all T ≥ c, we have that 1 ≤ T − aT . Set
mT := max {n : n ≤ T and n−An ≤ T − aT } .
Then, if T ≥ c then mT exists. The definition of mT implies that mT + 1 − AmT+1 > T − aT . We
deduce readily that
lim
T→∞
mT
T
= lim
T→∞
AmT
aT
= 1. (5.28)
Fix ǫ > 0.
Lemma 8 implies that a.s., for all n large enough, K ⊂ L
ǫ/2
n . Since mT −→∞ as T →∞, we can find
a.s. T1(ǫ) > 0 such that
∀T ≥ T1(ǫ),K ⊂ L
ǫ/2
mT
. (5.29)
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Then for all x ∈ [0,mT −AmT ] ⊂ [0, T − aT ], and all s ∈ [0, 1], we have that
ηx,AmT (s) =
aT
AmT
ηx,aT
(
s
AmT
aT
)
. (5.30)
Now, let γ(ǫ/2) and θ(ǫ/2) be as in (5.22). Let T2(ǫ) > 0 such that for all T ≥ T2(ǫ),
∣∣∣AmTaT − 1∣∣∣ < γ(ǫ/2).
From Lemma 10, there exists a.s. T (θ(ǫ/2)) > 0 such that
∀T ≥ T (θ(ǫ/2)),GT ⊂ K
θ(ǫ/2). (5.31)
Then, we can define a.s. T ′(ǫ) by
T ′(ǫ) := max {c, T1(ǫ);T2(ǫ);T (θ(ǫ/2))} . (5.32)
Let T ≥ T ′(ǫ). Since T ≥ T (θ(ǫ/2)), we have that
∀x ∈ [0, T − aT ], ηx,aT ∈ K
θ(ǫ/2). (5.33)
Since, moreover T ≥ T2(ǫ), and noticing that
AmT
aT
≤ 1, we obtain that for all x ∈ [0, T − aT ]∥∥∥∥ aTAmT ηx,aT
(
AmT
aT
I
)
− ηx,aT
∥∥∥∥ < ǫ/2. (5.34)
Consequently, for all x ∈ [0,mT − AmT ] ⊂ [0, T − aT ], we have that
∥∥∥ηx,AmT − ηx,aT ∥∥∥ < ǫ/2. Then,
since T ≥ T1(ǫ), for all f ∈ K, there exists xf ∈ [0,mT −AmT ] such that
∥∥∥ηxf ,AmT − f∥∥∥ < ǫ/2 and, by
the triangle inequality,
∥∥ηxf ,aT − f∥∥ < ǫ.
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