Calibration of powder mixing simulation using Discrete-Element-Method is still an issue. Achieving good agreement with experimental results is difficult because time-efficient use of DEM involves strong assumptions. This work presents a methodology to calibrate DEM parameters using Efficient Global Optimization (EGO) algorithm based on Kriging interpolation method. Classical shear test experiments are used as calibration experiments. The calibration is made on two parameters -Young modulus and friction coefficient. The determination of the minimal number of grains that has to be used is a critical step. Simulations of a too small amount of grains would indeed not represent the realistic behavior of powder when using huge amout of grains will be strongly time consuming. The optimization goal is the minimization of the objective function which is the distance between simulated and measured behaviors. The EGO algorithm uses the maximization of the Expected Improvement criterion to find next point that has to be simulated. This stochastic criterion handles with the two interpolations made by the Kriging method : prediction of the objective function and estimation of the error made. It is thus able to quantify the improvement in the minimization that new simulations at specified DEM parameters would lead to.
I. Introduction
Mixing of powders is an important process unit in several industries e.g. pharmaceuytical, food and nuclear industry. The Discrete-Element-Method (DEM) [1] can simulate such processes and help their understanding and optimization. However the calibration of micromechanical parameters remains the most sensitive issue of the modeling process.
There is currently no clear link between micromecanical parameters used in DEM and macromechanical measured ones. It appears that mixing behaviors of different powders can be related to different behaviors in shear testers as the Freeman Technology FT4 rheometer. The choice of shear test as calibration experiment seems thus suitable. It appears that DEM simulations of shear testers are mainly influenced by the Young's modulus and the static friction coefficient [2, 3, 4] .
The aim of this paper is to present a calibration methodology using Efficient Global Optimization (EGO) algorithm based on Kriging interpolation method. The methodology is applied on the couple of DEM parameters Young 's Modulus and static friction coefficient.
Particular importance is given in this work to determine the number of particles to be used in the DEM simulation of the shear tester.
II. Theoretical background & methodology
i. Discrete element modeling method DEM describes the motion of spherical particles by integrating classical Newton's law in consecutive time steps. Positions, velocities and forces are updated at each time step. Contact-force models have been largely described in literature [? 5, 6] . Here we use the most classical ones : the non-linear damped Hertz-Mindlin model for normal and tangential forces. Model of rolling friction [7] is used to represent the non-sphericity of particles. Viscous damping part of torque produced by rolling friction is negected. No cohesive forces are considered, but gravity is taken into account. Simulations were conducted with the open source software LIGGGHTS.
Choice of suitable time-step to integrate the motions is critical. The Rayleigh time step is often used when DEM simulations of dense regime are made. It represents the propagation time of a Rayleigh surface wave around a particle. As it is impossible in DEM paradigm to model such wave -the surface of an unique particle does not exist -we consider here that the validity of such a time step is a questionable. We thus use the critical time step given in (1) .
(1) As the size of the mixer -used in the target simulation -is fixed and as the computer/software performances limit the number of particles as about a million, the particle radius is fixed. This means that it is not conceivable to simulate one single real grain by one single numerical particle. Thus, the main challenge is to represent the rheology of a set of small grains with a set of larger numerical particles. It so is a critical point of first determine how many particles are needed to catch a powder behavior. Hence calibration experiments simulations are made with different number of particles, keeping constant the ratio between height and diameter of the shear cell and all DEM micromechanical parameters. From a certain number of particles, the result of the simulation no longer varies. The minimum number of particules to be used is therefore reached.
ii. The standard shear test using the FT4 Freeman Technology rheometer
The standard shear cell technique for powder is based on the Jenike ring shear tester [9] . However unlike [3, 4] , it is the cylindrical shape that is used here -as represented on figure 1particularly because the Freeman Technology FT4 rheometer is largely used in industrial application. Powder is placed into the shear cell and before shear a vertical stress σ is applied by the shear head to pre-compress the material sample. The shear head rotate at constant velocity, maintaining normal stress constant, and the shear stress τ is measured. Four shear steps are made with four differents vertical stresses : successively 9 kPa, 8kPa, 7 kPa and 6kPa. Before each shear step, a preshear step is made at σ =15 kPa.
The effective measure is the yield locus of . This last number is the extrapolated shear stress resitance that the powder should produce when sheared at zero normal stress. These two numbers describing the yield locus are then used to identify the appropriate couple of DEM parameters previously mentionned.
iii. Efficient Global Optimization using Kriging
The goal of the calibration process is to find the couple of DEM parameters -Young's modulus and static coefficient of friction -that would minimize the distance between the simulated yield locus and the measured one. This distance can be viewed easily in the 2D-space C vs AIF as shown below on figure 4. As DEM simulations can be strongly time consuming, it is of great importance to have to do the least possible simulations to converge to the optimum.
The Efficient Global Optimization [10] is an optimization technique that is capable of choos-ing accuratelly new simulation points -new couples (E,µ s ) -to converge rapidly to the best solution. It can be viewed as a method to build progressively efficent design of experiments (DOE). The core of the method is to use Kriging interpolation [11] to predict the value of the objective function that has to be minimizedhere the distance between simulated and experimental yield locus -and also the error made on this prediction. The smaller the prediction of this distance for a couple of DEM parameters and the the error on this prediction are, the bigger the chance of this couple to be choosen by the EGO algorithm to be the next point to be simulated is. In fact, it is the maximizatio of the Expected Improvment (EI) criterion (eq. 2) that allows the EGO algorithm to find this point.
In equation (2), x is the couple (E,µ s ) on which the EI is calculated, Y is the vector of all the distances between simulations and experiment that have already been calculated, m K (x) and s K (x) are respectivelly the prediction of the distance for the point x and the error on this prediction and Φ and φ are respectivelly the standard normal distribution function and its probability density function.
In fact, the EGO algorithm used here works on the minimization of the 2-points-EI criterion. This criterion is similar to the one presented above but it allows the selection of two new points to be calculated simulateously. It is thus possible to take advantage of using a cluster of computers to conduct the calibration/optimization. The algorithm used is implemented in the R-package DiceOptim [12] .
III. Results and discussion
i. How many grains in powder?
Four simulations have been conducted with 12k, 31k, 78k and 200k particles, that respectivelly correspond to 25, 34, 46 and 63 particles per cell diameter. DEM parameter of these simuations are presented in table 1. Corre- Figure 3 shows regular and smooth trends for the shear stresses measured. This is due to the non-friction wall hypothesis. 
ii. Comparison with experimental measurements
Given what has been observed above, calibration of DEM parameters has been started with 31k particles. Four simulations have been made to start the EGO algorithm. Figure 4 shows the result of these four simulations compared to experimental measurements made on two powders : Al 2 O 3 with mean granulometry 88¯m and B 4 C with mean granulometry 105 m. Error bars for experiments are calculated from 3 repetitions of the full shear test and the ones for simulations are derived from classical statistics of linear regression.
To find DEM parameters that lead to good calibration for B 4 C, the two news points choosen by the EGO algorithm are (E=33GPa,µ s =0.29) and (E=33GPa,µ s =0.21). This choice can be easily comprehensible regarding figure 4 : B 4 C point is obviously above the iso-Young's modulus line at 25 GPa, and near the iso-static friction line 0.25. As B 4 C is very close to this line, the algorithm tends to look around. Figure 5 shows shear stress simulated at 9 kPa normal stress for both these new points compared to experimental ones. However it should be noted that these curves are not the result of a calibration that would have converged. Order of magnitude are reached, but the shape of curves are not very similar. Experimental curves for B 4 Figure 4 : Cartography of the optimization glass beads shows also such a concave shape at the beginning. The concave shape can thus be explained by the mono-sized or quasi-monosized nature of the granulometry used. Indeed, the more extended granulometry of B 4 C and Al 2 O 3 allows much more granular rearrangement, retarding the rise of the shear stress.
Beyond the considerations about the number of particles made previously, the particle size distribution (PSD) seems to be a critical point. Indeed, catching the so called powder behavior might also need to take into account more preciselly the PSD. It seems not sufficient to get enough particles, but it seems also important to reproduce the realistic partial coordination numbers of the packing -ie the number of contact between particles of different sizes. The shear test made for the glass beads -that show a narrow PSD -is closer to the numerical results presented here, probably because of this.
Moreover, the clear maximum of shear stress observed experimentaly is not reproduced by simulation. Here again this could be due to the mono-sized granulometry but recent simulations seems to show that there is a greater chance that this is due to the hypothesis of zero-friction at the walls of the shear cell. The work is currently moving in this direction.
IV. Conclusion
Calibration of DEM parameters using the EGO algorithm seems promizing. The yield locus experimentally measured on powder sample can be approched by simulations. However, some assumptions made seem to be too restrictive to allow very good fitting of experimental curves : no friction at the wall and mono-sized granulometry. Future works must tackle these issues before continuing the proper use of the EGO algorithm.
