Abstract-Recruitment and selection have the first priority in human resource management. Traditional methods is based on linear model, it selects candidate by appraisal and ranking. However, selection system is intricate and nonlinear. Ranking method can not find the right person sometimes. For a ranked candidate, the job performance after being selected is unclear. The recruitment is unsuccessful when the candidate can not perform the expected job performance. In order to find the right person for the right position, this paper proposes a selection system using support vector machine (SVM). This system is fit for the nonlinear problem, and it gives a prediction of job performance. Considering the character of human resource selection problem, a weighted method based on weighted support vector machine (WSVM) is proposed. This method can improve the performance of traditional SVM. Technique of scaling, expert judgment, simple additive weighted, analytic hierarchy process (AHP) and questionnaire survey were used in this study. Simulation results show that classification system based on SVM is valid for human resource selection; furthermore, WSVM performs a better efficiency than traditional SVM for job performance classification. This proposed system can be used to support the decision of human resource selection.
INTRODUCTION
Selection is the most important activity for human resource management (HRM), it provides the organization with high quality people, and all aspects of an organization's activities are directed and enacted by employees [3] . All the human resource development theories set the goal of "find the right person for the right position". Poor selection decisions can be enormously costly to an organization. Valid selection decision method is needed for organization to get success.
Traditional human resource selection method is based on linear model. It uses fuzzy set theory, expert judgment, analytic hierarchy process and other relative methods [5] [6] . The method gets the appraisal of criterions such as knowledge, skills and abilities required for the position, integrates criterions' weight to get the final appraisal score. Then candidates are ranked by the final score, human resource manager makes selection decision by this ranking.
There are two problems about the traditional method. First, selection decision is influenced by many factors. This influence is so intricate that it can not be described with linear model. It is a nonlinear system. Second, the aim of human resource selection is to find the right person for a certain position. The right person is the candidate who can obtain expected job performance. Traditional selection method doesn't shows job performance directly and obviously, it can find the best person but may not the right person, so the quality of selection decision making can not be insured.
In order to solve these two problems, we proposed a new human resource selection system based on weighted support vector machine (WSVM). For the nonlinear system, support vector machine (SVM) has been applied to many classification problems successfully; it has better adaptability than neural network for nonlinear system. Selection appraisal criterions are used as system input and job performance level is output. This new system overcome traditional linear method, it helps to find the right person by job performance classification but not ranking. If a candidate is predicted to be in the expected performance level, we can assume him to be the right person. Further more, different selection criterion has different influence for system output, the criterion weight plays an important role in human resource selection problem, all selection methods have to consider the weight. In this paper, we promote weight support vector machine (WSVM). It can enhance the samples' influence with different weight.
To evaluate the effect of this selection system, a questionnaire survey is made in China; Data is acquired by this survey for top manager and middle-level manager. Some preprocess methods are used to deal with the raw data. Expert judgment and Analytic hierarchy process (AHP) are used to calculate the weight. Finally, Simulation result shows the effectiveness of this system based on SVM and WSVM.
II. DATA ACQUISITION AND PREPROCESSING

A. Questionnaire Design and Data Acquisition
Questionnaire is designed containing two parts, one is human resource selection criterions that used to be system input, and the other is job performance level that used to be the system output.
Selection criterion is decided by human resource strategy of organization, usually it is represented by a combination of knowledge, skills and ability. In recent years, the use of competence model to select candidate has become commonplace in many organization. Competencies are positively related to job performance [7] . The better the fit between the requirements of a job and competencies of the jobholder, the higher job performance and job satisfaction will be [13] . Core competence model offers a solution that increase success in new hire decisions and aids in talent management necessary for the achievement of a competitive edge [8] . In this paper, we choose generic manager competence model to be the selection criterion [4] . Generic manager competence model is proposed by Spencer & Spencer in 1993, it is abstracted form management consult experience of more than 20 years [8] . Although the same position in different organizations may have different selection criterion, some competencies are certain. The generic model can help us collect more data for training the system.
The generic manager competence model contains 11 competence factors ( i u , i =1,…11), and for each competence, 1-
The structure is introduced as follows.
(1) Impact and influence (U01); sub-dimension: Action taken to influence others (U011); Breadth of influence, Understanding or network (U012). (6) Developing Others (U06); sub-dimension: Intensity of developmental orientation and completeness of developmental action (U061); Number and rank of people developed or directed (U062).
(7) Self-confidence (U07); sub-dimension: Self-assurance (U071); Dealing with failure (U072). In generic manager competence model, one sub-dimension has 5 to 11 scales, for each scale, definition and typical behavior description are given in detail. The sub-dimension scale is the raw data what we acquire from survey.
Job performance data comes from performance evaluation result in each organization last year. It is scaled in 4 levels: very good (A); good (B); normal (C) and bad (D), then 4 classes as output are obtained.
B. Preprocessing
Scaling is one of the data preprocessing methods that change the representation of the data. It is pointed that scaling can improve the performance of SVM [9] . Scaling can be illustrated as equation (1).
where min
x and max x are minimal and maximal value of x . In this paper, they are the scale of sub-dimension.
Then the simple additive weighting method is used.
where m is competence factor value, i
x is scaled data of sub-
v is the relevant weight, it is calculated by expert judgment and AHP method which is illustrated in subsection Ⅲ.C.
III. DESIGN OF THE SELECTION SYSTEM
In this section, we review the basic idea of traditional support vector machine, and propose a weighted support vector machine method. Then weight generation method using hierarchy analytic process is given. Finally, we describe how to use this proposed WSVM as the core method of the selection system. System design is illustrated, and classification process for different recruitment strategy is given.
A. SVM
Support vector machine is first introduced to solve the pattern classification and regression problem by Vapnik and his colleagues [1] . It is based on statistical learning theory and is considered as the standard support vector machine. SVM takes the structural risk minimization as the principle; the generalization error is bounded by the training error and a confidence interval term depending on the VC dimension [11] . SVM has higher generalization ability especially when the number of training data is small. And it is adaptability to various classification problems by changing kernel functions [2] .
In SVM, the original input space is mapped into a highdimensional feature space through some nonlinear mapping. An optimal separating hyperplane is constructed to separate data belonging to two classes with maximum margin [1] . The multi-class SVM problem can be solved by constructing and combing several binary SVM classifiers [12] .
Consider the problem of separating the set of training vectors belonging to two separate classes,
where i x is data vector, i y is the label of the class that i x belongs to. The set of vectors is said to be optimally separated by the hyperplane if it is separated without error and the distance between the closest vectors to the hyperplane is maximal.
The global of classification is to construct the following decision function that identifies the class label of input data.
where ( ) x φ is a nonlinear mapping of the input data x in the high dimensional feature space. By employing statistical learning theory, to find the optimal separating hyperplane
the optimization problem of equation (5) is required. 
where l is the number of support vectors. The optimal value of bias b0 can be computed from the Kuhn-Tucker conditions. The resulting decision function is shown as equation (8):
B. WSVM Standard SVM for classification, although parameter C is empirically selected, equal C is fixed for each training sample without discrimination during the training process. However, in practical application, some samples may have different contribution to the leaning of decision surface. In weighted support vector machine (WSVM), each data point is assigned a different weight according to its relative importance in the class. Considering the different contribution, it reduces the affect of less important data points.
Suppose the weights are given, the training data set will be this:
In WSVM, C is different for each data point; the optimization problem is described in equation (9). 
. . Although equation (9) is consistent with fuzzy support vector machine (FSVM), the meanings are different and they are used to solve different problems. In fuzzy support vector machine, fuzzy membership function is introduced, it is applied to solve the unclassifiable problem exiting in multi-class recognition by conventional support vector machine. Weighted support vector machine is applied to solve different contribution problem of different samples [15] [16] .
With the same method with standard SVM, the dual Lagrangian is obtained in equation (10). 
C. Weights generating method
There are many method can be used to generate weight, such as experts evaluation, frequency method, analytic hierarchy process, fuzzy relation equation and etc. In this system, we use analytic hierarchy process as the weights generating method.
The analytic hierarchy process is a structured technique for helping people deal with complex decisions with multi-criteria input. Based on mathematics and human psychology, it was developed by Thomas L. Saaty in the 1970s and has been extensively studied and refined since then [10] . Analytic hierarchy process converts the qualitative evaluations to numerical values, makes it convenient to be processed and compared. The ability is unique to deal with intangible attributes and to monitor the consistency.
The basic procedure can be summarized as: In this system, what we need is calculating element weight, alternative is not been considered. We establish hierarchy structure model using generic manager competence model which is given in Figure 1 . 
D. System Design
Step 1: Develop competency model for the target job.
To discover competencies, organization needs work backward from the criterion of superior performance, and identify the characteristics. The competence dictionary defines the specific competency levels; it can be used for developing competency model.
Step 2: Acquire appraisal data of competencies There are many appraisal methods such as interview, test, assessment center and bio-data. Behavior event interview (BEI) is the most cost-effective appraisal method, it is easy administer, and acceptable to almost everyone [4] . Once the method is chosen, organization staff who will conduct appraisal needs to be trained, to insure the appraisal data valid and reliable.
Step 3: Acquire performance evaluation result Performance evaluation result is acquired from human resource department of organization. It can be the evaluation result of the last year or average of last years. Different organizations have different evaluation criterions. If only it could distinguish the job performance validly, it can be used for selection.
Step 4: Develop data base and preprocessing Competence appraisal and performance evaluation result of all the staff in organization are saved in the data base. Preprocess the raw data to be prepared for classification system.
Step 5: Generate weights Use analytic hierarchy process to generate weights. Competence model is taken as the hierarchy structure model, and expert judgment method is applied in judgment matrix.
Step 6: Design classifier with WSVM This is the core step in selection system. Binary tree is introduced; one-against-all and one-against-one methods are used for this multi-class problem.
The classification process depends on human resource recruitment strategy. For the same position in different organization, we hire different person with the recruitment strategy. For a given position, if we want to know who the right person is, we only need to know who can perform the expected job performance level.
In this selection system, we suppose that the organization has competitive priority, the management system is perfect; the employees have high salary, high welfare and promising career life. In this kind of organization, employees have high job satisfaction is and employee turnover rate is low. This organization can retain excellent people. It can be assumed that the expected job performance level is the higher the better. We assume it as a 4-class problem. The classifier will be designed in Figure 2 .
This classifier contains 3 sub-classifiers, the first is used to classify level-A from level-BCD, the second classifies level-B from level-CD, and the third classifies level-C from level-D. This classifier identifies good job performance first. For a given test sample x, if node level-A is obtained, it is unnecessary to move to other classifier-node. This design can promote the selection effectiveness. If the organization has low profit margin and can not supply competitive salary or welfare, the management system is not perfect, career future is ambiguous. This kind of organization is hard to attract excellent people and hard to retain elitist employees. The employee turnover rate may be high. In order to retain the employee and reduce the cost for recruitment, the organization may prefer common people. The classifier will be designed in Figure 3 . We use the classifier which is illustrated in Figure 1 . Data of train and test for sub-classifier is list in Table Ⅳ . In order to test the performance of WSVM, we use the same data as input and output of standard SVM and WSVM. Parameter C is set to 100, and RBF is used as the kernel function. The sub-classifiers are trained separately. The program is designed based on libsvm which is developed by Chang and Lin [14] . The comparisons of classifiers with standard SVM and weighted SVM is illustrated as Table V . The simulation result in Table V shows that, using traditional support vector machine, the average classification accuracy rate is 74.71%, the result is acceptable for predicting job performance. Further more, when using weighted support vector machine, the average classification accuracy rate is 78.31%. The average accuracy rate is increased by 3.60% compared with traditional SVM. The classification result is better. The selection system can be used to support selection decision in human resource management.
In Table V , the accuracy rate of classifier A/BCD is higher than B/CD and C/D; we can also conclude that generic competence model has better applicability in identifying excellent manager.
V. CONCLUSION In this paper, we present a selection system for supporting selection decision making in human resource management. Traditional support vector machine and improved weighted support vector machine are utilized for predict job performance of candidates. The raw data is acquired by questionnaire survey. Analytic hierarchy process is used to generate weights. Expert judgment helps to establish comparative judgment matrix in analytic hierarchy process.
The simulation results show that it is acceptable to use support vector machine for job performance classification. Further more, we integrate weight to improve the traditional support vector machine. The simulation result also shows that it is more effective than traditional support vector machine. The classification accuracy rate is increased to 78.31%. The system can more efficiently predict the candidates' job performance.
