An isomorphism between the fusion algebras of $V_L^+$ and type $D^{(1)}$
  level 2 by Cuntz, Michael & Goff, Christopher
ar
X
iv
:0
80
9.
51
86
v2
  [
ma
th.
QA
]  9
 O
ct 
20
08
AN ISOMORPHISM BETWEEN THE FUSION
ALGEBRAS OF V +L AND TYPE D
(1) LEVEL 2
M. CUNTZ AND C. GOFF
Abstract. The fusion algebra of the vertex operator algebra V +
L
for a rank 1 even lattice L is explicitly shown to be isomorphic to
the fusion algebra of the Kac-Moody algebra of type D(1) at level
2 in almost all cases.
1. Introduction
In this article, we prove:
Theorem 7.1.Let L =
√
2ℓZ for some ℓ ∈ N. Then the fusion algebra
for the vertex operator algebra V +L is isomorphic to the fusion algebra

D
(1)
ℓ,2 if ℓ ≥ 3
A
(1)
1,2 ⊗A(1)1,2 if ℓ = 2
A
(1)
7,1
∼= Z[Z/8Z] if ℓ = 1.
(Recall that D
(1)
3,2
∼= A(1)3,2.)
The main part of the proof consists of an explicit computation of
the S-matrix of a Kac-Moody algebra of type D(1) at level 2. This
enables us to find the structure constants directly, avoiding the use of
algorithms such as the one given in [7]. To obtain the isomorphism,
we compare our structure constants with those given for the vertex
operator algebra V +L in [2]. As a consequence, we also obtain a bijection
between the sets of irreducible representations.
This work has appeared elsewhere in the physics literature. There-
fore our strictly computational proof serves only as further mathemat-
ical confirmation for this well-known physical result.
The paper is organized as follows: section 2 deals with preliminar-
ies about fusion algebras and trigonometric (mostly cosine) identities,
a surprising range of which were very useful to our proof. We also
describe the Kac-Peterson matrix of type X
(1)
ℓ or A
(2)
2ℓ and give the
explicit formula we use (2.10). Section 3 specializes this discussion to
type D, with the important Example 3.1 of D
(1)
ℓ at level 2 (denoted
1
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D
(1)
ℓ,2 ). The notation we set up there is used throughout the rest of
the paper. Section 4 discusses exterior powers: Proposition 4.1 gives a
variety of instances in which the Kac-Peterson formula reduces to the
determinant of a certain matrix. In section 5, the lengthiest and most
computational section, we work out each entry in the S-matrix for D
(1)
ℓ,2
and explicitly give the character table, which we call the s-matrix. The
fusion rules of the vertex operator algebra (VOA) V +L arising from a
rank 1 lattice L are listed in section 6. Proofs for these rules can be
found in [1] or [2]. Finally, section 7 contains the proof of the main
theorem.
2. Preliminaries
2.1. Fusion algebras. We give here a short introduction to the no-
tion of fusion algebras; for more details, see for example [3]. Fusion
algebras are algebras with the same properties as Grothendieck rings
of semisimple tensor categories. So, for example, character rings of
finite groups are fusion algebras. One should imagine them as lattices
with an algebra structure:
Definition 2.1. Let R be a finitely generated commutative Z-algebra
which is a free Z-module with basis B = {b0 = 1R, . . . , bn−1} and
structure constants
bibj =
n−1∑
k=0
Nkijbk, N
k
ij ∈ Z≥0
for 0 ≤ i, j < n. Assume that there is an involution ∼: R → R which
is a Z-module homomorphism such that
B˜ = B, Nk
i˜j˜
= N k˜ij, N
0
i˜j
= δi,j
for all 0 ≤ i, j, k < n, where i˜ is the index with b˜i = b˜i. Then we call
(R,B) a fusion algebra.
A fusion algebra R has many nice properties. The most important
one is that R ⊗Z C is semisimple which comes from the fact that it is
a symmetric algebra with respect to ∼. Since this is a commutative
finite dimensional algebra over C, there is a base change matrix to
the algebra Cn. We denote such a base change by s and call it an
s-matrix of R. This matrix is the character table of R, because its rows
correspond to the irreducible characters of R: The entries of a row are
the values of a representation of R at the basis elements B. This also
implies that the rows of s are orthogonal.
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A fusion algebra is completely determined by its s-matrix. Permut-
ing rows does not change the algebra; permuting columns changes the
ordering of B. If a fusion algebra is the Grothendieck ring of a modular
tensor category, then what we call its s-matrix is almost its S-matrix.
In this case one has also a T -matrix; the matrices (S, T ) define a rep-
resentation of the modular group and are therefore called a modular
datum (see for example [9] or [4] for an exact definition). It is then
possible to arrange the rows and columns of s in such a way that the
matrix (si,js0,i)i,j is symmetric and
si,j =
Si,j
Si,0
.
The matrix S, if it exists, is not uniquely determined by s. Never-
theless, if R comes from a modular datum (S, T ) then we call S the
S-matrix of R. It is easy to see in this case that the above structure
constants are given by the formula (Verlinde’s formula)
(2.1) Nmij :=
n−1∑
k=0
Sk,iSk,jSk,m
Sk,0
for all 0 ≤ i, j,m ≤ n− 1. This formula is nothing more than the fact
that R is the lattice spanned by the columns of s with componentwise
multiplication.
2.2. Cosine Identities and Roots of Unity. We fix i to be a square
root of −1 and define ζn := exp
(
2πi
n
)
for n ∈ N.
Details for our proof require some well-known cosine identities which
we reproduce here. Let ℓ ∈ N and let x /∈ 2πZ. Then the following
identities can be verified using geometric series of complex exponentials.
1 + 2 cos x+ 2cos 2x+ . . .+ 2cos ℓx =
sin( (2ℓ+1)x2 )
sin(x2 )
(2.2)
cos(ϕ) + cos(ϕ+ x) + . . .+ cos(ϕ+ ℓx) =
sin( (ℓ+1)x2 ) cos(ϕ+
ℓx
2 )
sin(x2 )
(2.3)
Define
c(j) := 2 cos
(
2πj
2ℓ
)
and s(j) := 2 sin
(
2πj
2ℓ
)
.
Note that for j ∈ Z, ζj2ℓ + ζ−j2ℓ = c(j) and ζj2ℓ − ζ−j2ℓ = i s(j).
We immediately obtain several trivial identities, such as: c(α)c(β) =
c(α+β)+c(α−β) (for all α, β) and c(ℓm+j) = c(ℓm−j) = (−1)mc(j)
(for m ∈ Z), which we use in the sequel, among others.
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Define ρj :=
1
1+δ0,j+δℓ,j
for 0 ≤ j ≤ ℓ (and note that ρj = ρℓ−j). Also,
let ρi,j :=
ρiρj
2ℓ
.
Lemma 2.2. Let m ∈ Z with 0 ≤ m ≤ 2ℓ. Then the following identi-
ties hold.
ℓ∑
j=0
ρjc(mj) =
{
0 if m /∈ {0, 2ℓ}
2ℓ if m ∈ {0, 2ℓ}(2.4)
ℓ∑
j=1
c((2j − 1)m/2) =


0 if m /∈ {0, 2ℓ}
2ℓ if m = 0
−2ℓ if m = 2ℓ
(2.5)
Proof. To see (2.4), first note that if m /∈ {0, ℓ, 2ℓ}, then (2.4) follows
from (2.2) and other trigonometric identities. When m ∈ {0, 2ℓ}, we
have
∑
j 2ρj = 2ℓ. When m = ℓ, we have
∑
j 2(−1)jρj = 1 − 2 + 2 −
. . .+ (−1)ℓ = 0.
For (2.5), the special cases m ∈ {0, 2ℓ} are clear. Let m /∈ {0, 2ℓ}.
Using (2.3) we obtain
∑ℓ
j=1 c((2j − 1)m/2) = s(ℓm/2)c(ℓm/2)s(m/2) = s(ℓm)s(m/2) =
0. 
The following corollary lists certain matrices that arise in section 5,
along with some properties and their determinants (up to a sign, which
will be settled in section 5). Each equation follows from a cosine iden-
tity, such as (2.5), and so we leave proofs to the reader. The lemma
then relates two of these matrices.
Corollary 2.3. As before, let ℓ ∈ N.
• (The M Matrix) Let M and N be (ℓ+1)× (ℓ+1) matrices with
Mi,j := c(ij) and Ni,j := ρi,jc(ij) for 0 ≤ i, j ≤ ℓ. Then
(2.6) N = M−1 and so (detM)2 = 16(2ℓ)ℓ+1.
• (TheX Matrix) Let X be an ℓ×ℓ matrix withXi,j := c
(
(2i−1)(2j−1)
4
)
for 1 ≤ i, j ≤ ℓ. Then
(2.7) X2 = 2ℓIℓ and so (detX)
2 = (2ℓ)ℓ.
• (The ΩMatrix) Let Ω be an ℓ×ℓ matrix with Ωi,j := c
(
(i−1)(2j−1)
2
)
for 1 ≤ i, j ≤ ℓ. Then
(2.8) (det Ω)2 = 2(2ℓ)ℓ.
Lemma 2.4. detX = 1√
2
det Ω, where
√
2 is the positive square root
of 2.
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Proof. Let ξ := ζ8ℓ, so Xi,j = ξ
(2i−1)(2j−1)+ξ−(2i−1)(2j−1). Dividing each
j-th column of X by (ξ(2j−1) + ξ−(2j−1)) divides the determinant by
α :=
∏ℓ
j=1(ξ
(2j−1) + ξ−(2j−1)), hence
detX = α det
(
ξ(2−2i)(2j−1) + ξ(4−2i)(2j−1) + . . .+ ξ(2i−2)(2j−1)
)
i,j
(∗)
= α det
(
ξ(2−2i)(2j−1) + ξ(2i−2)(2j−1)
)
i,j
= α det
(
c
(
(i− 1)(2j − 1)
2
))
i,j
= α det Ω
where (∗) denotes subtracting row i from row i+1 for i = 1, . . . , ℓ− 1.
Now
α =
ℓ∏
j=1
(ξ(2j−1) + ξ−(2j−1)) =
ℓ∏
j=1
cos
2π(2j − 1)
8ℓ
> 0
and thus α = 1√
2
by (2.7) and (2.8). 
2.3. Kac-Peterson matrices. Let g(A) be an affine Kac-Moody al-
gebra corresponding to an n× n generalized Cartan matrix A of rank
ℓ, with Cartan subalgebra h and with 〈 , 〉 : h × h∗ → C as its corre-
sponding pairing (we use the notation of [11]). Define
P := {λ ∈ h∗ | 〈λ, α∨i 〉 ∈ Z, i = 0, . . . , n− 1},
P+ := {λ ∈ P | 〈λ, α∨i 〉 ≥ 0, i = 0, . . . , n− 1}.
The set P is called the weight lattice, and elements of P (resp. P+) are
called integral (resp. dominant integral) weights.
Now let g(A) be of arbitrary untwisted type X
(1)
ℓ or A
(2)
2ℓ (then n =
ℓ + 1). The fundamental weights Λi ∈ P , i = 0, . . . , ℓ are given by the
equations
〈Λi, α∨j 〉 = δij, 〈Λi, d〉 = 0
for j = 0, . . . , ℓ, where d ∈ h is given by 〈αi, d〉 = δi,0. The set
{α∨0 , . . . , α∨ℓ , d} is a basis of h and {α0, . . . , αℓ,Λ0} is a basis of h∗.
The fundamental weights Λi of the finite dimensional Lie algebra g
◦
satisfy
Λi = Λi + a
∨
i Λ0,
(Λ0 = 0 because a
∨
0 = 1; the vector of a
∨
i is an element of the kernel of
A, see [11], 6.1).
For each positive integer k, let P k+ ⊆ P+ be the finite set
(2.9) P k+ :=
{ ℓ∑
j=0
λjΛj | λj ∈ Z≥0,
ℓ∑
j=0
a∨j λj = k
}
.
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Kac and Peterson defined a natural C-representation of the group
SL2(Z) on the subspace spanned by the affine characters of g which
are indexed by P k+. The image of
(
0 −1
1 0
)
under this representation
is the so-called Kac-Peterson matrix. (See Theorem 13.8 of [11].) For
affine algebras of type X
(1)
ℓ or A
(2)
2ℓ , this matrix is
(2.10) SΛ,Λ′ = c
∑
w∈W ◦
det(w) exp
(
− 2πi(Λ + ρ¯ | w(Λ
′
+ ρ¯))
k + h∨
)
,
where Λ,Λ′ runs through P k+, (· | ·) is the normalized bilinear form of
chapter 6 of [11], ρ =
∑ℓ
j=1Λj and W
◦ is the Weyl group of g◦. The
constant c is a normalization factor such that S
T
S = id and such that
the first column and row have positive real numbers as entries.
A Kac-Peterson matrix of type X
(1)
ℓ and level k defines a fusion
algebra which we denote by X
(1)
ℓ,k . A classification of all these fusion
algebras up to isomorphism was given by Gannon in [8].
3. The structure of P k+ for type D
Using Λi = Λi + a
∨
i Λ0, we obtain
P k+ =
{
kΛ0 +
ℓ∑
j=1
λjΛj | λj ∈ Z≥0,
ℓ∑
j=1
a∨j λj ≤ k
}
.
In the Kac-Peterson formula the Λ0 component is not used, so we will
ignore this component in the rest of the paper. Moreover, in (2.10) we
always add ρ to the weights. We will therefore identify the indices for
S with the set
P kρ :=
{
ρ+
ℓ∑
j=1
λjΛj | λj ∈ Z≥0,
ℓ∑
j=1
a∨j λj ≤ k
}
.
We now specialize to a type D affine Lie algebra. Let ℓ ≥ 3. (Even
though D3 ∼= A3 the construction below still works.) First we fix a
basis {vi | 1 ≤ i ≤ ℓ} of h◦∗, which is orthonormal with respect to (· | ·)
and such that
αi =
{
vi − vi+1 1 ≤ i ≤ ℓ− 1
vℓ−1 + vℓ i = ℓ
V
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is the usual root system (see [11, 6.7]). The fundamental weights Λj
are dual to the α∨i for 1 ≤ i, j ≤ ℓ. Explicitly, then,
Λj =


v1 + v2 + . . .+ vj 1 ≤ j ≤ ℓ− 2
1
2
(v1 + v2 + . . .+ vℓ−1 − vℓ) j = ℓ− 1
1
2
(v1 + v2 + . . .+ vℓ−1 + vℓ) j = ℓ.
From the kernel of the Cartan matrix of D
(1)
ℓ come the numbers
a∨i =
{
2 2 ≤ i ≤ ℓ− 2
1 i = 1, ℓ− 1, ℓ.
Further, ρ = (ℓ− 1)v1 + (ℓ− 2)v2 + . . .+ vℓ−1.
The following example contains notation used throughout the rest of
the paper.
Example 3.1. D
(1)
ℓ,2
Warning: at this point, and in section 5, we write the elements of
P 2ρ in reverse order with respect to the basis {vi | 1 ≤ i ≤ ℓ}, which
will simplify the calculations later. Thus, ρ = vℓ−1 + 2vℓ−2+ . . .+ (ℓ−
2)v2+(ℓ−1)v1 = (0, 1, 2, . . . , ℓ−2, ℓ−1), etc. We begin with ℓ vectors
that are of the form (0, 1, 2, . . . , j−1, j+1, . . . , ℓ−1, ℓ) with j 6= 0 and
then write down the last seven elements of P 2ρ .
ρ = (0, 1, 2, . . . , ℓ− 2, ℓ− 1) =: ν0
ρ+ Λ1 = (0, 1, 2, . . . , ℓ− 3, ℓ− 2, ℓ) =: ν1
...
...
...
ρ+ Λℓ−1 + Λℓ = (0, 2, 3, . . . , ℓ− 1, ℓ) =: νℓ−1
ρ+ 2Λ1 = (0, 1, 2, . . . , ℓ− 2, ℓ+ 1) =: ν ′0
ρ+ 2Λℓ−1 = (−1, 2, 3, . . . , ℓ− 1, ℓ) =: ν ′ℓ
ρ+ 2Λℓ = (1, 2, 3, . . . , ℓ− 1, ℓ) =: νℓ
ρ+ Λℓ =
1
2
(1, 3, 5, . . . , 2ℓ− 3, 2ℓ− 1) =: µ0
ρ+ Λℓ−1 = 12 (−1, 3, 5, . . . , 2ℓ− 3, 2ℓ− 1) =: µ1
ρ+ Λ1 + Λℓ =
1
2
(1, 3, 5, . . . , 2ℓ− 3, 2ℓ+ 1) =: µ2
ρ+ Λ1 + Λℓ−1 = 12 (−1, 3, 5, . . . , 2ℓ− 3, 2ℓ+ 1) =: µ3
Note that there are ℓ + 7 irreducible representations for D
(1)
ℓ,2 . They
are of two types, which we denote Z and H according to whether their
entries are in Z or 1
2
Z \ Z, respectively. So
Z = {ν ′0, ν ′ℓ, νi | 0 ≤ i ≤ ℓ} and H = {µi | 0 ≤ i ≤ 3}.
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4. Exterior powers and type D
There is an obvious similarity between the formula for the Kac-
Peterson matrix and a determinant. Indeed, for example the matrices
of type C may be viewed as exterior powers of matrices of type A1 (see
[3]). In this article we use an analogous observation for type D.
Let ℓ ∈ N, e := k + h∨ and ζ := ζe. For any λ, µ ∈ P , let Rλ,µ be
the matrix
Rλ,µi,j := ζ
λiµj + ζ−λiµj .
where λ =
∑ℓ
i=1 λivi, µ =
∑ℓ
i=1 µivi.
Since we use the basis of vi’s, the Weyl group of type D is the group
of monomial matrices with ±1 as non-zero entries and with an even
number of −1’s (see [11, 6.7]). Throughout all proofs, we will denote
by Ξ ⊂ {±1}ℓ the set of vectors with entries ±1 and an even number
of −1’s.
Proposition 4.1. Let S be the Kac-Peterson matrix of type D, level
k and λ, µ ∈ P kρ with λi, µi ∈ Z for all 1 ≤ i ≤ ℓ. Then
Sλ,µ =
c
2
detRλ,µ
if e | 2λi or e | 2µi for some i.
Proof. By equation (2.10),
Sλ,µ = c
∑
σ∈Sℓ
∑
f∈Ξ
εσ exp
(
−2πi(λ | σ(µ)
f)
k + h∨
)
where εσ is the sign of the permutation σ and µ
f = (f1µ1, . . . , fℓµℓ).
Assume one of the above conditions is satisfied, say without loss of
generality that e | 2λ1. We obtain
1
c
Sλ,µ =
∑
σ∈Sℓ
∑
f∈Ξ
εσζ
−(λ|σ(µ)f )
=
∑
f∈Ξ
∑
σ∈Sℓ
εσ
ℓ∏
i=1
ζ−fiλiµσ(i)
=
∑
f∈Ξ
∑
σ∈Sℓ
εσ(ζ
λ1)(−f1)µσ(1)
ℓ∏
i=2
ζ−fiλiµσ(i) .
Since ζλ1 = ±1 and µj ∈ Z, it is irrelevant whether f1 = 1 or −1.
Hence, the last expression becomes (notice the 1
2
factor and the new
V
+
L AND TYPE D
(1)
LEVEL 2 9
summation index)
1
2
∑
f∈{±1}ℓ
∑
σ∈Sℓ
εσ(ζ
λ1)(−f1)µσ(1)
ℓ∏
i=2
ζ−fiλiµσ(i)
=
1
2
∑
σ∈Sℓ
εσ
∑
f∈{±1}ℓ
ℓ∏
i=1
ζ−fiλiµσ(i)
=
1
2
∑
σ∈Sℓ
εσ
ℓ∏
i=1
(ζλiµσ(i) + ζ−λiµσ(i))
=
1
2
detRλ,µ.

Remark 4.2. Proposition 4.1 holds more generally. For instance, if
λi = 0 for some i and if µj ∈ 1nZ for all j, then an analogous calculation
is still valid, only with ζnne in place of ζe to guarantee integral exponents.
5. Type D level 2: The S-matrix
From now on, we concentrate on the case of type D and level 2. (See
Example 3.1.) Note k + h∨ = 2ℓ. Most of the labels for P 2ρ are of the
form λ = νi for some i. In this notation, ρ = ν0 is the unit of the fusion
algebra. Further, the constant in (2.10) is
c = i|∆
◦
+||Γ∗/(k + h∨)Γ|− 12
where Γ is the lattice defined in [11, 6.5] (calledM there) and ∆◦+ is the
set of positive roots. Since |∆◦+| = ℓ2 − ℓ for type Dℓ (see for example
[10, 12.2]), c is a real number and its sign is (−1)(ℓ2). By [11, 13.8.10], all
entries in the first column and first row of S are positive real numbers:
Sν0,λ = Sλ,ν0 > 0 for all λ. We will use this fact several times to
determine needed signs. We will also frequently use (−1)(ℓ2) = (−1)⌊ ℓ2 ⌋.
Most of the section is devoted to the calculation of Sλ,µ in all in-
stances, but broadly, we devote a subsection to each case: λ, µ ∈ Z;
λ ∈ Z, µ ∈ H ; and λ, µ ∈ H . In the last subsection we summarize the
complete s-matrix, the S-matrix and the T -matrix.
5.1. λ, µ ∈ Z. Note that Proposition 4.1 applies here. Hence we al-
ready have information regarding the large part of the S-matrix (with
size depending on ℓ).
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Proposition 5.1. Let 0 ≤ i, j ≤ ℓ. Then
Sνi,νj = c(−1)(
ℓ
2)2
√
2ℓ+1ℓℓ+1ρi,jc(ij).
Proof. Remember from (2.6) the matrix M = (c(ij))0≤i,j≤ℓ and its
inverse. Notice that Rνi,νj is the submatrix of M where we remove the
(ℓ− i)-th row and (ℓ− j)-th column. Hence, for all i and j,
ρℓ−j,ℓ−ic((ℓ− j)(ℓ− i)) = (M−1)ℓ−j,ℓ−i = (−1)i+j detR
νi,νj
detM
.
So, we have
Sνi,νj =
c
2
detRνi,νj =
c
2
(−1)i+j(detM)ρℓ−j,ℓ−ic((ℓ− j)(ℓ− i))
=
c
2
(−1)i+j(detM)ρi,jc(ℓ(ℓ− j − i) + ij)
=
c
2
(−1)ℓ(detM)ρi,jc(ij).
Specifically, we have 0 < Sν0,ν0 =
(−1)ℓc
8ℓ
(detM). Hence the sign of
detM is (−1)(ℓ2)+ℓ and by (2.6), detM = (−1)(ℓ2)+ℓ4
√
2ℓ+1ℓℓ+1, and so
the proposition holds. 
The corresponding entry in the s-matrix follows directly:
sνi,νj =
Sνi,νj
Sνi,ν0
=
ρi,jc(ij)
ρi,0c(0)
= ρjc(ij).
For the columns and rows indexed by ν ′0 and ν
′
ℓ, we use:
Lemma 5.2. For all λ ∈ Z, we have Rν′0,λ = Rν0,λ and Rν′ℓ,λ = Rνℓ,λ.
Proof. Notice that ν0 and ν
′
0 differ only in the ℓ-th coordinate, while νℓ
and ν ′ℓ differ only in the first coordinate. So R
ν′0,λ and Rν0,λ possibly
differ only in the ℓ-th row, Rν
′
ℓ
,λ and Rνℓ,λ possibly only in the first. But
since λj ∈ Z for all j, we get Rν
′
0,λ
ℓ,j = c((ℓ+1)λj) = c((ℓ−1)λj) = Rν0,λℓ,j .
Also, R
ν′
ℓ
,λ
1,j = R
νℓ,λ
1,j because cosine is an even function. 
5.2. λ ∈ Z, µ ∈ H. Many of the entries of the S-matrix for λ ∈ Z,
µ ∈ H are still given by determinants. (See Remark 4.2.) Notice that
when λℓ = ℓ (that is, for all λ ∈ Z \ {ν0, ν ′0}), then detRλ,µ = 0 for all
µ ∈ H because Rλ,µℓ,j = c(ℓµj) = 0 for all j. One immediate consequence
of this paragraph is that, for all µ ∈ H ,
Sνi,µ = 0 for 1 ≤ i ≤ ℓ− 1.
This is not true for Sνℓ,µ or Sν′ℓ,µ because Remark 4.2 does not apply,
but we have:
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Lemma 5.3. For all µ ∈ H, Sνℓ,µ = −Sν′ℓ,µ.
Proof. Define ω := ζ4ℓ.
1
c
Sνℓ,µ +
1
c
Sν′
ℓ
,µ =
∑
f∈Ξ
∑
σ∈Sℓ
εσ
[
ℓ∏
i=1
ω−fi(νℓ)i2µσ(i) +
ℓ∏
i=1
ω−fi(ν
′
ℓ
)i2µσ(i)
]
=
∑
f∈Ξ
∑
σ∈Sℓ
εσ
[
ω−f12µσ(1) + ω+f12µσ(1)
] ℓ∏
i=2
ω−fi(νℓ)i2µσ(i)
=
∑
f∈{±1}ℓ
∑
σ∈Sℓ
εσ
[
ω−f12µσ(1)
] ℓ∏
i=2
ω−fi(νℓ)i2µσ(i)
= detRνℓ,µ = 0.

Moreover, we have:
Lemma 5.4. For all µ ∈ H, Sν0,µ = −Sν′0,µ.
Proof. As stated earlier, for λ ∈ {ν0, ν ′0}, we have 1cSλ,µ = 12 detRλ,µ.
Comparing the matrix entries for Rν0,µ and Rν
′
0,µ, we see that the only
difference occurs in the ℓ-th row. Namely, since x = 2µj is an odd
number for all j, R
ν′0,µ
ℓ,j = c((ℓ+ 1)
x
2
) = −c((ℓ− 1)x
2
) = −Rν0,µℓ,j . 
The following two lemmas give explicit values for the S-matrix.
Lemma 5.5. Recall Ω from (2.8). Then
Sν0,µ =
c
2
det Ω =
c
2
(−1)(ℓ2)
√
2ℓ+1ℓℓ
for all µ ∈ H.
Proof. Recalling the notation from Example 3.1, we have Rν0,µ0 =
Rν0,µ1 and Rν0,µ2 = Rν0,µ3 from the fact that cosine is even. Next,
Rν0,µ2 = Rν0,µ0 because Rν0,µ2i,ℓ = c
(
(i− 1)(ℓ+ 1
2
)
)
= c
(
(i− 1)(ℓ− 1
2
)
)
=
Rν0,µ0i,ℓ and all other columns are explicitly identical. Moreover, R
ν0,µ0
is exactly Ω. The sign of det Ω now follows from Sν0,µ0 > 0. 
Lemma 5.6. Sνℓ,µ0 = Sνℓ,µ3 = −Sνℓ,µ1 = −Sνℓ,µ2 = ciℓ(−1)⌊
ℓ
2
⌋+ℓ√2ℓ−1ℓℓ.
Proof. As before, ω := ζ4ℓ. Because ω
−ℓ = −ωℓ, we have:
Sνℓ,µ = c
∑
σ∈Sℓ
∑
f∈Ξ
εσ
ℓ∏
i=1
ω−ifσ(i)2µσ(i)
= c
∑
σ∈Sℓ
∑
f∈Ξ
εσfσ(ℓ)ω
−ℓ2µσ(ℓ)
ℓ−1∏
i=1
ω−ifσ(i)2µσ(i) .
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For an f ∈ Ξ, replacing the entry fσ(ℓ) by −fσ(ℓ) gives an f˜ ∈ {±1}ℓ\Ξ.
Doing this for all f ∈ Ξ we obtain exactly the set {±1}ℓ\Ξ. Since∏ℓ
i=1 f˜i = −1, we get (notice the 12 factor)
Sνℓ,µ =
c
2
∑
σ∈Sℓ
∑
f∈{±1}ℓ
εσ
ℓ∏
i=1
fiω
−ifσ(i)2µσ(i)
=
c
2
∑
σ∈Sℓ
εσ
ℓ∏
i=1
(ω−i2µσ(i) − ω+i2µσ(i))
=
c
2
det(ω−i2µj − ωi2µj )i,j
=
c
2
(−i)ℓ det(s(iµj))i,j.
Since only the first entry of µ1 is different from µ0, and it differs only
by a negative sign (and sine is odd), then Sνℓ,µ1 = −Sνℓ,µ0 . Simi-
larly, Sνℓ,µ3 = −Sνℓ,µ2 . Moreover, to compare Sνℓ,µ2 and Sνℓ,µ0 , notice
s
(
i(2ℓ+1)
2
)
= −s
(
i(2ℓ−1)
2
)
, and so Sνℓ,µ2 = −Sµℓ,µ0 .
To calculate Sνℓ,µ0 , notice first that s
(
i(2j−1)
2
)
= (−1)j+1c
(
(ℓ−i)(2j−1)
2
)
.
Swaping m := ⌊ ℓ
2
⌋ rows, we obtain
det
(
s
(
i(2j − 1)
2
))
i,j
= (−1)m det
(
(−1)j+1c
(
(i− 1)(2j − 1)
2
))
i,j
= (−1)m+(ℓ+12 )+ℓ det Ω = det Ω.
Finally by Lemma 5.5,
Sνℓ,µ0 =
c
2
(−i)ℓ det
(
s
(
i(2j − 1)
2
))
i,j
= ciℓ(−1)m+ℓ
√
2ℓ−1ℓℓ,
and the lemma follows. 
5.3. λ, µ ∈ H. The last part of the S-matrix cannot be obtained by
Proposition 4.1.
Proposition 5.7. The 4× 4 matrix
Wℓ := (sλ,µ)λ,µ∈H =
1
c(−1)(ℓ2)
√
2ℓ−1ℓℓ
(Sλ,µ)λ,µ∈H
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with respect to the ordering {µ0, µ1, µ2, µ3}, is:
ℓ ≡ 1 (mod 4) : (ζ ij8 )i,j∈{7,1,5,3}
ℓ ≡ 3 (mod 4) : (ζ ij8 )i,j∈{1,7,3,5}
ℓ ≡ 2 (mod 4) :

 0
√
2 −√2 0√
2 0 0 −√2
−√2 0 0 √2
0 −√2 √2 0


ℓ ≡ 0 (mod 4) :


√
2 0 0 −√2
0
√
2 −√2 0
0 −√2 √2 0
−√2 0 0 √2


Proof. Let ξ = ζ8ℓ, λ ∈ H and αi := ζ−2λi4 . Since 2λi is odd for all
i = 1, . . . , ℓ, we have
α−1i = −αi,
ℓ∏
i=1
αfii =
ℓ∏
i=1
fiαi
for f ∈ {±1}ℓ. Remember that µ0 = 12(1, 3, . . . , 2ℓ− 1) with respect to
the vi. Thus
(5.1) Sµ0,λ = c
∑
σ∈Sℓ
∑
f∈Ξ
εσ
ℓ∏
i=1
ξ−(2i−1)fσ(i)2λσ(i) .
Using the permutation τ ∈ Sℓ given by τ(i) := ℓ+ 1− i, we may write
ξ−(2i−1) = ζ−14 ξ
2τ(i)−1
for all i = 1, . . . , ℓ. Therefore
Sµ0,λ = c
∑
σ∈Sℓ
∑
f∈Ξ
εσ
ℓ∏
i=1
ξ(2i−1)fστ(i)2λστ(i)ζ
−fστ(i)2λστ(i)
4
= c
∑
σ∈Sℓ
∑
f∈Ξ
εσετ
ℓ∏
i=1
ξ(2i−1)fσ(i)2λσ(i)ζ
−fσ(i)2λσ(i)
4
= cετ
∑
σ∈Sℓ
∑
f∈Ξ
εσ
ℓ∏
i=1
ξ(2i−1)fσ(i)2λσ(i)
ℓ∏
i=1
fσ(i)ασ(i)
= c
[
ετ
ℓ∏
i=1
αi
]∑
σ∈Sℓ
∑
f∈Ξ
εσ
ℓ∏
i=1
ξ(2i−1)fσ(i)2λσ(i)
= βSµ0,λ
where β := ετ
∏ℓ
i=1 αi.
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Assume first that ℓ is odd. Note that in this case, {±1}ℓ = Ξ ∪ −Ξ.
Further, ετ = (−1)m for ℓ = 2m + 1. For a label λ ∈ H , we have∑ℓ
i=1 2λi ∈ {ℓ2, ℓ2 − 2, ℓ2 + 2}. So depending on λ, either β = ζ4 or
β = −ζ4. Consider now
Sµ0,λ + Sµ0,λ = c
∑
σ∈Sℓ
∑
f∈{±1}ℓ
εσ
ℓ∏
i=1
ξ−(2i−1)fσ(i)2λσ(i)
= cdet(ξ(2i−1)2λj + ξ−(2i−1)2λj )i,j.(5.2)
In particular for λ = µ0, we get Sµ0,µ0 + Sµ0,µ0 = c(−1)(
ℓ
2)
√
2ℓℓℓ by
(2.7), Lemma 2.4 and Lemma 5.5. Hence
Sµ0,µ0 =
c(−1)(ℓ2)
√
2ℓℓℓ
1 + (−1)mζ4 = cγ(−1)
(ℓ2)
√
2ℓ−1ℓℓ,
where γ =
√
2
1+(−1)mζ4 or
γ =
{
ζ8 ℓ ≡ 1 (mod 4)
ζ8 ℓ ≡ 3 (mod 4)
.
For the remaining three labels, use the following technique: Consider
µ1 :=
1
2
(−1, 3, 5, . . . , 2ℓ−1). The difference between µ1 and µ0 is only in
the first entry. Replacing 1 by −1 in the label corresponds to replacing
each f = (f1, . . . , fℓ) by (−f1, f2, . . . , fℓ) and hence Ξ by −Ξ since ℓ is
odd. Equation (5.1) therefore yields
Sµ0,µ1 = Sµ0,µ0 .
Now for µ2 :=
1
2
(1, 3, . . . , 2ℓ − 3, 2ℓ + 1). Again, there is only one
difference between µ2 and µ0. Since ξ
2ℓ+1 = −ξ−(2ℓ−1), we get
Sµ0,µ2 = −Sµ0,µ0 .
Thus for µ3 :=
1
2
(−1, 3, 5, . . . , 2ℓ− 3, 2ℓ+ 1), for the same reasons,
Sµ0,µ3 = −Sµ0,µ0 .
All other values are obtained in the same way.
Now assume that ℓ is even. Further, ετ = (−1)m for ℓ = 2m. De-
pending on λ,
∏ℓ
i=1 αi is either 1 or −1. Now Ξ = −Ξ because ℓ is
even. Hence Sµ0,λ = Sµ0,λ and
Sµ0,λ(1− (−1)m(±1)) = 0.
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When m is odd, this gives the specific value Sµ0,µ0 = 0. Thus
0 = c
∑
σ∈Sℓ
∑
f∈Ξ
εσ
ℓ∏
i=1
ξ−(2i−1)fσ(i)(2σ(i)−1)
and so if we sum over {±1}ℓ, then the part over Ξ may be ignored:
(−1)(ℓ2)
√
2ℓℓℓ = det(ξ(2i−1)(2j−1) + ξ−(2i−1)(2j−1))i,j
=
∑
σ∈Sℓ
∑
f∈{±1}ℓ\Ξ
εσ
ℓ∏
i=1
ξ−(2i−1)fσ(i)(2σ(i)−1).
This time, replacing 1 by −1 in the label maps Ξ to {±1}ℓ \ Ξ, hence
(−1)(ℓ2)
√
2ℓℓℓ =
∑
σ∈Sℓ
∑
f∈Ξ
εσ
ℓ∏
i=1
ξ−µ1ifσ(i)(2σ(i)−1) =
1
c
Sµ0,µ1 .
Similarly we get Sµ0,µ2 = −(−1)(
ℓ
2)c
√
2ℓℓℓ and Sµ0,µ3 = 0. All other
values (also for m even) are obtained in the same way. 
5.4. The s-matrix. We compile our results and write them in terms
of the s-matrix.
Theorem 5.8. If we list the columns and rows in the following or-
der: ν0, ν
′
0, ν
′
ℓ, νℓ, ν1, . . . , νℓ−1, µ0, . . . , µ3, then the s-matrix for even ℓ
becomes


1 1 1 1 2 2 2 . . . 2
√
ℓ
√
ℓ
√
ℓ
√
ℓ
1 1 1 1 2 2 2 . . . 2 −
√
ℓ −
√
ℓ −
√
ℓ −
√
ℓ
1 1 1 1 −2 2 −2 . . . −2 −iℓ
√
ℓ iℓ
√
ℓ iℓ
√
ℓ −iℓ
√
ℓ
1 1 1 1 −2 2 −2 . . . −2 iℓ
√
ℓ −iℓ
√
ℓ −iℓ
√
ℓ iℓ
√
ℓ
1 1 −1 −1 0 0 0 0
1 1 1 1
.
.
. 0 0 0 0
1 1 −1 −1 . . . c(ij) . . . 0 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 1 −1 −1 0 0 0 0
1 −1 −iℓ iℓ 0 0 0 . . . 0
1 −1 iℓ −iℓ 0 0 0 . . . 0 Wℓ
1 −1 iℓ −iℓ 0 0 0 . . . 0
1 −1 −iℓ iℓ 0 0 0 . . . 0


,
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and for odd ℓ it is

1 1 1 1 2 2 2 . . . 2
√
ℓ
√
ℓ
√
ℓ
√
ℓ
1 1 1 1 2 2 2 . . . 2 −
√
ℓ −
√
ℓ −
√
ℓ −
√
ℓ
1 1 −1 −1 −2 2 −2 . . . 2 iℓ
√
ℓ −iℓ
√
ℓ −iℓ
√
ℓ iℓ
√
ℓ
1 1 −1 −1 −2 2 −2 . . . 2 −iℓ
√
ℓ iℓ
√
ℓ iℓ
√
ℓ −iℓ
√
ℓ
1 1 −1 −1 0 0 0 0
1 1 1 1
.
.
. 0 0 0 0
1 1 −1 −1 . . . c(ij) . . . 0 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 1 1 1 0 0 0 0
1 −1 iℓ −iℓ 0 0 0 . . . 0
1 −1 −iℓ iℓ 0 0 0 . . . 0 Wℓ
1 −1 −iℓ iℓ 0 0 0 . . . 0
1 −1 iℓ −iℓ 0 0 0 . . . 0


,
where the specific form of Wℓ is given by Proposition 5.7.
Recall that sλ,µ =
Sλ,µ
Sλ,ν0
, S = ST and Sλ,ν0 > 0. So the complete
S-matrix is given by the last theorem and by:
Proposition 5.9. The first row (column) of the S-matrix of type D
(1)
ℓ
and level 2 is
1
2
√
2ℓ
(1, 1, 1, 1, 2, . . . , 2,
√
ℓ,
√
ℓ,
√
ℓ,
√
ℓ).
The T -matrix is
T = ζ
−ℓ(ℓ+1)(2ℓ+1)
24(ℓ−1) diag
(
ζ
(λ|λ)
4ℓ
)
λ∈P+ρ
.
Proof. The first row of S has positive real entries and has norm 1. The
normalization factor for the first row of s is
∑
λ∈P+ρ sν0,λsν0,λ = 8ℓ. The
T -matrix is given in [11, 13.8]. 
6. Representations of the vertex operator algebra V +L
We largely follow the notation of [2] and [1]. Let L =
√
2ℓZ. Then L
is an even lattice of rank 1 with dual lattice L◦ =
1√
2ℓ
Z. The complete
list of inequivalent irreducible representations for the vertex operator
algebra V +L is:
• [i] for 1 ≤ i ≤ ℓ− 1 (corresponding to elements i√
2ℓ
+ L in the
quotient lattice L◦/L for which 2i√
2ℓ
/∈ L);
• [0]± and [ℓ]± (corresponding to those elements x + L of L◦/L
for which 2x ∈ L);
• [χ1]± and [χ2]± (corresponding to twisted VL modules).
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By abuse of notation, and to simplify the fusion rules, we write
(6.1) [0] = [0]+ + [0]− and [ℓ] = [ℓ]+ + [ℓ]−,
and we note that [i] = [−i] = [2ℓ − i] for 0 ≤ i ≤ ℓ. (In particular
[ℓ + i] = [ℓ − i].) Notice that there are ℓ + 7 inequivalent irreducible
representations.
Let 1 ≤ i, j ≤ ℓ−1 and let ǫ, ǫ1, ǫ2 ∈ {±} with multiplicative product
(i.e. (−)(−) = (+)). For general ℓ, we have:
[i]⊗ [j] = [i+ j] + [i− j](6.2)
[0]ǫ ⊗ [i] = [i](6.3)
[ℓ]ǫ ⊗ [i] = [ℓ− i](6.4)
[0]ǫ1 ⊗ [m]ǫ2 = [m]ǫ1ǫ2 for [m] ∈ {[0], [ℓ], [χ1], [χ2]}(6.5)
[χ1]
ǫ ⊗ [i] =
{
[χ1]
+ + [χ1]
− for i even
[χ2]
+ + [χ2]
− for i odd
(6.6)
[χ2]
ǫ ⊗ [i] =
{
[χ2]
+ + [χ2]
− for i even
[χ1]
+ + [χ1]
− for i odd
(6.7)
So [0]+ is the identity of the fusion algebra. The remaining fusion rules
depend on whether ℓ is even or odd.
For even ℓ, we have:
[ℓ]ǫ1 ⊗ [ℓ]ǫ2 = [0]ǫ1ǫ2(6.8)
[ℓ]ǫ1 ⊗ [χ1]ǫ2 = [χ1]ǫ1ǫ2(6.9)
[ℓ]ǫ1 ⊗ [χ2]ǫ2 = [χ2]−ǫ1ǫ2(6.10)
[χ1]
ǫ1 ⊗ [χ1]ǫ2 = [0]ǫ1ǫ2 + [ℓ]ǫ1ǫ2 + [2] + [4] + . . .+ [ℓ− 2](6.11)
[χ1]
ǫ1 ⊗ [χ2]ǫ2 = [1] + [3] + . . .+ [ℓ− 1](6.12)
[χ2]
ǫ1 ⊗ [χ2]ǫ2 = [0]ǫ1ǫ2 + [ℓ]−ǫ1ǫ2 + [2] + [4] + . . .+ [ℓ− 2](6.13)
Note that if ℓ is even, then all irreducible representations are self-dual.
For odd ℓ, we have instead:
[ℓ]ǫ1 ⊗ [ℓ]ǫ2 = [0]−ǫ1ǫ2(6.14)
[ℓ]ǫ1 ⊗ [χ1]ǫ2 = [χ2]−ǫ1ǫ2(6.15)
[ℓ]ǫ1 ⊗ [χ2]ǫ2 = [χ1]ǫ1ǫ2(6.16)
[χ1]
ǫ1 ⊗ [χ1]ǫ2 = [ℓ]ǫ1ǫ2 + [1] + [3] + . . .+ [ℓ− 2](6.17)
[χ1]
ǫ1 ⊗ [χ2]ǫ2 = [0]ǫ1ǫ2 + [2] + [4] + . . .+ [ℓ− 1](6.18)
[χ2]
ǫ1 ⊗ [χ2]ǫ2 = [ℓ]−ǫ1ǫ2 + [1] + [3] + . . .+ [ℓ− 2](6.19)
Note that if ℓ is odd, then ([ℓ]ǫ)∗ = [ℓ]−ǫ and ([χ1]
ǫ)∗ = [χ2]
ǫ.
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7. Isomorphism of fusion algebras
Theorem 7.1. Let L =
√
2ℓZ for some ℓ ∈ N. Then the fusion algebra
for the vertex operator algebra V +L is isomorphic to the fusion algebra

D
(1)
ℓ,2 if ℓ ≥ 3
A
(1)
1,2 ⊗A(1)1,2 if ℓ = 2
A
(1)
7,1
∼= Z[Z/8Z] if ℓ = 1.
(Recall that D
(1)
3,2
∼= A(1)3,2.)
Proof. The special cases ℓ = 1, 2 were studied in [6] and [5], respectively.
When ℓ = 1, the fusion rules are generated by [χ1]
+, say, which has
order 8 in the fusion algebra. When ℓ = 2, then V +L is isomorphic to
L(1
2
, 0) ⊗ L(1
2
, 0), and L(1
2
, 0) (which is the irreducible highest weight
module for the Virasoro algebra with central charge 1
2
and highest
weight 0) has isomorphic fusion with A
(1)
1,2.
Now let ℓ ≥ 3. To prove the desired isomorphism of fusion algebras,
we will list the irreducible VOA modules in the following order:
[0]+, [0]−, [ℓ]+, [ℓ]−, [1], . . . , [ℓ− 1], [χ2]+, [χ1]+, [χ1]−, [χ2]−.
Now we simply check that the fusion rules are satisfied by the corre-
sponding columns of s under componentwise multiplication, implying
that s is also a valid s-matrix for the fusion algebra of V +L by (2.1).
Equations (6.3) and (6.5) are clear by inspection for ℓ even or odd,
due to the structure ofWℓ in each case. The cosine identity c((ℓ−i)j) =
(−1)jc(ij) explains (6.4) for all ℓ, when one takes into account the
parity of ℓ. Similarly, the cosine identity c(α)c(β) = c(α+β)+c(α−β),
together with the notational simplifications of (6.1), implies (6.2) for
all ℓ. (Note that (6.1) implies that the last four entries of the column
representing [i] are zero for 0 ≤ i ≤ ℓ.)
Consider (6.6). When multiplying the corresponding column entries,
only the first four will be nonzero. By inspection, the product is equal
to [χ1]
+ + [χ1]
− if i is even and [χ2]+ + [χ2]− if i is odd, due in part to
the structure of Wℓ. Equation (6.7) is similar.
This completes the portion of the proof that holds for general ℓ.
Now let ℓ be a multiple of 4 (and so iℓ = 1). Then (6.8) implies
that the first four representations generate a subring isomorphic to
Z[Z/2Z × Z/2Z], consistent with (the last four entries in) the first
four columns of s. Equations (6.9) and (6.10) follow directly from the
specific form of Wℓ in this case.
Consider (6.12). Only the first four entries of the product of the
columns are different from zero, and they are (ℓ, ℓ,−ℓ,−ℓ). Compare
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this with the sum of the odd columns [1] + [3] + . . . + [ℓ− 1]. Clearly
the first four and last four entries match up. Also, the entry for the
row corresponding to [i] is c(i) + c(3i) + . . .+ c((ℓ− 1)i) = s(ℓi)c( ℓi2 )
s(i)
= 0
by (2.3).
For the left hand side of equation (6.11), the first four entries are ℓ,
followed by ℓ− 1 zeroes, and finally followed by ǫ1ǫ2(0, 2, 2, 0). For the
right hand side, each of the first four entries is also ℓ. The last four
entries of the sum of the columns for [0]ǫ1ǫ2 and [ℓ]ǫ1ǫ2 (and [2] + . . .+
[ℓ − 2]) are ǫ1ǫ2(0, 2, 2, 0). Consider now the entry in the row for [i]:
1 + (−1)i + c(2i) + . . .+ c((ℓ− 2)i) = (−1)i + s((ℓ−1)i)
s(i)
= 0 by (2.2).
The argument proving (6.13) is similar, only now the last four entries
of the column representing the left hand side are ǫ1ǫ2(2, 0, 0, 2). So the
only change is that now we need [0]ǫ1ǫ2 + [ℓ]−ǫ1ǫ2 + [2] + . . .+ [ℓ− 2].
The case when 4|ℓ is complete. Suppose now that ℓ ≡ 2 mod 4. In
this case, the general arguments remain the same, but now iℓ = −1
andWℓ has changed. The reader can check that (6.8), (6.9), (6.10) and
(6.12) remain valid in this case. Moreover, similar arguments as in the
ℓ ≡ 0 mod 4 case verify (6.11) and (6.13).
Let ℓ ≡ 1 mod 4 (and so iℓ = i). Then (6.14) implies that the
first four representations generate a subring isomorphic to Z[Z/4Z],
consistent with (the last four entries in) the first four columns of s.
Consider one case of (6.15), e.g. [ℓ]+ ⊗ [χ1]+. Certainly the first
ℓ− 3 entries are consistent with [χ2]−. The last four entries of the left
hand side are (iζ8,−iζ78 ,−iζ38 , iζ58) = (ζ38 , ζ58 , ζ8, ζ78), which corresponds
to the last column of Wℓ, i.e. [χ2]
−. Notice that changing the sign of
ǫ in [ℓ]ǫ, [χ1]
ǫ, or [χ2]
ǫ changes the sign of only the last four entries of
each column. So (6.15) follows. Similarly, to show (6.16), we need only
verify one instance. Consider the last four entries of [ℓ]+⊗ [χ2]+, which
are (iζ78 ,−iζ8,−iζ58 , iζ38) = (ζ8, ζ78 , ζ38 , ζ58), consistent with [χ1]+.
Now consider (6.17). The left hand side begins (ℓ, ℓ,−ℓ,−ℓ), followed
by ℓ−1 zeroes, and then ǫ1ǫ2(i,−i,−i, i). The first four entries and the
last four entries are consistent with [ℓ]ǫ1ǫ2+[1]+. . .+[ℓ−2]. The entry in
the row for [i] is (−1)i+c(i)+c(3i)+. . .+c((ℓ−2)i) = (−1)i+ s((ℓ−1)i)
s(i)
= 0
by (2.3) and other trigonometric identities. Similarly, the left hand side
of (6.19) has the same first ℓ−3 entries as above but has ǫ1ǫ2(−i, i, i,−i)
as its last four entries, which is consistent with [ℓ]−ǫ1ǫ2+[1]+. . .+[ℓ−2].
The left hand side of (6.18) begins (ℓ, ℓ, ℓ, ℓ), followed by ℓ−1 zeroes,
and then ǫ1ǫ2(1, 1, 1, 1). Clearly, this matches the first four entries and
the last four entries of the right hand side. The entry in the row
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corresponding to [i] is 1+ c(2i) + c(4i) + . . .+ c((ℓ− 1)i) = s(ℓi)
s(i)
= 0 by
(2.2).
This concludes the proof when ℓ ≡ 1 mod 4. But when ℓ ≡ 3 mod 4,
then we essentially are taking the complex conjugate of the s-matrix
in the ℓ ≡ 1 mod 4 case. So all the arguments above remain valid,
mutatis mutandis, as complex conjugation is ∼ and hence a fusion
algebra morphism. 
References
1. Toshiyuki Abe, Fusion rules for the charge conjugation orbifold, J. Algebra 242
(2001), no. 2, 624–655.
2. Toshiyuki Abe, Chongying Dong, and Haisheng Li, Fusion rules for the vertex
operator algebraM(1) and V +
L
, Comm. Math. Phys. 253 (2005), no. 1, 171–219.
3. Michael Cuntz, Fusion algebras for imprimitive complex reflection groups, J.
Algebra 311 (2007), no. 1, 251–267.
4. , Integral modular data and congruences, J. Algebraic Combinatorics,
http://www.springerlink.com/content/43l0k1v7w33555k8 (2008).
5. Chongying Dong, Robert L. Griess, Jr., and Gerald Hoehn, Framed vertex
operator algebras, codes and the moonshine module, Comm. Math. Phys. 193
(1998), no. 2, 407–448.
6. Chongying Dong and Kiyokazu Nagatomo, Representations of vertex operator
algebra V +
L
for rank one lattice L, Comm. Math. Phys. 202 (1999), no. 1,
169–195.
7. Alex J. Feingold and Stefan Fredenhagen, A new perspective on the Frenkel-Zhu
fusion rule theorem, J. Algebra 320 (2008), no. 5, 2079–2100.
8. Terry Gannon, The automorphisms of affine fusion rings, Adv. Math. 165
(2002), no. 2, 165–193.
9. , Modular data: the algebraic combinatorics of conformal field theory, J.
Algebraic Combin. 22 (2005), no. 2, 211–250.
10. James E. Humphreys, Introduction to Lie algebras and representation theory,
Springer-Verlag, New York, 1972, Graduate Texts in Mathematics, Vol. 9.
11. Victor G. Kac, Infinite-dimensional Lie algebras, third ed., Cambridge Univer-
sity Press, Cambridge, 1990.
Michael Cuntz, Fachbereich Mathematik, Universita¨t Kaiserslau-
tern, Postfach 3049, D-67653 Kaiserslautern, Germany
E-mail address : cuntz@mathematik.uni-kl.de
Christopher Goff, Mathematics Department, University of the Pa-
cific, Stockton, CA 95211, USA
E-mail address : cgoff@pacific.edu
