Introduction
Understanding and predicting spatial patterns in population change has significant implications for infrastructure, property investments, and national spatial planning. It is also at the core of understanding what motivates people to move to different places, and the underlying geographical conditions that are important to people. During recent times, the population growth of large cities in New Zealand (particularly Auckland, but Tauranga has had faster growth) has resulted in severe social and infrastructural problems, such as sky-rocketing house prices, homelessness, and congestion of roads. At the same time, many small towns have had significant population decline, with no proposed solutions apart from acceptance or undertaking so-called The drivers of net migration are fundamental topics of Human Geography, Regional Economics, and Human Ecology. As a consequence there has been a considerable amount written on this topic (e.g. Lee 1966; Glaeser 2011; and Castles et al 2014) , which is beyond the scope of this article to review. Historically the main drivers of net migration have been understood to be economic drivers such as resources and markets for industry and associated employment (Poot 1986; Barreira et al 2017) . However, a range of surveys have shown that employment is often not the main motivation for migration (Morrison & Clark 2011) . There is increasing interest in the role lifestyle has on migration (McGranaham 2008) . Although this is often associated with lifestyle blocks (Andrew & Dymond 2013) and rural living, many small urban towns also provide a rural setting. Lifestyle is often linked to landscape setting - Vukomanovic & Orr (2014) have shown that rugged terrain, visual complexity and naturalness are drivers of 'amenity migration' .
Although qualitative surveys, such as used by Sloan and Morrison (2016) , provide a picture of the drivers of net migration in New Zealand, it is important that understanding is substantiated through a range of approaches and methods. It is through triangulation of many studies and a range of methods that knowledge is generated. With the availability of geographic information system (GIS) data that describe places, both now and in the past (and combined with population census data that show where people live), it is timely to investigate how well changes in population distribution can be modelled with this data. This paper statistically and geographically models net migration in New Zealand, using the substantial amount of information on urban places which has been collected over decades, including both population counts and their environmental and social context. In New Zealand, the quantitative modelling of population change and mobility has been initiated by Grimes and Tarrant (2013) and Grimes et al (2016) , which involved developing a data set of population change for 60 towns over the last 80 years. Other studies include Kerr et al (2004) , who identified population density and education as pull factors. Our research builds on this research by focusing on the last 40 years, using a substantially greater number of places and more detailed data sets. In particular, net migration (rather than population change) is used as the dependant variable.
By using just net migration, the model excludes natural change (births and deaths) which has different determinants. This should, in theory, result in a cleaner model. A machine learning technique, as opposed to an Ordinary Least Squared (OLS) regression model, became the statistical modelling technique of choice.
The main motivation of this research was to understand spatial differences in net migration, and to determine the relative influences of the different drivers and how these vary by age. Some drivers of net migration, such as employment, are well known, but others, such as lifestyle, are less well substantiated.
Urban Places Data and the Components of

Population Change
This research used urban areas and rural centres, as defined by Statistics New Zealand (2017), as the unit of spatial analysis. Urban areas include main urban areas, satellite urban communities, and independent urban communities. The rural centres had a baseline (1976) population between 300 and 999 in a 'reasonably compact area' . For this article, these urban areas and rural centres are all referred to as 'urban places' . In total, Statistics New Zealand identifies 276 urban places, but Waiouru and Burwood were removed from the dataset because they are military bases, and Pegasus was removed because of difficulty in determining early population counts. The choice of spatial units is an important decision in spatial modelling. Results are influenced by the unit of analysis, which is known as the modifiable area unit problem (Gehlke & Biehl 1934) . Also, spatial units can have considerable internal heterogeneity, leading to the ecological fallacy (Robinson 1950) . The benefit of urban places as spatial units is that they form natural units of analysis that are not biased by processes used to create artificial zones such as Territorial Authority Areas (TAs) or Census Area Units (CAUs). The extent of urban places is based on their natural growth, and they have a relatively consistent population density compared to many other larger units. Most importantly, they are also units that have meaning to people as they are associated with placenames and used in everyday conversations. The disadvantage is that each urban area is treated as one record even though the population count of urban areas can vary significantly. In 2013 the highest count was Central Auckland, with a population of 427,063, and the lowest count was Ohura with 126. Each urban place, regardless of size is a statistical record, and is treated equally. We do this deliberately, as our interest is in what attracts people to both large and small places.
The development of the New Zealand urban places population data set, which contains natural change and net migration, is described in detail in the Appendix of Jackson & Brabyn (infra). Figure 1 compares natural change, net migration, and total change in population between 1976 and 2013 for the 273 urban places. Although natural change accounts for a substantial proportion of population growth in many places, and all of growth in This article statistically and geographically models net migration in New Zealand, using the substantial amount of information on urban places which has been collected over decades ...
Declining Towns and Rapidly Growing Cities in New Zealand developing an empirically-based model that can inform policy places experiencing severe net migration loss (see Jackson & Brabyn infra), this component, as a percentage, is relatively even across all towns. By contrast, net migration has considerable spatial variation, and accounts for over 95 percent of the variation in net population change. Separating natural change and net migration from net population change means that the analysis of drivers can focus entirely on net migration, and is not complicated by the need to consider the determinants of natural change, which include population age structure, and other determinants of birth and survivorship.
What Drives Net Migration? -The
Conceptual Model
Table 1 summarizes the conceptual drivers of net migration that were used in this research. In summary, these drivers are based around employment, natural and cultural lifestyle opportunities, access to essential services (hospitals and education facilities), and demographic age (technically this is a factor rather than a driver). Table 1 also includes general information how these drivers are represented by indices. The following section describes how these indices are represented using GIS and available data sets, but for now this section will focus on justifying these conceptual drivers. The drivers used in this study are conventional. For example, Chi and Ventura (2011) use similar categories, but there are some considerations that need further explanation.
The model used in this research uses 'ultimate' (that is, remote) drivers rather than proximate drivers, where possible.
Although the distinction of ultimate and proximate is open to interpretation, these are useful for looking at employment drivers. In this research, the key components of industry are used to represent employment, rather than the number of jobs or the presence of particular industries. The key components of industry are resources, which are linked to access to land-use and population size (and associated agglomeration theory), as well as access to markets, both domestic (large population centres), and international (ports and airports).
The conceptual model shown in Table  1 is based on the New Zealand context. New Zealand has not experienced, during the period being analysed, regional warfare or successive massive natural hazards that have resulted in large scale migration. The only exceptions are the Canterbury earthquake events in 2010/11, but to model the influence of earthquakes would require many more records that included other places. New Zealand has experienced many localized floods, but in general these have been ameliorated through flood barriers, or have a long enough reoccurrence interval to not induce significant net migration loss. The importance of lifestyle does have a specific New Zealand context since it is linked to culture and local environment. Lifestyle choices for New Zealand will be different from other countries and cultures. Lifestyle as a determinant of migration is not as well developed and analysed, compared to the more traditional determinants such as employment and essential services. New Zealand is known for its scenic mountainous areas and coastal landscapes, which is the basis of its tourism industry; this industry also requires servicing, so tourist areas also attract people seeking employment. Anecdotally it is clear that scenic destinations such as Queenstown, and coastal sunny settlements around Nelson, the Coromandel, Bay of Plenty and northern New Zealand are popular places for tourists as well as places to retire. Many landscape studies show that people have a preference for natural, mountainous and coastal landscapes (Swaffield & Foster 2000; Brown & Brabyn 2012) . In contrast, people also enjoy the cultural opportunities and diversity provided by large cities. Access to entertainment, such as large concerts, movie theatres, sports clubs and societies, is an important part of people's lifestyle choices. Large cities are also more likely to be where friends and family live, as well as culture peer groups for new immigrants.
Linked to the desirability of cities is improved access to essential services such as hospitals and large tertiary education institutes. Many of these services benefit from economies of scale, as they offer expensive technologies. Over the last 30 years in New Zealand there has been extensive change and consolidation of essential services, driven by the need to rationalize resources and reduce costs, but also by the difficulty of recruiting experts in small provincial towns. International airports are also considered an essential service for many, who want to take advantage of cheaper or more readily accessible international travel. Again, economies of scale are a key determinant of the number and location of international airports in New Zealand, especially given that New Zealand's population is only 4.7 million.
Compounding the complexity of different drivers of migration is age. People's wants and needs change with age. In this research four broad age groups are considered, each based on their labour market roles -labour market entry-age (15-24 years), prime working-age (24-54 years), labour market 'exit-age' (55-64 years), and retirement (65+ years) 1 . The labour market entry-age group may be keen to move away from home, may want to study at a tertiary institution, or move for work reasons and/or start a career. The prime working-age group is primarily focused on work and stable income for raising a family, while the labour market exit-age group (i.e., those in the 'retirement zone' and beginning to leave the labour market) may have considerable savings and be thinking about more desirable lifestyles. The retirement age group may begin with a focus on lifestyle but are more likely to be forced to move closer to tertiary hospitals as they age further.
Spatial Data Representation
This section outlines how the conceptual model described previously is represented and operationalized through spatial data sets collected from archives and derived from GIS analysis. Table 2 shows how the concepts that form the drivers are represented by 29 variables, and what datasets and GIS analysis functions were used to derive these variables. Key references and web links associated with these layers are also provided. The abbreviated titles of the variables are provided because these are used to present the results. The main driver type that each variable is represented is also listed, and it should be noted that some variables represent more than one driver type. The expected direction of influence for each variable is also provided, which is useful for checking that the statistical models being developed make sense. It is important to note that the travel time variables to essential services and infrastructure all have expected negative influence on net migration. This is because people want or need to be close to these services, so a reduced travel time is expected to be more desirable.
The sources of the data sets are also listed as well as the GIS analysis functions applied to these data sets and associated references for more information. The GIS analysis used are generally routine functions. Buffer (also known as proximity analysis) measures a set distance from a point or object. Zonal functions calculate the mean value for a region, and Least Cost Path Analysis (LCPA) calculates the shortest path via a network. The LINZ topographic road layer was used for the road network and the shortage path was based on time rather than distance -see Brabyn and Skelly (2002) for an example of how this is calculated.
Where applicable and available, the values for each variable were derived for the base year of each period. For example, the 1981 (Newsome, 1987) landcover layer was used to determine the extent of productive, natural, and urban land uses. Some variables like climate do not change significantly and 2002 data was used. The location of essential services and infrastructure (hospitals, tertiary education, ports and airports) does change over time and compiling this information was a major task. Archived information available on the internet was often the best source of this information. Hospitals reduced in number over the analysis period, primarily due to costs and government restructuring. Tertiary institutions combined but created many learning outposts in smaller centresprimarily due to costs and government policy to upskill the population. Airports fluctuated from national carrier to regional carriers and vice versa -primarily due to demand and costs. Ports increased the volume of cargo moving through their facilities over the period -due to increased trade and population demand.
Statistical modelling
Ideally, a statistical model will explain all the variation in net migration and provide the relative importance that each variable makes to the model. For example, if a new hospital was built in a town, the perfect model would be able to predict the net migration resulting from this change. Ordinary Least Squared (OLS) regression models provide coefficient values that give an exact break down of what each variable contributes to the model; however there are significant stability issues when the variables are not independent (have collinearity). This is a problem with the variables in this study as well as other studies (see Grimes et al 2016) , and is to be expected given that airports, universities and hospitals are often located in major cities, so the travel time to these services will often be similar for different urban places. When two or more variables correlate, it is impossible to know which variable is the actual driver. The other concern with regressions is that outliers often have a significant weighting on coefficient values, and the removal of one or two records can have a huge change to the coefficient value. This research investigated the use of stepwise OLS regression with standardized variables, but soon realized that the significant coefficient values were meaningless, as they change dramatically when one variable is dropped or added. The use of Principle Component Analysis was also used to reduce the number of variables and collinearity, but it became impossible to interpret the results and what each component actually meant. The significant coefficients were also highly unstable.
Random Forest (RF) is a machine learning technique that resolves many of the instability problems with regression models (Rodriguez-Galiano et al 2012), and was one of the adopted methods used in the analysis -the other method was Pearson's 'r' 2 . The output from a Random Forest model is an assessment of the variation in the dependant variable that the model can explain, as well as a set of importance values associated with each variable. By comparing the importance values for each variable, the relative importance (RI) of each variable is determined. Random Forest uses decision trees to produce a model. The variables used at each branch in a tree are selected randomly based on a set number of variables specified by the user (set to 4 for this study), and the number of branches used is determined by the number of variables (Breiman 2001 Declining Towns and Rapidly Growing Cities in New Zealand developing an empirically-based model that can inform policy decision tree is repeated several hundred times (set to 500 for this study) to produce a 'random forest' . Generally, after 100 repeats, the results are consistent. The data records were divided into a bootstrap sample ('in bag' data) and 'out-of-bag' (OOB) data using a split of 2/3 and 1/3 respectively (Rodriguez-Galiano et al 2012). The OOB data are used to calculate a prediction error by comparing the predictions from the in-bag data with the OOB data. The OOB samples are also used to calculate the variable importance (the prediction strength of each variable) by changing randomly the values of a given variable in the OOB samples. The increase of OOB error from these changes are averaged over all trees and is a measure of the importance of the variable. As noted previously, when several hundred random trees are used, the relative importance of each variable becomes stable, but the value is relevant only to that particular model and is useful only as a relative measure. For this reason it is not valid to compare the magnitude of the importance value of a variable with another model generated with different data, such as another year; however, it is valid to compare the relative position of the importance value of a variable across different models. The importance values provide an estimate of the significance the variable has to the model. The lower ranked variables generally make only a small contribution to the model. In order to determine the relative importance (RI) of each variable the importance values were normalised based on their position relative to the maximum and minimum values ((value -min)/(max-min)).
The advantage of RF is that it is nonparametric, is relatively quick at processing large data sets with many variables, and is relatively stable with outliers and collinearity. The disadvantage with RF is that it needs many records, and provides no indication on the direction (positive or negative) of the relationship between the dependent and independent variables. For example, if mean annual temperature of a town is identified as an important variable, it is not known from RF whether there is a positive or negative influence on net migration. To get around this, Pearson's r correlation was used in conjunction with Random Forest to provide an indication of the direction.
RF was used to model net migration between 1976 and 2013. When all age groups were combined the 29 variables listed in Table 2 were used. When the net migration of each individual age group was modelled, all four age variables were not used, so the model was based on 25 variables. Table 3 shows the results in terms of percent net migration for the different age groups. This table lists the top ten variables in order of their importance values for the different periods. Each variable contains the relative importance values (normalised) as well as its Pearson's r (ρ) value to show the direction of the influence. In general, the directions of influence are consistent with the expected directions. As previously stated, travel time to essential services is negative because increased travel time is not favoured by people. Interpretation of the magnitude of the Pearson's r values requires care because of the collinearity between values, but it still provides additional information. Pearson's r (ρ) values between -0.1 and +0.1 were not significant at p < 0.10, since n=273. This table also shows how much of the variation is explained by the RF models.
Results
Observation 1: Overall model performance is good.
The best RF model explains 47 percent of the variation in net migration. Although this can be considered low, it is common in predictive spatial modelling at an ecological level for model performance to be around 20-30 percent (Jansen, Judas & Saborowski 2002) . Given the complex nature of the human world and the diverse range of values among people, a model that predicts 47 percent of the spatial variability is a good achievement. However, this model performance is less than that achieved by Grimes et al (2016) , which was close to 60 percent. An explanation for this result could be because our study used 273 towns compared to 56 towns for the study by Grimes et al. These 274 towns included many small rural centres, and as a consequence there would be greater diversity in characteristics, making it more difficult to model. Small towns also have greater data variability for percent net migration because of the smaller denominator values. The performance of the individual RF models for the different labour market age groups is less than when all age groups are combined. This is surprising because it was expected that there would be less variation within an age group and therefore be easier to model. The age variables were not included in these models, which reduced the model performance. Age variables do not have a logical explanation for improving the model. In general, one age group will not have an influence on the net migration of another group. The exception is children moving with their parents, but children were not analysed separately in this study.
Observation 2: Age is a significant factor that determines net migration.
The results show that labour market age groups are a significant factor that determines net migration. The results for all ages combined show that the labour market entry-age group (%15-24) years and the labour market exit-age group (%55-64) were the top two most important variables. The Pearson's r shows a significant positive correlation for the exit-age group and a significant negative correlation for the entry-age. The positive correlation for the exit age group implies that places with high percentages of labour market exit-age people had high levels of net migration gain, and the negative correlation for the entry-age group implies that places with high percentages of entry age people had net migration loss. The likely explanation for this is that many retirement (lifestyle) destinations had a high percentage of older people and these places have high positive net migration, which is likely to be more retirees seeking a retirement destination. Many small farming towns had a high percentage of young people and these towns have net migration loss. This is likely to be the result of young people moving from these small towns to cities, and retirees moving to retirement destinations. The importance of age prompted separate modelling of each age group. The high RI value for population size for all age groups implies that the population size of the urban place had an influence, but the Pearson's r does not show a clear direction. It was expected that many small towns would have had net migration loss, which is the case, but there are also many that have had a gain for lifestyle reasons. To understand the influence of population size, it is necessary to examine this by the different labour market age groups. For the labour market entry-age group, the Pearson's r is positive and significant, indicating that the entry-age group is moving from small towns to large cities. With the prime working-age, population size is important but the direction is not clear because the Pearson's r value is not significant. The exit-age group has a significant negative correlation with population size, indicating a move from large urban places to small urban places. This is consistent with the idea that people close to retirement are seeking places with high natural lifestyle values, which, judging by the high RI values for water views, appears to be small coastal and lakeside towns. The retirement-zone age group has a significant positive correlation with population size, indicating that this group has a preference for larger cities, where hospital care is available. Related to population size is distance to different size cities. People may seek the benefits of a large population centre, but choose to live in satellite towns. These variables do appear in the list of top ten variables but do not have particularly high RI values compared to population size. Distance to cities with a population greater than 200,000 is significant for the retirement group. The correlation is negative indicating this groups prefers being close to large cities, rather than in them. As discussed previously, lifestyle drivers such as water views are important, but variables associated with employment and the economy are also consistently important. Surrounding mountains and natural land-cover are important variables, but the correlation is not Although the determinants of net migration are highly complex, this research has produced models of net migration that explain close to 50 percent of the variation across 273 urban places.
Declining Towns and Rapidly Growing Cities in New Zealand developing an empirically-based model that can inform policy Policy Quarterly -Volume 13, Supplementary Issue -June 2017 -Page 45 References consistently significant. This could reflect the boom in tourism during these years, and many 'alpine' towns such as Queenstown, Wanaka, and Fox Glacier had high net migration gains. Being close to international airports also had a highly-ranked RI value. This is consistent with lifestyle values, since airports give access to international travel; however, it could also be interpreted as an employment driver as airports provide access to international markets and this helps businesses. Surrounding hills had a negative influence on net migration and this is linked to employment. In the New Zealand context, hill country is associated with sheep farming, which has been in decline, resulting in towns servicing these regions having net migration loss.
Observation 5. Access to essential services is important but not highly ranked.
There is a general trend of health services being consolidated in the larger cities, and this is an important consideration for many people. The variable, 'travel time to a hospital' appears relatively frequently in the top 10 list, but is mainly ranked as a mid-range variable. The other hospital variable 'travel time to a tertiary hospital' only appears for the 65+ age group (we might expect this to be higher again at 75+ years). Tertiary education appears to be important for the labour market entryage group only, which is to be expected.
Conclusion
Although the determinants of net migration are highly complex, this research has produced models of net migration that explain close to 50 percent of the variation across 273 urban places. The models that have been developed show that the determinants of net migration are considerably influenced by age. Labour market entry and exit ages are primary factors that had a strong influence on net migration. Further analysis of these groups showed that labour market entry-age people are moving to the more populated places with access to tertiary education and different types of work, while the labour market exit-age group is moving to places with high natural lifestyle value -water views, mountains, and warm temperatures. The retirement-zone age group was also an influential group, and there appears to be a movement away from small farming towns to slightly larger towns, with access to international airports and warmer temperatures.
Although the drivers of net migration are reasonably well understood, much of this understanding has been based on traditional drivers of employment and essential services. This research has substantiated this evidence but also modelled the importance of lifestyle drivers, which are increasingly being recognised. Lifestyle choice, both nature based (mountains, climate and water views) and, possibly, cultural (access to large cities) are just as influential as employment drivers and access to essential services. This research, however, has not used indices that distinguish cultural lifestyle drivers from economic drivers, as both are based on access to large cities. It was therefore inconclusive whether cultural lifestyle is important, although anecdotal evidence would suggest it is.
In New Zealand there is general concern over the future of many towns that are consistently declining in population due to net migration loss. A policy suggestion for these towns has been 'managed decline' (McMillan 2016; Wood 2017) ; however this research indicates that towns close to airports and with natural amenity value are especially favoured by the labour market exit age group. With population ageing this group's size will increase and there will be increased movement of people to such towns. New Zealand has many towns with high natural amenity value that are close to the coast and/or among the mountains. Rather than having a 'managed decline' policy response to many towns in decline, this research has shown that a potential policy response is to make such towns more attractive to people nearing retirement, especially towns with regional airports and access to medical facilities. This research has also emphasised the importance of having quality empirical data and analysis when developing policy responses to net migration within New Zealand.
