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SOMMAIRE 
Le filtre de Kalman consiste à estimer l'état d'un système dynamique évoluant au 
cours du temps à partir d'observations partielles et généralement bruitées. Typi-
quement, on dispose d'une suite (Yi,Y2, ...,YN) d'observations, obtenues après un 
traitement préalable du signal brut au niveau des capteurs, telle que chaque obser-
vation YN est reliée à l'état inconnu XN de façon linéaire. Le but sera d'estimer l'état 
XN de façon optimale et récursive. 
Dans ce mémoire on va étudier la théorie de base du filtre de Kalman sur des mo-
dèles statistiques avec des bruits de type additif (gaussien, exponentiel ...), ensuite 
nous allons proposer une adaptation du filtre de Kalman dans le cas où les bruits du 
modèle statistique sont à moyennes inconnues. 
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INTRODUCTION 
Dans de nombreuses applications telles qu'en traitement d'image, détection radar, 
finance, contrôle industriel, séismologie, le signal vérité n'est pas accessible directe-
ment et est noyé dans le signal observé [5, 1, 19, 14, G]. Par exemple, pour le cas des 
radars où l'on désire suivre une cible, des mesures sur sa position, sa vitesse et son 
accélération sont disponibles à chaque instant mais avec énormément de perturba-
tions dues aux erreurs de mesures. Le filtre de Kalman fait appel à la dynamique de 
la cible qui définit son évolution dans le temps pour obtenir de meilleures données, 
éliminant ainsi l'effet du bruit. Le développement de méthodes d'extraction du signal 
vérité est en conséquence un enjeu important pour les différentes applications et est 
à l'origine d'une littérature scientifique très riche en traitement du signal [3, f), 4]. La 
problématique qui se pose alors est de savoir, au regard des mesures et des hypothèses 
sur le système, comment estimer au mieux le signal utile. 
En 1960, R.E. Kalman a publié son fameux article [S] intitulé " A new Approach to 
Linear Filtering and Prédiction Problems Ses recherches le mènent à y décrire un 
processus qui sera connu plus tard comme le filtre de Kalman. En effet ce filtre est 
un processus mathématique qui permet une meilleure estimation de l'état futur d'un 
système malgré l'imprécision de la modélisation et des mesures. En effet il vise à 
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estimer l'état d'un système en fonction de son état précédent, des commandes appli-
quées et des mesures bruitées. Le filtre de Kalman ne nécessite pas toutes les données 
passées pour produire une estimation à l'instant courant ce qui nous laisse deviner 
l'aspect récursif du filtre et rend son implémentation possible pour des applications 
en temps réel. 
Dans ce mémoire, nous présentons en premier la théorie de base sur l'estimation 
d'une variable aléatoire par la mesure ou l'observation d'une autre variable aléatoire : 
l'estimation au sens des moindres carrés, l'estimateur linéaire optimal au sens des 
moindres carrés et l'estimateur linéaire optimal récursif au sens des moindres carrés. 
Dans le deuxième chapitre nous étudions le filtre de Kalman et plus précisément nous 
établissons les différentes équations nécessaires sur lesquels reposent ce filtre. Ensuite 
au chapitre trois, on adapte ce filtre pour estimer l'état d'un système dynamique 
lorsque les bruits sont non centrés et de moyennes inconnues. Finalement dans le 
dernier chapitre, nous donnons des applications du filtre de Kalman modifié sur 




Estimateur linéaire optimal et 
récursif 
1.1 Introduction 
Nous décrivons dans cette partie quelques principes de base de la théorie de la prévi-
sion d'une variable aléatoire par la mesure ou l'observation d'une autre variable aléa-
toire. De façon générale, les variables considérées sont vectorielles et nous distingue-
rons la variable aléatoire (en lettre majuscule) de sa réalisation (en lettre minuscule). 
L'estimation optimale consiste à réaliser une estimation ponctuelle par l'optimisa-
tion d'un critère. Nous allons décrire essentiellement dans ce chapitre l'estimation 
au sens des moindres carrés. Cette dernière estimation conduit à la construction de 
l'estimateur linéaire optimal au sens des moindres carrés et à l'estimateur linéaire 
optimal récursif au sens des moindres carrés [15, 10, 13, 4, 7, 17, 3[. 
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1.2 Espérance conditionelle 
Définition 1.2.1. Soient X une variable aléatoire réelle définie sur un espace proba-
bilisé (Q,,A) telle que E(|X|) < +00 et B C A une sous-tribu de A. L'unique variable 
aléatoire W B-mesurable vérifiant les conditions : 
- E(|W|) < +00, 
-  E ( X Z )  =  E ( W Z )  p o u r  t o u t e  v a r i a b l e  a l é a t o i r e  Z  B - m e s u r a b l e  e t  b o r n é e ,  
est appelée l'espérance conditionelle de X sachant B et sera notée E(X|5). 
Proposition 1.2.1. L'espérance conditionelle a les propriétés suivantes : 
1. Linéarité : 
E(AX + \iY\B) = AE(X|5) + fjE(Y\B) VA, n e R .  
2. Positivité : 
X > 0 =>• E(X|23) > 0 presque sûrement (p.s). 
3. Si X est B-mesurable alors : 
E { X \ B ) = X p . s .  
4. Si X est indépendante de B alors 
E ( X \ B )  =  E p O  p . s .  
5. Si Z est une variable aléatoire B-mesurable et bornée alors 
E ( Z X \ B )  =  Z E { X \ B )  p . s .  
6. Soit C une sous-tribu de B alors 
E ( E ( X \ B ) \ C )  =  E ( X \ C )  p . s .  
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7. E(E(X|B)) = E { X )  p . s .  
Remarque 1.2.1. Lorsque la tribu B est engendrée par une variable aléatoire Y, on 
note E(X\B) par E(X|Y). 
Définition 1.2.2. Étant données deux vecteurs aléatoires X et Y dont les espérances 
e x i s t e n t ,  o n  d i t  q u e  X  e t  Y  s o n t  c o r r é l é e s  s i  e t  s e u l e m e n t  s i  C o v ( X ,  Y )  ^  0 .  
Proposition 1.2.2. Soient X et Y deux variables aléatoires dont les espérances 
existent. Alors les variables aléatoires X — E(X|Y") et Y sont décorrélées. 
Démonstration. On pose W = X — E(X|Y), pour démontrer le résultat précédent, 
il suffit de montrer que Cov(W, Y) = 0. En effet, 
C<w(W,r) = E ( W Y )  -  E(W0E(y) 
=  E [ ( X  -  Epc|y))Y] - E ( X  -  E(X|Y))E(Y) 
= 0 
car E[(X - E(X|y))Y] = E( X Y )  -  E[E(X|F)y] = 0 et E ( X  - E(X|F)) =0. • 
1.3 Estimateur au sens des moindres carrés 
Soit X une variable aléatoire réelle. On va chercher une estimation x de la réalisation 
x de X au sens des moindres carrés : l'estimation x de x doit satisfaire le critère 
d'optimalité suivant : 
E [|X - x\2] < E [\X — ^|2] 
pour tout réel z. On peut vérifier que cette meilleure estimation x est E(X). 
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Nous allons maintenant aborder une question plus difficile. Étant données deux va-
riables aléatoires X et Y, le problème sera d'estimer la réalisation x de la variable 
aléatoire X, tout en disposant d'une information supplémentaire, à savoir que y 
est une réalisation de la variable aléatoire Y. Évidemment si X et Y sont indépen-
dantes, l'information Y = y n'a aucune utilité pour estimer la réalisation x de X, par 
contre si X et Y sont liées, est-il possible d'améliorer notre estimation initiale E(X) ? 
Problème : Soient deux vecteurs aléatoires X et Y liés de dimension n et m res-
pectivement et de densité conjointe fx,Y- Étant donnée une réalisation y du vecteur 
aléatoire Y, on va chercher une estimation x de la réalisation correspondante x de 
X vérifiant : 
E[||X - x||2|y = y ]  <  E [ \ \ X  - z||2|y = y ]  (1.1) 
pour tout vecteur 2 G Rn. 
Théorème 1.3.1. L'estimation x de la réalisation x de X à partir de l'information 
Y = y qui vérifie l'inégalité (1.1) est donnée par l'espérance conditionnelle : 
x  =  E ( X \ Y  =  y ) .  
Démonstration. Pour démontrer que x = E(X|Y = y) il suffit de montrer que 
E(Xjy = y) vérifie l'inégalité (1.1). En effet 
E [ \ \ X  -  z \ \ 2 \ Y  =  y ]  =  E [ X ' X  -  2 z ' X  +  z ' z \ Y  =  y )  
=  E [ X ' X \ Y  =  y ] -  2 / E [ X | y  =  y ]  +  z ' z  
= E[||AT||2|Y = y] + II* - E(X|y = y)||2 - ||E[*|r = y]||2, 
et cette dernière expression est minimale si et seulement si z = E(X|y = y) et 
E[||X||2|y = y\ est finie • 
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Remarque 1.3.1. L'estimation x est appelée estimation au sens des moindres carrés 
de x. 
Remarque 1.3.2. L'estimation x = E(X|Y = y) est en fait une réalisation du vec-
/s /s 
teur aléatoire X(F) = E(X|Y). X(Y) peut être vu comme un opérateur de prédiction 
qui prend comme valeur d'entrée une observation de Y et donne la valeur prédite x 
d e  X .  D ' a p r è s  l a  c o n s t r u c t i o n  d e  - X " ( Y )  o n  a  :  
Eiip: - x(y)||2|y = y] < E[|pr - ff(i')||2fv = v] 
pour toute fonction g de Rm dans R". Or on a : 
Ey[E[p - s(y)||2|y = y]] = E[||X - »(y)||a], 
donc 
E[||X-X(y)||2]<E[||X-j(K)||2] 
ce qui implique que l'estimateur construit X(Y) satisfait le critère d'optimalité sui-
vant : 
E x > Y [ \ \ X  -  X ( F ) | | 2 ]  <  E ^ [ | | X  -  g ( Y ) \ \ 2 }  
pour toute fonction g de IRm dans Mn. Dans ce cas X{Y) est appelé estimateur au 
sens des moindres carrés, ou bien l'estimateur sans biais de variance minimale, de 
X étant donnée une observation de Y. 
Nous allons donner ici une définition précise de l'estimateur d'un vecteur aléatoire 
X à partir de l'observation d'un autre vecteur aléatoire Y. 
Définition 1.3.1. Soient X et Y deux vecteurs aléatoires liés de dimension m et 
n respectivement. Par définition un estimateur de X à partir de l'observation Y est 
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une variable aléatoire noté Â"(Y). Pour chaque observation y de Y, x = X(y) est 
appelée une estimation de X. 
Lemme 1.3.1. L'estimateur X(Y) possède les propriétés suivantes 
1. L'estimateur X(Y) est linéaire, c'est-à-dire pour toute matrice A €E Mm(R) et 
tout vecteur b G Rm on a 
E ( A X  +  b \ Y )  =  A E ( X \ Y )  +  b .  
2. L'estimateur X(Y) est sans biais pour X, c'est-à-dire 
E(X(Y)) = E(X). 
Démonstration. 
1. Évident puisque l'espérance conditionelle est linéaire. 
2. Il suffit d'appliquer la Définition 1.2.1 avec Z — 1. 
• 
Proposition 1.3.2. Si X et Y sont deux vecteurs aléatoires on a 
1 .  S i  X  =  f ( Y )  p . s . ,  a l o r s  E(X|Y) = X p.s. 
2. Si X et Y sont indépendantes, alors E(X|Y) = E(X) p.s. 
Démonstration. Il suffit d'utiliser 3 et 4 de la Proposition 1.2.1. • 
Remarque 1.3.3. On va donner une interprétation de la Proposition 1.3.2. 
1. La première propriété exprime que lorsque X dépend explicitement de Y alors 
l'observation de Y permet de connaître exactement X. 
2. La deuxième propriété montre que si X et Y sont indépendants, l'observation 
de Y n'apporte rien de nouveau sur X. 
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1.4 Estimateur linéaire optimal 
Dans cette partie, nous allons résoudre le même problème cité dans la section précé-
dente en imposant la linéarité de l'estimateur [15, 17]. Plus précisément si X et Y 
sont deux vecteurs aléatoires liés, on va construire l'estimateur linéaire optimal E* 
de X en fonction de Y : 
E * ( X \ Y )  =  A 0 Y  +  B 0  
minimisant la variance de l'erreur d'estimation 
E(pr - AY - B||2), 
avec Aq et B0 sont des matrices réelles (déterministes) de tailles convenables. 
Proposition 1.4.1. Soient X et Y deux vecteurs aléatoires ayant les moyennes 
E(X) = mx et E(Y) = rriy respectivement et de matrices de covariances : 
E[(JX - m x ) ( X - m x ) T ]  = Pxx 
E { ( Y  -  m y ) ( Y  -  m y ) T \  = P y y  
E \ ( X - m x ) ( Y - m y ) T }  = P X Y .  
Si nous supposons de plus que Pyy est inversible, alors l'estimateur linéaire optimal 
de X en fonction de Y est 
E * ( X \ Y )  =  m x  +  P x y P y y ( Y  ~  m Y ) ,  
et la matrice de covariance de l'erreur d'estimation est 
E[(X - E ' ( X \ Y ) ) ( X  -  E ' ( X \ Y ) ) T )  =  P x x  -  P X y P ç i , P ^ Y .  
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Démonstration. Posons X c  =  X  —  m x ,  Y c  =  Y  -  m y  et Bc = B - mx + AmY 
Nous avons 
E(|| X - A Y -  B \ \ 2) = Tr E[(XC - AYC - BC)(XC - AYC - BC)TJ. 
Ainsi, 
E(||X - AV - B||2) = - PxyAt + APly 
+  A P y y A 7 ]  +  .  
Lorsque P y y  est inversible, l'utilisation de l'égalité 
Pxx — PxyAt + APxy + APYyAT = Pxx — PxyPyyPxy 
+  [ A  — P XYP YY\ P YY[ A  — P x y P y y Y  
conduit à écrire 
m X - A Y - B f )  =  T t [ P x x - P x y P ç l , P j [ y ]  +  \ \ B £  
+  T x \ ( A - P x x P Ç , y ) P y y ( A - P x x P Ç ] , ) \ t ) } .  
Cette expression est optimale lorsque 
A  =  P x y  P y y  
Bc = 0, 
ce qui implique que 
Aq — PxY Pyy 
B o  -  m x  +  P X Y P y y f n y  •  
En conséquence l'estimateur linéaire optimal est 
E * ( X \ Y )  =  m x  +  P x y P y y ( Y  -  m Y )  
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et la matrice de covariance de l'erreur d'estimation est 
E[(X - E - ( X \ Y ) ) ( X  -  £-(X|y))Tl = Pxx - PXYPç^PlY 
Proposition 1.4.2. Si X et Y sont deux vecteurs aléatoires alors 
1. L'estimateur linéaire optimal E*(X\Y) est sans biais dans le sens que 
E ( E * ( X \ Y ) )  =  E ( X ) .  
2. L'erreur d'estimation X — E*(X\Y) et l'observation Y sont décorrélées, c'est-
à-dire 
E [ ( X  -  E * ( X \ Y ) ) Y t ] = 0, 
et de façon plus générale, l'erreur d'estimation est décorrélée avec toute fonction 
l i n é a i r e  d e  Y ,  e n  p a r t i c u l i e r  E * ( X \ Y ) .  
3. Pour toute matrice déterministe M de Mn(R) et tout vecteur déterministe b de 
M", l'estimeur optimal linéaire vérifie 
E * ( M X  +  b \ Y )  =  M E * { X \ Y )  +  b .  
Démonstration. 
(1) Nous avons 
E(£T(X|y)) = E [mx + PxYPYY(y-mY)} 
=  m x  +  P x y P Ç y ^ ^ X  ~  m Y )  
=  E ( X ) .  
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(2) En posant Xc = X — mx et Yc = Y — my nous avons 
E [ ( X - E * { X \ Y ) ) Y t ]  =  E [ ( X  -  £T(X|y))(y -  m Y ) T ]  
=  E [ ( X C  -  P x y P ^ Y c ) Y S ]  
= PXY -  PXYPÇYPYY 
= 0. 
(3) D'une part nous avons 
M E * ( X \ Y )  +  b  =  M [ m x  + PxyPÇy(y ~  ™ y ) )  +  & ,  
et d'autre part 
E * ( M X  +  6|y) = rri(MX+b) + -P(MX+6)y-Pyy(y — m y )  
= Mrrix + b + P^mx+^yPÇyO^ ~ mY)• 
Or puisque P(MX+b)Y = MPXY, nous trouvons que : 
E * { M X  +  b \ Y )  =  M [ m x  +  P x y P ^ ( y - m y ) ]  +  6  
=  M E * ( X \ Y )  +  b .  
• 
1.5 Estimateur linéaire optimal et récursif 
Dans cette section nous essayons d'étendre le résultat de la section précédente pour 
calculer l'estimateur linéaire optimal à partir d'une suite de variable aléatoires [1 ">]. 
Plus précisément si X, Y\,Y2...Yn est une suite de variables aléatoires, nous construi-
sons l'estimateur linéaire optimal de X en fonction de Yi,Y^...yn de façon récursive. 
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Proposition 1.5.1. Soient X, Y et Z trois vecteurs aléatoires tels que Y et Z sont 
décorrélés. L'estimateur linéaire optimal de X à partir de Y et Z est 
E *  { X \ Y ,  Z }  =  E *  { X \ Y }  +  E *  \ X \ y \ Z }  
avec X\y = X — E* {A"|Y}. La matrice de covariance de l'erreur d'estimation X\y,z = 
X — E* {X\Y, Z} est donnée par 
Px{y,z,x]Y,z = Pxx - PXYPÇ1YPTXY - PxzPzlPh-
Démonstration. En posant W T  =  [ X T , Y T ]  et m-w = [m^-, my], nous obtenons 
E* {X\W} = mx  + PXwPw \ v{W -  mw).  
Or F et Z sont décorrélés et donc 
Pxw — [PXY,PXZ] 
PYY 0 N 
0  P z z .  Pww — 
ce qui implique que 
E '  { X \ W }  =  m x  +  P x y P ^ { Y  -  m Y )  + P x z P z z ( Z  ~  ™ > z ) -
Or 
E * { X \ Y }  =  m x  +  P x y P Ç Y W  ~  m Y )  
X \ Y  =  X - E * { X \ Y }  
alors 
E *  [ X I Y \ Z j  =  E *  { X \ Z }  - m x -  P y z P ^ E ^ Y  -  m Y \ Z ) .  
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Puisque on a supposé que Y et Z sont décorrélés, on obtient donc 
E *  { X \ W }  =  E *  { X \ Y }  +  E *  .  
Nous déduisons que la matrice de covariance de l'erreur d'estimation X\y,z est don-
née par : 
-PX|y,X|y ~ PX\Y,zpzzp^y,z ~ Pxx ~ PxyPyyPxy - PxzPzzPxzi 
ce qui implique que 
^X\y,Z,X\Y,Z = Pxx ~ PxyPYYPXY ~ PxzPzzPxz-
• 
Rappelons un résultat sur l'inversion d'une matrice par blocs [5]. 
Lemme 1.5.1. Soit A une matrice par blocs définie par 
A = (A.u 'M 
\^21 ^22 / 
OÙ 
- A\\ et A22 sont des matrices inversibles de taille n x n et m x m respectivement. 
-  ( A n  —  A 1 2 A 2 2 A 2 1 )  e t  ( A 2 2  —  A ï i A î i  A 1 2 )  s o n t  d e s  m a t r i c e s  i n v e r s i b l e s .  
Alors A est non singulière et son inverse est donné par 
A-l = (en c12N 
\C21 C22 ) 
avec 
en = A x l  +  A X i  A y z i A ï z  —  A 2 \ A x l A \ z ) ~ x A 2 1 A Î 1  
C12 = — A111A12(A22 — A2\Axx A\2)~l 
C21 = — (A22 — A2\Axl A\2)~l A2\Alx 
C 2 2  =  ( A 2 2  —  A 2 \ A l x A \ 2 )  
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1.6 Vecteurs aléatoires corrélés 
Dans la suite nous généralisons le résultat de la Proposition 1.5.1 pour des vecteurs 
aléatoires corrélées. Cette idée a été présentée sans démonstration dans l'article "A 
Tutorial Introduction to Estimation and Filtering" de Ian. B. Rhodes [15]. Dans cette 
section, nous allons donner les démonstrations de ces résultats. 
Proposition 1.6.1. Soient X, Y et Z des vecteurs aléatoires tels que Y et Z sont 
possiblement corrélés. Alors 
E *  { X \ Y , Z }  =  E *  \ X \ Y , Z \ Y\ 
avec Z\Y = Z- E*(Z\Y). 
Démonstration. Pour démontrer ce résultat il suffit de calculer E *  { X \ Y ,  Z }  et 
Y  j .  D ' u n e  p a r t ,  i l  d é c o u l e  d e  l a  P r o p o s i t i o n  1 .4 .2  q u e  Z \ Y  =  Z — E * ( Z \ Y )  
est décorrélé avec Y et, en utilisant la Proposition 1.5.1, nous trouvons 
E-{x\Y,Zlr} = E-{X\Y} + ET {xIY\ZlY} 
= mx + PXyPçi(Y - my) + PXlr,zirP~^lr(Z - E*(Z\Y)) 
OÙ 
PXlY-ZiY = E[(X - mx)(Zwf] 
= E[(X - m x ) ( Z  - m z -  P z y P Ç } ( Y  -  mvj)T] 
= Pxz — PxyPÇyPzy> 
et 
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PzlYzlY = mrZfy\ 
=  E [ ( Z  - m z -  PzvPÇyiY -  m Y ) ) { Z  -  m z  -  Pz y Py y ( y  ~  m Y ) T ]  
= Pzz — PzyPyyPzy ~ PzyPyyPyz + PzyPÇyPyyPyy^zy 
= Pzz - PzyPyyPzy ~ PzyPyyPyz + PzyPyyPzy 
= Pzz ~ PzyPyyPyz-
Donc 
E* [X\Y, Z IYJ = m x  +  Px y Py y ~  mY) 
+(Pxz ~ PXYPYYPZY){PZZ ~ PZYPÇYPYZ)~1(Z — MZ — PZYPYYO^ ~ MY)) 
= MX + [PXYPYY ~ (PXZ — PZYPYYPZY)(PZZ — PZYPYYPYZ)1  PZY PYY\{Y 
+(Pxz ~ PzyPyyPzy){Pzz — PzyPÇyPyz)~1(Z — mz). 
D'autre part en posant W f  =  [ Y T ,  Z T ]  nous obtenons 
ET {X\Y, Z} = mx + PxwtP^\wï{WJ - mwr) 
où 
PxwJ — [PXYPXZ\ 
- (Z &) • 
En utilisant le Lemme 1.5.2, nous obtenons 
p-1 _ (hl bl2\ 
wïwï \b2l b22) 
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avec 
bn = Pyy + Pyy^yz{Pzz — PzyPyyPyz)'1 Pzy Pyy 
bi2 = ~PÇyPyz{Pzz — PzyPÇyPyz)_1 
hi = -(Pzz ~ PzyPyyPyz)~1PzyPyy 
622 = {Pzz — PzyPyyPyz)1 • 
Alors 
E* {X\Y,Z} = mx 
+[PxyPyy + PxyPÇyPyz{Pzz — PzyPyyPyz)1 Pzy Pyy ~ Pxz(Pzz — PzyPyyPyz)-1 
p z y p i ï w - m y )  
— [PxyPyyPyz(Pzz ~ PzyPyyPyz) 1 + Pxz{Pzz — PzyPyyPyz) — mz) 
= rnx + [.PxyPyy ~  ( P x z  —  P z y  P y  y  P z y )  { P z z  —  P z  y  P y y  P y z ) ~ l  P z y  P y y  ]  { Y  -  m y )  
+ { P x z  ~  P z y P Ç y P z y ) { P z z  ~  P z y P Ç y P y z ) ~ 1 { Z  —  m z )  
= E-[X\Y,Z]Y]. 
• 
Proposition 1.6.2. Soient X, Y et Z des vecteurs aléatoires tels que Y et Z sont 
corrélés. L'estimateur linéaire optimal de X à partir de Y et Z est 
E* {X\Y, Z} = E* {X\Y} + E* {xlY\ZlY} 
avec X\y = X — E*{X\Y) et Z\y = Z — E*{Z\Y). De plus, la matrice de covariance 
de l'erreur d'estimation X\ytz est donnée par 
P~ - = P~ ~ — P~ ~ PZ1  pT ~ x\y,z,x\y,z xv,z ly  z\y,z\y x\y,z\y' 
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Démonstration. Dans le cas où Yet Z sont corrélés, nous pouvons se ramener au 
cas décorrélé par l'intermédiaire du vecteur aléatoire : 
Z\y = Z — E*(Z\Y) 
qui est décorrélé avec Y. D'après la Proposition 1.6.1 nous obtenons alors 
E* {X\Y, Z} = E* |x|y, ZiyJ . 
Maintenant pour calculer E* |x|Y, Z|y| nous utilisons la Proposition 1.5.1. En effet 
puisque Y et Z\y sont décorrélés, on obtient 
E* [X\Y, Z\Y) = E* {X\Y} + E* [X\Y\ZIV} . 
Enfin, la matrice de covariance de l'erreur d'estimation est bien égale à : 
D_ _ _ p_ _ _ _ p-i _ pT _ 
X\Y,Z,X\Y,Z X^,X\Y Xy,ZjY Z\Y*Z\Y *|Y>^|y' 
• 
Proposition 1.6.3. Soient X, Yî, Y2,..., Y^+i des vecteurs aléatoires, alors l'estima-
teur linéaire optimal de X à partir de la suite des vecteurs aléatoires Yi, >2) •••, Yfc+i 
est donné par : 
xlk+1 = X|t + £*{X|»|?i+1|t} 
avec 
Xlk = X-Xlk = X-E?{X\Y1,Y2,...,Yk), 
Yk+ m = YM~Y^l = Yk+l-P{YM\Y1,Y2,...,Yk}. 
La matrice de covariance de l'erreur d'estimation -X^+i est donnée par : 
Py y = Py y ~ Py y V ^ X Y 
Démonstration. Pour démontrer ce résultat, il suffit de poser 
Y = (Y0,..., Yfe), Z = Yk+i et d'appliquer la Proposition 1.6.2. • 
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1.7 Conclusion 
Dans ce chapitre nous avons établi la théorie de base sur la prévision d'une variable 
aléatoire à l'aide d'une autre : l'estimation au sens des moindres carrés, l'estimateur 
linéaire optimal au sens des moindres carrés et l'estimateur linéaire optimal récursif 
au sens des moindres carrés. 
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CHAPITRE 2 
Filtre de Kalman discret 
2.1 Introduction 
Les problèmes d'estimation de l'état d'un système dynamique peuvent être classés 
selon la quantité d'information disponible. En effet, considérons un système dyna-
mique dont on possède un ensemble de mesures Y(I0, If) entre l'instant initial io et 
l'instant final If. On peut chercher à estimer l'état du système dynamique X à un 
instant donnée r que l'on notera X(r\Y(Io, If)). Suivant la valeur de r nous distin-
guons trois cas [10] : 
-si t < If il s'agit d'un problème de lissage (Smoothing) ; 
-si r = If il s'agit d'un problème de filtrage (Filtering) ; 
-si r > If il s'agit d'un problème de prédiction (Prédiction). 
Ces problèmes consistent essentiellement à estimer l'état d'un système dynamique à 
partir d'observations généralement bruitées. En effet, pour ces problèmes, nous dis-
posons à l'instant k d'une suite Yi, Y2, Y3,..., d'observations recueillies au niveau 
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des capteurs. Chaque observation Yk est reliée à l'état inconnu Xk par une relation 
du type : 
Yk = HkXk + Vk 
où Hk est la matrice de mesure et Vk est un bruit qui modélise l'erreur d'observation. 
Le but sera d'obtenir le plus d'information possible sur l'état du système Xt avec 
l < k pour le lissage 
l = k pour le filtrage 
l > k pour la prédiction. 
Dans ce chapitre on va résoudre le problème de filtrage à l'aide de l'approche du 
filtre de Kalman[l5, 8, 14, 7, ')]. 
Paternité 
Le filtre de Kalman doit son nom à Rudolf Kalman né à Budapest, en Hongrie, 
le 19 mai 1930. Ce dernier l'a inventé pour résoudre un problème de poursuite de 
trajectoire dans la préparation des missions Apollo en 1960. 
Figure 2.1 - Rudolf Kalman, inventeur du filtrage de Kalman 
2.2 Modèle 
Rappelons en premier lieu ce qu'on entend par système dynamique et bruits blancs. 
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Définition 2.2.1. Un système dynamique est un modèle permettant de décrire l'évo-
lution au cours du temps d'un ensemble d'objets en interaction dont l'état courant 
dépend juste de l'état précédent, des commandes appliquées et d'un processus aléa-
toire. 
Les équations décrivant le système sont appelées les équations d'état du système. 
Ces équations contiennent également ce que nous appelons du " bruit blanc " 
Définition 2.2.2. On appelle bruit blanc discret un processus aléatoire {X„}neN tels 
que E(Xn) existe et 
j Yar(Xn) < oo pour tout n £ N 
\  C  o v ( X n ,  X î )  =  0  s i n ^ l .  
Le filtre de Kalman repose sur deux équations : 
- l'équation d'état Xk du système ; 
- l'équation de l'observation Yk ; 
où on note l'instant discret par un indice k. Typiquement, nous avons le système : 
/qn,TO\ f -^fc+1 = AkXk + BkUk + Wk (1) 
1 0  }\  Yk = HkXk  + y, (2) 
où 
- Xk  est le vecteur d'état du processus, de taille n x 1, tel que l'état initial X0  du 
processus est d'espérance et de variance connues, et décorrélé avec Wt et V* pour 
Z = 0,1,2...; 
- Uk est un vecteur déterministe, de taille n x 1, qui représente la commande appli-
quée sur la dynamique de l'état Xk ; 
- Ak est la matrice déterministe de transition de l'état, de taille nxn, qui décrit la 
dynamique des Xk ; 
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Bk est une matrice déterministe qui décrit l'application de la commande sur l'état 
X*; 
Wk est un bruit blanc qui modélise l'erreur du processus, de taille n x 1, de moyenne 
connue et de matrice de covariance Qk connue (semi-définie positive) ; 
Yfc est le vecteur d'observation à l'instant k, de taille m x 1 ; 
i/fc est la matrice déterministe de mesure de taille m x n ; 
\4 est un bruit blanc qui modélise l'erreur d'observation, de taille mx 1, de moyenne 
connue et de matrice de covariance Rk connue (définie positive) et non corrélée 
avec  Wi pour  1  — 0 ,1 ,2 . . . .  
Dans la suite en posant 
1 si i = k 
&ik = * 
0 s i  i ^ k  \ ' 
Nous noterons : 
- E(W/fcW/tr) = Qk$ik (de taille n x n et semi-définie positive) ; 
- E(VfcV^r) = RkSik (de taille m x m et définie positive) ; 
- E(WfcVf) = 0 VM e N. 
L'objectif sera de déterminer une estimation optimale et récursive des états Xk à 
partir des mesures Yk .  
2.3 Développement 
Le filtre de Kalman est un filtre optimal pour l'estimation de l'état du système, il 
garantit que l'erreur sur l'estimation est en moyenne nulle et de variance minimale 
[ir>, 10, 5], Pour calculer cet estimateur après initialisation, nous procédons en deux 
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étapes : 
- l'étape de prédiction ; 
- l'étape de correction. 
Nous avons donc : 
Initialisation : À l'instant k = 0, nous n'avons aucune mesure disponible. La pre-
mière mesure arrive à l'instant k = 1. X0, l'état du système à l'instant k = 0, est 
une variable aléatoire, il paraît logique en l'absence de mesure de l'estimer par son 
espérance. Nous avons alors : 
X0 = E(X0) 
et la matrice de covariance de l'erreur est : 
P0=E[(X0-X„)(X„-X„)T]. 
Notez que si nous connaissons parfaitement l'état de départ du système nous prenons 
Xo = Xq et dans ce cas Pq est nulle. 
Étape de prédiction (Évolution du système dynamique) : Nous nous pla-
çons à l'instant discret k. À cet instant, nous disposons d'une estimation initiale 
fondée sur la connaissance du processus et des observations jusqu'à l'instant pré-
cèdent, c'est-à-dire k — 1. Nous chercherons un estimateur Xk\k-i de sans tenir 
compte de la mesure Y*, mais en utilisant uniquement l'équation (1) dans le système 
(Sn,m). Nous obtenons : 
Xk\k-l = -^k-lXk-l\k-l + Bk-\Uk-\-
Nous définissons l'erreur de cette estimation par : 
= xk — xk\k-i, 
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ainsi que la matrice de covariance de l'erreur : 
Pk\k-l ~ E[(Xk — Xk\k-l)(Xk — X/b|fc_i)r] = Ak-iPk-l\k-l-^k-l + Qk-1-
Étape de correction (Prise en compte de la mesure) : Nous allons mainte-
nant utiliser l'observation Yk pour améliorer l'estimation Xk\k-i et obtenir un nouvel 
estimateur Xk\k de Xk- Pour cela nous utilisons la Propostion 1.6.3, nous obtenons : 
xk\k = xk\k-i + e*(xk\k-i\yk\k-i) 
= Xk ] k-i + pxk { k^Yk l k^p^uYk l k_SY k  ~ 
= Xk\k-i + Kk(Yk -  Yk\k-\) 
où Kk = Pk\k-\Hl(HkPk\k-\Hk + Rk)~l est appelé le gain du filtre de Kalman. 
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Mais, puisque les observations Yo,.., Yk-1 dépendent linéairement que de Xq et {Vj}j=0, 
nous avons alors : 
ni*-i=E'(n|y0>..ltt_1) = E'iHkXk + VklYo,..^) 
hkxk\k—\i 
ce qui implique que : 
-Xfc|fc = + Kk(Yk — HkXk\k-\)- (2.1) 
Nous pouvons alors définir l'erreur de cette estimation : 
xk\k — xk — xk\k, 
ainsi que la matrice de covariance de l'erreur : 
Pk\k  = E[ ( X k  -  Xk\k)(Xk - Xk\k)T}-
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Remarque 2.3.1. Le gain du filtre de Kalman Kk a les propriétés suivantes : 
1. il existe toujours car la matrice Rk est définie positive; 
2. il tient compte des caractéristiques statistiques du bruit des mesures mais ne 
dépend pas des observations, donc il peut être calculé avant l'étape de correction. 
Proposition 2.3.1. On a 
1. + Rk. 
2. = /v-ii/j. 
Démonstration. 
(1) Nous avons 
Yk\k-\ = Yk — Yk |fc_i 
= HkX)fc|fc_i + Vfc. 
Or 14 est décorrélé avec X k ^ 1  car Xk\k-i dépend linéairement de Xo,Wo,Wi,...,Wk-2-
Donc 
E(niib-iî^-i) = HkPHk-iHTk + R„. 
(2) Nous avons Yk i k  l  = HkXm_-, + V t ,  d'où ) car Yk  
est décorrélé avec Vk. • 
Proposition 2.3.2. La matrice de covariance de l'erreur Xk\k est donnée par : 
Pk\k = [In ~ KkHk]Pk\k-l-
Démonstration. Nous avons 
Pk]k = E[(Xk - Xklk)(Xk - Xfclfe)T] 
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or 
- Xklk = Xk- Xk{k^ - Kk(Yk - HkXk|fc_i) 
= — Kk(Yk\k-i). 
Ceci implique 
Pk\k = -Pfc|fc-i -
- k.eiy^x^) + kk{hkpk^hl + rk)kl 
= Pk,fc_! - Kk{HkPm^ Hl + Rk)~lKl 
= Pk\k-\ — Pk\k-lHk{HkPk\k-\Hk + Rk) lHkPk |fc_! 
= [In - KkHk]Pk\k-l. 
Remarque 2.3.2. La matrice de covariance Pk\k, relative à l'erreur d'estimation 
Xk\k de Xk comporte deux termes : 
~ Pk\k-i est la matrice de covariance de l'erreur à l'issue de l'étape de prédiction qui 
a été obtenue sans l'utilisation de Yk. 
- (—KkHkPk\k-i) exprime l'influence de Yk et entraîne généralement une diminu-
tion de Pk\k, ce qui correspond à un gain en précision, en remplaçant Kk par son 
expression, nous obtenons : 
-KkHkPk\k-\ = —Pk\k-\Hk (HkPk\k_iHk +Rk)~1HkPk|fc_a 
et nous remarquons bien que ce dernier terme est de la forme —MMT < 0. 
En conséquence l'exploitation correcte d'une mesure Yk, même de mauvaise qualité, 
conduit à une amélioration de l'estimateur courant Xk\k. 
Rappelons un résultat important d'inversion de matrice [«">]. 
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Lemme 2.3.1. Soit A, B et C des matrices carrées telles que A et C soient inver-
sibles. Alors : 
(A + BCBT)~1 = A'1 - A~1B(C~1 + BTA'1B)-1BTA~1. 
Proposition 2.3.3. Si Rk = E(VkVjf) est inversible nous avons : 
2. kk = pk^r;\ 
Démonstration. 
1. Il suffit d'appliquer le lemme précédent en posant : 
A = , B = Kk et C = + Rk)~K 
2. Nous avons Kk  = Pk\k-\HJ(ftkPk\k-iff[ + Rk)'1 ,  en utilisant !e Lemme 2.3.1 
nous obtenons : 
(HkPk^Hl + Rk)~l = Rkl - R-Z'H^P-I, + Hk RkH£)-1 Hk Rk 1 
= R~k'  -  R?HkPk [ kHÏR~k\  
ce qui implique que : 
Kk  = Pvt-iHÏR;1  - P^HÏR^HkPwHÏR;1  
=  Pm-l'h Rk  ~ Pk]k— i{Py :)k ~ kHk  Rk  .  
d'où le résultat : 




En résumé l'algorithme proposé est le suivant 
X0|0 = E(X0) 
Poio = Po 
k = 1,2,3,..., faire 
— Ak-\Xk-\\k-\ + Bk-\Uk-\ 
Pk\k—1 = A.k-\Pk-\\k-\Âk-\ + Qk-i 
Kk = Pk\k-iH% {HkPk\k~ -xHl + Rk) 
Pk\k = [£ - KkHk]Pk\k-i 
Xk\k — Xk\k-i + KkiXk — HkXk\k-\) 
Initialisation Prédiction Correction 
Figure 2.2 - Principe du filtre de Kalman 
2.3.2 Innovation 
Revenons maintenant sur le terme correctif utilisé dans l'équation de la mise à jour 
(2.1) : 
yk ~ hkxk\k-l-
Ce terme s'appelle l'innovation (de l'observation) car il représente les informations 
supplémentaires apportées par l'observation à l'instant k par rapport aux observa-
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tions passées jusqu'à l'instant k — 1. Dans la suite l'innovation sera notée par : 
^fc|fc-i — Yk — HkXk\k-i-
Proposition 2.3.4. L'innovation Yk|fc-i est de moyenne nulle et de matrice de co-
variance 
hkp^ihï + rk. 
De plus l'innovation est décorrélée des innovations précédentes c'est-à-dire 
CoviY^k-uYjij-i) = 0, Vj < k. 
Démonstration. Nous avons 
= Yk - HkXk\k-i 
— hkxk\k-\ + vk-
Ceci implique E(Ffc|fc_1) = 0 et Var(Yk\k-i) = HkPk\k-\Hk + Rk car Vk est décorrélé 
avec Xk et Xfc|fc_!(donc avec Xfc|fc_a). 
Montrons maintenant que Cot^Y^-i, = 0, Vjf < k. En effet : V^-i est une 
combinaison linéaire de Yq, Yj_ i ,  Yj, or Yk\k~i est décorrélé avec Yo, •••, Yt-i, d'où 
le résultat Cov(Yk\k-i, Yj\j-i) = 0, Vj < k. • 
Remarque 2.3.3. Dans le cas où les bruits blancs du système(Sn'm) sont des bruits 
blancs gaussiens, l'innovation j € n| est un processus aléatoire gaussien. 
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2.3.3 Analyse de la mise à jour 
À partir de l'équation de mise à jour 
xk\k = xk\k-i + Kk(Yk - Vfc|fc_i) 
— xk\k-i + kk(yk — hkxk\k-i), 
nous voyons que : 
- le premier terme de droite s'écrit encore c'est l'étape de prédiction de Xk  
en utilisant uniquement le modèle, mais pas l'observation ; 
- le second terme est la correction de la prédiction en utilisant les observations. 
Nous pouvons aussi remarquer que le gain de Kalman varie selon la confiance que 
l'on peut accorder aux mesures. En effet le gain de Kalman peut s'écrire : 
Kk  = Pkik-iHKHkP^Hl + Rk)~\ 
- Si l'observation est de mauvaise qualité, c'est-à-dire si le bruit de mesure a une 
forte variance (Rk est élevé ), et que nous avons confiance dans les estimations 
précédentes (Pk\k-i est faible ), le gain du filtre de Kalman 
K k &  0  
et la mise à jour sera réduite à 
xs. 
Xk\k  ~ Xk\k-i-
- Au contraire, si l'observation est très fiable (Rk est faible) et que nous avons des 
doutes sur les estimations précédentes, le gain du filtre de Kalman devient grand, 
de sorte que la mise à jour repose de façon prépondérante sur l'observation et très 
peu sur le modèle. 
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D'après ce qui précédé nous pouvons conclure que le gain de Kalman fluctue et 
- le gain Kk diminue, si l'estimation par le modèle devient plus précise ; 
- le gain Kk augmente, si les observations deviennent plus précises. 
2.4 Modèle à bruits corrélés 
Dans le cas où les bruits de la dynamique de l'état et de l'observation sont corrélés, il 
est possible de reprendre toute l'étude précédente. Une façon d'établir les équations 
du filtre de Kalman consiste à se ramener au cas d'un modèle à bruits décorrélés par 
la construction d'un modèle équivalent. En effet, supposons qu'on a : 
f -^fc+1 = AkXk "f" BkUk -f- Wfc 
^ 'X Yk = HkXk + Vk 
avec 
E(VtWf ) = SlS„,. 
Nous posons le nouveau vecteur de bruit de dynamique : 
W k  =  W k -  S k R ^ V k l  
pour lequel il est facile de vérifier que E(VkWk) = 0. L'utilisation de ce bruit, dans les 
équations du modèle initial (S"'m), conduit directement à un nouveau modèle 
équivalent à (S"'m) : 
f Xk+i = AkXk + BkUk + GkYk + Wk 
(SD { 
( Yk = HkXk + Vk 
avec Ak — Ak — SkR^lHk et Gk = SkRLes propriétés statistiques des bruits de 
ce modèle sont telles que : 
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- E(Vk) = 0, E( W k )  = 0. 
- E(VkV t T) = Rk6k l  et E(WkWj) = Qkàk l  avec Qk  = Qk- SkR^£f[. 
- E(WkV?) = 0. 
Il suffit alors d'appliquer, sur le système le filtre de Kalman discret défini 
dans le cas d'un modèle à bruits non corrélés. Nous obtenons alors : 
- Estimation : 
Xk\k~i = Ak-iXk-\\k-\ + Bk-iUk-i 4- Gfc-iVfc-i 
Pk\k-\ — Ak-\Pk-\\k-\^k-l + Qk-1 
= — S^R^H^if + Qk-i — Sk-iR^liSl-i-
- Correction : 
Xk\k  = X f c | f c_i + Kk(Yk  — HkXk\k-\) 
Pk\k — {I ~ KkHk)Pk |fc_i, 
avec Kk  = Pk\k^Hk(HkPk\k-.iHl + Rk)~1  comme gain du filtre de Kalman. Dans ce 
cas l'algorithme du filtre de Kalman est donné par : 
(K) 
pour 
-Xo|0 — E(X0) 
Polo Po 
k = 1,2,3,..., faire 
= ^fc-i^fc-ilfc-i + Bk-iUk-i + Sk-iRkliYk-i 
Pk\k-1 = 1 — Sk-\Rkl\Hk-i)Pk~i\k-\(Ak-i — Sk-\Rkl\Hk-\) 
+ Q k -  S k ^ R ^St, 
Kk = Pk ï k-iHl{HkPk\k-iHl + Rk)~x  
Pk\k = [I -  KkHk}Pk lk-i 
Xk\k 
= Xk\k-i + Kk(Yk — HkXk\k-i) 
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2.5 Exemple : Position-Vitesse 
Pour illustrer la théorie développée précédemment, nous allons considérer un pro-
blème de poursuite. Nous désirons suivre une cible, en supposant que la dynamique 
de celle-ci est à peu près linéaire et de vitesse à peu près constante. Cela n'est jamais 
le cas en réalité (d'où le terme "à peu près") puisque la cible peut tourner légèrement, 
ou encore accélérer, et c'est pour cette raison qu'un modèle aléatoire se prête bien à 
la modélisation de la dynamique de la cible. Nous disposons d'un capteur qui relève 
périodiquement des informations sur la position de la cible (signal observé), la pé-
riode d'observation est notée T. Le capteur n'est pas parfait ce qui induit des erreurs 
de mesure. Le but sera d'estimer la trajectoire et la vitesse du mobile en fonction 
du temps à l'aide du filtre de Kalman. Nous modélisons le problème sous forme de 
deux équations, appelées équation d'état (qui porte sur la dynamique de la cible) 
et équation d'observation (qui porte sur les mesures du capteur). Ici, on s'intéresse 
à la position de la cible dans le plan que nous notons par x(t) = (x\(t),x2(t)) et à 
sa vitesse v(t) = (v\(t): v2(t)), avec < e E. En effectuant un développement limité 
d'ordre 2, nous obtenons : 
T2 
Xi( ( k  +  1  ) T )  = Xi(kT) + Tvi(kT) + —eu k  
Vi((k + 1)T) = Vi(kT) + Te^k, 
pour i  = 1,2. En posant comme vecteur d'état Xk  = [xi(k),X2{k),Vi(k),V2(k)]T ,  
nous obtenons l'équation d'état : 
Xfc+1 = AXk  + BWk  (2.2) 
avec 
34 
" 1 0 T 0 " 
- rp2 _ 0 " 





0 1 T 0 




où Wk est un bruit blanc gaussien centré avec matrice de variance-covariance <k o 
o 4* 
Puisque nous observons la position du mobile à chaque période T, l'équation d'ob-
servation est donnée par : 
Y k  =  H X k  +  t k  (2.3) 
ou 
H = 
~ & = 
1 0  0  0  






est la matrice de mesure ; 
est un bruit blanc gaussien centré avec matrice de variance-covariance 
Supposons que l'équation de la trajectoire (théorique) est de la forme : 
{xi(n) = n2 x2(n) = sin(27r f0n) 
avec /o = 0.005. Cela implique que le vecteur vitesse (théorique) est : 
{ 
Vi(n) = 2 n 
v2(n) = 27t/0 cos(27r/0n) 
Simulation sous Matlab 
Pour notre exemple, fixons = o2i* = 0.01. Pour différentes valeurs de o\ k et 
a'2 k nous estimons la trajectoire et la vitesse à partir des observations bruitées grâce 
au filtre de Kalman, nous affichons dans les Figures 2.4, 2.6 et 2.8 à gauche la 
trajectoire théorique versus la trajectoire estimée [x\ en abcisse et x2 en ordonnée) 
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et à droite la vitesse théorique versus la vitesse estimée (t>i en abcisse et v2 en 
ordonnée), tandis que les Figures 2.3, 2.5 et 2.7 montrent la trajectoire théorique 
versus les observations bruitées (a^ en abcisse et x2 en ordonnée). Nous remarquons, 
d'après les Figures 2.4, 2.6 et 2.8 que la qualité d'estimation se dégrade au fur et à 
mesure qu'on augmente la variance du bruit dans les observations (voir les Figures 
2.3, 2.5 et 2.7). 
Trtfccton onanal n Treitciort gtniMi 
XX 
Figure 2.3 - Trajectoire théorique vs Observations bruitées avec a\ = 0.1. 
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Tnpdare ongmté» « Tr»j»ç1e»» RtcoMtnrt* 
0 05 t «S 2 2& 3 36 
i h 
ongml* n V I^CSM RWOMIWM 
200 400 1D0Q 120D 
Figure 2.4 - Filtre de Kalman pour l'estimation du vecteur Position-Vitesse avec 
o\ =0.1 et Oi = 0.01. Graphique de gauche : trajectoire théorique (en bleu) et 
trajectoire estimée (en rouge). Graphique de droite : vitesse théorique (en bleu) et 
vitesse estimée (en rouge). 
Tnpeta** onpntl w Traj*cto*» ob*««4t 
Figure 2.5 - Trajectoire théorique vs Observations bruitées avec o\ = 0.7. 
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Figure 2.6 - Filtre de Kalman pour l'estimation du vecteur Position-Vitesse avec 
oi = 0.7 et oi = 0.01. Graphique de gauche : trajectoire théorique (en bleu) et 
trajectoire estimée (en rouge). Graphique de droite : vitesse théorique (en bleu) et 
vitesse estimée (en rouge). 
Tniteton anfmtl n TnjKKnt 
10* 
Figure 2.7 - Trajectoire théorique vs Observations bruitées avec o\ = \/2. 
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*10* 
Figure 2.8 - Filtre de Kalman pour l'estimation du vecteur Position-Vitesse avec 
a\ = y/2 et <7j = 0.01. Graphique de gauche : trajectoire théorique (en bleu) et 
trajectoire estimée (en rouge). Graphique de droite : vitesse théorique (en bleu) et 
vitesse estimée (en rouge) 
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CHAPITRE 3 
Filtrage avec bruits de moyennes 
inconnues 
3.1 Introduction 
Nous proposons dans ce chapitre une méthode de reconstruction de signal à l'aide du 
filtre de Kalman dans le cas où les bruits sont non centrés et de moyennes inconnues. 
L'idée est de développer un algorithme similaire à celui du filtre de Kalman qui 
permet de reconstruire le signal tout en estimant les moyennes inconnues des bruits. 
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3.2 Modèle à bruits non centrés 
Considérons le problème classique d'estimation de signal à l'aide du filtre de Kalman 
lorsque les bruits sur la trajectoire et l'observation ne sont pas centrés c'est-à-dire : 
(S"'m) 
Xfe+1 AkXk + £x,k 
v Yk+1 — Hk+1Xk+l + eyifc+1 
où Xk e Rn et Yk € Rm avec eXtk, eyj des vecteurs aléatoires de moyennes connues 
mx et my et de variances connues Qk et Rk respectivement tels que 
E [(ci,fc - mx)(6yj - m/] = 0. 
L'état initial X0 du processus est d'espérance E(X0) et de variance P0 connues et est 
décorrélé des bruits eXtk et cy^- L'objectif du filtre de Kalman sera de déterminer, 
pour chaque instant k, une estimation optimale et récursive Xk\k de l'état Xk, ainsi 
que la matrice de covariance de l'erreur Pk\k, à partir des observations , Y2, 
Pour ce problème, le filtre de Kalman donne l'algorithme suivant[15, 5] : 
Â'oo = E(Xq) 
Polo = Po 
pour k = 1,2,3,..., faire 
(K) « Xk\k-i = Ak-iXk-i |fc_i + mx  
Pk\k—\ = + Qk-1 
Kk = Pk^Hl{HkPk^Hl + Rk)^ 
Pk\k =  [ / -  K k H k ] P k l k ^  
Xk\k — Xk\k_i + Kk(Yk — (HkXk |fc_x + my)). 
Cette méthode permet de donner une bonne estimation Xk\k du signal Xk lorsque les 
moyennes mx et my sont connues exactement. Donnons une illustration qui montre 
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l'impact de la connaissance des moyennes sur l'estimation du signal. 
Considérons l'exemple simple suivant : 
(E) -Xfc+i — (0.9 + 0.2 * (—l)
fe) * Xk + e^fc 
^fc+l — 0.5 * Xk+l + 
avec des bruits gaussiens ex^ ~ M(2, (0.6)2) et ey,k ~ (0.6)2). 
Utilisons l'algorithme (K) avec les moyennes exactes, c'est-à-dire mx = 2 et my = 5. 
Le résultat, donné à la Figure 3.1 (a), illustre bien que l'estimation du signal suit très 
bien ou reconstruit très bien le signal. Par contre si nous utilisons cet algorithme 
avec des valeurs arbitraires pour mx et my au lieu des valeurs exactes, ici mx = 0 et 
my = 0, la Figure 3.1(b) illustre bien que le signal n'est pas bien reconstruit. D'après 
cet exemple simple, nous concluons que la connaissance des moyennes est primordiale 
pour une estimation adéquate du signal à l'aide de l'algorithme (K). Dans la section 
suivante nous proposons une façon de reconstruire le signal tout en estimant les 
moyennes des bruits lorsque ces moyennes sont inconnues. 
3.3 Problème avec estimation des moyennes 
Considérons le système (Sn,m) en supposant que les moyennes mx et my sont incon-
nues. Nous voulons simultanément estimer les deux moyennes inconnues et recons-
truire le signal. 
Le système (Sn'm) est équivalent au système suivant : 
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Signal Migrai n Signai inmmvI 
5 10 15 30 26 30 35 40 46 99 
(a) Vraies moyennes : mx  = 2 et my  = 5 
Signal ongnai r» Signal ncontful 
(b) Moyennes arbitraires : rax = 0 et my  = 0 
Figure 3.1 - Reconstruction du signal avec (K) : P0 = 10 . 
avec les vecteurs aléatoires de bruits ex^ et ey^ de moyennes nulles et de variance 
Rk et Qk respectivement. On modifie la dynamique du système en ajoutant les deux 
équations d'état suivantes : 
f 771x,k+l =  Wlxik "I" Çx,fc /g i l  
\ Tïï'y,k+1 ^y,k ~l~ Çy,k 
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où 
- Sx,k ~ AT(0, £x,fc) est non corrélé avec e'x l et e'y l ; 
- Çy,k ~ A/"(0, EVtk) est non corrélé avec ex l et e'yl ; 
- qXik et Çy,k sont non corrélés . 
Nous convenons que lorsque = 0 alors = 0, c'est-à-dire que l'équation d'état 
pour la moyenne correspondante est sans bruit. 
Le système (S"'m) devient alors 
(sn 
qu'on peut réécrire 




~l~ rnx,k ~l~ £x,k 
mx,k H" çx,k 
Wly,k "t" Çy,k 
hk+ixk+i + my^+i + ey,fc-)-i 
f 






' " €x,k 







1 . mV,k . 1 
, S» » 












En posant Zk = mi,k Il 0 / 0  , H k = [ H k  0  / ] , ? *  =  çx,k 
. m^k . 0 0 1 . ^y<k . 
et Qk 
Qk 0 0 
0 £X)jfe 
0 0 Hy,k 
(sr) 
, nous obtenons la forme matricielle suivante : 
Zk+i — AkZk + ek 
^fe+l = hk+lzk + \ + ty£ +i-
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pour k = 1,2,3,..., faire 
(K) Zk\k-1 = Ak-lZk-l\k-l ^ _ 
Pk\k-l = Ak-\Pk-l\k-l^-\ + Qk-\ 
kk = pk\k-ihk{hkpk\k-ihï + rk)~' 
Pk\k — — KkHk\Pk\k_i ^ ^ 
Zk\k = Zk\k-i + Kk(Yk — HkZk\k_{) 
r E(x0) 1 r p0 0 0 1 
avec E(Z q) = mXi0 et P0|o = 0 E^o 0 . Les valeurs initiales mX]0 
r r i y o  0 0  SyQ 
et myfi étant arbitraires, nous initialisons leurs variances EXj0 et E^o à valeurs non 
nulles et possiblement assez grandes étant donné l'incertitude sur les vraies valeurs 
mx et my. 
3.4 Expérimentation 
Pour les équations d'évolutions de moyennes inconnues (3.1) nous allons tester trois 
types d'équations : 
- sans variabilité c'est-à-dire E*^ — 0 et ainsi = 0 et 
ra^fc+i = mt,k (3.2) 
- avec variance décroissante c'est-à-dire 
m*,k+1 — 
OÙ ç,ifc ~ Af(0, E*ifc), E*;fc = ïq^xE*)0 avec A € M+ 
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(3.3) 
- avec variance constante c'est-à-dire 
m*M i = m,)fc + ç,ifc (3.4) 
avec ç»,fc ~A/"(0,£*). 
Revenons à l'exemple (E) en utilisant ce schéma. Avec l'initialisation m X y o = 0 et 
rriyfi — 0, et de relativement grandes variances sur ces valeurs, Ylx o = 104 et o = 
104, nous obtenons les résultats illustrés aux Figures 3.2, 3.3 et 3.4. Nous observons 
qu'après quelques étapes nous obtenons à la fois une bonne reconstruction du signal 
tout en obtenant de bonnes estimations des moyennes mx = 2 et my = 5. 
Signa) angnii vt Signal mcoMttul 
5  » 0 t 5  2 D 2 6 3 0 3 S « « œ  
EMimatien da k maftnrn du «igW 
J 1 i I I I 1 1 I L 
S  1 0  1 «  3 0 2 5 3 0 3 $ « 4 5 s 0  
Figure 3.2 - Reconstruction du signal et_estimation des moyennes inconnues via la 
méthode sans variabilité où Z0|o = 0 et P0|o = 104/3 . 
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Signal ougmai «t Signal rtcomtnjil 
6 10 1S 20 25 30 36 40 46 5D 
EatmaMn 4* la moyanaa du aignaf 




Figure 3.3 - Reconstruction du signal et estimation des moyennes inconnues via 
méthode avec variance décroissante où Z0jo = 0, PQ|O — 104/3 et A = 45. 
Sipial enfinal «1 Signal iKonatnal 
EalmaMn da la moyanna du aignal 
Figure 3.4 - Reconstruction du signal et estimation des moyennes inconnues via 
méthode avec variance constante (£« = 0.04) où Z010 = 0 et P010 = 104/3. 
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3.5 Calcul des erreurs de reconstruction 
Nous donnons ici quelques calculs d'erreurs de reconstruction du signal et des moyennes 
afin de comparer les trois types d'équations citées ci-dessus. Nous utilisons un échan-
tillon de taille 500. Plus précisément nous calculons la moyenne de l'erreur de recons-
truction du signal et les moyennes sur l'erreur d'estimation des moyennes inconnues 
en reproduisant 500 fois la dynamique du système avec initialisation aléatoire de 
l'état initial X0 du système. 
Nous posons : 
- Moyenne de l'erreur relative sur l'estimation de la moyenne m* (pour * = x, y). 
Pour chaque répétition j nous calculons l'erreur relative de moindres carrées sur 
les 10 étapes k = N — 9,..., N. Nous avons 
- Moyenne de l'erreur relative sur le signal. Comme pour les moyennes, pour chaque 
répétition j nous calculons l'erreur relative de moindres carrées du signal sur les 
et nous prenons la moyenne de ces erreurs relatives 
son 
10 étapes k = N — 9,..., N. Nous avons 
Err{N\j) 





Le Tableau 3.1 donne les erreurs de reconstruction et d'estimation des moyennes et 
du signal après N = 50 étapes du filtre pour notre exemple (E). 
Rk 1 0.6a 0.P 1 0.1* 
Qk 1 0.6* 0.P 0.P 1 
Sans variance 
ë r f m  0.0902 0.0420 0.0182 0.0521 0.1152 
ëffiao) 0.1003 0.0600 0.0092 0.1602 0.0495 
MoyW 0.0901 0.0308 0.0102 0.0542 0.0480 
Variance décroissante 
0.0901 0.0425 0.0110 0.0552 0.1123 
0.0998 0.0598 0.0120 0.1623 0.0402 
Moy^5U) 0.0902 0.0509 0.0162 0.0556 0.0496 
variance constante 
( £? = 0.04) 
ëff(5°) 0.1598 0.1202 0.0892 0.0905 0.1409 
ëFr<f0) 0.1803 0.1490 0.0930 0.1417 0.0820 
MoyW 0.1609 0.1285 0.0899 0.1010 0.1093 
Tableau 3.1 - Variation de l'erreur sur l'estimation des moyennes et le signal pour 
les méthodes : sans variabilité, variance décroissante et variance constante pour (fî2) 
avec ZQ|o = 0, P0|0 = 104/3, A = 45 et N = 50. 
Calculons également la décroissance de l'erreur tout au long de l'estimation des 
moyennes inconnues et la reconstruction du signal pour les deux méthodes sans 
variance et variance décroissante. Le Tableau 3.2 illustre cette décroissance pour 
N = 10,15,20,25,30,35,40,45,50. 
N 10 15 20 25 30 35 40 45 50 
Sans variabilité 
( N )  err\ 0.2378 0.1424 0.0909 0.0888 0.0760 0.0610 0.0520 0.0497 0.0418 
(JV) err2 0.3545 0.2915 0.2015 0.1536 0.1109 0.0905 0.0813 0.0684 0.0598 
M o y ( N )  0.1068 0.0885 0.0750 0.0662 0.0599 0.0455 0.0404 0.0392 0.0306 
variance décroissante 
( N )  err\ 0.2480 0.1434 0.1010 0.0884 0.0758 0.0633 0.0567 0.0478 0.0423 
(TV) err2 0.3714 0.3002 0.2050 0.1534 0.1107 0.1004 0.0822 0.0696 0.0597 
Mo^"> 0.1168 0.0965 0.0898 0.0792 0.0708 0.0675 0.0595 0.0555 0.0508 
Tableau 3.2 - Décroissance dej'erreur sur l'estimation des moyennes et la recons-
truction du signal avec (K) : Zq\0 = 0, Po|o = 104/3, Rk = Qk = (0.6)2, À = 45 et 
iV = 50 . 
49 
D'après les Tableaux 3.1 et 3.2 on remarque bien que la méthode sans variabilité 
est la plus appropriée pour la reconstruction du signal et l'estimation des moyennes 
inconnues comme le montrent les Figures 3.2, 3.3 et 3.4. 
Finalement, notons que si on utilise la méthode sans variance et que nous initialisons 
[ po 0 0 1 
(K) avec une matrice de covariance du type P0|o = 0 0 0, c'est-à-dire SXj0 = 0 
[ 0 0 0 J 
et EVio = 0, nous allons obtenir le même résultat que celui donné par l'algorithme 
du filtre de Kalman (K) appliqué directement sur le système (S). En effet, puisque 
nous avons 
kk = pk\k-ihl{hkpk^hl + rk)-' 
et que Pk\k-i est de la forme 
Pk\k—1 
* 0 0 
0 * 0  
0 0 * 




ce qui implique, d'après (K), que 




(Yk - HkZk\k-i) 
Ainsi d'après ce qui précède nous remarquons que : 
f ÎTlx,k+1 Tïï'x,k mx,0 
\ n^y,k+l = tft 'y,k = 
Cette remarque est illustrée en comparant les Figures 3.1 et 3.5 qui donnent les 
mêmes résultats à l'aide des méthodes (K) et (K) sur l'exemple (E). 
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0 S 10 15 ZJ 25 30 35 «0 45 SO 
(a) Vraies moyennes : mXto = 2 = mx et my o = 5 = my 
(b) Moyennes quelconques : mX;0 = 0 et my<0 — 0 
Fjgure 3.5 - Reconstruction du signal et estimation des moyennes inconnues avec 
(K) : EXio = 0 et £VtQ = 0. 
Remarque 3.5.1. On va donner un exemple multidimensionnel pour appliquer l'al-
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xk + £. x.k 
^ f c + 1  —  [ 1 2 ]  xk+l + Cyy 1 
avec 
- eX}k étant un vecteur aléatoire gaussien dans R2 de moyenne (5,7) et de matrice 
r 0.36 0.1 
de variance-covanance ^ ^ ^ ^ 
- ey,k étant une variable aléatoire gaussienne de moyenne 10 et de variance 0.3. 
La Figure 3.6 montre l'application de l'algorithme (K) sur le système (S2'1) pour 








Figure 3.6 - Algorithme (K) appliqué sur (S2,1) avec des bruits gaussiens où ZQ|0 
et P010 = 104/5 • 
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3.6 Conclusion 
Dans ce chapitre nous avons proposé une méthode pour résoudre le problème de 
filtrage à l'aidé de l'approche du filtre de Kalman dans le cas où les moyennes des 
bruits sont inconnues. Cette méthode nous a conduit vers un algorithme similaire au 
filtre de Kalman qui estime à la fois le signal et les moyennes inconnues. 
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CHAPITRE 4 
Autres types de bruit 
4.1 Introduction 
Dans ce chapitre nous donnons des applications de l'algorithme (K) sur le problème 
(Sn,m) avec des bruits blancs pas nécessairement gaussiens. En effet, dans les équa-
tions du modèle, la distribution du bruit peut être quelconque. Ceci vient du fait que 
le filtre de Kalman reste valable pour des bruits blancs non gaussiens avec espérances 
et variances connues. 
4.2 Transformation de vecteur aléatoire 
Rappelons un résultat sur les matrices symétriques semi-définies positives [5]. 
Lemme 4.2.1. Soit A une matrice symétrique réelle semi-définie positive alors il 
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exsite une unique matrice symétrique réelle semi-définie positive B tel que 
A = B2-, 
la matrice B est appelée une racine carrée de A et sera notée par Ah. 
Démonstration. A est une matrice symétrique réelle alors elle est diagonalisable 
via une matrice de passage orthogonale P et une matrice diagonale D qui contient 
les valeurs propres de A : 
A = PDP t. 
o ù  D = diag{\\, A 2 , A „ )  a v e c  À *  s o n t  l e s  v a l e u r s  p r o p r e  d e  A pour tout i € 
{1,2,n} Mais puisque on a supposé que A est positive alors les valeurs propres de 
A sont positives ou nulles, ceci nous laisse écrire : 
A  =  P D Ï D ? P t  =  P D ^ P t P D ^ P t  =  B 2 .  
Où B = PDïP t  et £>5 = diag{y/X7, -, v^) • 
Proposition 4.2.1. Supposons qu'on a un vecteur aléatoire U qui suit une certaine 
loi de moyenne // et de matrice de variance-covariance E0 définie positive, qu'on note 
par U ~ C(m, E0), il est possible de faire des transformations linéaires sur U afin 
d'obtenir une certaine moyenne m et une certaine matrice de variance-covariance S 
(définie positive) données. Il suffit de définir un second vecteur aléatoire V tel que : 
V = m + W{U - /x) 
1 _i 1 _i 
avec W = E3E0 2 où S2 désigne la racine carrée de S et £0 2 désigne l'inverse de 
4-
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4.3 Type exponentiel 
Définition 4.3.1. On dira que le vecteur aléatoire e = (ei(rai), 62(7712), • ••> ed(™>d)) 
dans Rd suit une loi exponentielle, et on le note par t ~ €(m) oùm = (mi, ..., ma), 
si : 
- pour tout i, ei(rrii) est une variable aléatoire exponentielle de moyenne rrii ; 
- les el sont deux à deux indépendantes. 
Considérons un problème d'estimation du signal à l'aide du filtre de Kalman lorsque 
les bruits sur la trajectoire et l'observation ne sont pas centrés (à moyennes incon-
nues) et de type exponentiel c'est-à-dire : 
J -"^ fc+1 = AjçXk "h €-x,k 
^ > \ Yk+1 = Hk+1Xk+1 + eyM1 
avec eX)fc = mx + Wi(e - m) et ey,k = my + - m') où e ~ £{m) et e' ~ S (m'), 
ce qui implique que : 
f  E ^ )  =  m x  e t  V a r ( e X ) f c )  =  W i N a r { e ) W [  ,  >  
\ -E(eWifc) = my et Var(eyik) = W2Nar{e')W^; ^ ' ' 
' m ?  0  . . .  0  "  
0 ... : 
:  . . .  • .  0  
. 0  . . .  0  m l  _  
Exemple 
Considérons l'exemple simple suivant : 
( , { Xk+l = (0.9 + 0.2 * (—l)fe) * Xk + ex,k 
\ ^fc+l = 0.5 * Xk+i + ey,k+1 
avec ex,k  = 2 + 0.6(e - 1) et €Vtk = 5 + 0.6(e' - 1) où e ~ £(1) et e' ~ 8(1). 
La Figure 4.1 montre l'application de l'algorithme (K) sur le-système (Ei) pour 
56 







estimer le vecteur d'état, la moyenne de l'état et de la mesure. On remarque qu'après 
quelques étapes nous obtenons à la fois une bonne reconstruction du signal tout en 
obtenant de bonnes estimations des moyennes mx = 2 et my = 5. 
VWW}/^WWW\ 
a a a , , .  
bftmm k 
\ A A A A A A  • v.-v,yy.k 
(a) Vraies moyennes : mx = 1 et my = 5 
(erreur = 0.0161) 
(b) Moyennes quelconques : mx = 0 et my = 0 
( erreur = 0.2061) 
(c) Algorithme (K) appliqué sur (Ei) avec mx = 
2, my = 5, Z010 = 0, P0|o - 104/3, m = m! = 1 
et S\ = S? = \/Ôi3. (erreur = 0.0404) 
Figure 4.1 - Algorithmes (K) et (K) appliqués sur (Ei) avec des bruits de type 
exponentiel où Z0\0 = 0 et P0|o = 104 * h-
4.4 Type khi-deux 
Définition 4.4.1. On dira que le vecteur aléatoire e = (Tl5 T2,Td) dans Rd suit 
une loi de khi-deux , et on le note par t ~ x2(m) où m = ..., ma), si : 
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- pour tout i, Ti ~ xLi es^ une variable aléatoire khi-deux de paramètre rrii ; 
- les xf sont deux à deux indépendants. 
Considérons un problème d'estimation du signal à l'aide du filtre de Kalman lorsque 
les bruits sur la trajectoire et l'observation ne sont pas centrés et de type khi-deux 
c'est-à-dire : 
(sn { xk+1 — a/çxk -t* cx,fc %+! = Hk+lXk+l + ty,k+1 
avec ex^ = mx + W\(e — m) et ey^ — my + — m') où t ~ X2{m) e' ~ X2(m')> 
ce qui implique que : 
E(eife) = mx et Var(exk) = WiVarfe)^7, 
= my et Var(ey'k) = W2Var(t')W2T; 
(4.2) 
avec e) = 
2m1 0 
0 2rri2 
0  . . .  
... 0 
... 0 
0 2 mn 






Considérons l'exemple simple suivant : 
(E2) { ^Gfc+i — (0.9 + 0.2 * (—l)fc) * Xk + eXik Yk+1 0.5 * Xfc+i + ey,k+1 
ex,k = 2 + J§(e - 1) et ey,fc = 5 + ^§(e' - 1) où e ~ x2(l) et é ~ x2(l). 
La Figure 4.2 montre l'application de l'algorithme (K) sur le système (E2) pour 
estimer le vecteur d'état, la moyenne de l'état et de la mesure. On remarque qu'après 
quelques étapes nous obtenons à la fois une bonne reconstruction du signal tout en 
obtenant de bonnes estimations des moyennes mx = 2 et my = 5. 
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(a) Vraies moyennes : mx = 2 et my = 5 
(erreur = 0.0147) 
(b) Moyennes quelconques : mx = 0 et my = 0 
( erreur = 0.2141) 
(c) Algorithme (K) appliqué sur (E2) avec mx = 
2, my = 5, Z0|0 = 0, P0|o = 104/3, m = m! = 1 
et = W2 — 0.15. (erreur = 0.04) 
Figure 4.2 - Algorithmes (K) et (K) appliqués sur (E2) avec des bruits de type 
khi-deux où Z010 = 0 et P0|o = 104 * I3. 
4.5 Type ricien 
Définition 4.5.1. Etant donnée deux variables aléatoires indépendantes X et Y tel 
que (X, Y) ~ cr2h), alors 
1. X2+Y2 ~ cr2xl(^r) où x|(<72) désigne une loi de khi-deux avec deux degrés de libèrtè 
et paramètre de décentralité a. 
2. R = yJX2 + Y2 suit une loi dite de Rice avec paramètre {u = ||^||, a), notée Rice(i/, a). 
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On peut démontrer que la densité de la distribution de la loi de Rice est [.1.2, 16] : 
%exp(~^X2})Io(f) six> 0 
f(x\v,<r) 
0 si x < 0 
où I0{.) est la fonction de Bessel modifiée de première espèce et d'ordre 0 définie par 
+°° (x2\k 
fc=o (k\y • 
L 'espérance et la variance de la distribution ricienne sont données par : 
E(B) = "y/fL^) 
E ( R 2 )  =  v 2  +  2 a 2  
V a r ( R )  =  E ( R 2 )  -  ( E ( R ) ) 2  =  v 2  +  2cr2 - m ( s ï )  
où Li(.) représente un polynôme de Laguerre défini par : 
L i ( x )  =  e %  
avec 
t ( \ x x~  ^
+00 / x2 \k 
2  £ - « ( » + ! ) ! •  
La Figure 4.3 illustre la densité ricienne pour a = 1 et différentes valeurs de v 
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0 7  
0 6  
0 5  
0 4  
0 3  
0.2 
Figure 4.3 - Densité de probabilité de la loi de Rice pour a — 1 et différentes valeurs 
de v 
Définition 4.5.2. On dit que le vecteur aléatoire e = (Ricei(ui, ai), Rice^fa, 02), •••, Rice^ua, (Jd)) 
d a n s  s u i t  u n e  l o i  d e  r i c e  ,  e t  o n  l e  n o t e  p a r  e  ~  R i c e ( u ,  a )  o ù  v  =  ( i / 1 ;  v 2 , u j )  
et a = (JJ 1, (T2, ...,<Td), si : 
- pour tout i, Rice^Vi, at) est une variable aléatoire ricienne de paramètres et at ; 
- les Rice(ui, a*) sont deux à deux indépendants. 
Considérons un problème d'estimation du signal à l'aide du filtre de Kalman lorsque 
les bruits sur la trajectoire et l'observation ne sont pas centrés et de type riciens 
c'est-à-dire : 
/Qn,m\ J ^k+1 = AkXk "l" £x,k 
{ 3 ) \ Yk+1 — Hk+iXk+i + ty,k+l 
avec ex,k =  m x  + Wi(Rice(v, o) — E(Rice(v, a))) et eVyk = my + W2(Rice(v', cr') — 
E(Rice(v', &'))), ce qui implique que : 
f E(eX)fe) = mx et Var(eXjfc) = SiVar(Rice(u,a))Sf , , 
\ E(eVtk) = mv et Var(eytk) = S2Var(Rice(v',cr'))S% ^ ' ' 
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Exemple 
Considérons l'exemple simple suivant 
(F ) / ^k+1 = (0-9 + 0.2 * (—l)fc) * Xfc + ex,k 
{ C J 3 )  \  Y k + 1  =  0 . 5  *  X k + i  +  e y M 1  
avec 
eXifc = mx + 3.68(/2îce(0.3,0.2) — E(/?ice(0.3,0.2))) 
Var(fiice(0.3,0.2)) = 0.0265 
Var(ex,fc) = 3.68 * 0.0265 * 3.68 = 0.36 
et 
ex^ = my + 3.68(/îice(0.3,0.2) — E(i?ice(0.3,0.2))) 
Var(tfice(0.3,0.2)) = 0.0265 
Var(eXlfc) = 3.68 * 0.0265 * 3.68 = 0.36 
La Figure 4.4 montre l'application de l'algorithme (K) sur le système (E3) pour 
estimer le vecteur d'état, la moyenne de l'état et de la mesure. On remarque qu'après 
quelques étapes nous obtenons à la fois une bonne reconstruction du signal tout en 
obtenant de bonnes estimations des moyennes mx = 2 et my = 5. 
Remarque 4.5.1. Le tableau suivant résume l'erreur sur la reconstruction du signal 
et Vestimation des moyennes inconnues pour les exemples (Ej), (E2) et (E3). 
Le Tableau 4-1 illustre bien qu'il y a une bonne reconstruction du signal pour les 
différents types de bruits. Cela nous laisse dire que l'algorithme (K) ne tient pas 
compte de la distribution du bruit et converge si les bruits utilisés dans le système 
dynamique sont de type additifs et à variances finies et connues. 
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(a) vraies moyennes : mx = 2 et my = 5 
(erreur = 0.0037) 
(b) moyennes quelconques : mx = 0 et my — 0 
( erreur = 0.2081) 
(c) Algorithme (K) appliqué sur (E3) avec mx = 
2, my = 5, z010 = 0 et P0|o = 104l3, v = 0.3, 
a = 0.2, 1/ = 0.3, a' = 0.2 et wx = w2 = 0.3. 
(erreur = 0.0105) 
Figure 4.4 - Algorithmes (K) et (K) appliqués sur (E3) avec des bruits de type riciens 
où Zq|o = 0 et P0|0 = 104/3 . 
4.6 Exemples multidimensionnels 
Dans cette section nous donnons des exemples multidimentionnelles de l'algorithme 
(K) avec des bruits de type exponentiel, khie-deux et ricien. 















moy{w)  0.0285 
Tableau 4.1 - Erreur sur l'estimation des moyennes et la reconstruction du signal 
pour les exemples (Ei), (E2) et (E3). 
type exponentiel 
(Si'1) 
Xfe+1 = 1.01 0.1 
0.2 1.1 Xk + Cz.fc 
Yk fc+i —  [ 1 2 ]  X k + i  +  e y < k + 1  
avec 
ex,k est un vecteur aléatoire de type exponentiel dans K2 de moyenne [5,7]' et de 
" 0.36 0.1 
0.1 0.2 
matrice de variance-covariance S = , en effet 




< 6 rv-/ £{5,6) avec E0 = 
25 0 
0 36 




eVtk est une variable aléatoire de type exponentiel de moyenne 10 et de variance 
£' = 0.3, en effet 
£y,k =my + W2(e' - m') 
avec 
rriy = 10 
e' ~ 5(1) et Eg = 1 
W2 = E'5E[)-5 = VÔ3 
La Figure 4.5 montre l'application de l'algorithme (K) sur le système (Sj'1) pour 
estimer le vecteur d'état, la moyenne de l'état (qui sont dans E2) et la moyenne 
de la mesure. On remarque qu'après quelques étapes nous obtenons à la fois une 
bonne reconstruction du signal tout en obtenant de bonnes estimations des moyennes 
5 mx = et my = 10. 
s 
«to* 
1 10 15 20 25 30 35 1 40 1 46 1 50 
5 10 15 30 25 X 35 40 45 50 
1 1 1 t 1 1 1 1 1 S 10 15 20 25 30 35 40 45 50 
s 10 15 20 25 30 35 40 45 50 
' 1 1 1 1 1 1 1 1 1 1 
Figure 4.5 - Algorithme (K) appliqué sur (S2,1) avec des bruits de type exponentiel 
°ù Z0|0 = 0 et Poto = 104/5 . 
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[ 1 2 ] + €y,k+l 
avec 
ex>k est un vecteur aléatoire de type khie-deux dans R2 de moyenne [5,7]' et de 
" 0.36 0.1 " 
0.1 0.2 
matrice de variance-covariance S = , en effet 









Wi = £t£0 2 = 
- eVtk est une variable aléatoire de type khie-deux de moyenne 10 et de variance 
S' = 0.3, en effet 
ey,k = my + W2(e' - m') 
my — 10 
avec 
X2(l) avec E' = 2 
E'^-3 = y/ôâe 
La Figure 4.6 montre l'application de l'algorithme (K) sur le système (Sj1) pour 
estimer le vecteur d'état (qui est dans R2), la moyenne de l'état et de la mesure. On 
remarque qu'après quelques étapes nous obtenons à la fois une bonne reconstruction 
r 5 du signal tout en obtenant de bonnes estimations des moyennes mx = „ et 
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Figure 4.6 - Algorithme (K) appliqué sur (S2'1) avec des bruits de type khie-deux où 
Zo1o = 0 et Pq|o = 104/5 . 
my ^ 10. 





x k  4" € x , k  
[ 1 2 ] Xk+i + eVtk+1 
avec 
eXtk est un vecteur aléatoire de type ricien dans 
0.36 0.1 
de variance-covariance E = 
0.1 0.2 
de moyenne [5,7]' et de matrice 
en effet 






Rice(v, a) où v = 




' 0.0362 0 
0.3 










ty k est une variable aléatoire de type ricien de moyenne 10 et de variance £' = 0.3, 
en effet 
ey,k = rny + W2{e' - m!) 
avec 
m„ = 10 
e' ~ Rice{i/, a') où i/ = 0.3, a' = 0.2et = 0.0294 
W2 = E'sE'o-ï = 3.8925 
La Figure 4.7 montre l'application de l'algorithme (K) sur le système (Sj1) pour 
estimer le vecteur d'état (qui est dans M2), la moyenne de l'état et de la mesure. On 
remarque qu'après quelques étapes nous obtenons à la fois une bonne reconstruction 
5 
du signal tout en obtenant de bonnes estimations des moyennes mx 1 
my = 10. 
et 
Remarque 4.6.1. L'algorithme (K) est capable de reconstruire et estimer les moyennes 
inconnues dans le cas où les bruits dans l'équation d'évolution et l'équation de mesure 
n'ont pas forcément la même dstribution. En effet, considérons le système dynamique 
dans R2 où les bruits dans l'équation d'évolution sont de type exponentiel or que le 






Y k + 1  =  [ 1 2 ]  
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Figure 4.7 - Algorithme (K) appliqué sur (S2,1) avec des bruits de type riciens où 
Zoio = 0 et Poio = 104/5 • 
avec 
tx^ est un vecteur aléatoire de type exponentiel dans R2 de moyenne [5,7]' et de 
0.36 0.1 
0.1 0.2 
matrice de variance-covariance S — , en effet 
avec 
tx,k = mx + W1(c- m) 
5 
7 






- €ytk est une variable aléatoire de type khi-deux de moyenne 10 et de variance 0.3, 
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en effet 
ey,k = my + W2(e' - m') 
avec 
{ my = 10 e '  ~  X 2 ( l )  a v e c T , ' Q  = 2 W2 = S'sS^-è = VÔJE 
La Figure Jh8 montre l'application de l'algorithme (K) sur le système (S4'1) pour 
estimer le vecteur d'état, la moyenne de l'état (qui sont dans E2j et la moyenne de 
la mesure. 
25 








Figure 4.8 - Algorithme (K) appliqué sur (S4'1) où Zq\0 = 0 et P0|o = 104/s • 
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4.7 Conclusion 
Dans ce chapitre nous avons appliqué l'algorithme du filtre de Kalman modifié (K) sur 
des modèles statistiques linéaires avec différents type de bruit ( gaussien, exponentiel, 
khi-deux et ricien) afain de le comparer avec le filtre de Kalman standard (K). 
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CONCLUSION 
Le filtre de Kalman est une méthode récursive visant à estimer des paramètres d'un 
système évoluant dans le temps à partir de mesures bruitées. La force de ce filtre est 
sa capacité de prédiction des paramètres et de rectification des erreurs, non seule-
ment des mesures, mais aussi du modèle lui-même. En effet, pour appliquer un filtre 
de Kalman, il faut modéliser de manière linéaire le système pour lequel on veut 
estimer les paramètres. Dans une méthode d'estimation classique (par exemple, la 
méthode des moindres carrés), une simple erreur dans la modélisation du système 
entraîne forcément une erreur au niveau de l'estimation. La force du filtre de Kal-
man est d'intégrer un terme d'imprécision sur le modèle lui-même, ce qui lui permet 
de donner des estimations correctes malgré les erreurs de modélisation (à condition 
que ces erreurs restent raisonnables). Un autre point fort du filtre de Kalman est 
sa capacité à déterminer l'erreur moyenne de son estimation. En effet, le filtre de 
Kalman fournit un vecteur contenant les paramètres estimés, mais aussi une matrice 
de variance-covariance de l'erreur. Cette matrice nous renseigne donc sur la précision 
de l'estimation, ce qui peut être utile dans de nombreuses applications. 
Le filtre est même capable de reconstruire le signal et d'estimer les moyennes incon-
nues des bruits dans le cas où les moyennes des bruits sont inconnues. Une des limites 
du filtre de Kalman est le cas où la modélisation est trop approximative, le filtre n'est 
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pas assez performant et l'erreur des estimations ne convergera pas assez rapidement. 
Une autre limite importante d'une telle méthode est que le filtre de Kalman permet 
de prendre en compte uniquement un modèle de bruit additif, cette restriction limite 
l'utilisation du filtre de Kalman. 
Dans ce mémoire nous avons résolu le problème de reconstruction du signal daiis le 
cas où les bruits sont de type additif et à moyennes non nulles et inconnues. Nous 
espérons que ce travail sera utile en imagerie médicale et plus précisément en IRM 
(imagerie par résonance magnétique) pour le débruitage d'un signal corrompu par 
un bruit ricien non additif. Des travaux ont déjà été faits dans le cas où le bruit est 
gaussien additif [6], mais le défi est d'adapter le filtre de Kalman au cas d'un bruit 
qui n'est pas additif. 
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