The present work treats dualities for probabilistic cellular automata (PCA). A general result of duality is presented and it is used to study two models of PCA: a multi-opinion noisy general voter model; and a multi-state attractive biased model.
Introduction
In this work we study probabilistic cellular automata (PCA), that are discrete time stochastic processes with state space X := W ] is a transition function, and consider the Markov process η t = {η t (z) ∈ W : z ∈ Z d } whose evolution satisfies for all s ∈ N, z ∈ Z d , (w n ) n∈N ∈ W N and w ∈ W :
P {η s+1 (z) = w| η s (z + n) = w n , ∀n ∈ N } = f w, (w n ) n∈N .
In other words, η t is an interacting particle system on X which evolves in discrete time and such that each particle moves independently of the other particles.
Let η t and ξ t be two stochastic processes (which can evolve either in continuous or discrete time) with state spaces respectively X and Y, and suppose H : X × Y → R is a bounded measurable function. Then, we say η t and ξ t are dual to one another with respect to H if for all x ∈ X and y ∈ Y (Definition II.3.1 of [14] ) it follows
where E γ0=γ [·] denotes the expectation when the process γ t starting with configuration γ. If η t and ξ t are both discrete time Markov chains with transition matrix P and Q respectively, then the previous expression for duality can be written as
Furthermore, due the Markovian property, if the duality equation holds for s = 1 then it holds for all s ∈ N.
The duality allows to get relevant information about the evolution of η t , which usually has uncountable state space, by studying the evolution of ξ t which in general is chosen having countable state space. In fact, duality has been widely used in the study of spin systems (that are interacting particle systems with state space W = {0, 1}), where Y is the set of all finite subsets of Z d (see [7] , [10] and [14] ). For the case of η t being a continuous time interacting particle system with |W | ≥ 2, López and Sanz [16] studied a extended version of (2), which is given by the equation:
for all x ∈ X and y ∈ Y, and for some function V : Y → [0, ∞). In particular, such equation of duality was used in [16] to obtain results about the long time behaviour of the continuous time multi-opinion noisy voter model and the continuous time 3-opinion noisy biased voter model.
Since in discrete time interacting particle systems all sites are updated simultaneously, most of techniques used for the continuous time case cannot be applied for those systems. For the discrete time case, Katori et al. [7] study the duality for particular cases of the Domany-Kinzel model, which is the PCA with state space {0, 1}
Z , and evolution defined by the parameters a 0 , a 1 , a 2 ∈ [0, 1], as follows:
P {η s+1 (z) = 1| η s (z − 1) = w −1 , η s (z) = w 0 , η s (z + 1) = w 1 } = a w−1+w1
When a 0 = 0 and a 2 ≤ a 1 , Katori et al. have presented a dual for η t which is a model in which at each stage is a a 1 -thinning of all sites, followed by an application of the Domany-Kinzel model with parameters a ′ 0 = 0, a ′ 1 = 1, and a ′ 2 = a 2 /a 1 . The technique used in [7] was to locate the process η t in a finite subset of Z to represent it by a transition matrix P , and so to find H and Q which satisfy the duality equation (3) . The technique used by Katori et al. depends strongly on the fact that a 0 = 0.
In [10] and [11] , Konno presents results of self-duality for a class of PCA. In the former paper, the author consider a class of finite range PCA with {0, 1} Z , while in the latter a class of multi-state finite range PCA is considered. Such models include that studied in [7] .
Our objective in this work is to give a general duality theory for multi-state PCA. In this way, we propose to study a discrete time version of (4): Definition 1.1. Given two Markovian processes, η t with state space X and ξ t with state space Y, and H : X × Y → R and d : Y → [0, ∞) bounded measurable functions, we will say η t and ξ t are dual to one another with respect to (H, d) if
Notice that the equation of duality with respect to (H, d) is written only for one step evolution of the processes η t and ξ t . It is because since η t and ξ t are both Markov processes, we only need to verify the equation for one step, and a general equation for time s become complicated and useless.
When η t and ξ t are a Markov chains with transition matrix P and Q respectively, then the equation (6) can be written as
where D is the diagonal matrix with D yy = d(y). In this case, the general expression for time s ≥ 1 is
The advantage of considering the function d on the right side of (6) is that processes which do not have dual with respect some function H may have it with respect to (H, d). When d ≡ 1 we have the classical notion of duality (2) which means the evolution of η t is easily understood from the evolution of ξ t . When d ≡ 1 the relationship between η t and ξ t is more complicated. Nevertheless, in such case, important information about η t can be obtained from ξ t . In §2 we present the basic tools for the duality of stochastic processes and obtain conditions on H and d for the ergodicity of PCA. In §3 we shall use the duality equation (6) and the theory developed for it to study two PCA models: a multi-opinion noisy general voter model; and a multi-state attractive biased model. We notice that such models include the Domany-Kinzel model for parameters 0 ≤ a 0 ≤ a 1 ≤ a 2 , which extend the results of [7] .
Dualities
In this section we will consider probabilistic cellular automata η t for which there exist a pair of functions (H, d) and a dual process ξ t with respect to (H, d). A sufficient condition on (H, d) for the ergodicity shall be presented together the characterization of the correspondent invariant measure.
In what follows we first recall some basics definitions and results about dualities for stochastic processes. For more details we refer the reader to ( [14] , Chapter III).
Suppose η t on X and ξ t on Y are any two stochastic processes which are dual to one another with respect a function H. Given a probability measure µ on X, define for any y ∈ Ŷ
For any s ≥ 0 denote by µ s the distribution obtained from the initial distribution µ when η t evolves until time s. For instance, if X = W Z d and η t is a PCA given by (1), then µ s is defined on
where C s is the family of all cylinders of X defined on the coordinates z i + s j=1 n j : i = 1, . . . , m; n j ∈ N . Therefore, we have that
and by the duality equation (2) it follows that
Suppose the set of the linear combinations of the functions {H(·, y) : y ∈ Y} is dense in C(X), the space of continuous real functions on X. Thus, if for any y we have thatμ s (y) converges toν(y) as s goes to ∞, then for any f ∈ C(X) it follows that X f dµ s converges to some functionalν(f ), which means µ s converges in the weak* topology to some probability measure ν. Furthermore if the above holds for any initial distribution µ, it implies in the ergodicity of η t . Now we are able to study the case of the duality with respect to (H, d). ii. d(y) < 1 for any y / ∈ Θ, and sup
then η t is ergodic and its unique invariant measure is determined for any y ∈ Y bŷ
where τ is the hitting time of {θ ∈ Θ :
Proof. Since 0 ≤ d(y) ≤ 1 for all y ∈ Y, we can define a Markov processξ t with state spacẽ Y = Y ∪ {℘}, with probability transitions given by
Besides, we can defineH : X ×Ỹ → R bỹ
Therefore, η t andξ t are dual to one another with respect toH. In fact, it is trivial that (2) holds for x ∈ X and ℘, sinceH(x,ỹ) = 0. On the other hand, ifỹ ∈ Y, then
where = ( * ) is because the definition ofH and since
Hence, by the Markovian property of the processes η t andξ t , we can deduce the duality of them respect toH.
Furthermore, since the set of the linear combinations of functions H(·, y) is dense in C(X), it also holds for the set of linear combinations ofH(·,ỹ).
Notice that the set of all absorbing states ofξ t isΘ := {θ ∈ Θ : d(θ) = 1} ∪ {℘}, and denote by τ the hitting time ofΘ forξ t , that is,
From hypothesis ii we get that there exists a < 1 such that for any non-absorbing stateỹ ofξ t we have that d(ỹ) ≤ a. It follows that for anyỹ ∈Ỹ \Θ, and any s ≥ 1:
which means Pξ 0 =ỹ {τ < ∞} = 1.
Hence, we conclude the theorem by observing that for any initial probability measure µ on X and anyỹ ∈Ỹ it follows that
3 Nearest-neighbour probabilistic cellular automata
In this section we will use the duality equations (6) to study conditions for the ergodicity and the limit behaviour of some nearest-neighbour PCA models. First, let us introduce some definitions:
We say a PCA η t with state space X = W Z is a nearest-neighbour PCA if its evolution is given for any i, j, k, m ∈ W , z ∈ Z and s ∈ N, by 
We will treat two wide classes of nearest-neighbour PCA which include classical voter models, linear and non-linear voter models, noisy voter models, biased voter models, and some competition models.
The dualities considered will be coalescing dual processes
where Y is the collection of finite subsets os Z. Such dualities have the property that their behaviour can be described as coalescing random walks.
Multi-opinion noisy voter general models
Suppose η t is a nearest-neighbour PCA, and let H : X × Y → R be the function defined for all
Our aim is to construct a Markov process A t and present a function d : Y → [0, ∞), which verify the equation (6) .
Suppose η t and A t are dual to one another with respect to (H, d), for some function d, and let x ∈ X and A = (A i ) 1≤i≤M−1 ∈ Y, where {A i } 1≤i≤M−1 is a disjoint family of subsets of Z. Then, the equation (6) can be written as:
where R i x := {z ∈ Z : x(z) = i}. Notice that given x and A then it left side can be write as the product
To be able to describe the process A t from the analysis of the duality equation (15) we require
Therefore, the right side of (15) can be written as
Furthermore, we restrict the discussion to the case of A i is finite for all i, since we want the dual process to be a Markov chain. Recall, given A and fixing a time s, we only need to know the configuration x in a finite number of sites to determine
In fact, to determine such probability we only need to know x between the sites min A i + s. It allows us to determine how must be the processes η t and A t to be dual to one another with respect to (H, d). Thus, we can examine the evolution of A t in one step when A 0 = A, where A m = {z} for some m and A n = ∅ if n = m, and let i, j, k ∈ W be such that i, j, k = m. For each initial configuration of W {z−1,z,z+1} the equation (15) takes one of the following form:
where π · · indicates the probability for the possible transitions in the dual process: x x r r r r r r r r r r r r r r r r r r r r r r
Therefore, we have that
which implies the last line in (18) is
The existence of solutions for equations (18) and (20) demands extra assumptions on the process η t . In fact, such equations only have solutions if we suppose for any m ∈ W each the parameters p ijk,m , p mjk,m , p imk,m , . . . , p imm,m does not depend on i, j, k = m. Notice it is equivalent to say that the probability of a site assuming a state m in time s + 1 is a function of the positions of the state m on its neighbourhood in time s.
Therefore, we can denote p m := p ijk,m for any i, j, k = m and m ∈ W , which can be interpreted as the probability of η 1 (z) assuming the state m spontaneously. Thus, p mmm,m is equal to the probability of the event η 1 (z) not assuming any state k = m spontaneously, and for m = M , denoting p := M n=1 p n , we have that
Hence, the equations (18) and (20) have solutions given for any k = m by:
Notice the solutions of (18) and (20) are non-negative if and only if for any m and k = m it follows that:
Notice the inequalities (24) impose lower and upper bounds on the velocity for the growth of the probability of a site assuming the opinion m in the time s + 1 because of the occurrence of opinions m in its neighbourhood in time s.
The evolution of the process A t , is as follows. Let ∅ be an absorbing state. When A m,s is any finite set and A i,s = ∅ for all i = m, then A m,s+1 is given by the set obtained by the union of the resulting sets of the independent evolution of each singleton subset of A m,s according to the probability transitions π · m . Therefore, the evolution of A m,t is a coalescing random walking. Thus, we can determine that
|Am| . For the general case of A s ∈ Y being any finite subset, each set A i,s+1 is the union of the resulting sets of the independent evolution of each singleton subset which is contained only in A i,s according to the probabilities π · i , with the subset
Defining the evolution of A t in this way, the equation (6) holds for
Then, we have proved that: ii. ∃m, n ∈ W \ {M }, m = n, with p m , p n > 0, that is, η t admits spontaneous changes to at least two distinct states;
iii. ∃m ∈ W \ {M }, with p m > 0, and such that the process A m,t has probability 1 of extinction; then η t is ergodic.
Furthermore, when occurs one of the above conditions, the unique invariant measure for η t is given for any
whereÃ t be the process defined on Y ∪ {℘} with probability transitions given in (10) , and τ is the hitting time of ∅ forÃ t .
Proof. By the previous construction η t and A t are dual to one another with respect to (H, d), where H : X × Y → R is given by (14) , and d : Y → [0, 1] given by (25). Notice that d is strictly positive and assumes the maximum value 1 for (∅, . . . , ∅) ∈ Y which is the unique absorbing state of A t . Moreover, by Lemma 3.1 of [16] , the set of linear combinations of functions H(·, A) is dense in C(X).
Suppose i holds, therefore from (25) it follows d(A) ≤ 1 − p M for any non-empty set A ∈ Y. By the way, if ii holds, then we can see that d(A) ≤ max
Hence, in both cases, we can apply Theorem 2.1 to conclude. Now, suppose iii holds. We can consider for any k = m we have p k = 0, since if the contrary holds, we could conclude the ergodicity by ii. Hence, for any k = m it follows that π for all s ∈ N. Thus, the processÃ t starting in A ∈ Y 1 has probability 1 of being absorbed in ℘. On the other hand, ifÃ t starts in A ∈ Y 2 , then A s ∈ Y 2 for all s ∈ N, and it has probability 1 of being absorbed in (∅, . . . , ∅). Thus, from the proof of Theorem 2.1 we can conclude the ergodicity of η t .
Furthermore, in any case we get the expression of the invariant measure for η t from Theorem 2.1. Proof. A spontaneous change of opinion is a necessary condition to ergodicity of η t , since if it does not occur, then any probability measure concentrated on a pure state configuration x ∈ X, x(z) = m for all z ∈ Z and any m ∈ W , is an invariant measure.
On the other hand, if η t admits a spontaneous change of state, then without loss of generality we can suppose the state M can appear spontaneously and by Corollary 3.4 we conclude.
Remark 3.6. Theorem 3.3, and Corollaries 3.4 and 3.5, can be extended to a wide class of PCA with finite range interaction on the integer lattice
, which are such that P {η s+1 (z) = w| η s (z + n) = w n , ∀n ∈ N } does not depend on the w n = w. In fact, for any d and N ⊂ Z d we can find inequalities in the analogous way to (24), which delimit a class of PCA for which we can extend our results.
The PCA model presented in this section recover many one-dimensional models which have been referred in the literature. In fact, our model recover M -state linear and non-linear PCA (which were studied in the 2-state version by [3] and [15] ), presenting new results for them. 
inequalities (24). Hence, we can apply Theorem 3.3 to deduce the existence of the coalescing dual with respect to (H, d), where H is given by (14) and d is given by (25). Furthermore, by Corollary 3.5 it is ergodic if and only if it admits a spontaneous change of opinion (that is, if there exists m ∈ W for which p m > 0).
If we consider the case W = {0, 1} and such that the probability of a site z assuming 1 in the time s + 1 is a function of the quantities of 1s on neighbourhood {z − 1, z + 1} in the time s, then we have the Domany-Kinzel model (5) We recall the Domany-Kinzel model was introduced in [4] and has been fully studied (see for instance [2] , [8] , and [17] .) due to its useful applicability in percolation theory, phase-transition theory, etc. ii. a 0 = 0, a 1 ≤ 1/2 and a 2 < 1;
iii. a 0 > 0, a 1 ≥ 1/2 and a 2 = 1; then η t is ergodic.
Proof. If a 1 ≤ 1 2 (a 0 + a 2 ), then η t satisfies all hypothesis of Theorem 3.3 (notice here the state 0 plays the roll of the the state M in Theorem 3.3). Hence, we have that A t is defined by the probability transitions π ∅ := a 0 /a 2 , π ℓ = π r := (a 1 − a 0 )/a 2 , and π ℓr := (a 2 − 2a 1 + a 0 )/a 2 . On the other hand, if a 1 > 1 2 (a 0 + a 2 ), then we can consider the description of the process by the probabilities of the occurrence of 0, that is, the Domany-Kinzel model with parameters
It is easy to see that 0 ≤ a *
. Therefore, we can again apply Theorem 3.3 (now the state 1 plays the roll of the state M in Theorem 3.3) and find A * t which is defined by the probability transitions π
, and π
Furthermore, we can obtain sufficient conditions for ergodicity:
i. Notice in the case of a 1 ≤ 1 2 (a 0 + a 2 ), then the dual process is such that for all finite set
, then the dual process is such that d(A) = (1 − a 0 ) |A| < 1 − a 0 . Therefore, it is straightforward from Corollary 3.4.ii that if a 0 > 0 and a 1 < 1, then η t is ergodic.
ii. Suppose a 0 = 0, a 1 ≤ 1/2 and a 2 < 1. We have two possible cases:
(a) If a 1 ≤ a 2 /2, then we can use the dual process A t , and since the state 0 plays the role of the state M in the Theorem 3.3, and p 0 = 1 − a 2 > 0 we can deduce the ergodicity of η t from Corollary 3.4.i.
(b) If a 1 > a 2 /2, then consider the dual process A * t . Notice that d ≡ 1, therefore we cannot use Theorem 2.1 to deduce the ergodicity of η t . Let us show that A t has probability 1 of extinction.
Consider the branching process χ t on N, defined as follows: Let χ s be the number of individuals in the sth generation of some population; suppose each individual independently will give rise 0 offspring with probability π ∅ * , 1 offspring with probability (π ℓ * + π r * ), or 2 offspring with probability π ℓr * ; then χ s+1 is the number of individuals in the next generation, that is, the total number of offspring generated by the individuals in the generation s.
Since a 1 ≤ 1/2 it follows that
which implies the branching process χ t vanishes to zero with probability 1 (see [1] ), that is, for all K ∈ N, P χ0=K {τ χ < ∞} = 1, where τ χ is the hitting time of 0 for χ t .
Besides, since A * t is a coalescing random walk, given A * 0 ∈ Y we have |A * s | < |A * 0 | not only in the event of more points of A * 0 vanishing than points moving to the left and right, but also in events in which all the points moving to the left and/or right and many points shocking. Therefore, let τ be the hitting time of ∅ for A * t , and given A ∈ Y we have
Here, we can use Corollary 3.4.iii to deduce the ergodicity of η t .
iii. If a 0 > 0, a 1 ≥ 1/2 and a 2 = 1, then a * 0 = 0, a * 1 < 1/2 and a * 2 < 1, and therefore we can conclude the ergodicity of η t by ii.
Multi-state attractive biased models
Intuitively speaking and using the language of voter models, biased PCA are process in which there exist one or more opinions for which the voters have predisposition to take them instead any other opinion, or in other words, opinions which the occurrence in the neighbourhood of a voter diminishes the probability of such voter take a opinion different to those ones. Therefore, biased models fails the condition of Theorem 3.3 that for each m ∈ W the parameters p ···,m are a function which only depends on the position of the state m in the neighbourhood of the site. Due to it, a possible dual for an attractive nearest-neighbour biased PCA must allow more transitions of states than a non-biased attractive nearest-neighbour PCA, and in particular it is natural suppose that in the biased case the evolution of any two subsets A i and A j has a greater interdependence than in the non-biased case.
For simplicity, we consider only the case of η t being an attractive nearest-neighbour PCA for which the probability of a fixed site assuming some state in the time s + 1 does not depend on it own state in time s. More precisely, we suppose that
In other words, we are assuming that S 
, and therefore H(x, A ′ ) = H(x, A) for any x ∈ X and it is equivalent to describe the evolution of each A ′ i and A i \ A i−1 . If A t start in A 0 ∈ Z, then the probability transitions from A 0 = (A i,0 ) 1≤i≤M−1 to A 1 = (A i,1 ) 1≤i≤M−1 are defined as follows. Let ∅ be an absorbing state for A t , and under the convention that A 0,0 = ∅, for each k, m, n ∈ W \ {M } assume that each point of z ∈ A k,0 \ A k−1,0 will generate an element B(z) = (B i (z)) 1≤i≤M−1 ∈ Y as follows:
• with probability π
• with probability π r k,m
• with probability π k,mn
, if min{m, n} ≤ i ≤ max{m, n} and m = min{m, n} {z + 1} , if min{m, n} ≤ i ≤ max{m, n} and n = min{m, n}
Therefore we define A 1 = (A i,1 ) 1≤i≤M−1 , where
Notice that A 1 also belongs to Z.
, where d k (∅) = 1 for all k. Thus, the equation (6) takes the form
where R m x := {z ∈ Z : x(z) ≤ m}. Thus, for (6) to hold for the processes η t and A t with respect to (H, d), it is sufficient that for each
Therefore, if we can determine the probabilities π 
Since we want that
due to the last line of the above equations we deduce that 11,j . Therefore, the solution of (33) is given by:
Notice that the attractiveness and the condition (29) assumed for η t , imply in the nonnegativeness of the above solution. Furthermore, since the evolution of A ∈ Z by the process A t is determined by the independent evolution of its points, when
Thus, we have proved the theorem. We notice that the processes η t which verify the conditions of Theorem 3.9 include very many PCA models, such as multi-opinion noisy biased voter models and multi-specie competition models. Competition models belong to the class of biased voter models. Biased voter model was introduced in the 2-state version by Williams and Bjerknes [18] as a model of skin cancer, and has been applied to study several phenomena (for instance, see [9] , [12] , and [13] 
