We describe an implementation of a genetic algorithm on the Vershik groups and apply it to the restricted double coset search problem. We obtain a method applicable to a wide range of problems and give results which indicate good behaviour of the genetic algorithm and so hint at the presence of a new deterministic solution.
Introduction

History and Background
Genetic algorithms (hereafter referred to as GAs) were introduced by Holland [5] in 1975 and have recently enjoyed somewhat of a renaissance in many applications including engineering and timetable scheduling. However, the use of GAs in group theory [10, 11] has been in operation for a comparatively short time.
This paper discusses an adaptation of GAs for word problems in combinatorial group theory. Specifically we work inside the Vershik groups [14] , which are a subclass of trace groups (also known as graph groups [13] , right-angled Artin groups [3] and free partially commutative groups [1] ). We do not attempt to survey the theory of these groups in this paper, but give certain applications.
There exists an explicit solution for many problems in this setting. The biautomaticity of the trace groups is established in [13] , so as a corollary the conjugacy problem is solvable.
Wrathall [15] gave a fast algorithm for the word problem in trace groups, based upon restricting the problem to a monoid generated by the generators of the group and their formal inverses. In [16] , the author gives an algorithm for the conjugacy problem; it is linear time by a stack-based model of computation.
We are exploring GAs to investigate the reasons why they seem to work in certain areas of combinatorial group theory and determine bounds for what happens for given problems. This hints that the search space has a "good" structure which can be exploited by appropriately sensitive GAs and other artificial intelligence technologies.
Trace Groups and Vershik Groups
Throughout this paper, we assume the reader has a basic knowledge of group theory and thus only give pertinent definitions. Let X = {x 1 , x 2 , . . . , x n } and R X = {[x i , x j ] : x i , x j ∈ X}. A trace group over X is a group given by the presentation
This gives a group where some generators commute, but there are no other nontrivial relations. Vershik groups are a special subclass of the trace groups, given by generalising the commutation relations to all but n − 1 pairs of generators:
The Vershik group of rank n over X is a group given by the presentation
We can also write this as V (X) when the set X is clear. The length of a group word u ∈ V n is the minimal number of single generators from which u can be written. This is denoted l(u).
Approximations
The Vershik groups are inherently related to the braid groups. We realise B n+1 as a homomorphic image of V n by adding the natural braid relations to the presentation. Conversely, take the subgroup of B n+1 generated by the squares of f 1 , . . . , f n . This is isomorphic to V n [2] . Taking this further, Vershik et al. [14] showed that we can estimate statistical properties of the braid groups using V n , and in many ways they are "approximate".
It is an easy observation that any trace group G can be embedded into V n with sufficiently large rank n.
2 ]} and consider the group G(X). Take Y = {y 1 , y 2 , y 3 } and the Vershik group V (Y ). The map θ :
For Y ⊂ X, the subgroup of V (X) given by
is called parabolic.
Roof and Floor
For u ∈ V n , we say that
is the roof of u and
is the floor of u. Notice RF (u) and F L(u) correspond to the generators which can be cancelled when their inverses are juxtaposed to the right and left ends of u, respectively.
Statements of Problems
Given a Vershik group V n and two words a, b in the group, do a and b lie in the same double coset with respect to the given subgroup? We consider the following two versions of the problem:
The Double Coset Search Problem (DCSP) Given a parabolic subgroup G(Y ) and two words a,
The Restricted Double Coset Search Problem (RDCSP)
Given two parabolic subgroups G(Y ) and G(Z) of V n and two words a, b ∈ V n such that b ∈ G(Y )aG(Z), find y ∈ G(Y ) and z ∈ G(Z) such that b = yaz.
Connections
These problems are extended versions, in the Vershik groups, of established braid group problems. For more information, see [6] .
How Genetic Algorithms Work in Vershik Groups
Material on GAs
We will not discuss the elementary concepts of GAs in this paper, but refer the reader to [5, 12] for a discussion of GAs and remark that we use general terms such as fitness-proportionate selection and chromosome in a similar way.
Reproduction
The following methods of reproduction are adaptations of the standard GA methods and act on the population to give a child:
• Sexual: by some selection function, input two parent chromosomes c 1 and c 2 . Output one child chromosome by crossover : Choose one random segment from c 1 , one from c 2 and output the concatenation of the segments.
• Asexual: input a parent chromosome, given by a selection function. Output one child chromosome by one of the following methods:
-Mutation: * Insertion: insert a random generator into a random position of the chromosome. * Deletion: delete a generator at a random position. * Substitution: substitute a generator located at a random position with a random generator.
• Continuance: return several chromosomes chosen by some selection algorithm, such that the first one returned is the fittest chromosome. Thus this method is partially elitist.
• Non-Local Admission: return a random chromosome given by some algorithm.
With the exception of continuance, the methods are repeated for each additional child.
Representation of Words
We are working in V n and given subgroups and we wish the GA to find an exact solution to a posed problem. We naturally represent a group word of arbitrary length by a string of integers, where we consecutively map each generator as follows:
In this context the length is equal to the number of integers in the string representation of the word. The chromosomes are naturally of variable length. We have an efficiently computable normal form for group words, due to Vershik [14] :
The name of the normal form comes from the Knuth-Bendix algorithm with the ordering f 1 < f
n . This will not be mentioned explicitly here and the interested reader is referred to [7] for a description of the algorithm.
We use the natural representation for ease of algebraic operations while acknowledging that faster and more sophisticated data structures exist, for example the stack-based data structure of Wrathall [16] . However we believe that the simplicity of our natural representation yields relatively uncomplicated reproductive algorithms. This is in contrast to the above example, for which we believe that asexual production would have considerable complexity.
Indicate reduction of v in V n or a subgroup by v. The above is a restriction of the algorithms of [15] to the Vershik group, as the algorithm for computing the normal form for a word in a trace group works in the same way. Hence, we conjecture this can be done in O(k ln k) time where k = l(v).
We also use pseudo-reduction of a word w. This means to cancel the correct generators but not re-order the word. For example, if w = f 6 f 8 f
Clearly, the algorithm gives l(w) = l(w). This is also efficiently computable and has complexity at most that of the previous algorithm. Note that a given word is not assumed to be in any normal form unless otherwise stated.
Fitness Functions
In a sense, a fitness function induces a partial metric over the search space to give a measure of the "distance" of a chromosome from the solution. Denote the solution of a problem by (x, y) and a chromosome by (χ, ζ). Given a problem, we rewrite it in the form of an equation E(χ, ζ) = 1 and denote it E. The reduced equation is denoted E.
A function f (E) ∈ N ∪ {0} is a fitness function when f (E) = 0 if and only if (χ, ζ) is a solution of E. This determines when we have a solution to the specified problem and gives a "distance" of (χ, ζ) from the solution. We use the following fitness function: given a chromosome (χ, ζ) its fitness is given by the formula f (E) = l(E). This means we seek to minimise the value of f (E) as we iterate the GA.
Selection Algorithms
We realise continuance through roulette wheel selection. This is fitness-proportionate and runs as follows. Note we implicitly require the population to be ordered best fitness first.
Algorithm 2 (Roulette Wheel Selection)
Input: The population size p; the population chromosomes (χ i , ζ i ); their fitnesses f ((χ i , ζ i )); and n s , the number of chromosomes to select Output: n s chromosomes from the population
Compute the sequence {p
3. Reverse {p s }.
5. For t = 1, . . . , n s , do (a) If t = 1 output the chromosome with best fitness. End.
End
End
The algorithm respects the requirement that the chromosomes with least fitness are selected more often. For crossover, we use tournament selection: input three randomly chosen chromosomes in the current population and select the two best fit. If all three are of the same fitness, then select the first two chosen. Selection of chromosomes for mutation is at random from the current population.
Traceback
In many ways, fitness functions are a large part of a GA. But the reproduction methods often specify that a random generator is chosen, so reducing the number of possible choices of generator may serve to guide the GA. We call this approach traceback. We use the given words a and b to determine properties of the solution word(s) and so exploit the "geometry" of the search space by tracking the reduction of E in V n . It works as follows:
Denote the set of generators of the subgroup containing χ by S χ and ζ by S ζ . We form the equation, E associated to the problem and label each generator from χ and ζ with its position in the product χζ. The equation is then reduced to its Knuth-Bendix normal form E. Then the set of labels of the non-cancelled generators of χ and ζ give the original positions.
The commutation relations in V n mean that the chromosome may be split into blocks {β i }, which are one or more consecutive generators of χ and ζ which move together under reduction of E. Now a random block β m and a position (the recommended position) at either the left or right end of that block are randomly chosen. Depending upon the position chosen, take the subword δ between either the current and next block β m+1 or the current and prior block β m−1 . If there is just one block, then take δ to be between β 1 and the end or beginning of E.
Identify the word the position came from and its associated set S = S χ or S = S ζ . Depending on the end of the block we choose, randomly select a generator from RF (δ) ∩ S or F L(δ) ∩ S. This is the recommended generator. Note if both χ and ζ are entirely cancelled, we return a random recommended generator and position.
With these, the mutation (insertion) algorithm inserts the inverse of the generator on the appropriate side of the recommended position in χ or ζ. In the cases of substitution and deletion, we substitute the recommended generator or delete the generator at the recommended position.
We now give an example for the double coset search problem on V 10 and
Take the fitness to be f (E) = l(E) = 26. There are three blocks for χ:
and three for ζ:
Suppose we choose position eight, which is in ζ and is block β 5 . This is a block of length one, so we can take the word to the left or the right. Suppose we choose the word to the right, so δ = f 6 f
7 f 9 f 10 and in this case, S = [10] . So we choose a random generator from RF (δ)∩S = {f 6 , f 9 }.
and so ζ becomes
Note that we could have taken any block and the permitted directions to create δ. In this case, there are 11 choices of δ. It is clear this is much less than the total number of subwords of E.
Traceback provides a significant increase in performance over merely random selection.
5 Genetic Algorithm on the RDCSP
Setup
We use the following form of the RDCSP to test our GA: Let
if n = 2m + 1 and X K = {x m+2 , . . . , x n } for all n.
Define the two parabolic subgroups J = X J , K = X K . It is clear that J and K commute as groups. We seek to find the two words x ∈ J and y ∈ K that are a solution to the RDCSP in this setting.
Each chromosome is in two parts, one each for χ and ζ. This means the equation is E(χ, ζ) = χaζb −1 . We choose crossover to act on either χ or ζ. This choice is made at random. Mutation is according to the position in χ or ζ given by traceback: substitution is with a random generator and insertion is with the generator given by traceback. If the generator chosen cancels with a neighbouring generator from the word then another random generator is chosen. We use pseudo-normal form for chromosomes as we wish to remove all redundant generators whilst preserving the internal ordering of (χ, ζ).
By experiment, GA behaviour is mostly controlled by the parameter set we choose. The parameter set is specified by population size p and numbers of children begat by each reproduction algorithm. A parameter set is specified by a set of non-negative integers P = {p i }, where The positive integer S is an example of a suicide control. Experimentally we found a parameter set for which the GA shows good performance for n = 10, which is p = 200 and P = {5, 33, 4, 128, 30, 0}. We also found an optimal length of 1 for each word in our initial population. This provides an analogy to "growing" solutions of E from the atoms of V n .
Method of Testing
We tested the GA for two characteristics, the flexibility and extremes of performance. The former means we test the GA with problems of moderate length while increasing the rank, n, of the Vershik group, while the latter means we test with long problems of small group rank. The generation count is the number of generations required to solve a problem and is given by the counter i in the above algorithm.
Results
The following results were obtained:
Increasing Rank
We ran the GA on a variety of problems using the above parameter set. The problems were constructed by taking random a of maximal length 750, random x and y of maximal length 150 and then reducing the new b to Knuth-Bendix normal form. We took the mean, l x,y , of l(x) and l(y) for each run and then the mean of those runs over the shown ranges. For example, if l(x) = 50, l(y) = 100 then l x,y = 75. We took the runtime for values of n = 10, 20 and the results obtained form Table 1 , where the first row for each rank gives the mean generation count with the corresponding time in seconds given in the next row. Note that the latter is approximately the product of the mean number of generations and the mean time for a "typical" algebraic operation. Table 1 : Results of the tests for n = 10 (upper rows) and 20 (lower rows).
Increasing Length
We tested the GA on eight chosen problems with the rank of the Vershik group being n = 10. The lengths of all words are small at the beginning and subsequently increase. The GA was run ten times on each problem and the mean runtimes across all runs taken as the result. A summary of the results is given in Table 2 .
Discussion and Conclusion
Firstly, the mean times given on tables 1 and 2 depend upon the time complexity of the underlying algebraic operations. We conjecture these have time complexity no greater than O(k ln k) where k is the mean length across the entire run of the GA of every word we wish to reduce and n = 10. Indeed, taking m x,y , the midpoint of the range for each l x,y on the upper rows of table 1, and computing the sequence t mx,ylnmx,y results in convergence towards a value of one as we increase m x,y . Similarly, computing the same values for the lower rows gives convergence towards a value of 5. This implies the time complexity of algebraic operations is O(n 2 k ln k) when we include traceback for arbitrary n. Table 2 shows that in the n = 10 case we have a good method for solving large scale problems, and by Table 1 we can see the GA operates well in most cases across problems where the mean length of x and y are less than 150. The mean generation count for a problem in the given range increases at a linear rate for n = 10. There is a mean ratio of roughly 14.5 between the number of generations and solution size. So this suggests the generation complexity of the algorithm is between O(kn) and O(kn ln n)for k a "typical" l x,y and n = 10.
As n increases, we have a corresponding rise in the generation count. Doubling n from 10 to 20 leads to a mean increase of roughly four times the generation count. This suggests an element of quadratic complexity in n. So we conjecture the generation complexity to be between O(kn ln n) and O(kn 2 ) for arbitrary n.
Also as n increases, we tend to have more cases of suicide than before, as the GA encounters an increasing number of local minima. These can be partially explained by looking at traceback. For n large, we are likely to have many more blocks than for n small. Whilst being much more efficient than a purely random method, there are more chances to read δ between blocks. There may be so many possible δ that it takes a long time to improve fitness.
We have experience in this situation that other methods of reproduction bring the GA out of local minima. An example is given by the following annotated GA output, where the best chromosomes from generations 44 and 64 (before and after a local minima) are: In this case, improvement is not made by a small change in length, but a large one. We can see that the improvement in fitness is made when the selection algorithm retrieves a chromosome from lower in the population, as the new ones are much longer. We observe that traceback acts on an equation E as a sorting method and sometimes gives systems of cancellations in E, which results in a fitness improvement which is greater than 1.
This suggests fine tuning of the parameter set to focus more on reproduction lower in the population and reproduction which causes a large change in word length may improve performance. The GA has also been tested with different fitness functions, but these brought the GA to deeper local minima. For n = 40, we also have examples of the efficiency of the GA.
Meanwhile, coupled with the concept of "growing" solutions, we have at least for n = 10 and n = 20 an indication of a good underlying deterministic algorithm based on traceback. Indeed, such deterministic algorithms are developed in [1] as the result of analysis of experimental data in this work.
