We introduce and study a new class of general nonlinear random multivalued operator equations involving generalized m-accretive mappings in Banach spaces. By using the Chang's lemma and the resolvent operator technique for generalized m-accretive mapping due to Huang and Fang 2001 , we also prove the existence theorems of the solution and convergence theorems of the generalized random iterative procedures with errors for this nonlinear random multivalued operator equations in q-uniformly smooth Banach spaces. The results presented in this paper improve and generalize some known corresponding results in iterature.
Introduction and Preliminaries
The variational principle has been one of the major branches of mathematical sciences for more than two centuries. It is a tool of great power that can be applied to a wide variety of problems in pure and applied sciences. It can be used to interpret the basic principles of mathematical and physical sciences in the form of simplicity and elegance. During this period, the variational principles have played an important and significant part as a unifying influence in pure and applied sciences and as a guide in the mathematical interpretation of many physical phenomena. The variational principles have played a fundamental role in the development of the general theory of relativity, gauge field theory in modern particle physics and soliton theory. In recent years, these principles have been enriched by the discovery of the variational inequality theory, which is mainly due to Hartman and Stampacchia 1 . Variational inequality theory constituted a significant extension of the variational principles and describes a broad spectrum of very interesting developments involving a link among 3 identity mapping of H. In what follows we will denote the single-valued generalized duality mapping by j q .
Suppose that A : Ω × E × E → 2 E is a random multivalued operator such that for each fixed t ∈ Ω and s ∈ E, A t, ·, s : E → 2 E is a generalized m-accretive mapping and Range p domA t, ·, s / ∅. Let S, p : Ω×E → E, η : Ω×E×E → E and N : Ω×E×E×E → E be single-valued operators, and let M, T, G : Ω × E → 2 E be three multivalued operators. Now, we consider the following problem. Find x, v, w : Ω → E such that v t ∈ T t, x t , w t ∈ G t, x t , and for all t ∈ Ω and z ∈ K. The problem 1.8 has been studied by Cho et al. 19 when
∈ N t, S t, x t , u t , v t A t, p t, x t , w t
Remark 1.1. For appropriate and suitable choices of S, p, N, η, M, G, T , A and for the space E, a number of known classes of random variational inequality, random quasi-variational inequality, random complementarity, and random quasi-complementarity problems were studied previously by many authors see, e.g., 17-20, 22-24 and the references therein .
In this paper, we will use the following definitions and lemmas.
Definition 1.2.
An operator x : Ω → E is said to be measurable if, for any B ∈ B E , {t ∈ Ω : x t ∈ B} ∈ A. Definition 1.3. An operator F : Ω×E → E is called a random operator if for any x ∈ E, F t, x y t is measurable. A random operator F is said to be continuous resp., linear, bounded if, for any t ∈ Ω, the operator F t, · : E → E is continuous resp., linear, bounded .
Similarly, we can define a random operator a : Ω × E × E → E. We will write F t x F t, x t and a t x, y a t, x t , y t for all t ∈ Ω and x t , y t ∈ E. It is well known that a measurable operator is necessarily a random operator. 
for all x t , y t ∈ E and t ∈ Ω.
is said to be a -strongly accretive with respect to S in the first argument if there exists j 2 x t − y t ∈ J 2 x t − y t such that
for all x t , y t ∈ E, and t ∈ Ω, where t > 0 is a real-valued random variable;
b -Lipschitz continuous in the first argument if there exists a real-valued random variable ε t > 0 such that
Similarly, we can define the Lipschitz continuity in the second argument and third argument of N ·, ·, · .
* be a random operator and M : Ω × E → 2 E be a random multivalued operator. Then M is said to be a η-accretive if u t − v t , η t x, y ≥ 0 1.14 for all x t , y t ∈ E, u t ∈ M t x , v t ∈ M t y , and t ∈ Ω, where M t z M t, z t ; for all x t , y t ∈ E, u t ∈ M t x , v t ∈ M t y , and t ∈ Ω and the equality holds if and only if u t v t for all t ∈ Ω;
c stronglyη-accretive if there exists a real-valued random variable r t > 0 such that
for all x t , y t ∈ E, u t ∈ M t x , v t ∈ M t y , and t ∈ Ω;
d generalizedm-accretive if M is η-accretive and I λ t M t, · E E for all t ∈ Ω and equivalently, for some λ t > 0.
H is a Hilbert space, then a -d of Definition 1.9 reduce to the definition of η-monotonicity, strict η-monotonicity, strong η-monotonicity, and maximal η-monotonicity, respectively; if E is uniformly smooth and η x, y j 2 x − y ∈ J 2 x − y , then a -d of Definition 1.9reduces to the definitions of accretive, strictly accretive, strongly accretive, and m-accretive operators in uniformly smooth Banach spaces, respectively.
for all x t , y t ∈ E and t ∈ Ω;
b strictly monotone if
for all x t , y t ∈ E, and t ∈ Ω and the equality holds if and only if x t y t for all t ∈ Ω; c δ-strongly monotone if there exists a measurable function δ : Ω → 0, ∞ such that
for all x t , y t ∈ E and t ∈ Ω; for all x t , y t ∈ E, and t ∈ Ω. for all x t , y t ∈ E.
The modules of smoothness of E is the function ρ E : 0, ∞ → 0, ∞ defined by 
for all t ∈ Ω and z ∈ E, where ρ : Ω → 0, ∞ is a measurable function and η : Ω × E × E → E * is a strictly monotone mapping.
From Huang et al. 6, 15 , we can obtain the following lemma.
-strongly monotone and τ-Lipschitz continuous. Let
A : Ω × E → 2 E be a
generalized m-accretive mapping. Then the resolvent operator J ρ t A for A is Lipschitz continuous with constant τ t /δ t , that is,
for all t ∈ Ω and x, y ∈ E. 
E be a random multivalued operator such that for each fixed t ∈ Ω and s ∈ E, A t, ·, s : E → 2 E is a generalized m-accretive mapping, and Range p dom A t, ·, s / ∅. Let S, p : Ω×E → E, η : Ω×E×E → E and N : Ω×E×E×E → E be single-valued operators, and let M, T, G : Ω×E → 2 E be three multivalued operators, and let λ : Ω → 0, 1 be a measurable step size function. Then, by Lemma 2.1 and Himmelberg 32 , it is known that, for given x 0 · ∈ E, the multivalued operators M ·, x 0 · , T ·, x 0 · , and G ·, x 0 · are measurable and there exist measurable selections u 0 · ∈ M ·, x 0 · , v 0 · ∈ T ·, x 0 · , and w 0 · ∈ G ·, x 0 · . Set
where ρ and A are the same as in Lemma 2.3 and e 0 : Ω → E is a measurable function. Then it is easy to know that x 1 : Ω → E is measurable. Since u 0 t ∈ M t x 0 ∈ CB E , v 0 t ∈ T t x 0 ∈ CB E , and w 0 t ∈ G t x 0 ∈ CB E , by Lemma 2.2, there exist measurable selections u 1 t ∈ M t x 1 , v 1 t ∈ T t x 1 , and w 1 t ∈ G t x 1 such that, for all t ∈ Ω,
2.4
By induction, one can define sequences {x n t }, {u n t }, {v n t }, and {w n t } inductively satisfying
x n 1 t x n t − λ t p t x n − J ρ t A t ·,w n p t x n − ρ t N t S t x n , u n , v n λ t e n t ,
2.5
where e n t is an error to take into account a possible inexact computation of the resolvent operator point, which satisfies the following conditions:
e n t − e n−1 t < ∞ 2.6 for all t ∈ Ω.
From Algorithm 2.4, we can get the following algorithms.
Algorithm 2.5. Suppose that E, A, η, S, M, T and λ are the same as in Algorithm 2.4. Let G : Ω × E → E be a random single-valued operator, p ≡ I and N t, x, y, z f t, z g t, x
, y for all t ∈ Ω and x, y, z ∈ E. Then, for given measurable x 0 : Ω → E, one has
t x n t λ t J ρ t A t ·,G t x n x n t − ρ t f t v n g t S t x n , u n λ t e n t ,
where e n t is the same as in Algorithm 2.4. 
Existence and Convergence Theorems
In this section, we will prove the convergence of the iterative sequences generated by the algorithms in Banach spaces. 
Theorem 3.1. Suppose that E is a q-uniformly smooth and separable real Banach space, p : Ω × E → E is α-strongly accretive and β-Lipschitz continuous, and A : Ω×E×E → 2 E is a random multivalued operator such that for each fixed t ∈ Ω and s ∈ E, A t, ·, s : E → 2 E is a generalized m-accretive mapping and Range p dom A t, ·, s / ∅. Let η : Ω × E × E → E be δ-strongly monotone and τ-Lipschitz continuous, and let S : Ω × E → E be a σ-Lipschitz continuous random operator, and let N : Ω × E × E × E → E be -strongly accretive with respect to S and -Lipschitz continuous in the first argument, and μ-Lipschitz continuous in the second argument, ν-Lipschitz continuous in the third argument, respectively. Let multivalued operators M, T, G : Ω × E → CB E be γ-H-Lipschitz continuous, ξ-H-Lipschitz continuous, ζ-H-Lipschitz continuous, respectively. If there exist real-valued random variables ρ t > 0 and π t > 0 such that, for any
t ∈ Ω, x, y, z ∈ E, J ρ t A t ·,x z − J ρ t A t ·,y z ≤ π t x − y , 3.1 k t π t ζ t 1 τ t δ t −1 1 − qα t c q β t q 1/q < 1,
ρ t μ t γ t ν t ξ t 1 − qρ t t c q ρ t
as n → ∞, where {x n t }, {u n t }, {v n t } and {w n t } are iterative sequences generated by Algorithm 2.4.
Proof. It follows from 2.5 , Lemma 1.15 and 3.1 that
λ t π t w n − w n−1 λ t e n t − e n−1 t
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λ t π t w n − w n−1 λ t e n t − e n−1 t .
3.4
Since p is strongly accretive and Lipschitz continuous,
that is,
where c q is the same as in Lemma 1.13. Also from the strongly accretivity of N with respect to S and the Lipschitz continuity of N in the first argument, we have
3.7
By Lipschitz continuity of N in the second and third argument, and H-Lipschitz continuity of T, M, G, we obtain
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3.10
Using 3.6 -3.10 in 3.4 , we have, for all t ∈ Ω, 
3.13
Then κ t, n → κ t , θ t, n → θ t as n → ∞. From the condition 3.2 , we know that 0 < θ t < 1 for all t ∈ Ω and so there exists a positive measurable function θ t ∈ θ t , 1
14
Journal of Inequalities and Applications such that θ t, n ≤ θ t for all n ≥ n 0 and t ∈ Ω. Therefore, for all n > n 0 , by 3.11 , we now know that, for all t ∈ Ω,
x n 1 t − x n t ≤ θ t x n t − x n−1 t λ t e n t − e n−1 t ≤ θ t θ t x n−1 t − x n−2 t λ t e n−1 t − e n−2 t λ t e n t − e n−1 t θ t 2 x n−1 − x n−2 λ t θ t e n−1 t − e n−2 t e n t − e n−1 t
3.14 which implies that, for any m ≥ n > n 0 ,
3.15
Since 0 < λ t ≤ 1 and θ t < 1 for all t ∈ Ω, it follows from 2.6 and 3.15 that lim n → ∞ x m t − x n t 0 and so {x n t } is a Cauchy sequence. Setting x n t → x * t as n → ∞ for all t ∈ Ω. From 3.8 -3.10 , we know that {u n t }, {v n t }, {w n t } are also Cauchy sequences. Hence there exist u
Now, we show that u * t ∈ M t x * . In fact, we have 
