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Cancer is the second leading cause of death across the world after cardiovascular disease. The survival
rate of patients with cancerous tissue can significantly decrease due to late-stage diagnosis. Nowadays,
advancements of whole slide imaging scanners have resulted in a dramatic increase of patient data in the
domain of digital pathology. Large-scale histopathology images need to be analyzed promptly for early cancer
detection which is critical for improving patient’s survival rate and treatment planning. Advances of medical
image processing and deep learning methods have facilitated the extraction and analysis of high-level features
from histopathological data that could assist in life-critical diagnosis and reduce the considerable healthcare
cost associated with cancer. In clinical trials, due to the complexity and large variance of collected image
data, developing computer-aided diagnosis systems to support quantitative medical image analysis is an area
of active research. The first goal of this research is to automate the classification and segmentation process
of cancerous regions in histopathology images of different cancer tissues by developing models using deep
learning-based architectures. In this research, a framework with different modules is proposed, including (1)
data pre-processing, (2) data augmentation, (3) feature extraction, and (4) deep learning architectures. Four
validation studies were designed to conduct this research. (1) differentiating benign and malignant lesions
in breast cancer (2) differentiating between immature leukemic blasts and normal cells in leukemia cancer
(3) differentiating benign and malignant regions in lung cancer, and (4) differentiating benign and malignant
regions in colorectal cancer.
Training machine learning models, disease diagnosis, and treatment often requires collecting patients’
medical data. Privacy and trusted authenticity concerns make data owners reluctant to share their per-
sonal and medical data. Motivated by the advantages of Blockchain technology in healthcare data sharing
frameworks, the focus of the second part of this research is to integrate Blockchain technology in computer-
aided diagnosis systems to address the problems of managing access control, authentication, provenance,
and confidentiality of sensitive medical data. To do so, a hierarchical identity and attribute-based access
control mechanism using smart contract and Ethereum Blockchain is proposed to securely process health-
care data without revealing sensitive information to an unauthorized party leveraging the trustworthiness of
transactions in a collaborative healthcare environment. The proposed access control mechanism provides a
solution to the challenges associated with centralized access control systems and ensures data transparency
and traceability for secure data sharing, and data ownership.
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Cancer is the second leading cause of death across the world after cardiovascular disease, with 9.6 million
deaths in 2018, according to the annual report provided by world health organization (WHO) [3]. Cancer
is responsible for about 1 in 6 deaths globally and approximately 70% of cancer-related deaths is in low-
and middle-income countries. Cancer happens when normal cells transformed into tumor cells leading to
abnormal cell division. The progress of cancer is in a multistage form, generally from a pre-cancerous lesion
to a malignant tumor. The formation of cancer can happen by the interaction of a person’s genetic factors
and three categories of external agents, including physical carcinogens, chemical carcinogens, and biological
carcinogens. More than 90% of high-income countries reported treatment services are generally available
compared to less than 30% of low-income countries in the public sector. The economic impact of cancer also
is significant and is increasing. The costs of cancer care for the year of 2020 were estimated and projected
to be $207 billion with a rapidly growing trend. This estimate represents a 66% increase from 2010, which is
considered highly significant [139].
Obtaining an early and reliable cancer diagnosis from medical images plays an essential role towards the
effective treatment planning of cancer and patient care. With the advancement of technology over the past
few decades, a variety of medical imaging modalities, including X-ray, computed tomography (CT), Cardiac
Magnetic Resonance (CMR) imaging, magnetic resonance imaging (MRI), echography, histology, ultrasound
scanning, etc, are available for early detection, diagnosis and prognosis of cancer [43].
Taking biopsy samples from abnormal or suspicious tissue is a pre-requisite step in diagnosing many
different types of cancer with a more precise examination and studying the manifestations of disease. The
histology assessment of biopsy slides is considered as the current gold standard for cancer diagnosis. His-
tology, also known as microscopic anatomy or micro-anatomy, is the study of microscopic examination of
tissue samples through a microscope. However, interpretation and an accurate diagnosis from histopathology
images taken from patients depends on experienced pathologists. With the recent advances of techniques
in automated tissue processing and imaging of slides, the speed for producing histology slides has increased
dramatically. The large-scale histopathology images need to be analyzed promptly for early cancer detection
which is critical for improving the patient survival rate and proper treatment planning.
Modern digitizing allows pathologists to observe digital biopsy slides on a computer with a high magni-
fication level for tissue analysis rather than through a microscope. Also, digitized histology images provides
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the advantage of employing image processing and machine learning methods for different medical image
analysis tasks, including quantitative analysis, segmentation and detection, to assist pathologists in the di-
agnostic pathology workflow [50, 65, 88]. The manual searching and examination process of cancerous tissue
from large-scale histopathological images through the conventional methods is a challenging task since it is
expensive, labor-intensive, error-prone, time-consuming and also requires expert pathologists [158].
Hand-crafted features, based on limited low-level information, are easily vulnerable to different variations
of noise and artifacts present in the input images. Extracting low-, mid- and high-level contextual informa-
tion [86] by deep learning methods helps build a more robust computer-aided diagnosis (CAD) systems to
assist in accurate detection of disease and treatment of patients. Nowadays, designing sophisticated hand-
crafted features that requires domain expertise is replaced by automatically feature extraction approaches
using deep learning-based methods.
Deep learning is an improvement to classical artificial neural networks where deep architectures formed
by a sequential convolutional layers are able to learn non-linear hierarchically discriminative representations
from input data [26, 177]. Deep learning offers an end-to-end learning mechanism that learns directly from
input data through a self-learning paradigm without the need of designing hand-crafted features. Compared
to traditional hand-crafted feature-based approaches, deep learning methods can rapidly learn informative
features in a task-driven manner and obtain improved performance. Accurate detection and segmentation
of cancerous regions from large-scale histopathology slide images using deep learning methods are highly
demanded in digital pathology to aid and accelerate the diagnosis process. Some examples of Hematoxlin &
Eosin-stained tissues of lung cancer, colorectal cancer and breast cancer is illustrated in Figure 1.1.
Figure 1.1: Hematoxlin & Eosin-stained samples of two types of tissue; colorectal and breast
cancer. Histology images are adapted from [193], [209], [37], [32], [123].
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1.2 Problem Statement
Due to the advancement in modern technologies in medical imaging acquisition systems, large amounts of
medical data are generated in recent years. Medical image analysis is currently experiencing a paradigm shift
due to deep learning. Deep learning, an extension to classical neural networks, achieved the state-of-the-
art performance in different visual recognition tasks. Although deep learning techniques achieve promising
results in finding hidden patterns in different medical applications, the current deep learning state-of-the-art
methods face some serious challenges in developing computer-aided diagnosis systems. In this section, the
major challenges faced in the era of applying deep learning methods for medical image analysis tasks are
discussed.
1.2.1 Lack of Annotated Data
The robustness of the state-of-the-art deep learning models usually depends on the training of millions of
parameters, specifically very deep networks with more layers and modules. However, designing deep models
with a large number of parameters raises the need for large annotated datasets. Training deep models
using a small number of labelled training samples is prone to the over-fitting problem, resulting in poor
generalization ability. Deep learning models are highly sensitive to the weights or the number of training
samples that adequately cover data characteristics. However, providing adequate annotated medical data
requires a high level of specific expertise, which is a difficult and time-consuming task [215] [28].
1.2.2 Imbalanced Data
Another challenge in medical image analysis is the problem of class imbalance of data samples which com-
monly occurs in medical image analysis tasks. For example, a dataset collected for training a model of lung
cancer detection may contain a limited number of malignant samples while a large number of images are
benign or healthy samples. Training deep networks with data that is skewed towards one class can cause an
unstable model which is biased towards the class with a large number of samples. Considering the limited
number of occurrences of positive samples (cancerous cases), the class imbalance issue has a negative impact
on training deep learning models. In this case, trained models tend to have a better performance on the
classes with a large number of samples, and poor performance for the classes with a small number of samples.
Several methods have been proposed in the literature to address the class imbalance problem and ensure a
uniform class distribution including i) balancing class distribution using data augmentation techniques to
increase samples of the minority classes, ii) developing methods based on weighted loss function to penalty
the misclassified minority class samples [28] [148].
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1.2.3 Medical Data Management
Another major challenge in medical image analysis is to deal with the heterogeneity of medical data. In
recent years, the digital world has experienced a massive amount of data being captured with many different
formats. Accordingly, medical data management has emerged for storing, managing and extracting valuable
knowledge from collected data. Hence, developing a framework to manage the issue of data heterogeneity
collected from multiple sources is a critical need for a robust automated analysis tool.
1.2.4 Security and Privacy Issues
The large amount of data available in healthcare settings also have made security critically important. The
gap between data processing and security requirements has given rise many issues and concerns. An attacker
may attempt to obtain unauthorized read/write permissions against the stored data objects or attempt to
reveal or derive the credentials of account owners. Authorization is highly important when private and
sensitive data is stored in a multi-user environment, as insufficient authorization and access management
system allows attackers to gain access to data and compromise the consistency of the system [215] [125].
The traditional access control systems suffer from the problem of central authority as a third-party is re-
sponsible to delegate or revoke access to multiple entities. Considering the rise of cloud computing platforms
for collaborative healthcare ecosystems and the increasing number of participants, Blockchain technology
with decentralization and transparency features can enable a secure data ownership and management sys-
tem. However, Blockchain applications in healthcare are an extremely fast-moving and at initial stage of
maturity—a number of potential research limitations and challenges discussed below.
 Most of the studies implemented the Blockchain was limited to laboratory or simulation testing. How-
ever, real-world demonstrations are needed for the evaluation of the proposed solution for large-scale
healthcare data management.
 Blockchain employs hashing to protect data, however, for a secure medical data sharing between patients
and healthcare providers, access control methods such as identity, role or attribute-based access control
designed on the top of Blockchain can ensure data is not falsified, modified or accessed incorrectly while
being transferred between participants.
 Interoperability between different healthcare centers (e.g. hospitals) is another challenge that need to
be addressed as each hospital uses different standards for data structure and security policy implemen-
tation. This issue complicates the data access verification across the nodes in the cross-organizational
networks. Defining unified standards and protocols for data modelling and access policies can facilitate
interoperability across networks.
Motivated by the advantages of Blockchain technology in healthcare data sharing frameworks, an artificial
intelligence (AI) framework integrated with Blockchain technology would be a solution to address the current
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challenges in a healthcare network. Integrating Blockchain technology with AI systems not only provides
an opportunity to advance deep learning and transfer learning techniques to develop an effective and secure
distributed predictive analytics but also solves issues such as:
 Identity and Data Ownership Management
Identity management and authenticity verification of users is critical for protecting medical data. For
example, an organization should be able to verify the identity of an entity to determine if it is the
rightful owner of data or an authorized user to have access to data. Ownership management is mainly
used for proving true ownership and traceability of data access rights. In current systems, data own-
ership management has several major problems: (1) data verification and management ownership, (2)
transaction security and reliability, (3) privacy protection [133], and (4) repudiation of data or trans-
action. Using Blockchain, ownership of data or transaction is written on the blocks that are provably
immutable. In this way, Blockchain audits and tracks the ownership through hashing algorithms and
timestamps.
 Privacy Protection
Privacy issues are another main challenge that hinders the development of big data. Sharing data
between multiple entities complicates the process of maintaining privacy. Privacy issues involving
healthcare and personal data need to be carefully addressed to protect the integrity and confidentiality
of sensitive data from major losses. The integration of AI with privacy protection and trust mecha-
nisms supported by Blockchain could improve the advancement of automation in big data platforms
enabling to effectively preserve data privacy of patients in real-world healthcare solutions. Furthermore,
Blockchain can solve the problem of anonymity on the identification of the users of the conventional
system without a third-party intervention.
 Data Provenance
Establishing provenance of data is another challenge of the current systems as data access in healthcare
platforms has become more complicated due to the numerous entities in the patient’s diagnosis and
treatment process. The current computer-aided diagnosis systems focused more on developing novel
predictive models. However, it is necessary for a medical data owner to be aware of its data access
requests, i.e. history of transactions (how data is used), and data movements through one user to
healthcare providers (who used data) to further enhance the trustworthiness as well as the security of
the access control scheme. Utilizing the distributed ledger with an immutable access log of transactions
enables to trace data provenance.
 Access Control Management
Another primary challenges of data sharing is access control management. The central point of failure
is one of the main issues in the current centralized systems that should be avoided as a single entity
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manages access control policies that might become a bottleneck for security. This challenge becomes
even more important when it comes to the sensitive and personal data as the violator needs to breach on
only a single central third-party validator. All these highlights the need for robust and resilient security
solutions to specify fine-grained access control policies. To emphasize these considerations, decentralized
solutions without any trusted central authority are proposed for granting access rights and permissions
to overcome the risks associated with centralized architectures. The main idea behind of adopting
decentralized services is to avoid relying on third-parties for authorizing and granting access to a user
to have access the system. Blockchain as a distributed ledger by benefiting from smart contracts allows
a data owner to enforce the access control policies and grant permission. In this manner, the patient
takes full responsibility for the preservation of the privacy and security of its own medical and personal
records. The miner nodes in the Blockchain network check the identity and attributes of data requester
and if it matches the patient-defined smart contract, the permission to access an data entity will be
granted. Furthermore, the trained AI models can act as the predictive engine and be deployed on web
services for providing online predictions (such as aiding doctors in their diagnosis, and so forth) which
is also necessary to protect trained models from misuse and theft.
1.3 Research Questions
In the previous studies published in the literature, automatic cancerous tissue segmentation and de-
tection methods are often based on transfer learning, pre-trained networks and also custom-designed
architectures. Development of models by employing hand-crafted features also is discussed in a vari-
ety of studies. Considering the large variation of structures in color, and heterogeneous textures in
histopathology images, employing hand-crafted features, which are often based on low-level features,
are computationally intensive and require elaborate fine-tuning that could introduce complexity to the
model. Besides, a number of visual characteristics such as variations in the sources of acquisition device
and different protocols in stain normalization can adversely affect the performance of a deep convo-
lutional neural network (CNN). The first part of this research aims to address the following research
questions:
– What deep CNN architecture can efficiently extract features of shape, heterogeneous textures and
morphological characteristics from the histopathology images collected across multiple sources?
– Given the reliability of digital pathology imaging, what margins of accuracy are necessary for a
deep learning model to predict the malignancy level of cancer?
– Since the feature extraction is an important step in medical image analysis, how accurately can
tumor regions be distinguished from non-cancerous areas using extracted features?
Traditional healthcare data sharing schemes mainly have relied on the architecture of the network and
6
also storage providers. Both network architectures and storage providers need a centralized trusted
third-party to manage data. For example, a hospital stores a large amount of patients’ personal and
health data in its data center or using cloud storage. The transfer of data between different parties such
as patient, doctors, researchers, and other healthcare providers is enabled by a central hub node and
if the hub node is attacked, patients’ data are compromised. Another main challenge of the existing
architecture is the issue of single point of failure when the central party is unavailable to operate
correctly and provide timely services. Therefore, the second aim of this research is to address research
questions related to data availability, provenance and access control management:
– How to provide a flexible attribute-based access control to users to fully control their own data
without the involvement of a trusted third-party validator to avoid bottleneck and single point of
failure?
– How to manage keys and data in a dynamic collaborative environment with healthcare providers
and patients using a decentralized approach to achieve improved security and enhanced privacy?
– How to guarantee fine-grained access control over data using an attribute-based scheme for elec-
tronic health record management and also trained deep learning models?
– How to ensure that the patient’s data are stored securely and can be accessed only according to
the patient policies in a fast manner?
1.4 Thesis Objectives and Contributions
With the recent advances of techniques in the area of deep learning and medical image processing, the
new opportunities for automated tissue processing from histology slides have increased dramatically.
CAD systems, integrated with medical image processing and machine learning methods, could be con-
sidered as the second opinion to decrease misdiagnosis (false positive or false negative) error rates and
also considerably reduce the heavy workload of manual diagnosis on pathologists. Over the past decade,
developing automated CAD systems using deep learning approaches has drawn considerable attention
by achieving more and more success on various biomedical image analysis tasks [176] [31] [124] and
even outperforming the performance of physicians [19] [42]. However, the process of cancer detection
from stained Whole Slide Images (WSIs) is challenging. The primary challenges are due to inter- and
intra-observer variability and operator dependency, inter-region similarity, and intra-regional variabil-
ity within the images, which adversely affects the reproducibility of a diagnosis. The advances of deep
learning methods can facilitate the extraction and analysis of high-level features from histopathology
data and alleviate the aforementioned challenges. To do so, a pipeline with different modules including
(1) data pre-processing, (2) data augmentation, (3) feature extraction, and (4) deep learning architec-
tures is designed. First, the efficiency of standard deep learning architectures is evaluated based on the
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performance of various feature extractors such as InceptionV3, Xception, ResNet, VGGNet, MobileNet,
and DenseNet, as well as SE-ResNeXt. Then, based on the obtained results, deep ensemble models
are developed and the depth and layers of different convolution modules of the proposed architecture
is optimized. To improve the performance of the proposed model, different techniques such as hyper-
parameter optimization and grid-search is employed. To evaluate my findings, four validation studies
were designed to conduct this research, including: (1) differentiating benign and malignant lesions in
breast cancer (2) differentiating between immature leukemic blasts and normal cells in leukemia can-
cer (3) differentiating benign and malignant regions in lung cancer, and (4) differentiating benign and
malignant regions in colorectal cancer.
Another significant challenge in healthcare applications is responding to cyber-based attacks and se-
curely processing data without revealing sensitive data to an unauthorized party. To address the
problem of access control management, a fine-grained attribute-based access control scheme is pro-
posed to allow data owner securely share data using access rules defined based on users’ attributes and
only users whose attributes match the policies is able to have access to the patient data and trained
deep CNN models. In the proposed model, the actual personal health records are stored in the health
center distributed database and the access log and meta-data are stored in Blockchain. This research
is conducted in three phases.
– Phase 1: Create an automatic image analysis pipeline for four typical histopathology medical
analysis tasks, including colorectal, breast, bone marrow and lung cancer. The proposed pipeline
includes:
i Necessary image pre-processing steps required for generating relevant features in regard to the
challenges of crowded nuclei and massive background clutter;
ii Design, train, and validate automated detection and segmentation models using deep learning-
based architectures to investigate the tumor properties and different grades of tumor (benign
and malignant tumors).
– Phase 2: Design and develop an end-to-end computer-aided diagnosis tool for digital pathology
image analysis using the models trained from Phase 1. The proposed CAD tool include different
modules for data preparation, data augmentation, data normalization, deep learning model, and
data visualization.
– Phase 3: The attribute-based access control scheme integrated with Blockchain technology to
leverage the trustworthiness of transactions in healthcare setting and address the issues of privacy,
provenance and data access for patients’ personal and medical data.
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1.5 Outline of the Thesis
This thesis is divided into eight chapters. Chapter 1 provides the overall introduction to this thesis
which includes motivation and background of this research.
Chapter 2 provides a detailed literature review of deep learning applications in medical image processing.
Convolutional neural networks techniques and machine learning approaches used for computer-aided
diagnosis, including image classification and segmentation is discussed. Also, the background related to
Blockchain technology is provided, focusing on the motivations, the literature in this field, and summary
of studies on Permissioned, Consortium and Permissionless Blockchain.
Chapter 3 to 6 presents four validation case studies conducted. In respective order, these chapters review
studies related to breast cancer (chapter 3), leukemia B-lymphoblast cancer (chapter 4), lung cancer
(chapter 5) and finally, the colorectal cancer (chapter 6). Each chapter follows the format required for
publication e.g. abstract, introduction, motivation and the goal of the study, contributions, and the
methods to conduct the study are highlighted. Also a detailed description of results, a discussion of
the findings and conclusion is discussed.
Chapter 3 presents technical details of methodological pipeline proposed for breast cancer classification.
In this chapter an ensemble deep learning-based method is proposed using three pre-trained CNNs,
namely VGG19, MobileNet, and DenseNet for automatic binary classification of breast histology images.
The features extracted from the proposed method then fed into a multi-layer perceptron classifier to
carry out the classification task. This chapter provides a description of different pre-processing steps
including stain-normalization, data augmentation, hyper-parameter tuning, and fine-tuning to train
the model. The performance of the proposed method is validated on four publicly available datasets,
namely, ICIAR, BreakHis, PatchCamelyon, and Bioimaging.
Chapter 4 presents the proposed solution for computer-aided leukemia cancer diagnosis. The proposed
deep learning-based method is a hybrid method using VGG16 and MobileNet architectures to distin-
guish between immature leukemic blasts and normal cells. Different methods such as transfer learning
and various data augmentation is employed to accelerate the learning process and further improve the
performance of the proposed network.
Chapter 5 presents the proposed solution for segmenting lung cancer from histopathology tissue images.
To perform the segmentation task, a CNN-based encoder-decoder architecture with skip-connections is
designed for lung cancer tissue segmentation to delineate the fine-grained structure of the histopathology
images. On the proposed backbone, four skip-connections with concatenation operation are established
to link the lower layers and upper layers of network. The integration of batch normalization technique
helps alleviate internal covariant shift and over-fitting issues. The feasibility of transfer learning strategy
of 14 state-of-the-art feature extractors are introduced to the encoder part of the proposed architecture.
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Chapter 6 investigates the performance of a wide variety of deep learning-based architectures for auto-
matic tumor segmentation of colorectal tissue samples. The proposed approach highlights the utility of
incorporating CNN modules and transfer learning in the encoder part of a segmentation architecture
for histopathology image analysis. Transfer learning strategy is employed to accelerate the learning
process and further improve the performance of the proposed network. A comparative and extensive
experiment was conducted on a challenging histopathological segmentation task to demonstrate the
effectiveness of the incorporating deep modules in the segmentation encoder-decoder network as well
as the contributions of its components.
Chapter 7 highlights the challenges related to access control management, provenance and data pri-
vacy of medical data using attribute-base encryption and Blockchain technology. Motivated by the
advantages of Blockchain technology in healthcare data sharing frameworks, the focus of the second
part of this research is to integrate Blockchain technology in computer-aided diagnosis systems to
address the problems of managing access control, authentication, provenance, and confidentiality of
sensitive medical data. This chapter discusses a hierarchical identity and attribute-based access control
mechanism using smart contract and Ethereum Blockchain to securely process healthcare data without
revealing sensitive information to unauthorized party leveraging the trustworthiness of transactions in
a collaborative healthcare environment. The proposed access control mechanism provides a solution to
the challenges associated with centralized access control systems and ensures data transparency and
traceability for secure data sharing, and data ownership.
Finally, Chapter 8 provides the conclusions of this research and proposes directions for future work.
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2 Literature review
This chapter aims at presenting an overview of recent studies on different components of this research.
The first part of this review focused on medical image classification, and segmentation tasks using
deep learning methods in computational pathology. This is followed by blockchain studies targeting
healthcare are also reviewed.
2.1 Deep Learning Methods in Cancerous Tissue Recognition
2.1.1 Classical Neural Network
An artificial neurons network (ANN), inspired by a biological neuron, consists of layers of neurons
wherein the neurons receives inputs from the input layer and compute output values. A neuron (some-
times called a node or unit) is the fundamental computational element. ANNs are constructed of one
or more layers of neurons, called hidden layers. When a neuron receives inputs, internal parameters
including weights and bias are learned and adjusted during training process. Figure 2.1 illustrates the
architecture of a multi-layer neural network. The first layer in the input layer. The next two layers are




























Input Layer Hidden Layer 1 Hidden Layer 2 Output Layer 
Figure 2.1: An example of the architecture of a multilayer neural network.
The basic structure of a neural network is composed of five components:
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– The input layer
– A number of hidden layers of neurons
– The output layer
– Activation function for each hidden layer of neurons to decide information of which neurons should
be passed to the subsequent layers.
– A loss function to minimize the error of the network
2.1.1.1 Perceptron
The perceptron, invented in 1957 by Frank Rosenblatt [179], is a linear model for binary classification
tasks. The perceptron uses the Heaviside step function as the activation function with a threshold value
of 0.5, which is a binary value (0 or 1) to produce the final output. Figure 2.2 demonstrate the diagram
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Figure 2.2: The basic structure of a perceptron.
As can be can seen in the Figure, a perceptron can take one or more inputs, a bias, an activation
function, and a single output. The perceptron applies some weight to the given inputs and produce
the output from the received weighted inputs by the activation function. Multi-layer perceptron can
be modelled by including more hidden layers to the single-layer perceptron.
The Heaviside step function is used in perceptron as shown in the equation 2.1, where x is the weighted
combination of the input features:
f(x) =

0 if x < 0




The input layer receives input data and fed into hidden layers in neural network. This layer consist of
neurons unit the same number as the input features. The input neurons could be connected to the all
of the neurons of the next layer, which is called a fully connected layer.
2.1.1.3 Hidden layer
In the structure of neural network, the input layer is connected to one or more hidden layers. In other
words, hidden layers are stacks of hidden nodes between input and output layers. The role of neurons in
hidden layers is to take input signals and converts them into corresponding output using an activation
function. Hidden neurons in convolutional neural networks focus on image processing task to accurately
find objects, contours or edges in the given input images. In recurrent neural networks, hidden neurons
act as memory or forget neurons to control model input and output. Figure 2.3 shows the diagram of
an ANN with four hidden layers.
Figure 2.3: An ANN with four hidden layers. The figure is designed with [10].
2.1.1.4 Output layer
The output layer is the last layer in the network that receives information from the last hidden layer
and produce the final result. Depending on the type of the activation function in the presented neural
network, the final answer of the output layer may be a real-value in a regression task or a set of
probabilities in a classification task or a predicted mask in a segmentation task.
13
2.1.1.5 Bias
A Bias is a constant scalar value added to the input layer in order to trigger initial learning in case
when the input signal is low. Bias as an additional parameter allows to shift the activation function to
either left or right to increase the flexibility of the neural network to fit the data.
2.1.2 Convolutional Neural Networks
LeCun et al. [116] devised the modern Convolutional Neural Network (CNN), also called ConvNets.
Although this network structure was first created by Fukushima in 1988 [80], due to the limitation
of computation power, it was not widely used. LeCun et al. [116] applied a gradient-based learning
algorithm with weights updated by backpropagation and developed LeNet architecture as the first CNN
in 1998. This approach achieved promising results for the handwritten digit classification problem [115]
to read zip codes, digits, etc. After that, with further improvement, AlexNet architecture proposed by
Krizhevsky et al. [111]. AlexNet has a similar architecture to LeNet but includes more convolutional
layers and parameters and outperformed the performance of other CNN models. In 2014, Simonyan and
Zisserman proposed VGGNet [189] with different depth and parameters for image classification task.
VGGNet demonstrated that deeper networks could result in a better performance when training samples
are large enough. In 2015, Inception module was introduced by Szegedy et al. [198]. The proposed
module reduces the number of parameters in the architecture and leading to less computational resource
workloads. Szegedy’s proposed approach is very useful for tasks with small training samples. Today’s,
CNNs have been widely used and achieved promising results in the field of pattern recognition for
different tasks such as image and video recognition, object detection, and semantic segmentation. The
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Figure 2.4: The schematic representation of the conventional CNN model. The medical image is
adapted from [59, 204].
A typical deep convolutional neural network generally refers to a structure of the following fundamental
layers: convolutional layers for generating feature maps, pooling layers for reducing the dimensionality
of feature maps, fully connected layers for classifying the extracted features, activation functions, loss
function, output layer and dropout layer [77]. Different type of CNN models can be formulated by
14
stacking these layers [186].
2.1.2.1 Convolutional Layer
The core component in a CNN model is convolutional layer. As illustrated in Figure 2.5, an input
image transforms into locally trained filters through a convolution-based procedure to extract visual
feature maps. Next, the size of feature maps has been reduced by pooling operation, and then these











Figure 2.5: Example of a convolution and pooling operations. The medical image is adapted
from [59, 204].
2.1.2.2 How convolution sees the world
CNNs have evolved from traditional ANNs. The two main processes in CNNs are extraction and
feature classification. CNN is an end-to-end feature learning method that has been recently used and
achieved great success in different computer vision tasks such as image classification, object detection,
and semantic segmentation. CNNs can learn a hierarchical of features from an input image in a
fully automated manner as shown in Figure 2.6. Each convolutional layer is composed of two stages:
convolution and detection. In the first stage, a number of fixed-size convolution kernels or filters
convolves sequentially on the given training sample to create different visual patterns and preserve
the spatial relationships [185]. After generating feature maps using convolution operation, an element-
wise non-linear activation function is applied to the produced feature maps in order to form the final
output feature maps [241] [205] [216]. The visual patterns extracted from each convolution operation
can be elementary and simple, but the combination of these simple patterns in intermediate or last
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convolutional layers allows for the recognition of sophisticated class-level features and characteristics
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Figure 2.6: Feature visualization of convolutional operation. The medical
image is adapted from [59, 204].
Each kernel has the same weight and bias values during the feature extraction process. This weight
sharing properties have made CNNs to significantly reduce the number of parameters compared to a
fully connected neural network. The key aim of weight sharing mechanism is to make CNNs to be
invariance to translation [185] and provide the ability to represent the same feature as is convolved on
the whole image [156].
A feature map consists of multiple neurons. Each neuron of a feature map is connected to the neurons
of the previous layer which is called receptive fields through a set of weights of a convolution kernel.
The receptive field of the neuron represents the region which the neuron is connected in previous layer.
Size of the receptive field is defined by the size of the kernel [185].
2.1.2.3 Pooling layer
A pooling layer, also referred to as the subsampling layer, is generally utilized after a convolutional
layer or block of convolutional layers with the aim to reduce the spatial dimensionality of the feature
map. This reduction operation preserves important features while discarding irrelevant details, thus
significantly reduces the number of network parameters [76] [185]. If the pooling operation is removed in
a CNN architecture, the amount of computation increases exponentially in the subsequent layers as the
number of feature maps increases. Hence, the pooling operation results in faster processing. Another
advantage provided by the pooling operation is to increase the robustness of the model by reducing
the sensitivity to small transformations, variations, distortions and translations in the input data [241].
Pooling is defined by two parameters: (1) the pooling kernel size and (2) the stride, which indicates
the size of the step that pooling kernel slides over feature map [157]. The two most common pooling
strategies are max-pooling (taking the maximum value of the input), and average-pooling (taking the
averaged value of the input) to compute the maximum or average in a local window of the input feature
map, respectively [240].
Figure 2.8 shows two examples of max-pooling and average-pooling for a 2×2 kernel with stride step
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size 2 on an input feature map of 4×4. As demonstrated in this figure, the output feature map size is
down-sized to the output feature size of 2×2. Max-pooling operation takes the maximum value from
the input values, while average-pooling operation output the average value from the input values.
Figure 2.7: Diagram of a convolution operation.
At this point, two options are available: i) summarize the extracted feature maps through one or
more fully connected layer or ii) repeat the process of passing the outputs into alternately stacked
convolutions and pooling layers for deeper convolution architectures.
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Figure 2.8: Two examples of max-pooling and average-pooling.
2.1.2.4 Fully Connected Layer
The advantage of the CNN models is to extract features from low-level information to produce high-level
reasoning. After extracting abstract features from input data through alternately stacked convolutions
and pooling layers, two approaches can be used to make inference from extracted features:
– Train extracted features maps using a machine learning classifier such as Support Vector Ma-
chine(SVM), decision trees (DT), random forest (RF), etc.
– Feed the extracted set of features maps to fully connected (FC) layers and perform the final
classification [231] [92].
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A fully connected layer is a one-dimensional vector similar to the basic structure of a conventional
artificial neural network (ANN) or a multi-layer perceptron. In the fully connected layer, every neuron
in one layer has a connection to all of the neurons in its adjacent layer, similar to multi-layer perceptron.
The difference between a CNN architecture and FC layer is that not all neurons have full connectivity
in convolutional layers [186]. The main function of a FC layer is to convert an extracted 2D summarized
feature map into a 1D feature vector by a flattening operation and pass the learned high-level feature
maps extracted from the previous convolutional and pooling layers to output layer and predict the
corresponding classes [241]. As demonstrated in Figure 2.4, one or more FC layers are connected to the
feature extractor. The input-output operation in a neuron of the FC layer defined in Eq. 2.2 [240]. In
each neuron unit, the learned weights are multiplied by the corresponding data from previous layer and
added the bias value. The calculated value transmitted to the activation function before being passed





where f represents an activation function such as ReLU, SoftPlus, Tanh, and etc., w is the weight
vector, x is the input feature vector of the ith neuron, m is the number of feature maps, and b is the
bias vector [185].
2.1.2.5 Activation functions
The activation function introduces non-linearities to each convolution operation to extract non-linear
characteristics from input data. Based on the obtained weighted sum, an element-wise nonlinear ac-
tivation operation determines if a given neuron should be activated or not [240]. Activation functions
are applied to the outputs of neurons as is presented below:
h(x) = g(y(x)) (2.3)
where the function g is the activation function, h is the output of the activation function, and y(x) is
an output of a neuron, which is the input of the activation function [192]. Several kinds of activation
functions have been proposed for training CNNs. Mostly used activation functions are ReLU, ELU and
Tanh [129] [205]. The mathematical shapes of different types of activation functions is shown in 2.9.
2.1.2.6 Rectified Linear Units (ReLU)
ReLU is one of the widely-used activation function in the training of CNN architectures. ReLU acti-
vation function converts all negative input values to zero and keeps positive values the same, hence,
allows extra weight to all of the non-negative neurons.
f (x) = max(0, x) (2.4)
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Figure 2.9: Different Activation Functions.
2.1.2.7 Leaky ReLU
Leaky ReLU is a variant of ReLU activation function that allows some negative values to exist. Unlike
ReLU activation function that truncates every negative values to zero and pass through to the next
layer, Leaky ReLU approach prevents the network get stuck in a dying situation [49] [130]. Leaky ReLU
is expressed as follows:
LeakyReLU(x) =
αx if x ≤ 0x if x > 0 (2.5)
The value of α is typically set to a small number such as 0.01. This small slope of α fixes the saturation
region.
2.1.2.8 Tangent Hyperbolic Function (Tanh)
Tanh [83] is a hyperbolic tangent which outputs a real-valued number to the range between [1, 1].






Softplus or SmoothReLU function is a smooth version of the rectifying non-linearity [228] and is defined
as follows:
softplus (x) = log (1 + ex) (2.7)
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2.1.2.10 Exponential linear unit (ELU)
ELU [58], defined by Eq.( 2.8), is similar to Leaky ReLU. This activation function uses a small value of
α of exponential function to solve variance and bias problem of the negative part of the input value [35].
ELU(x) =
α(e
x − 1) if x ≤ 0
x if x > 0
(2.8)
2.1.2.11 Scaled exponential linear unit (SELU)
The SELU activation function, as defined in equation 2.9, proved to has advantages over the traditional
ReLU activation function due to its self-normalizing properties [109].
SeLU(x) = λ
α(e
x − 1) if x ≤ 0
x if x > 0
(2.9)
2.1.2.12 Loss Function
The loss function (also called the objective function or cost function) helps the network to update
trained weights during training producer to achieve the best weight vector through measuring the
error. Loss function is usually computed as follows:
L(W ) = p− p̂ (2.10)
Where L measures the difference between the prediction (weights, biases) and the actual value. It is
essential for the algorithm to reach the minima of the loss function between the predicted value and
the actual value during the training process.
2.1.2.13 Output Layer
The last component of the CNN architecture is output layer. The output of obtained feature vector
from the last fully-connected is fed into the softmax activation function to calculate the probability
score of each class for classification purposes. The class with the highest probability score will be the





for j = 1, 2, 3, . . . , n (2.11)
where xj corresponds to the specific j
th class in the softmax output vector, yj is the j
th value in the
final output vector, and n is the number of classes. Softmax activation function ensure the sum of all
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class probabilities be equal to 1 even when the predicted value of y is negative since the ey is always
positive [114].
2.1.2.14 Dropout Layer
Dropout technique, introduced by Hinton et al. [194] in 2012, is used to randomly eliminate some
neurons at a certain probability from the network during training process [240]. Using a dropout
layer, excessive adaptation can be prevented from the model and therefore, improve the generalization
ability. The dropout technique has been widely used in different deep learning tasks because the learning
producer becomes more robust to the over-fitting issue, which is a common issue in training deep CNN
models [185].
2.2 Access Control Management Systems Based on Blockchain
Blockchain is a shared, immutable, distributed ledger of all transactions or events, which are recorded
permanently into blocks. These blocks are linked sequentially in a chain to secure data from possible
attacks and misbehavior, ensuring data integrity and security. Each block consists of the hash of the
previous transaction and public key of the next owner that arranged chronologically and linked together
in the Blockchain as illustrated in Figure 2.10. Blockchain technology provides an infrastructure for
keeping track of provenance of data and confirms the actual owner of digital asset among all parties
involved. Blockchain was first developed in 2008 as the foundational technology to secure and facilitate
the exchange of Bitcoin cryptocurrency without the involvement of the third party. Further oppor-
tunities exist for institutions to use Blockchain technology in order to enhance security against data
breaches or detect illegal activities. Development of protection mechanisms have become crucial for
threat detection and having a Blockchain-based infrastructure provides a more proactive approach that
could be strategically significant in gaining a competitive advantage over rivals.
By using Blockchain technology, institutions can prevent fraud of each transaction since it is permanent
and impossible to alter or delete a transaction that is stored on the ledger. There is no single point of
failure in Blockchain since each participant node has a full copy of transactions. The process of creating
a new block is called mining, and every new block has to receive a consensus from a majority of the
network peers before it gets added to the chain. The transactions are irreversible after confirmation,
and when a block is verified, the new block propagates to all participant nodes on the network, and





























Figure 2.10: The structure of Blockchain.
2.2.1 Smart Contracts
One of the significant advantages of Blockchain is smart contract [62]. Smart contracts are self-executing
contracts that allow users to control access of data by writing a pre-determined set of criteria and
agreements, which are stored inside of a hosting Blockchain [190]. When a smart contract is triggered
by Blockchain transactions by a node on the network, the terms of the contract will automatically
be executed [187]. Moreover, smart contracts can leverage trusted transactions by enabling a secure
transfer of the various types of ownership of data assets and assist the automation of a state without
supervision or an external third-party [53]. Smart contracts’ information is distributed throughout
the Blockchain nodes at a low data interaction cost [144]. The smart contracts could be written with
domain-specific languages, such as Solidity, Pact, Liquidity or general-purpose languages such as Kotlin,
Go, and Java [190].
2.2.2 Consensus Mechanisms in Blockchain
Different consensus protocols are employed by different Blockchain systems to provide integrity of
information with participants who do not trust each other [48]. Proof of work, proof of stake and proof
of elapsed time are some of the most popular ways to reach a consensus without central authorities.
2.2.2.1 Practical Byzantine Fault Tolerance (PBFT)
Practical Byzantine Fault Tolerance (PBFT) consensus algorithm, proposed by Miguel Castro and Bar-
bara Liskov, is the foundational consensus solution in distributed systems such as consortium blockchain
platforms. It is based on a Byzantine agreement protocol and achieves consensus with a voting mech-
anism. PBFT reduces the complexity of the original BFT algorithm with an overall overhead of about
3% to the system, which is significantly less computationally intensive in comparison to the PoW
consensus-based systems. This algorithm requires a minimum of 3f+1 node to tolerate in a system
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off Byzantine failing nodes. Hyperledger Fabric uses the PBFT protocol to achieve consensus among
participant nodes in a Permissioned blockchain [119].
2.2.2.2 Proof of work
Proof-of-Work (PoW) is one of the most widely used consensus mechanisms for reaching consensus on
a Blockchain network [150] to protect the network from threats. PoW procedure ensure that each node
that adds a block to the network must prove that it has done a certain amount of work before adding
the block to the network. The PoW main mechanism is through mining by performing computationally
expensive mathematics operations in order to add a new block to the Blockchain. It should be noted
that the block is added to the Blockchain network when other miners agree that the given solution
is correct. The longest chain in the Blockchain network is considerate as the legitimate and the most
updated one because it has proof of having done the most work and majority decisions in a Blockchain
network. PoW is most notably used by Bitcoin and Ethereum [45] [175].
2.2.2.3 Proof of stake
Proof of stake (PoS) is proposed as the most common alternative to PoW for verifying the transactions
on the block. POW is a computationally expensive consensus mechanism and demands increased
difficulty of the puzzles to prevent an attack attempt to happen, leading to spend more hardware
resources and time to mine only a single bitcoin. Aiming to solve this issue, PoS reaches consensus by
using ownership, instead of using a mathematical puzzle, which is an energy-efficient approach. The
PoS algorithm requires participant node to prove their ownership of the coins in the system with a
digital signature as it cuts out the mining process. The rationale behind POS consensus algorithm
is that a miner who stake more coins has more power to mine or validate transactions, and therefore
is less likely to attack the network. There are different variants of PoS such as delegated proof of
stake [236] [226] [188].
2.2.2.4 Proof of elapsed time
Proof of Elapsed Time (POET) [11] is a relatively recent consensus mechanism was developed by Intel
and adopted by the Hyperledger Sawtooth project [14]. POET is not based on reward system for
validating nodes; therefore, is not computationally intense [90]. In PoET, each validator is requested to
generate blocks after a randomly generated period of waiting time. The node with shortest wait time
determines the first validator to add the block to the Blockchain [46]. This consensus is an efficient
alternative to PoW as it provides a secure and fast mechanism for block validation. [235].
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2.2.3 Opportunities of Blockchain Technology
The following section highlights an overview on the benefits provided by Blockchain technology.
– Security: Blockchain achieves a highly secure transaction system using cryptography. Every
transaction is inserted into the Blockchain network by solving a complex mathematical process.
Each block is cryptographically secured with digital signatures. Also, every node on the network
should verify that the new transaction is valid. Each participant node in the network has its own
private key that is associated to a transaction or any update of an existing transaction. Hence,
security vulnerabilities are identified and prevented.
– Decentralization: Decentralization is the core concept of Blockchain in storage, communication,
and computation. The trust between distributed nodes is built through a peer-to-peer setup of
mathematical process rather than centralized organizations; therefore, there is no need for any
central authority or a trusted third party to control the network and validate transactions. A
consensus mechanism is used to perform validation of transactions without the need of a central
trusted party. Unlike conventional centralized systems using such decentralized systems, the bot-
tleneck issues such as single point of failure, server cost or information delay problems can be
avoided.
– Reliability: Blockchain provides reliability since every transaction should be validated before
being added to the ledger. And then, it is distributed and replicated to all nodes across the
network to provide transaction reliability and reduce the brokerage costs. Also, no single point of
failure or single point of control exists in this scheme.
– Transparency: Blockchain technology provides transparency to each participant node in the
network, so that a shared level of trust can be ensured to all participants. Based on the permissions
that are delegated in a private or public Blockchain-based network, a full copy of transactions or
token activities ever executed in the system are visible to all participant in the network without
being controlled by a third party. Transparency is derived from the openness feature of the
Blockchain, preventing transactions from being hidden or manipulated, as any change to the
recorded data is visible to all of the peers on the network.
– Immutability: Immutability of transactions is one of the critical characteristics of Blockchain.
Blockchain, as a shared distributed ledger, is designed to be immutable, which means data is
written once and no update or delete operations of existing records is allowed, which makes a
Blockchain an immutable and permanent data structure. Immutability makes it very difficult
to delete, fake or alter the recorded data of a block leading to guarantee data integrity. When
transactions are broadcast to the network, almost every participant node has a copy of data. The
immutability increases with time when more and more blocks are added to the Blockchain.
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– Auditability: Auditability is automatically derived from the transparency and immutability
properties of Blockchain technology. All transactions are validated and stored in a chain of blocks.
Cryptographic hashes and a timestamp are employed to link the blocks together. Therefore, the
auditability of data already exists and can be verified with its previous records across the network.
– Traceability: Traceability means the flow of all transactions are arranged in chronological order
using the cryptographic hash function. Each transaction record should be traced and tracked along
the Blockchain mining process. An effective traceability system can track the complete transaction
path and cannot be tampered. Therefore, the traceability can be achieved through a forwards and
backwards direction during the entire history of transactions records. The traceability mechanism
can help prevent fraudulent activities.
2.2.4 Challenges of Blockchain Technology
Blockchain is an emerging technology that ensures the integrity and availability of data. However, some
concerns exist that need to be addressed in order to build robust Blockchain-based applications. Some
of the challenges in developing Blockchain-based applications are summarize as follows [131].
– Data privacy: The main problem in adapting Blockchain technology for financial institutions
and healthcare environments are privacy and confidentiality of transactions, which is not provided
due to the requirements of transparency.
– Network latency: Read/write transaction latency in achieving consensus by nodes participating
in Blockchain network is another drawback. This delay is necessary to detect any kind of intrusion
of transactions. For example, in Bitcoin, almost 30 minutes is needed to verify a transaction
validity and feasibility.
– 51% Attack: The risk of majority attack, also known as 51% attack, is another problem in
Blockchain. Based on the Blockchain mechanisms, if 50% of the participating nodes confirm a
fraudulent transaction, that will become true. By verifying a manipulated transaction, the illegiti-
mate nodes can gain control of the entire network, and the entire network can be compromised [40].
Also, studies in the literature reported that the 50% control is not sufficient for the network secu-
rity [146] [20] [138].
– Private key management: The primary authentication mechanisms in Blockchain are the hash
function, digital signature, public and private keys. The private key of the senders is used to
digitally sign and validate the transaction messages. The only way to decrypt a private key is by
the corresponding public key. However, if private key of a wallet is compromised or stolen, the
hacker can have access or steal the assets of respective account [131] [117]. Mt.Gox is an example
of attacking a Bitcoin wallet company and leaking of their customers’ private keys [95] [60].
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2.2.5 Types of Blockchain
Blockchain exists in three types in terms of deployment, including public Blockchain, consortium
Blockchain, and private Blockchain.
2.2.5.1 Public Blockchain
Public or open Blockchains, such as Bitcoin, is accessible to anyone who can participate in the con-
sensus process [200]. However, using a public Blockchain does not mean that the content is available
to the public. A public Blockchain requires substantial computational resources to achieve consen-
sus for stored transactions and blocks of the Blockchain since each node in a network must solve a
cryptographically complex, resource-intensive problem. Examples of open Blockchain are Bitcoin and
Ethereum [131] [146].
2.2.5.2 Private Blockchain
Private Blockchain, also referred as closed Blockchain, restricts network participation. This character-
istic allows businesses to develop and customize decentralized systems based on their business models.
In pivate Blockchain, network participants are carefully controlled. In these types of Blockchain, reg-
istering transactions, accessing the ledger and viewing data are allowed only by trusted members or
groups of members within a organization or multiple divisions of an organization [138] [146]. Private
Blockchain also allows transparent network transactions without the need for mining that is approved
by a specific central party [117]. Therefore, a private Blockchain provides more transaction privacy
in compare to public Blockchain, which is essential for sensitive data transactions such as medical or
financial data. Examples of private Blockchains include Hyperledger Fabric and Corda [23].
2.2.5.3 Consortium Blockchain
Consortium Blockchains is an extension of the private Blockchain that also benefits from the decentral-
ized property (not centrally controlled) provided by public Blockchain [234]. Consortium Blockchain [66]
is a type of Blockchain that is based on a group of pre-selected authentication nodes [152] instead of
allowing anyone to validate the transactions. Proof-of-Authority consensus mechanism is widely used
in consortium Blockchains. New blocks are added to the Blockchain by the network members that are




At the network level, Blockchain systems can be divided into two types of Permissionless and Permis-
sioned Blockchain. In Permissioned Blockchain, several nodes are selected as pre-authorized nodes to
have full authority, control the consensus process and grant permissions [182]. In Ripple, as an example
of Permissioned Blockchain, the roles of the individuals that can play within the network is controlled.
Therefore, the Permissioned Blockchain can address the issue of network latency and network scalability
through limited participation while maintaining a decentralized structure [117] [131].
2.2.5.5 Permissionless Blockchain
In contrast, entities in Permissionless Blockchain do not require permission to participate in the
Blockchain network. Anyone can anonymously join the network and participate in the process of
block verification to add a new block to the ledger. Ethereum is a popular example of this type of
Blockchain; also, cryptocurrencies such a Bitcoin are based on Permissionless Blockchains. The consen-
sus mechanism in Permissionless Blockchains is based on Proof-of-Work (PoW) algorithm for mining a
new block. PoW requires solving a complex mathematical problem using brute force, which, in practice,
is computationally intensive and results in high latency of transaction verification [99] [212].
All types of Blockchain use cryptography to allow each participant on any given network to manage
the ledger in a secure way without the need for a central authority to enforce the rules. The removal
of central authority from the database structure is one of the most important and powerful aspects of
Blockchains.
2.2.6 Enhancing Blockchain Security with Cryptography
Asymmetric (Public-key) cryptography and hash functions with the distributed consensus mechanisms
are the main cryptographic primitive in Blockchains for securing data sharing between participants.
2.2.6.1 Public-Key Cryptography
Public-key cryptosystems are the primary mechanism for the secure exchange of information between
parties in Blockchain. In this approach, transactions are authenticated through digital signatures. The
private key is kept secret while the public key is shared publicly among all other participant nodes.
In other words, the public key is used as the address of the node to interact with other nodes on the
Blockchain network. Private key is used to initiate the signature process by signing a transaction.
Then, the corresponding public key is used to i) exchange information between parties, ii) verify the
validity of signature iii) verify the identity of the transaction creator using its public key [101].
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2.2.6.2 Digital Signature
The concept of the digital signature was introduced by two researchers, White Diffie and Martin Hell-
man, in 1976 [67]. Diffie-Hellman key exchange protocol, as an underlying primitive of cryptography,
generate a shared key of a combination of a private key and public key [140]. Digital signatures were
envisaged by Diffie-Hellman key exchange protocol. A secure digital signature algorithm ensures that
only the rightful owner of data or transaction can sign with a private key and the corresponding public
key to verify the signature and guarantee the authentication, non-repudiation and integrity of the mes-
sages/transactions [213][78]. For instance, ECDSA [44] and EdDSA [39] are the two widely used digital
signature schemes in Blockchain systems. Popular Blockchain systems such as Ethereum and Bitcoin
adopt the ECDSA (Elliptic Curve Digital Signature Algorithm) to generate the public key [208]. Ed-
DSA (Edwards-curve Digital Signature Algorithm) is an alternative to ECDSA with a further scheme
based on a twisted Edward curve. The Edward curve is a class of an elliptic curve that significantly
outperforms the general elliptic curve with high security, performance, and verification [237].
2.2.6.3 Hash Functions
Hash functions like SHA-256 and Public Key Infrastructure (PKI) are essential parts of Blockchain
systems. Hash functions can create a hash string of fixed length from any input but are irrecoverable and
complicated to forge. For example, in Bitcoin, all transactions are encrypted by Secure Hash Algorithms
(SHA) such as SHA-256, and the process of mining verifies the authenticity of the transaction. Hash
functions are also used to link blocks of Blockchain in chronological order. Each block contains the
hash of the previous block, which is calculated with the SHA-256 hash function [170] [213].
Blockchain is an emerging and promising technology in providing a decentralized trust and management
system. Numerous studies have investigated the application of Blockchain for secure medical data
sharing and management.
2.3 Related Work
The next section summarizes the previous works on applications of convolutional neural networks on
automated histology image analysis systems, which has successfully been applied to classification and
segmentation tasks.
2.3.1 Deep Learning for Histopathological Image Classification
A magnification independent classification approach with deep CNN applied by Bayramoglu et al. [36]
on BreakHis dataset. Two different architectures were used: i) single task CNN for malignancy predic-
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tion, ii) a multi-task CNN for both malignancy and image magnification level detection simultaneously.
To increase dataset size, different data augmentation strategies such as flipping, rotation with angles of
90°, 180°, and 270° were employed and finally, all images are center cropped to obtain a square patch.
The second CNN model was a multi-task model with two branches; the first branch classifies each input
image into its corresponding benign/malignant class. The second branch determines the magnification
factor of the input image (40×, 100×, 200×, and 400×). The CNN model employed for this study
contains three convolutional layers; each layer followed by a pooling layer. Bayramoglu’s experiment
demonstrated the single CNN approach outperformed the performance of magnification model and the
previous state-of-the-art studies.
In a study conducted by Kieffer et al. [108], the performance of deep classification CNN is measured
based on features extracted from pre-trained convolution neural networks with/without transfer learn-
ing. In their first approach, the pre-trained CNN was used as a feature extractor without fine-tuning.
The extracted features then were fed into a linear SVM to be trained for the classification task. For
the second approach, authors employed fine-tuned CNNs as a classifier. In this method, the extracted
bottleneck features were used as input to a Multi-layer perceptron (MLP). Kieffer’s study demonstrated
that models trained by features extracted from a pre-trained network on ImageNet dataset achieved
competitive performance with CNN trained from scratch. VGG16 and InceptionV3 architectures were
used as pre-trained models. Kieffer’s experimental results also demonstrated that the fine-tuning does
not seem to contribute in the performance improvement of VGG16 but resulted in considerable im-
provement in InceptionV3 architecture.
The problem of intra-class classification of breast histopathology images was addressed in a study
conducted by Adeshina et al. [22]. Adeshina’s approach employed a Deep CNN architecture combined
with an ensemble of Adaboost classifier for binary classification on BreakHis histopathology dataset.
The feature extractor component of the proposed method consists of seven convolutional layers followed
by two fully connected layers. All input images were normalized by subtracting the mean value from
each pixel intensity to remove the bias from features. The Adaboost classifier optimized the predictions
by adding more weights to samples with high error rate.
In a similar study conducted by Bejnordi et al. [74], two VGGNet architectures were employed to
extract global features from H&E-stained breast biopsies. The first model classifies the input WSI into
one of the three classes (epithelium, stroma, and fat). And at the next stage, the second model use the
output of the first stage to classify the stromal regions as healthy stroma or cancerous stroma. Finally,
a RF classifier was used to classify each WSI into cancer or non-cancer class. Patches of the size of
224×224 pixel extracted from input WSI biopsies. Different data augmentation methods, including
random flips, rotation and color transformation were utilized to increase the dataset size and improve
the proposed method performance. The experimental results of Bejnordi’s study demonstrated that
the presented two-stage CNN model achieved higher performance than each CNN model individually.
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Chang et al. [52] adopted a pre-trained Google’s InceptionV3 architecture for binary classification
of breast cancer from histopathology images. The feasibility of transfer learning strategy was also
investigated for medical diagnosis. The performance of the proposed method validated on BreaKHis
dataset with magnification factor of 40×. Data augmentation methods, i.e. rotations (with angels of 90°,
180° and 270°), mirroring (flipped left-right, top-bottom), and random distortion was also employed to
overcome insufficient training data samples. Chang’s experiment indicated that transferring knowledge
learned from a cross-domain dataset can be beneficial for training histopathology images.
Wu et al. [217] proposed a deep attentive feature learning for H&E-stained histopathology image clas-
sification. VGG19 architecture integrated with two different attention modules was used as the base
model for this study to learn more discriminative features. Authors fine-tuned the weights of the con-
volutional blocks in VGG19 model while the attention modules were trained from scratch. All of the
input images are resized to 224×224 and augmented using random flip and rotation methods. Atten-
tion modules, by generating attention maps of different dimensions, enabled to focus on critical regions
and discriminative feature channels and discard irrelevant information. BreakHis dataset is used to
evaluate the performance of the proposed method. Wu’s experimental results showed the effectiveness
of attention modules in histopathology image classification task.
Khan et al. [107] used three widely-used pre-trained deep CNN architectures, i.e. VGGNet, GoogLeNet
and ResNet as feature extractors. The extracted features combined together and fed into a fully
connected layer to classify breast cancer from histopathological images. Authors also compared the
performance of the proposed method with each of the employed CNNs separately. The Macenko et
al. [135] method was used for stain-normalization of digitized tissues. Different data augmentation
methods such as color processing, translating, scaling, rotation, flipping and noise perturbation were
employed to increase dataset size and prevent over-fitting problem. The results demonstrated that
proposed ensemble model achieve better results than those individual architectures.
Araújo et al. [31] used a CNN-based architecture similar to VGGNet to classify H&E-stained histology
images. The proposed architecture can capture feature information from different scales applied on both
image-wise and patch-wise (patches of 512×512 pixels size, with 50% overlap) images. The proposed
CNN architecture consists of five convolutional layers alternated by max-pooling layers and followed by
three fully connected layers. The extracted features also fed into an SVM classifier to calculate the final
output. The proposed CNN model was trained on the augmented patch dataset and tested on image-
wise dataset. Araújo’s study showed that both CNN model and SVM classifier achieved comparable
results, however, higher sensitivity achieved for carcinoma cases by proposed CNN architecture.
Jannesari et al. [103] applied fine-tuned pre-trained deep learning approaches for breast cancer sub-
types detection. The performance of the proposed method also validated on histopathological images
on different tissues of lung, breast, lymphoma, and bladder cancer. Several data augmentation methods
such as horizontal and vertical flipping, brightness, saturation and contrast adjustment employed.
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Different depths of Inception (V1, V2, V3 and V4) and ResNet (50, 101 and 152) architectures selected
to investigate the performance of models. Authors concluded the ResNets achieved better performance
as being deeper and wider networks for large and complex dataset than Inception models in all cancer
datasets.
2.3.2 Deep Learning for Histopathological Image Segmentation
Chen et al. [55] presented a deep learning model and image processing methods for nuclei detection and
segmentation from microscopy images. A multi-layer convolutional neural network employed for feature
extraction from both spatial and color information. The proposed U-Net model has been implemented
using H&E-stained microscopy images containing seven different tissue samples for segmenting the
boundary and detecting the geometric center of the nuclei.
BenTaieb et al. [38] designed a multi-loss convolution network that performs both classification and
segmentation for colon adenocarcinomas diagnosis. In BenTaieb’s method two distinct loss functions
employed to optimize a single deep CNN. The proposed CNN architecture composed of two compo-
nents organized symmetrically. For the first stage, the classification component determines the type of
tumour using stacked layers of convolution and subsampling operations. Then, at the second stage, the
segmentation component performs deconvolution and up-sampling operations to segment out the iden-
tified glands from the first stage. To integrate the feature maps from the first part (classification stage)
to the segmentation stage, cross-network spatial activation maps was introduced. The performance of
presented model also compared to the U-Net and AlexNet models. BenTaieb’s proposed method by
including class-specific spatial priors were able to achieve a more accurate segmentation network.
In a study conducted by Koyun and Yildirim [110], an unsupervised nuclei segmentation using a
cycle-consistent generative adversarial networks proposed for nuclei segmentation on H&E-stained
histopathology images. Segmentation maps are generated based on the proposed CycleGAN method
and randomly generated labels. Patches of size of 50×50 extracted from images consists of different
morphology of nucleus. The proposed architecture was an U-Net encoder-decoder architecture with nine
residual connections between the encoder and decoder parts. The shape of the generator part of the pro-
posed CycleGAN was changed to generate different regular and irregular nuclei. Two post-processing
methods such as Otsu thresholding were applied to optimize the produced results. Authors discussed
that the performance of the proposed network is sensitive to contrast and illumination variations of the
input images.
In a similar study conducted by Mahmood et al. [136], a dual generative adversarial network were
adopted for multi-organ nuclei segmentation from histopathological images. The synthetically gener-
ated pathology images from proposed model were combined with real input images to train CNNs and
perform final nuclei segmentation. The backbone architecture designed using an encoder-decoder archi-
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tecture similar to U-Net with skip connections. The proposed model by using an adversarial pipeline
with larger receptive field was able to capture more global information in comparison with standard
CNNs. The proposed model was trained on patches of 256×256 of H&E-stained slides of histopatho-
logical images from different organs such as breast, ovary, esophagus, liver, kidney, prostate, bladder,
colorectal and stomach.
Zeng et al. [232] proposed a modified U-Net for nuclei segmentation in histopathology images. For stain
normalization of H&E-stained images, Macenko et al. [135] method employed by authors. The proposed
Residual-Inception-Channel attention-UNet (RICUNet) architecture can identify different types of cell
shapes and scales. The presented model inspired by studies of Chen et al. [54] and Yu et al. [227],
which was applied on nuclei segmentation of different organs such as kidney, prostate, breast, liver,
stomach colon and bladder, consisting of both benign and diseased tissue samples. In Chen et al. [54],
a multi-task learning framework employed to segment the nucleus and cell contour simultaneously. Yu
et al. [227] employed CAB (Channel-Attention-Block) module in up-sampling part. The features from
cell contour acts as auxiliary features to different dense and overlapped cells and assist to reduce errors
at the object level. In the proposed U-Net model, convolutional layers were replaced with Residual-
Inception-blocks.
Qu et al. [167] proposed a deep learning-based model for both nuclei segmentation and classification
simultaneously on a small lung cancer histopathological dataset. The transfer learning strategy was
used to improve the performance of the proposed model. Image patches of size 250×250 with overlap
extracted from the original images. Different data augmentation methods, i.e. horizontal and vertical
flip, transformation, rotation also used to increase the training samples size and improve the perfor-
mance of the presented model. The proposed network consists of residual modules without the average
pooling and fully connected layers which is able to extract both nucleus features and spatial distri-
butions simultaneously. To further improve the segmentation performance, the cross-entropy loss and
perceptual loss [104] are combined together. Qu’s proposed model achieve better accuracy than U-Net
and FCN models.
2.3.3 Approaches Based on Permissioned Blockchain
2.3.3.1 Off-Chain Storage of Medical Data
Liang et al. [128] used a Blockchain network for integrated data sharing and collaboration in mobile
healthcare applications. The presented user-centric personal health data sharing system includes six
entities, namely user, wearable devices, healthcare provider, insurance company, the cloud database and
Blockchain network. Authors employed Hyperledger Fabric [47] Blockchain network for data access
protection between peers and the shared ledger. A tree-based data structure and batching method
were adopted to handle large data sets of personal health data collected from mobile applications.
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Blockchain network was used for three purposes i) as a health data integrity protection collected from
both wearable devices and healthcare providers. ii) as a decentralized permission management between
healthcare provider and health insurance company to get a permission from the data owner, and iii) as
a distributed access control policies to ensures stability.
Sun et al. [196] proposed a decentralized attribute-based signature (DABS) scheme for secure sharing
of electronic health records (EHR) in a healthcare Blockchain system to provide a privacy-preserving
verification service. The presented privacy-preserving model can verify the identity of the signer and
the authenticity of EHR data without exposing the identity of the signer. Also, an on-chain and off-
chain collaborative storage model was developed for secure storage and verification of EHR data. To
address the issues of limited storage capacity and computational resources of Blockchain, a combination
of Blockchain and off-chain storage was suggested.
Ramani et al. [172] designed an Ethereum-based Blockchain system for a secure and efficient data
accessibility mechanism for healthcare systems. A smart contract is developed to manage access control
decisions of the patient’s healthcare information. If an unauthorized entity request to have access the
system, the smart contract check the access level and deny the request. The two main operations in
the presented system is i) retrieve operation and ii) append/add operation of the medical data through
Blockchain. Both doctor and patient can retrieve the data. But for appending the data to the block,
the doctor can only update the data along with patients’ permission.
Wang et al. [214] used a Blockchain-based searchable symmetric encryption and attribute-based en-
cryption techniques to ensure the privacy and integrity of personal health records. The hash values
of encrypted personal health records are stored in Blockchain, and the related index set is stored in a
smart contract to provide fine-grained access control and protect the personal health records sharing
system. Compared with the existing similar schemes, the new scheme using Blockchain for key man-
agement allows patients to distribute attribute private key, which can further improve the efficiency of
data integrity verification.
In another study done by Chakraborty et al. [51], a secure healthcare framework using Blockchain
technology proposed to support healthcare applications, making medical data sharing and access secure
and auditable. The proposed framework consists of different modules including Blockchain, IoT and
machine learning. Blockchain system employed for storing and maintaining the patients’ data for access
control management. The Machine Learning part is used to forecast potential anomalies.
Nguyen et al. [153] designed a novel EHRs sharing framework that combines Blockchain and decen-
tralized interplanetary file system (IPFS) for secure EHRs sharing of cloud-based e-health platforms.
The proposed Ethereum Blockchain approach is able to provide a trustworthy access control mecha-
nism to reliably exchange medical data among mobile users and healthcare providers while preserving
sensitive health information against potential threats. The performance of the proposed method was
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evaluated by implementing a prototype on the Amazon cloud to address critical challenges of current
EHRs sharing systems.
Dubovitskaya et al. [71] proposed a Blockchain-based framework for a secure EMR data exchange and
management of cancer patients. The prototype of the proposed framework was implemented on a
Permissioned Blockchain network on radiation oncology department for sharing clinical data between
healthcare providers to evaluate the privacy, security, availability and detailed access control over EMR
data. Chaincode written in Go programming language was used for verification of the access control
rights such as read, write or share operations and maintain metadata and access control policy and a
cloud service to record patients’ healthcare data.
Novo [154], have proposed a Blockchain-based architecture for fully distributed access control manage-
ment in IoT devices. The proposed architecture consists of different components, including wireless
sensor networks, managers, agent node, smart contract, Blockchain network and management hubs.
Policies are managed by smart contracts. The smart contract, after validation of the defined policy,
answers the requested query through a management hub.
Xiao et al. [220] proposed a cross-organizational medical data sharing framework, named EMRShare,
using a Permissioned Blockchain technology to facilitate sensitive healthcare data sharing and manage
privacy and trust issue of the electronic medical records in healthcare environment. A Hyperledger
composer implementation provided by authors to resolve the trust issue between participating parties
and facilitate the medical data sharing between patients, clinicians and researchers, insurance agent
and government. A comparative analysis of existing studies and the proposed EMRShare approach
also provided. In EMRShare framework, a variety of participants including patients, clinicians and
researchers are involved.
A Blockchain-based secret data sharing model is proposed by a study conducted by Thwin et al. [202]
using a proxy re-encryption technique to support privacy and confidentiality concerns for personal
health record system. Thwin’s work also analyzed different Blockchain systems and highlighted different
challenges and drawbacks that exist in the existing Blockchain systems such as limited storage, privacy,
consent revocation, performance, energy consumption and scalability.
2.3.3.2 On-Chain Storage of Medical Data
Azaria et al. [33] proposed a novel, decentralized record management system, MedRec, for medical data
management and data access using a Permissioned Blockchain network. In this system, each block stores
data ownership and viewership permissions in a private, peer-to-peer network. The proposed framework
facilitates authentication management, confidentiality, and data sharing of sensitive medical data. In
order to anonymize medical data access, a proof-of-work incentive was employed for both clinical and
research use cases. An Ethereum Blockchain’s smart contract carry out policies to automate and track
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the state of transactions such as viewership rights, adding new records to the network, data retrieval
instructions, recording patient-provider relationships, etc.
Based on the study of MedRec, Yang and Yang [224] proposed a Blockchain-based approach using
signcryption and attribute-based authentication methods to enable the secure data healthcare sharing.
A symmetric key followed by an encrypted attribute key set employed to encrypt patient’s electronic
health records. In order to have access to data, the signature should be verified by a user and perform
key decryption and EHRs decryption. In the proposed approach, in order to provide both data confi-
dentiality and data authenticity, signcryption which is a combination of encryption and signature was
introduced. In this method, data is first encrypted and then signed.
Oliveira et al. [63] adopted a hybrid Blockchain-based method to secure electronic medical records by
combining the advantages of Blockchain and public key infrastructure. In Oliveira’s method, electronic
medical records access control is patient-centric where a patient shares the decryption key only with
trusted healthcare professionals. The scalability of the proposed method was investigated through
simulations on health applications. The identification and authentication of system users (patient and
physician) conducted using digital certificates provided by an official certification authority. In the
proposed hybrid system, asymmetric keys supported by a PKI and secret session keys are used to store
medical records in a Blockchain. The results of this study showed that the time for adding a new data
in Blockchain remains low even when the number of nodes in the network increases.
Rajput et al. [171] proposed an Emergency Access Control Management System called EACMS based
on a Permissioned based Blockchain using Hyperledger Composer network. The proposed framework
provide privacy protection and security policies for the patient’s personal health records in emergency
condition. The smart contacts employed to support secure data item access and control personal
health records permissions. The performance of the proposed framework simulated and evaluated
based on response time, privacy, security, accessibility and compared with the traditional emergency
access system.
Xu et al. [223] designed a Blockchain-enabled decentralized capability-based (BlendCAC) for access
control management of IoT devices. An identity-based capability token management strategy was em-
ployed in the proposed BlendCAC scheme to support access control management of resource-constrained
IoT devices. Registration, propagation and revocation of the access authorization is given to the system
using a smart contract. A prototype of the proposed BlendCAC implemented in a physical IoT by a
private Ethereum Blockchain network.
Pal et al. [159] discussed a secure, flexible and fine-grained delegation model by designing a Blockchain-
based architecture for capability-based access control in the IoT devices. The proposed access right
delegation system is based on attributes to address the issue of delegation of rights from one entity
to another. Access control token (delegated or not) considered as event which is a special form of
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transaction. Each event is generated and linked to a smart contract. The prototype of the proposed
system implemented using an Ethereum private Blockchain with three nodes consisting of one Ether
miner and two peers. Zhang et al. [239] proposed a smart contract-based framework and discussed
critical issues exist on smart contract-based access control systems. The proposed framework consists
of multiple access control contracts including, one judge contract, and one register contract for securing
control management in IoT devices. The role of judge contract is to investigate a misbehaviour-judging
method. The register contract records different information including access control and misbehaviour-
judging methods, and also provides functions, e.g., register, update, and delete. The prototype of
the proposed method implemented based on Ethereum based Blockchain system with one desktop
computer, one laptop and two Raspberry Pi single-board computers.
Alblooshi et al. [27] designed an Ethereum-based Blockchain and smart contract to provide a trusted
ownership for medical IoT devices. The proposed system consists of two smart contracts, manufacturer
and IoT device smart contract to manage and trace the true ownership of Medical IoT devices for
protecting medical data from cybersecurity attacks and counterfeited MIoT devices. Whenever IoT
device is manufactured, a manufacturer should use manufacturer smart contract to deploy IoT device
smart contract. The owner of an IoT device can set rules and conditions for data access control
management using the IoT device smart contract. Authors also investigated the security analysis of the
proposed method against DDoS attacks, eavesdropping and replay attacks. Furthermore, the proposed
decentralized scheme avoid the single point of failure problem.
Pussewalage et al. [165] introduced an attribute-based access control scheme using Blockchain for a
multi-domain e-health environment. Pussewalage’s proposed system integrates an attribute-based ac-
cess control scheme with controlled access delegation capabilities for accessing patient healthcare infor-
mation. The proposed access control scheme is able to manage attribute assignments, delegations and
revocations Blockchain technology. In another work, Zhang and Poslad [238] proposed a Blockchain-
based architecture called Granular Access Authorization supporting Flexible Queries (GAA-FQ) for
Electronic Medical Records (EMR). Authors discussed different levels of granularity of authorization to
support flexible queries and provide access control and access authentication mechanism. There is no
need for a public key encryption or public key infrastructure (PKI) for the authorization, encryption
and decryption, which decrease the computation time. The proposed model consists of three layers,
namely user layer, agent layer and storage layer. User layer represents the network participants such
as doctors, patients, data analysts and monitoring devices of health. The agent layer aggregates the
queried data and also check the inquirers’ access permission to authorize the access level of the user.
If the user have the access right for the data and attributes, the agent layer return the requested data.
Finally, in the storage layer, all of the medical data are stored in Blockchain network.
Du et al. [70] introduced a conceptual framework based on Blockchain technology and a distributed
cloud for data collection, storage, retrieving and sharing system to secure medical information in a
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complex network environment. In Du’s proposed framework, medical data are encrypted and then
stored on a distributed cloud to avoid privacy and security problems and improve the storage and
sharing of sensitive medical data. In the proposed approach, users were provided with identity-based
data encryption scheme. Based on the users’ identity and hierarchy level, a user can encrypt the data
by using a secret key and distribute it to Blockchain and only users with authorized identity set can
decrypt healthcare information.
Yu et al. [229] proposed a Blockchain-based architecture (LVChain) for IoT access control and autho-
rization to overcome the issues associated with conventional centralized architectures. The performance
of the proposed model validated on home wireless self-organizing network. Authors proposed a voted-
based algorithm instead of computation-intensive Proof-of-Work and Proof-of-Stake algorithms to reach
the consensus. The proposed algorithm is lightweight and well suited on Bluetooth low energy (BLE)
based devices. The vote-based consensus also is less dependent on computing and storage resources
which is ideal for IoT devices with limited computing hardware. The security analyzes and performance
of the proposed architecture measured based on different criteria such as scalability, fault tolerant, new
authorization, get authorization, and off-line working.
Omar et al. [24] presented a Blockchain-based privacy preserving mechanism, MediBchain, for account-
ability, integrity, pseudonymity, security and privacy of healthcare data. In this system the control
of the patients’ private medical data returns to themselves. Blockchain hold the sensitive health data
of the system’s users. Each transaction in the Blockchain has an identifier. Using this transaction
identifier, users can control the access of their data.
Cruz et al. [61] proposed a Role-Based Access Control using the Smart Contracts (RBAC-SC) framework
to verify the authenticity of the assigned roles and user’s ownership of a role. Ethereum’s smart contract
technology utilized as infrastructure to define roles and relationships in the proposed framework. A
prototype of the smart contract was compiled and deployed on Ethereum’s Testnet Blockchain.
2.3.4 Approaches Based on Consortium Blockchain
2.3.4.1 On-Chain Storage of Medical Data
Zhang and Lin [233] proposed a Blockchain-based secure and privacy-preserving data sharing for per-
sonal e-health information scheme for diagnosis improvements in e-Health systems. A combination of a
private Blockchain and consortium Blockchain was used to construct the proposed scheme. For storing
the personal health data, a private Blockchain was employed while the consortium Blockchain keeps
records of the secure indexes for the health records. The proof-of-conformance algorithm was employed
to reach a consensus for adding new blocks to the Blockchains. The results of the security analysis
demonstrated that the proposed protocol could achieve security objectives.
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2.3.4.2 Off-Chain Storage of Medical Data
Xia et al. [219] designed a Blockchain-based medical data-sharing model, named MeDShare, for cloud
service providers. The proposed framework employed smart contracts and consisted of four layers,
including 1) user layer; 2) data query layer; 3) data structuring and provenance layer; and 4) existing
database infrastructure layer to provide secure auditing, data provenance, and control for medical data.
2.3.5 Approaches Based on Permissionless Blockchain
2.3.5.1 Off-Chain Storage of Medical Data
Xu et al. [222] designed a Blockchain-based privacy-preserving scheme, called Healthchain, for protect-
ing large-scale health data such as electrocardiogram (ECG), blood pressure, temperature, and so on
collected from wearable sensors and IoT devices. In Xu’s approach, users can add or revoke permission
to authorized doctors using a flexible key management system to determine if a doctor can have access
to their healthcare data. In this method, IoT and healthcare data cannot be deleted or compromised
by unauthorized parties by using two Blockchains to conduct fine-grained access control. The pro-
posed Healthchain system for smart healthcare system composed of different components including,
IoT devices, user nodes, doctor nodes, accounting nodes and storage nodes. Data owners can revoke
the doctors or add authorized doctors at any time to ensure the privacy of the user and avoid medical
disputes.
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3 Classification of Histopathological Biopsy
Images Using Ensemble of Deep Learning
Networks1
3.1 Introduction
Breast cancer has become one of the major causes of cancer-related death worldwide in women [107].
According to the World Health Organization reports [18], in 2018, it is estimated that 627,000 women
died from invasive breast cancer - that is approximately 15% of all cancer-related deaths among women
and breast cancer rates are increasing in nearly every country globally. It is evident that early detection
and diagnosis plays an essential role in effective treatment planning and patient care. Cancer screen-
ing using breast tissue biopsies aims to distinguish between benign or malignant lesions. However,
manual assessment of large-scale histopathological images is a challenging task due to the variations
in appearance, heterogeneous structure, and textures [120]. Such a manual analysis is laborious, and
time intensive and often dependent on subjective human interpretation. For this reason, developing
CAD systems is a possible solution for classification of Hematoxylin-Eosin (H&E) stained histological
breast cancer images. In recent years, deep learning outperformed state-of-the-art methods in various
fields of machine learning and medical image analysis tasks, such as classification [161], detection [91],
segmentation [113], and computer-based diagnosis [137]. The merit of deep learning compared to other
types of learners is its ability to obtain the performance similar to or better than human performance.
Feature extraction is a critical step since the classifier performance directly depends on the quality of ex-
tracted low and high-level features. Several feature fusion methods employing pre-trained CNN models
were proposed in the literature that effectively applied to medical imaging applications [161, 134, 29].
Motivated by the success of ensemble learning models in computer vision, a novel multi-model ensem-
ble method is proposed for binary classification of breast histopathological images. The experimental
results on four publicly available datasets demonstrate that the proposed ensemble method generates
more accurate cancer prediction than single classifiers and widely-used machine learning algorithms.
A number of visual characteristics such as variations in sources of acquisition device, different protocols
1This work was published in CASCON 2019 [106]. This chapter uses text descriptions and figures from the published paper.
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in stain normalization, variations in color, and heterogeneous textures in histopathological slide images
can affect the performance of the deep CNNs [120]. Hence, developing a robust automated analysis
tool to support the issue of data heterogeneity collected from multiple sources is a major challenge. To
address this challenge, a novel three-path ensemble architecture is proposed for binary classification of
breast histopathological images collected from different datasets. Figure 3.1 depicts some examples of
histology images acquired from different datasets. The variability and similarity of provided datasets
can be observed in this figure.
Figure 3.1: Examples of variability in tissue patterns. The histology images
are adapted from [193], [209], [37], [2], [32].
The main contribution of this work is proposing a generic method that does not need handcrafted fea-
tures and can be easily adapted to different datasets with the aim of reducing the generalization error
and obtaining a more accurate prediction. The obtained results is compared with the traditional ma-
chine learning algorithms and also with each selected CNN individually. Experimental results showed
that the proposed method outperforms both the state-of-the-art architectures and the traditional ma-
chine learning algorithms on the provided datasets. The proposed model employs three well-established
pre-trained CNNs - VGG19, MobileNet, and DenseNet which aims to incorporate specific components,
i.e., standard convolutions, separable convolutions, depthwise convolutions, long skip, and short-cut
connections.
3.2 Methodology
In this section, the proposed methodology is discussed, then the dataset used in this study and the
pre-processing steps is presented.
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3.2.1 Proposed Network architecture
Few studies have been published on the application of the ensemble deep learning methods applied to
breast histopathology images. Each of the adapted CNN architectures in the proposed model are con-
structed by different types of convolution layers in order to promote feature extraction and aggregation
of fundamental information from a given input image. The entire methodology is mainly divided into
six steps: collecting H&E microscopic breast cancer histology images, data pre-processing, data aug-
mentation, feature extraction using the proposed network, classification and finally model evaluation.
The quality of visual information of each input image is first improved using different pre-processing
strategies. Then the training dataset size is increased with various data augmentation techniques. Once
input images are prepared, they are fed into the feature extraction phase with the proposed ensemble
architecture. The extracted features from each architecture are flattened together to create the final
multi-view feature vector. The generated feature vector is fed into a multi-layer perceptron to classify
each image into corresponding classes. Finally, the performance of the proposed method is evaluated on
test images using the trained model. The performance of the proposed CNN architecture is validated
on the four publicly available datasets, namely: ICIAR, BreakHis, PatchCamelyon and Bioimaging.
3.2.2 Feature extraction using transfer learning
Considering the high visual complexity of histopathological images, proper feature extraction is essential
because of its impact on the performance of the classifier. However, due to the privacy issue in the
medical domain, the provided datasets are not large enough to sufficiently train a CNN [96]. Aiming to
tackle this challenge, a transfer learning strategy has been widely investigated to exploit the knowledge
learned from cross domains instead of training a model from scratch with randomly initialized weights.
In this method, knowledge learned by a dataset is transferred into the new dataset in another domain.
Using a transfer learning approach, the model can learn general features from a source dataset that do
not exist in the current dataset. Transfer learning has advantages such as speeding up the convergence
of the network, reducing the computational power, and optimizing the network performance [132].
3.2.3 Three-path ensemble architecture for breast cancer classification
Three well-known architectures, VGG19 [189], MobileNetV2 [93] and DenseNet201 [98] are selected
based on their (i) satisfying performances in different computer vision tasks (ii) usefulness towards
real-time (or near real-time) applications and, (iii) feasibility of transfer learning for limited datasets.
Considering that each method has shortcomings in regards to the variations of the shape and texture of
the input image, inspired by the work of [142], a three-path ensemble prediction approach is proposed
to make use of the advantages of the multiple classifiers to improve overall accuracy. Theses networks
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are selected based on the obtained results of an exhaustive grid-search technique on different state-
of-the-art architectures (i.e. InceptionV3, InceptionresNetV2, Xception, ResNet50, MobileNetV2 and
DenseNet201, VGG19 and VGG16) with different combination of hyperparameters, including optimizer,
learning rate, weight initialization, batch size, dropout rate to obtain the best possible performance
for breast cancer detection. Figure 3.2 illustrates the proposed ensemble architecture for breast can-
cer classification. As demonstrated in Figure 3.2, the proposed architecture is constructed by three
independent CNN architectures. The final fully connected layers of each CNN architecture are com-
bined together to produce the final feature vector. This combination allows capturing more informative
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Figure 3.2: The proposed ensemble network with a three-path CNN. Histology image is adapted
from [32].
VGGNet [189] was introduced by Karen Simonyan and Andrew Zisserman from Visual Geometry Group
(VGG) of the University of Oxford in 2014. It achieved one of the top performances in the ImageNet
Large Scale Visual Recognition Challenge (ILSVRC) 2014. The network used 3×3 convolutional layers
stacked on top of each other, alternated with a max pooling layer, two 4096 nodes for fully-connected
layers, and finally followed by a softmax classifier.
The MobileNet [93] architecture is the second model used for this study. MobileNet, designed by
Google researchers, is mainly designed for mobile phones and embedded applications. The MobileNet
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architecture was built based on depth-wise separable convolutions, followed by a pointwise convolution
with a 1×1 convolution layer. In the standard convolution layer, each kernel is applied to all channels
on the input image. While depthwise convolution is applied on each channel separately. This approach
significantly reduces the number of parameters once is compared to standard convolutions with the
same depth. MobileNet achieved inspiring performance over various applications with a fewer number
of hyperparameters and computational resources.
As third feature extractor, DenseNet [98] architecture is employed. DenseNet, stands for Densely-
Connected Convolutional Networks, is proposed by Huang et al. [98]. DenseNet introduces dense block,
which is a sequential of convolutional layers, wherein every layer has a direct connection to all subsequent
layers. This structure solves the issue of vanishing gradient and improves feature propagation by using
very short connections between input and output layers throughout the network.
3.3 Experiments
This section describes the design and implementation of the proposed model.
3.3.1 Datasets description
Four benchmark datasets are used for evaluating the performance of the proposed model. BreakHis [193]
dataset consisting of 7909 H&E stained microscopic images which was collected from 82 anonymous
patients. The dataset is divided into benign and malignant tumor biopsies. Small patches were extracted
at four magnification of ×40, ×100, ×200, and ×400. The benign tumors were classified into four
subclasses which were adenosis (A), tubular adenoma (TA), phyllodes tumor (PT), and fibroadenoma
(F) and the malignant tumors were also classified into four subclasses which were ductal carcinoma
(DC), mucinous carcinoma (MC), lobular carcinoma (LC), and papillary carcinoma (PC).
A modified version of the Patch Camelyon (PCam) benchmark dataset [209, 37], publicly available at [6],
consisting of benign and malignant breast tumor biopsies is also used to evaluate the performance of
the proposed classification model. The dataset consists of 327,680 microscopy images with 96× 96-
pixel size patches extracted from the whole-slide images with a binary label indicating the presence
of metastatic tissue. The modified version of this database is used since the original Patch Camelyon
database contained duplicated images.
Additionally, two other datasets, the Bioimaging 2015 [2] challenge dataset and the ICIAR 2018 [32]
dataset, are used in this work. The ICIAR 2018 dataset, available as part of the BACH challenge, was
an extended version of the Bioimaging 2015 dataset. Both datasets consisted of 24 bits RGB H&E
stained breast histology images and extracted from whole slide image biopsies, with a pixel size of 0.42
µm × 0.42 µm acquired with 200× magnification. Each image is classified into four different classes,
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namely: normal tissues, benign lesions, in situ carcinomas and invasive carcinomas. The Bioimaging
dataset contained 249 microscopy training images and 36 microscopy testing images in total, equally
distributed among the four classes. The ICIAR dataset contained 100 images in each category, i.e., in
a total of 400 training images. In order to create the binary database from these two datasets, normal
and benign classes are grouped into the benign category and the in situ and invasive classes into the
malignant category.
3.3.2 Data preparation and pre-processing techniques
Different data preparation techniques such as data augmentation, stain-normalization and image nor-
malization strategies have been adopted to optimize the training process. In the following, each of them
briefly is explained.
3.3.2.1 Data augmentation
Due to the limited size of the input samples, training the CNN is prone to over-fitting leading to low
detection rate [122]. One solution to alleviate this issue is the data augmentation technique in which
the aim is to generate more training data from the existing training set. Different data augmentation
techniques, such as horizontal flipping, rotating and zooming are applied to datasets to create more
training samples. The data augmentation parameters utilized for all datasets are presented in Table 3.1.
Examples of histopathological images after the augmentation are shown in Figure 3.3.
Figure 3.3: Images obtained after data augmentation techniques. The histology image is adapted
from [32].
3.3.2.2 Stain-normalization
The tissue slices are stained by Haematoxylin and Eosin (H&E) to differentiate between nuclei stained
with purple color as well as other tissue structures stained with pink and red color to help pathologists
analyze the shape of nuclei, density, variability and overall tissue structure. However, H&E staining
variability between acquired images exists due to the different staining protocols, scanners and raw
materials which is a common problem with histological image analysis. Therefore, stain-normalization
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of H&E stained histology slides is a necessary step to reduce the color variation and obtain a better
color consistency prior to feeding input images into the proposed architecture. Different approaches have
been proposed for stain normalization in histological images, including Macenko et al. [135], Reinhard
et al. [174] and Vahadane et al. [206].









For this experiment, Macenko et al. [22] approach is applied due to its promising performance in
many studies [221, 180, 25, 184] to standardize the color intensity of the tissue. Macenko method is
based on a singular value decomposition (SVD). In this method, a logarithmic function [135] is used to
adaptively transform color concentration of the original histopathological image into its optical density







Where OD is the matrix of optical density values, I is the image intensity in RGB space and I0 is the
illuminating intensity incident on the histological sample.
3.3.2.3 Image normalization
Another necessary pre-processing step is intensity normalization. The primary purpose of image nor-
malization [230] is to obtain the same range of values for each input image before feeding to the CNN
model which also helps to speed up the convergence of the model. Input images are normalized to






where X is the pixel intensity. xmin and xmax are minimum and maximum intensity values of the input
image in equation 2.
3.3.3 Experimental settings
All images were resized to 224×224 pixels using bicubic interpolation according to the input size of the
selected pre-trained models. The batch size was set to 32 and all models trained for 1000 epochs. A
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fully connected layer trained with the rectified linear unit (ReLU) activation function with 256 hidden
neurons followed by a dropout layer with a probability of 0.5 to prevent over-fitting. The dropout layer
helps to further reduce over-fitting by randomly eliminates their contribution in the training process.
For Adam optimizer, β1, β2 and learning rate were set to 0.6, 0.8 and 0.0001, respectively. For fine-
tuning, the last dense layer in all architectures is modified to output two classes corresponding to benign
and malignant lesions instead of 1000 classes as was proposed for ImageNet. All pre-trained Deep CNN
models are fine-tuned separately. Also, the network weights were initialized from weights trained on
ImageNet. The operating system is Windows with an Intel(R) Core(TM) i7-8700K 3.7 GHz processors
with 32 GB RAM. Training and testing process of the proposed architecture for this experiment is
implemented in Python using Keras package with Tensorflow as the deep learning framework backend
and run on Nvidia GeForce GTX 1080 Ti GPU with 11GB RAM.
3.3.4 Evaluation criteria
The performance of the proposed classification model was evaluated based on recall, precision, F1-score,
and accuracy. Given the number of true positives (TP), false positives (FP), true negatives (TN) and
false negatives (FN), the measures are mathematically expressed as follows:
Accuracy =
TP + TN














In this research, a binary classification of histopathological images using a three-path ensemble archi-
tecture with transfer learning and fine-tuning is proposed. To verify the effectiveness of the presented
methodology, different comparative analyses were conducted. First, the obtained results is compared
of the proposed ensemble model on the four provided datasets. Then, the comparison between pro-
posed ensemble architecture and CNN classifiers individually is provided and finally, a comparison of
the proposed ensemble architecture and machine learning algorithms is presented. In Table 3.2 and
Figure 3.4, the obtained accuracy, precision, recall and F-score of the proposed approach for each
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benchmark dataset is demonstrated. The proposed method on BreakHis dataset achieved the highest
accuracy, precision, recall, and F-score with values of 98.13%, 98.75%, 98.54% and 98.64%, respectively.
Table 3.2: Results of accuracy, precision, recall, and F-score of the proposed method.
Accuracy Precision Recall F-score
BreakHis 98.13% 98.75% 98.54% 98.64%
PatchCamelyon* 94.64% 95.70% 95.27% 95.50%
ICIAR 95.00% 95.91% 94.00% 94.94%
Bioimaging 83.10% 92.60% 71.42% 80.64%
On the other hand, the results also demonstrate that the detection rate is worst on the Bioimaging
dataset with 83.10% accuracy, 92.60% precision, 71.42% recall and 80.64% F-score. Table 3.3 and
Figure 3.5 presents the performance of the single classifiers on the four datasets. Analyzing Table 3.3
and Figure 3.5, the maximum 97.42%, 96.41% and 92.40% accuracies are produced on the BreakHis
dataset by DenseNet201, VGG19 and MobileNetV2 models, respectively.
Table 3.3: Results of accuracies obtained by single classifiers on four open access datasets.
VGG19 MobileNetV2 DenseNet201
BreakHis 96.41% 92.40% 97.42%
PatchCamelyon* 90.84% 89.09% 87.84%
ICIAR 90.00% 92.00% 85.00%
Bioimaging 81.69% 78.87% 80.28%
Table 3.4: Classification results of different state-of-the-art CNN classifiers on four datasets.
BreakHis PCamelyon* ICIAR Bioimaging
InceptionV3 87.66% 87.52% 83.00% 85.00%
Xception 86.37% 88.05% 83.00% 78.77%
ResNet50 79.48% 79.06% 80.00% 63.38%
InceptionResNetV2 92.40% 89.93% 89.00% 76.06%
VGG16 93.54% 88.39% 89.00% 83.10%
The classification results of different well-established CNN architectures, including InceptionV3, Xcep-
tion, ResNet50, InceptionResNetV2 and VGG16 are summarized in Table 3.4. Analyzing Table 3.4,
based on the obtained results, there is a level of variation in all results of datasets. As the results
confirms the proposed architecture and each of the selected single classifiers delivered higher accuracy
in all of the datasets except InceptionV3 architecture for Bioimaging dataset.
In Bioimaging dataset, the inceptionV3 network obtained 85.00% accuracy which is 1.9% lower than
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result obtained by proposed architecture with 83.10% accuracy. For the sake of comparison, the perfor-
mance of the proposed ensemble model is compared with the results of the previously published work
for binary classification of breast cancer in Table 3.5. Referring to Table 3.5, on the BreakHis dataset,
the proposed approach (98.13% accuracy) achieved a better performance compared to the methods
in [193, 210, 87] with accuracies of 86.6%, 96.3% and 96.9%, respectively. On the binary classification
of ICIAR dataset, the study in [180] achieved 92.5% while proposed method achieved 95%. On the
binary classification of Bioimaging dataset, the proposed model obtained poor results in compare with
studies of [210, 41] and only outperformed study in [31] [Arujo], which is slightly higher performance
with a gap of accuracy of 0.7%. Finally, for PatchCamelyon* dataset, no study have been reported in
the literature yet. To validate the performance of the proposed model, the proposed method is com-
pared with five machine learning models, namely, Decision Tree, Random Forest, XGBoost, AdaBoost
and Bagging Classifier. Table 3.6 summarizes the comparison of the performance of the state-of-the-art
machine learning algorithms, i.e., Decision Tree, Random Forest, XGBoost, AdaBoost and Bagging
Classifier. As given in this table, the topmost result was obtained by bagging classifier with 94.97%
accuracy for BreakHis dataset. Random Forest produced 69.01% accuracy for Bioimaging dataset,
which is the worst accuracy achieved in the classification of benign and malignant cases. The proposed
model in the ICIAR dataset achieved 95.00% overall accuracy, which is the highest result reported in
the literature for binary classification of this dataset with a gap in the accuracy of 5.00% for VGG19,
3.00% for mobileNetV2 and 10.00% for DenseNet201. The proposed model, on the same dataset, also
outperforms other machine learning models by 18.00% for Decision Tree, 10.00% for Random Forest,
6.00% XGBoost, 16.00% for AdaBoost and finally 8.00% for Bagging Classifier.
Figure 3.4: Results of accuracy, precision, recall, and F-score of the pro-
posed method.
The largest gap is observed for Bioimaging dataset between the proposed model and Adaboost classifier,
where the difference is more than 19.00%. The second most significant gap is achieved for the modified
PatchCamelyon dataset between the proposed model and Decision Tree classifier, where the difference is
18.40%. The smallest gap is seen for BreakHis dataset between the proposed model and DenseNet201
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architecture, where the difference is less than 1.00%. Similar conclusions can be drawn for other
models. The experiment results indicate that the performance of the proposed ensemble method yields
satisfactory results and outperforms both the state-of-the-art CNNs and machine learning algorithms
in cancer classification on four publicly available benchmark datasets with a large gap in terms of
accuracy. The proposed method is generic as it does not need handcrafted features and can be easily
adapted to different detection tasks, requiring minimal pre-processing. These datasets were collected
across multiple sources with different shape, textures and morphological characteristics. The transfer
learning strategy has successfully transferred knowledge from the source to the target domain despite
the limited dataset size of ICIAR and Bioimaging databases.
Table 3.5: Comparative analysis with presented methods in the literature.
Method Dataset Accuracy
Roy et al. [180] ICIAR 92.50%
Vo et al. [210] BreakHis 96.30%
Pratiher et al. [164] BreakHis 98.70%
Spanhol et al. [193] BreakHis 84.60%
Han et al. [87] BreakHis 96.90%
Gandomkar et al. [81] BreakHis 97.90%
Brancati et al. [41] Bioimaging 88.90%
Arujo et al. [31] Bioimaging 83.30%
Vo et al. [210] Bioimaging 99.50%
Table 3.6: Comparison of classification accuracies obtained by different machine learning models.
BreakHis PatchCamelyon* ICIAR Bioimaging
Decision Tree 91.67% 76.24% 77.00% 71.83%
Random Forest 92.10% 82.54% 85.00% 69.01%
XGBoost 94.11% 87.15% 89.00% 78.87%
AdaBoost 91.82% 76.49% 79.00% 63.38%
Bagging 94.97% 88.05% 87.00% 81.69%
During the proposed approach, no over-fitting was observed to impact the classification accuracy ad-
versely. The performance of all of the single classifier and the proposed ensemble model was poor on
Bioimaging dataset. For this dataset, benign cases are confused with malignant cases since the mor-
phology of some benign classes is more similar to malignant samples. Intuitively, the main reason is that
the size of the Bioimaging dataset is not large enough for deep learning models to capture high-level
features and distinguish classes from each other. Although, data augmentation strategies are employed
to tackle this problem, but it will be more appropriate to collect more training data by increasing the
number of samples rather than artificially increase the size of the dataset by data augmentation meth-
49
ods. Also, employing pre-trained models requires input images to be resized to a certain dimension
which may discard discriminating information from this dataset.
Figure 3.5: Classification accuracy of single classifiers of VGG19, Mo-
bileNetV2, DenseNet201
3.5 Conclusion
This chapter presents an ensemble-based deep learning approach for a computer-aided diagnosis of
breast cancer detection. Three well-established CNNs architectures, namely VGG19, MobileNetV2 and
DenseNet201 are ensembled for feature representation and extraction using different components. The
combination of such various features leads to a better generalization performance than single classifiers
as counterparts. The experimental results showed that the proposed model not only outperformed the
individual CNN classifiers but also outperformed state-of-the-art machine learning algorithms in all the
test sets of the provided datasets. The highest and lowest performances were obtained for BreakHis and
Bioimaging datasets, respectively. Thus, the deep learning-based multi-model ensemble method can
make full use of the local and global features at different levels and improve the prediction performance
of the base architectures across different datasets.
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4 A Hybrid Deep Learning Architecture for
Leukemic B-lymphoblast Classification1
4.1 Introduction
Leukemia is a type of cancer associated with white blood cells that originates in the bone marrow and
affects both children and adults. Leukemia can be divided into acute or chronic categories based on how
quickly it progresses. There are four types of leukemia namely, Acute Myelogenous Leukemia (AML),
Acute Lymphoblastic Leukemia (ALL), Chronic Myeloid Leukemia (CML), and Chronic Lymphocytic
Leukemia (CLL) [112] [211]. The most common types of leukemia that affect young children are AML
and ALL. In ALL, lymphocytes - a type of white blood cell (WBC) - do not function properly and
reproduce out of control, leading to anemia [203]. This can lead to premature death if it is diagnosed
in later stages or if the treatment process is delayed. Subject age is an important risk factor affecting
prognosis, since the risk of developing ALL is highest in children below the age of 7-8 years. The risk
then decreases until the mid-20s and begins to increase again after age 50. According to the data
provided by [7], in 2018, about 5930 new cases of ALL will be diagnosed and about 1500 patients
are expected to die of ALL, including both children and adults, in the United States. The risk of
getting ALL is slightly higher in males than females, and higher in whites than African-Americans.
However, if leukemia is diagnosed in its early stages, it is highly curable and increases the survival
rate of the patients. Considering the large-scale of histopathology images, assessment of the images
in a conventional way can be laborious, error-prone and hugely time-consuming since some images are
highly variable in morphology which is difficult to analyze. Therefore, developing accurate and reliable
approaches for Leukemia detection is important for early treatment. Numerous study results showed
that with the advancement of computational capabilities, hidden trends, patterns and relationships
can be discovered using the application of data mining approaches in many different areas [168, 201].
Figure 4.1 illustrates examples of ALL and healthy cells.
The signs and symptoms of ALL may range from mild symptoms such as fever, bleeding from the
gums, fatigue, dizziness, and bone pain to severe life-threatening symptoms, which demonstrate the
1This work was published in IEEE ICTC 2018 [105]. This chapter uses text descriptions and figures from the published
paper.
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extent of bone marrow involvement [195, 102]. The examinations that are needed to confirm the ALL
diagnosis are bone marrow aspiration and biopsy, complete blood count (CBC), and peripheral blood
smear [151]. The nucleus-to-cytoplasm ratio in ALL and healthy cells are approximately 1/5 and 2/5,
respectively. The healthy cells on a blood smear appear homogeneous and uniform, round-to-ovoid-
shaped, small size, and with regular nuclear shape as demonstrated in Figure 4.1 (top row). ALL cells
are heterogeneous in their shape and size. The shape of the ALL cells is elongated and atypical with
large chromatin (a mass of genetic material). The ALL lymphoblasts vary in size and the shape of
nuclei is very irregular.
Figure 4.1: Normal B-lymphoid cells (top row), leukemic B-
lymphoblast cells (bottom row). The images are adapted from [4].
The details of the proposed approach are shown in Figure 4.2 and are described in the subsequent
sections. Briefly, an automatic leukemic B-lymphoblast classification system using a hybrid of two
Convolution Neural Network (CNN) and transfer learning is presented to extract features from each
input image. Unlike previous approaches, instead of using deep features extracted from the entire
pre-trained architectures, in this approach, fusing the features from specific abstraction layers can
be deemed as auxiliary features lead to further improvement of the classification accuracy. In this
approach features extracted from the lower levels are combined into higher dimension feature maps to
help improve the discriminative capability of intermediate features and also overcome the problem of
network gradient vanishing/exploding.
4.2 Materials and Methods
In this section, the proposed method is discussed, then the dataset used in this study and the pre-
processing steps is presented.
4.2.1 Methodology
The approach consists of the following stages: Initially, the quality of visual information of each input
image is enhanced using different pre-processing and augmentation techniques to increase the visibility
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of crucial structures. Once input images are prepared, they are used in the feature extraction phase
with the proposed hybrid architecture. The performance of two architectures namely, VGG16 [189]
and MobileNet [93] are explored for the proposed hybrid model. VGG16 is a very simple yet effective
architecture consists of 13 convolutional using 3 x 3 convolution filters followed by max pooling layers
and two 4096 fully-connected layers, followed by a softmax classifier. MobileNet architecture is designed
for object recognition on mobile devices. This architecture consists of depth-wise separable convolution
and 1×1 point-wise convolutions. The performance of the MobileNet architecture is evaluated on
ImageNet dataset and achieved an accuracy in the same level of accuracy as VGG16 with 32 times
less parameters while is 27 times less computationally intensive. Since each architecture has its own
shortcomings, an integrating strategy is proposed to make use of the advantages of both architectures
in order to improve overall prediction accuracy. The extracted features were trained by a multi-layer
perceptron to classify each image into corresponding class probabilities. Finally, the performance of
the proposed architecture is evaluated on test images.
Transfer learning is a common strategy in deep learning tasks where a large dataset from a source task
is used for training of a target task leading to not only overcome the problem of small datasets but
also accelerate the learning process and improve the accuracy. Previous studies showed that transfer
learning also has the potential to prevent over-fittings. The transfer learning approach enables us to
adopt a pre-trained network that has already learned a rich set of low-level features from layers that
are closer to the input image. Though the dataset is not the same, the low-level features produced
by source CNN are mostly in general shapes, e.g. edges, contours and curves which are similar to the
low-level features of target dataset while high-level features at the final layers concentrate on complex
class-level characteristics which are needed to differentiate between classes. With the use of transfer
learning, training of large CNNs can now be a more practical strategy with more promising results and
significantly cost-effective by avoiding training a CNN from scratch.
4.2.2 Experimental Dataset
The dataset used for this study is based on Classification of Normal versus Malignant Cells in B-ALL
White Blood Cancer Microscopic Images as part of ISBI 2019 challenge provided by SBILab which is
available for the public at [4]. The images are stored with the resolution of 450×450 pixels using the
24-bit RGB color system. The size of each cell is approximately the size of 300×300 pixels. The images
were annotated by experienced oncologists for the classification procedure. The methods developed
by [30, 85, 73, 72, 169] are employed for segmentation and stain normalization of the provided dataset.
The dataset contains a total of 76 individual subjects (47 ALL subjects and 29 Normal subjects),




Image normalization is a process that changes the range of pixel intensity values by setting the mean of
pixels to zero and variance to one. Two normalization methods are used in this experiment to compare
the performance of different methods. First, the mean RGB value of all images is subtracted from the
training set divided by its standard deviation to normalize the input images as suggested in [230]. All
images are also normalized using ImageNet mean subtraction as a pre-processing step. The ImageNet
mean is a pre-computed constant derived from ImageNet database [111].
4.2.3.2 Resizing
To remove the black margin of each image as illustrated in Figure 4.1, all images are cropped from
the image center of the original size of 450×450 pixels to the appropriate size 380×380 pixels using
bicubic interpolation to ensure each cell is located at the center and reduce the non-informative adjacent
background regions.
4.2.3.3 Data Augmentation
CNNs demonstrated state-of-the-art performance in different tasks [57, 155, 121]. However, the per-
formance of CNNs highly depends on training data size. Due to the data privacy issues in medical
domain, collecting adequate clinical images is a challenge. To address the issue of limited dataset size
and avoid over-fitting problems, various data augmentation techniques is applied to optimize the CNN
performance as suggested in recent studies [163], including contrast adjustments and brightness correc-
tion, horizontal and vertical flips and intensity adjustments. The class distributions of dataset before
and after data augmentation is presented in Table 4.1.
Table 4.1: Total number of class distributions before and after data augmentation.
Number of images
Cell type Before augmentation After augmentation
Healthy cells 3389 27930
ALL cells 7272 53591
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4.2.4 Proposed Deep CNN Architecture with Auxiliary Components
The main contribution of this study is proposing a hybrid CNN model that combines low-level fea-
tures from intermediate layers in order to generate high-level discriminative feature maps for imma-
ture leukemic blast classification. In this approach, two well-established CNN architectures, namely
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Figure 4.2: Architecture of the proposed CNN. The histology image is adapted from [4].
For the VGG16 architecture, the initial weights are obtained from weights learned from ImageNet by
transfer learning strategy. As illustrated in Figure 4.2, from MobileNet architecture, features from five
convolution layers are extracted. Then each of them is followed by an average pooling layer. Next,
the extracted features are concatenated into a single feature vector. Thereafter, a new fully connected
(FC) layer with 256 hidden units with rectified linear unit (ReLU) activation function is connected.
Finally, two output neurons associating with normal and malignant cases with softmax non-linearity
activation function are used at the classifier layer. These extracted features from selected intermediate
layers can act as a complementary set of features to learn highly discriminative features beside the
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existing extracted deep features. This approach results in detection of more complex patterns from
each input image and gives higher accuracy with lower error rate. Employing very deep architecture
for training limited samples could have the issues of vanishing gradients and poor local minima. The
main benefit of applying a global average pooling layer is reducing the number of parameters in very
deep architectures. This reduction helps to prevent getting stuck in the poor local minima in a high
dimensional space which often occurs in learning from very deep CNNs. Additionally, once the number
of parameters decreases, it can be ensured the gradient flow within the deep network and hence the
learning process becomes stable regardless of the network depth, i.e. the number of hidden layers.
4.2.5 Evaluation Metrics
To evaluate the performance of the proposed method, three mostly used evaluation metrics namely,
accuracy, sensitivity and specificity are considered. Accuracy shows the number of correctly classified
ALL cases divided by the total number of test images denoting the overall correctness, is defined as:
Accuracy(%) =
TP + TN
TP + TN + FP + FN
× 100 (4.1)
In detecting disease, sensitivity or True Positive Rate (TPR) is a measure of the proportion of true
positive results to all real positives (subjects that have the disease). If cancer samples in the provided





Specificity or True Negative Rate (TNR) is a measure of the true proportion of negative results to all
real negatives (subjects that do not have the disease). High specificity means that the model is good





4.3 Experiment and Results
This section describes the design and implementation of the proposed model.
4.3.1 Experimental Setup
For the experiments, 70% of the images of each class are assigned to the training set, 20% to the
validation set, and the remaining 10% to the test set. To obtain the optimal accuracy, several hyper-
parameter tuning, using an exhaustive grid-search, is utilized. The effect of different optimizers, namely
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adaptive moment estimation (Adam), stochastic gradient descent (SGD) with momentum, and root
mean square propagation (RMSProp) are investigated. For SGD optimizer, the momentum term was
set to 0.9. For Adam optimizer, β1 and β2 were set to 0.7 and 0.999, respectively. For RMSProp
optimizer, rho and ε were set to 0.8 and None, respectively. The learning rate was set to 0.001 for the
Adam optimizer and to 0.0001 for both RMSProp and SGD optimizer. The ReLU activation function
and dropout [194] are utilized in the fully-connected layer with a rate of 0.4 to prevent over-fitting.
The batch size was set to 32 in order to fit into the GPU memory. All models are trained for 1000
epochs. The experiment is implemented in Python using the Keras package with Tensorflow as the
deep learning framework backend and run on Nvidia GeForce GTX 1080 Ti GPU with 11GB RAM.
4.3.2 Results and Discussion
The obtained results are derived from the 967 test images of the ISBI 2019 challenge which were not
used in the training phase. These test set are consist of 312 normal cases and 655 ALL cases. First, the
effect of image normalization and different optimizers is examined on the classification performance.
The accuracy, sensitivity and specificity of the obtained results are tabulated in Table 4.2.
Table 4.2: Effects of different optimizers and image normalization techniques.
Optimizer Normalization Accuracy Sensitivity Specificity
Adam ImageNet Mean 95.14 95.92 93.44
RMSProp ImageNet Mean 93.38 94.17 91.61
SGD ImageNet Mean 93.17 91.3 98.42
Adam Dataset Mean 96.17 95.17 98.58
RMSProp Dataset Mean 92.04 90.58 96.07
SGD Dataset Mean 89.76 86.96 99.53
As the results confirm, there is a level of variation in all results when running the experiments with
different optimizers and image normalization techniques. Analyzing Table 4.2, the proposed model
delivered high accuracy (96.17%) on dataset mean normalization with Adam optimizer. High sensitivity
(95.92%) result achieved by Adam optimizer, and ImageNet mean normalization method, and high
specificity (99.53%) obtained by dataset mean normalization and SGD optimizer. Surprisingly, the
worst classifier is observed by SGD optimizer and dataset mean normalization with an accuracy of
89.76%, sensitivity of 86.96%, and specificity of 99.53 (the last row in Table 4.2).
To justify the performance of the proposed approach, the performance of each architecture is individu-
ally evaluated. Table 4.3 provides the comparison of the individual VGG16 and MobileNet architectures
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with the proposed model. From Table 4.3, it can be seen that the proposed method significantly out-
performs the individual architectures on the provided dataset. The proposed model improves VGG16
up to 16% and MobileNet by 8.17% in terms of accuracy, which is considered significant. Moreover, the
plain MobileNet architecture (88.00%) gives a better performance than VGG16 architecture (80.77%).
This means the gap in accuracy is 7.23%, in favor of MobileNet. This is probably because of the ben-
efit of the depth-wise and point-wise blocks in MobileNet compared to regular convolutional blocks in
VGG16.
Table 4.3: Classification results from plain pre-trained networks and proposed model.
Accuracy Sensitivity Specificity
Plain MobileNet 88 86.66 92.24
Plain VGG16 80.77 78.21 96.32
Proposed model 96.17 95.17 98.58
For the sake of comparison, the proposed ensemble is compared with some of the recent studies in the
literature in Table 4.4. As shown in Table 4.4, the proposed approach achieves better performance
compared to other studies in terms of the accuracy.
Table 4.4: The comparison of the proposed method with recent studies on leukemia detection
Dataset Method Accuracy Year
DTH Yu et al. [230] 88.50% 2017
ISBI Mourya et al. [149] 89.62% 2018
ALL-IDB2 Singhal et al. [191] 89.72% 2014
MISP Mohamed et al. [143] 93.00% 2018
ALL-IDB Patel et al. [160] 93.75% 2015
IGH Mohapatra et al. [145] 94.73% 2013
ISBI Proposed Approach 96.17 2019
The experimental results in Table 4.4 confirm that the proposed ensemble, by aggregating features from
intermediate layers outperforms all counterparts and achieves the highest accuracy. This indicates the
important role of ensemble based deep learning in joint with highly descriptive feature. The proposed
learner gains accuracy of 96.17% on the recent ISBI 2019 dataset while counterpart study at [149] from
the Table 4, gains accuracy of 89.62% on the same dataset.
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Although the results generated by the proposed method are encouraging, there are some limitations of
the method are highlighted as follows. First, large-scale datasets are needed in training deep learning
applications, and the provided training data for this study is limited. To resolve this problem, various
data augmentation strategies are employed. It will be more appropriate to have access to more reliable
data sources by increasing the number of samples. Also, using pre-trained networks as feature extractors
requires images to be resized to a certain dimension for some architectures which may discard valuable
discriminating information. The above-mentioned points will be the focus of the future directions with
the aim to reduce the false positive rate and further improvement of the final accuracy.
4.4 Conclusion
We presented an automatic CNN hybrid method for classification of ALL and healthy cells. Two
well-established CNNs, namely, VGG16 and MobileNet are used to extract features from multiple
abstraction levels. The proposed model could extract features from chosen pre-trained and fine-tuned
Deep CNNs. Fusing the features from selected intermediate layers can be regarded as an auxiliary set
of features which leads to further improvement of the classification accuracy. This approach not only
helps to learn more complex patterns but also addresses the issues of vanishing gradients and poor
local minima by reducing the number of parameters. The obtained results suggest that combining
features learned by deep models improves the performance and yield more accurate result (96.17%)
than individual state-of-the-art networks. To resolve the problem of limited data size, different data
augmentation techniques are employed. The transfer learning strategy was also employed to accelerate
the learning process and further improve the performance of the proposed network.
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5 Revisiting Deep Skip Connections and Transfer
Learning for Lung Cancer Segmentation in
Histology Images1
5.1 Introduction
Lung cancer is the leading cause of cancer-related death worldwide. Lung cancer accounts for one-
quarter (26%) of all cancer-related death worldwide with over 225,000 cases, 150,000 deaths, and $12
billion in health care costs yearly in the United States. The five-year survival rate after diagnosing
lung cancer is lower than other cancers varying from 4% to 17% depending on stage and type of lung
malignancies and is even lower in developing or underdeveloped countries [9]. Lung cancer screening
programs play an essential role in the early detection of lung cancer, effective treatment planning and
improving the patient survival rate. Once lung nodules are detected, different gold standard methods
such as CT image scans are performed to measure the size, shape, morphology, and location of the
nodules and determine the level of malignancy of the nodules. Taking a pathological biopsy from
suspicious tissue is a pre-requisite step in diagnosing the sub-type of lung cancer in routine clinical
practice. The result of biopsy image analysis determines the direction of treatment planning. However,
histopathology image-based assessment needs the manual inspection of pathologists, which can be time-
consuming and tedious [162].
Computer-aided diagnosis (CAD) systems have the potential to be applied for lung nodules detection
and provide a second opinion for image interpretation and diagnosis. Because of the dramatic increase
in image modalities (e.g. MR, CT, X-ray, pathology) and the limited number of doctors, CAD systems
have been proposed to assist in the clinical field by reducing the false-negative or false-positive detection
rate. Recently, deep learning integrated with medical image processing has achieved great success in
different tasks such as image classification, segmentation, and object detection. Convolutional neural
networks (CNNs), as one of the primary parts of deep learning architectures, offer the ability to extract
high-level discriminative features using a convolution kernel. Every tumor tissue slice exhibits complex
1An extension of this chapter is under review for publication. This chapter uses text descriptions and figures from the
manuscript.
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morphological structures and properties with a significant level of inter-tumor similarity and intra-tumor
variability [141]. Figure 5.1 shows some examples of the provided dataset for lung tissue segmentation.
Figure 5.1: Patch images extracted from WSIs of H&E-stained lung
specimens. The histology images are adapted from [126].
5.2 Motivation and Contributions
Considering the issues of manual delineation, intra- and inter-observer variability, in this work, a deep
learning-based method is proposed for automatic lung carcinoma tissue segmentation. The proposed
segmentation architecture is inspired by the existing deep CNN architectures. In this way, we can
get a better insight into how different convolutional models can capture the high-level features and
improve the performance. Thus, this study is aimed to investigate the impact of transfer learning, deep
CNN modules and components in extracting high-level discriminative features in lung carcinoma tissue
segmentation.
The main contributions of this work can be summarized as follows:
– To the best of our knowledge, this study is the first attempt to a CNN-based encoder-decoder with
transfer learning feature extractors and skip connections for the fine-grained lung cancer tissue
segmentation, which is a challenging task in practice. The presented deep CNN model contains two
parts, the down-sampling part is a feature extractor utilizing transfer learning strategy to extract
features from tissues, and the up-sampling part reconstructs the prediction map and segments out
the region of interests.
– The performance of different state-of-the-art CNN architectures, e.g., Inception, ResNet, VG-
GNet, MobileNet DenseNet, InceptionResNet, SE-ResNeXt on ACDC-LungHP dataset is also
investigated on the proposed encoder-decoder architecture. The impact of incorporating mod-
ules of each deep CNN feature extractor and also transfer learning are analyzes throughout a
comparative study.
– The proposed model is trained on ACDC-LungHP [126] lung cancer segmentation challenge avail-
able at [1] to evaluate the performance of different deep transfer learning models. Experimental
results demonstrate that shared DenseNet169 feature extractor in the encoder part of the proposed
architecture achieves the state-of-the-art performance and outperforms competing deep feature ex-
tractors with a dice similarity of 82.50%, accuracy of 87.10%, precision of 83.60%, recall of 82.97%
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and F1-score value of 82.63%. The integration of short and long skip connections into the proposed
model helps extract more crucial contextual information and improve the performance of learners.
5.3 Materials and Methods
The proposed pipeline consists of the following stages: Initially, from each input whole-slide images
(WSI), patches of the size of 1024×1024 are extracted to increase the visibility of crucial structures.
Then, different augmentation techniques are applied to each patch to increase the dataset size. Once
input images are prepared, they are fed into the proposed encoder-decoder architecture. The usability
of a wide variety of deep CNN architectures into the encoder part of the proposed architecture is
investigated in this study. The proposed encoder-decoder architecture preserves spatial information of
the input image using skip connection operations such as dense modules and residual blocks to connect
contextual information from the internal blocks of the encoder part to the corresponding decoder part.
Since each deep CNN architecture has its own shortcomings and limitations when seeking an optimal
and crucial feature, an integrating strategy of segmentation backbone architecture with deep CNN
feature extractors is proposed in order to improve the overall segmentation performance. Finally, the
performance of the proposed architecture is evaluated on test images.
5.3.1 Skip-connections CNN Architecture for Lung Tissue Segmentation
To achieve the best combination of feature extractor and encoder-decoder architecture with higher ac-
curacy and lower loss value, the performance of various CNN architectures is taken into consideration.
Different combinations of feature extractors such as DenseNet [98], InceptionV3 [199], InceptionRes-
NetV2 [197], MobileNet [93], ResNet [89], SE-ResNet [94] and VGGNet [189] are designed and tested on
three backbone models of FPN, U-Net and proposed encoder-decoder model. Deep CNN architectures
are typically employed for different biomedical classification tasks. However, employing CNN feature
extractors in encoder part of a segmentation architecture such as FPN aids in extracting spatial features
and classify each pixel into cancerous or healthy classes and then the decoder part of the architecture
segments complex structures in histology images. Finally, the predicted probability map is given as
output. In decoder part of segmentation architectures, the pooling layers are replaced by up-sampling
layers to reconstruct the predicted mask at the same dimension of the input image. Due to the GPU
memory constraints, the large WSIs are patched, and the empty white patches without ROIs are dis-
carded. The overall architecture of the proposed encoder-decoder architecture with skip-connections
is illustrated in Figure 5.2. Referring to Figure 5.2, the proposed architecture consists of two parts.
The encoding path (left area) is comprised of convolutions layers, followed by ReLU and max-pooling
layers. To address the overfitting and vanishing gradient problems, the previous layer is merged into
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the future layer using short skip connections (concatenation operation). The decoding path (right area)
is comprised of up-sampling layers of convolution and ReLU layers to reconstruct feature maps [97].
Furthermore, batch normalization technique is employed in the decoder part of the proposed model to
reduce the internal covariant shift. Batch normalization layers dynamically normalize the inputs of each
convolutional layer. By adopting the introduced modified segmentation encoder-decoder architecture,
a high dice similarity coefficient and accuracy rate are achieved for tissue segmentation of H&E lung
specimens stained. With this setup, the proposed method could accurately segment cancerous regions
within tissue structures with the dice similarity index of 84.10% and accuracy of 90.69%.
Figure 5.2: The overview of proposed skip-connections encoder-
decoder CNN architecture. The histology image and the corresponding
mask is adapted from [126].
The proposed pipeline is defined based on hierarchical CNNs employing skip-connections to allow an
end-to-end training for fine-grained lung tissue segmentation. The proposed model first originates as a
plain encoder-decoder segmentation backbone network – linearly stacked convolutional layers followed
by pooling layers. In a conventional encoder-decoder deep CNN, each convolutional layer in the encoder
part acts as a feature extractor, and the decoder part acts as feature reconstruction. In addition, four
skip-connections are introduced in the proposed architecture to bridge the lower layers to upper layers
on the basics of the backbone in order to take the characteristics of fine-grained lower-level contextual
features into consideration. Also, the down-sampling layers in the encoder part are linked with the
corresponding up-sampling layers using long skip connections. For further performance improvement
and take advantages of transfer learning strategy, the encoder part of the proposed architecture is
replaced with feature extractors, and the up-sampling layers of the decoder part are adjusted based
on the encoder part. As histopathology images exhibit substantial inter-tumor similarity and intra-
tumor variability, it is crucial to capture the specific and essential features with a different mechanism
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in a network. Therefore, the proposed architecture consists of two types of skip connections to the
network: i) based on the aforementioned considerations, short skip connections link the layers inside the
encoder/decoder blocks and help exploit better discriminative visual features from intermediate layers.
ii) long skip connections is used to link the encoder layers to decoder layers. Long skip connections
concentrate on accurate reconstruction of the segmented masks.
5.3.1.1 Residual Units
Modern deep CNN models have become increasingly deep to capture the most important contextual
information from input data and achieve higher performance. However, increasing the depth of CNN
architectures causes the issue of vanishing gradients of information before reaching the initial layers of a
CNN during backpropagation step. The vanishing gradient issue leads to the insensitivity of detecting
fine-grained textures and boundaries [225]. To address the aforementioned issue and facilitate the
training of very deep CNNs, residual units are proposed [89] to pass the gradient directly with an
identity function from shallow layers to deep layers, as illustrated in Figure 5.3. A residual unit learns
the residual information from multiple layers by enabling feature reuse between the input and output
layers instead of directly learning information from each layer. The residual unit has been proven
to be an effective approach to avoid the over-fitting and gradient disappearance and improve model
performance compared with standard CNNs.
Figure 5.3: The illustration of a residual unit. The figure is adapted from [218].
5.3.1.2 Dense Blocks
The dense connections, introduced by Huang et al. [98], allow to design a deeper network with more
effective information flow and prevent the problem of gradient vanishing. Moreover, dense blocks
strengthen feature maps and feature propagation in subsequent layers and improve the performance of
deep CNNs based on 1) bridging information flow from early layers to later layers; 2) concatenation
of learnable feature maps; 3) flow of gradient information through the convolutional layers [34]. The
difference between skip connections in residual units and dense blocks is the type of connection opera-
tion. The skip connections in residual units have been implemented using summation operation, while
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concatenation operation is used in dense blocks to connect convolutional layers. Dense connections
double the numbers of feature maps and learn-able parameters. Skip connections using concatenation
operation are the key feature of the proposed architecture in this study. Figure 5.4 illustrates an ex-
ample of dense block with five convolutional layers and concatenation operations to skip some of the
layers from training and updating the weights.
Figure 5.4: The diagram of a dense block with five convolutional layers. The figure is adapted
from [68].
5.3.1.3 Batch Normalization
Batch normalization [100] is an effective normalization technique that currently plays an important
role in training deep CNNs. This technique dynamically normalizes the input features of each layer,
which is the output of the previous layer. The main reason to employ batch normalization is the
internal covariant shift problem. The normalized data need to be fed into an activation function,
which could skew the extracted feature distributions. For example, the ReLU activation function
only propagates non-negative features to the subsequent layers. In other words, ReLU activation
function skews the distribution to only positive features. Aiming to mitigate the aforementioned internal
covariant shift, batch normalization is proposed to normalize features between non-linearities. This
approach significantly improves training speed and leads to a higher performance.
5.3.2 Dataset Description
ACDC-LungHP [126] [127] dataset available at [1] is used for evaluating the performance of the proposed
segmentation model in detecting and classifying lung cancer. ACDC-LungHP contains 100 WSIs divided
into irregular sub-regions under 40× lenses digitized using the same scanner. The cancer regions of
all WSIs have manually annotated by several qualified pathologists on tissue level for each WSI. The
main goal of this challenge is to evaluate machine learning algorithms for diagnosing micro-and macro-
metastases in a lymph node in H&E-stained histopathology tissue slides. Developing machine learning
algorithms for automatic assessment of lung biopsy tissues could help reduce the workload of manual
assessment and also prevent from subjective bias in detecting and segmenting lung carcinoma in WSIs.
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5.3.3 Data Preparation and Pre-processing Techniques
5.3.3.1 Patch Extraction
An eye-fit magnification level of a WSI, as demonstrated in Figure 5.5 does not provide necessary
information about tumor or healthy regions for a successful diagnosis. Therefore, a pathologist should
increase the magnification level for a more detailed field of view of a WSI. For generating the dataset,
a given WSI of the provided dataset with a typical size of 1 gigapixel at 20× magnification is split into
patches. To this end, a number of 7447 patches for training set and 670 patches for testing set with the
size of 1024×1024 pixels were extracted from 100 WSIs in total. Figure 5.6 shows the process of patch
generation from an input WSI. By generating a patch with proper magnification, the machine learning
algorithms can capture high-level information and patterns of tumor and non-tumor regions.
Figure 5.5: A WSI of a typical lung tissue specimen. The histology image is adapted from [126].
Figure 5.7 shows samples of 12 representative patches of tumor regions from a WSI of the provided
dataset. The image on the left side shows a WSI, and the black square boxes are patch regions on the
WSI. Images on the right side are selected patches. The patches with no information such as white
background are removed from dataset generation process.
5.3.3.2 Data Augmentation
The performance of CNNs highly depends on the size of the training data. Due to the data privacy issues
in medical domain, collecting adequate clinical images is a challenge. To this end, data augmentation
techniques were used for two reasons in developing a robust method, i) to address the issue of limited
dataset size and ii) to avoid over-fitting problems, as suggested in recent studies [180, 163, 183]. In this
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study, data augmentation techniques including horizontal and vertical flips, random filter, and rotation
were adopted only for training data subset.
 
Figure 5.6: The process of patch generation from a whole slide image (WSI). The histology image
is adapted from [126].
5.3.4 Experimental Settings
For CNN-based models, to minimize loss function, SGD (Stochastic Gradient Descent with momentum,
proposed by [181]) is used as an optimizer with a learning rate set to 0.1, momentum set to 0.9 and
decay rate set to 0.1. The SGD accepts a parameter learning rate η (default value is set to 0.01),
momentum as a parameter of µ, decay parameter to decay the learning rate over the weights updates





In training part, the mini-batch size is set to 4 images due to GPU memory limitations, and all models
are trained for the maximum iteration of 50 epochs to minimize training error. The dataset has been
divided into training, validation and testing sets with ratios of 70%, 20% and 10% of the total patched
images, respectively. The weights for all of the feature extractors were initialized by using pre-trained
ImageNet initialization. The ImageNet weight initialization approach assists in faster convergence
and speeds up the training process. All experiments were run on a PC with following configuration:
Intel(R) Core (TM) i7-8700K 3.7 GHz processors with 32 GB RAM. The training and testing process
of the proposed architecture for this experiment is implemented in Python using Keras package with










 Figure 5.7: The process of patch generation from a whole slide image (WSI). The histology image
is adapted from [126].
5.3.5 Evaluation Metrics
To measure the performance of the proposed method, common segmentation evaluation metrics such as
dice similarity coefficient, precision, recall, f1-score were adopted to quantitatively measure similarity
and difference between predicted mask from the proposed model and ground-truth mask at the pixel
level.
The dice similarity coefficient measures the spatial overlap between ground truth and predicted mask
produced by the proposed architecture. These metrics are computed as,
Dice (A,B) =
2× | A ∩ B |
| A | ∪ | B |
× 100 (5.2)
where A represents the output binary mask produced from the segmentation method, B represents the
ground-truth mask, ∪ represents union set between A and B, and ∩ represents the intersection set
between A and B.
Accuracy metric is used to measure the overall accuracy of the segmentation models. Given the number
of true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN):
Accuracy =
TP + TN
TP + TN + FP + FN
× 100 (5.3)
Precision and Recall metrics are analyzed to measure the amount of over-segmentation and under-
segmentation, respectively. Precision is sensitive to over-segmentation as it is associated with a small
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F1-score also computed as a harmonic mean of precision and recall between predicted and ground truth
boundaries to evaluate the performance of the proposed approach.
F1− Score = 2× Recall × Precision
Recall + Precision
× 100 (5.6)
5.4 Experimental Results and Discussion
Pathological examinations remain the gold standard in diagnosing of almost all types of cancers. Aiming
at developing robust and automated histopathological image analysis tools, a novel deep learning-based
network is presented. This study is conducted on a patch-based generated dataset over 100 WSIs of
ACDC-LungHP dataset. All experiments were performed on the total numbers of 7,447 training patches
and 670 testing patches extracted from the provided dataset to identify tumor regions from non-tumor
regions.
Table 5.1: Comparative analysis of different feature extractors and FPN architecture.
FPN Dice Accuracy Precision Recall F1-score MSE
DenseNet121 80.25 88.41 82.20 81.39 80.44 0.1084
DenseNet169 82.32 89.59 80.54 87.05 82.48 0.0967
DenseNet201 80.86 88.51 82.54 82.05 81.07 0.1066
InceptionV3 79.13 87.48 80.49 81.13 79.22 0.1167
InceptionResNetV2 77.63 85.65 74.76 85.77 77.77 0.1338
MobileNet 79.10 86.84 77.49 84.70 79.14 0.1248
MobileNetV2 79.15 87.12 77.51 84.72 79.29 0.1205
ResNet18 78.96 86.21 74.47 88.60 79.05 0.1303
ResNet34 79.17 86.62 75.92 86.59 79.24 0.1257
ResNet50 80.27 87.75 77.96 86.11 80.38 0.1157
SE-ResNet18 79.37 86.52 75.33 88.17 79.42 0.1311
SE-ResNet34 78.67 86.41 75.61 86.46 78.78 0.1287
VGG16 75.76 82.38 68.32 91.17 75.83 0.1695
VGG19 74.47 82.19 69.21 87.21 74.53 0.1695
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Two backbones models of FPN and U-Net in addition to the proposed encoder-decoder are considered
to validate the effectiveness of the proposed approach. The main goal of this experiment is to test
the generalization ability of the proposed segmentation method via a convolutional feature extractor
for lung cancer tissue segmentation. Tables 5.1, 5.2 and 5.3 report the comparative analysis of 14
feature extractors on the U-Net, FPN and the proposed segmentation backbone. Overall, the results
are in favor of the DenseNet architectures integrated with segmentation architectures in terms of dice
similarity coefficient, accuracy and F1-score. As the results in the Table 5.3 indicate integrating the
dense modules incorporated in DenseNet169 to the proposed encoder-decoder architecture is achieved
more precise segmentation results from the testing images with a dice score of 84.10%. In this type of
network architecture, low-level feature maps are combined with higher-level ones using concatenation
skip connections (in dense modules) to precisely locate and segment ROIs more accurately. It is observed
from the obtained results on ACDC-LungHP challenge dataset that the proposed approach using dense
modules without extensive or task-specific pre-processing such as stain normalization achieves better
performance than other state-of-the-art components on testing data. It is also inferred from these tables,
the second-best result is obtained by the DenseNet201 feature extractor on FPN and U-Net architectures
with an overall dice similarity coefficient of 80.86 % and 81.76%, respectively and DenseNet121 on the
proposed model with 80.89% dice similarity coefficient.
Table 5.2: Comparative analysis of different feature extractors and U-Net architecture.
U-Net Dice Accuracy Precision Recall F1-score MSE
DenseNet121 80.08 88.21 81.11 82.24 80.16 0.1140
DenseNet169 82.57 89.40 79.06 89.13 82.68 0.1019
DenseNet201 81.76 89.05 82.51 83.32 81.83 0.1063
InceptionV3 80.38 88.17 81.00 83.01 80.52 0.1118
InceptionResNetV2 78.62 85.75 74.48 87.88 78.69 0.1361
MobileNet 79.41 87.20 77.78 85.19 79.55 0.1196
MobileNetV2 79.18 86.86 77.47 85.32 79.37 0.1227
ResNet18 79.30 86.81 76.48 86.49 79.33 0.1287
ResNet34 80.32 87.62 76.74 88.15 80.37 0.1202
ResNet50 79.41 87.04 76.32 86.33 79.47 0.1256
SE-ResNet18 79.41 86.60 75.29 88.28 79.49 0.1292
SE-ResNet34 60.59 75.47 59.16 97.76 71.59 0.3025
VGG16 74.68 80.80 66.70 91.07 74.74 0.1854
VGG19 76.52 83.22 69.86 90.54 76.62 0.1615
Comparing the first and second winners among all combinations, the performance of dense modules in
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Table 5.3: Comparative analysis of different feature extractors and proposed architecture.
Proposed method Dice Accuracy Precision Recall F1-score MSE
DenseNet121 80.89 89.11 85.03 79.47 80.97 0.1063
DenseNet169 84.10 90.69 81.97 88.39 84.16 0.0911
DenseNet201 80.48 88.29 82.53 80.99 80.54 0.1150
InceptionV3 76.88 84.01 71.63 88.10 76.94 0.1541
InceptionResNetV2 77.47 84.13 71.94 89.01 77.51 0.1534
MobileNet 74.16 79.04 64.27 94.33 74.23 0.2012
MobileNetV2 74.46 79.44 64.65 94.36 74.53 0.1982
ResNet18 79.71 86.75 75.03 89.11 79.80 0.1282
ResNet34 79.67 86.97 75.87 87.82 79.75 0.1267
ResNet50 78.71 86.95 78.79 82.27 78.75 0.1275
SE-ResNet18 56.11 76.18 18.21 59.50 59.18 0.1821
SE-ResNet34 78.79 86.33 74.63 87.82 78.90 0.1315
VGG16 75.76 82.38 68.32 91.17 75.83 0.1695
VGG19 75.72 81.64 66.87 93.57 75.78 0.1788
DenseNet architecture is better than the rest of the feature extractors on all of the segmentation ar-
chitecture backbones. In the present work, regarding state-of-the-art, a model based on deep learning
and transfer learning is developed to be sufficiently reliable and generic, aiming to solve the crucial
challenges posed by automated malignant tissue segmentation. During feature extraction, the state-of-
the-art architectures are introduced to the encoder part of the proposed encoder-decoder architecture
to benefit from transfer learning strategy. This approach, by incorporating different modules along-
side standard convolution, helps retain discriminative features, which is essential for segmenting ROIs
with heterogeneous textures, shapes, and sizes. Integrating modules with various convolutions such as
inception, dense, separable depthwise modules in the encoder part of the segmentation model allows
for multi-scale feature aggregation to improve current original segmentation architecture and achieve
a more accurate segmented ROI. After feature extraction phase, the network is up-sampled from the
encoded feature maps to produce the final predicted mask with localized and delineated ROIs. The
deepest layers of the proposed architecture contain more crucial information at the expense of spa-
tial resolution. Although high-level contextual and deeper information can be generated within the
very deep neural network, it is crucial to avoid over-fitting and vanishing gradient descent problems,
which are common issues in training deep architectures. Therefore, low-level contextual information
from lower levels are directly incorporated to high-level contextual information from the upper layers
to precisely delineate the tumor boundaries and avoid over-fitting and vanishing gradient issues. By
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directly connecting convolution layers in dense components, an equal contribution of both low-level
and high-level contextual information is ensured through skip connections. These connections in dense
modules use concatenation operation to pass extracted information. Concatenating feature maps from
the intermediate convolution layers of the proposed architecture demonstrates the importance and con-
tribution of the low-level features in precise segmentation of boundaries in tissues. Also, dense modules
in the pre-trained DenseNet architecture with skip connections aids in avoiding the problem of van-
ishing gradient descent due to the designing of deep architectures with millions of parameters. The
obtained results in Table 5.3 highlight the superiority of the proposed architecture by incorporating
DenseNet169 feature extractor.
5.5 Conclusion
In this research, an extensive comparative study of segmentation architectures integrated with a wide
variety of well-established feature extractors is presented. The proposed approach was constructed by in-
tegrating long and short skip connections into the proposed encoder-decoder segmentation architecture
in order to help exploit better discriminative visual features by allowing the flow of gradient information
through the intermediate convolutional layers and achieve better performance for the segmentation of
malignant regions in lung tissue histological images. Extensive experimental results on ACDC-LungHP
challenge have proved the effectiveness of the proposed method using skip connections by surpassing
state-of-the-art of FPN and U-Net models by a considerable margin. The obtained segmentation re-
sults show that the proposed architecture has achieved a dice similarity coefficient of 84.10%, accuracy
of 90.69%, F1-score of 84.16%, and MSE rate of 0.0911. Finally, the proposed deep CNN method is
inherently general and can be applied to similar segmentation tasks in histopathological image analysis.
However, the performance of the segmentation model can be challenging on histopathology images with
irregular shapes, noisy backgrounds and vague edge resolution. In future work, the performance of the
proposed architecture can further be improved by investigating the impact of more effective modules in
extracting contextual features from histological tissue images. Also, more histology images should be
acquired to evaluate the effectiveness of the proposed method and applications in a clinical practice.
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6 Deep Transfer Learning Based Model for
Colorectal Cancer Histopathology
Segmentation: A Comparative Study of Deep
Pre-trained Models1
6.1 Introduction
Colorectal cancer (CRC), also known as colon or bowel cancer, develops from the abnormal or excessive
growth of malignant cells in colon or rectum. CRC is the third most frequently cancer-related death in
the United States in both men and women after lung cancer and breast cancer [207]. According to the
annual report provided by the American cancer society [8], approximately 104,610 new cases of colon
cancer and 43,340 new cases of rectal cancer will be diagnosed in 2020. Additionally, 51,020 patients
are expected to die from colorectal cancer during 2020 in the United States. Most colorectal cancers
start as abnormal tissue or benign polyps that grow in the inner linings of the intestine. Although the
majority of abnormal tissue or polyps are initially benign, they might become malignant over time if
left untreated. Therefore, due to the high incidence and mortality rate of colorectal cancer, detecting
and removing suspicious tissues in early stages is important to prevent the risk of developing colorectal
cancer. Colonoscopy is the reference method for screening and detecting polyps inside the colon.
Screening and analysis of polyps or other types of abnormal tissue in colonoscopy images or videos are
dependent on experienced endoscopists. When the visual inspection of a polyp demonstrates a high
malignancy polyp, it should be removed immediately for pathology analysis to determine whether a
polyp is benign or malignant [166].
Histopathology is the examination of thin sections of suspicious tissue through a microscope. The
extracted tissues have been fixed onto glass slides and stained to reveal structures and morphological
features. With the availability of whole slide scanning devices, there is a growing trend towards acquir-
ing digitized pathology images of glass histology slides. The advent of digital pathology made tissue
1A manuscript describing this work is under review for publication. This chapter uses text descriptions and figures from the
manuscript.
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histopathology available to the application of image analysis models leading to the rise of computational
pathology and assisting pathologists in their diagnostic decision making. In a conventional pathological
diagnostic practice, a pathologist has to analyze thousands of tissue sections on glass slide series under
the microscope to annotate structures and morphological features present in a histological slide. The
manual segmentation of tumor regions is a challenging and time-consuming task. Furthermore, the
visual examination of tissue slides is tedious when workloads are high. The traditional approach also
lacks objectivity and is bias due to the subjective nature of the task, which inevitably leads to inter
and even intra-observer variability [84, 21].
Figure 6.1: Some examples of WSIs (first row) and their corresponding
manual annotated masks provided by expert pathologists (second row).
The histology images are adapted from [123].
In contrast to the manual approaches, with the rise of computational pathology, pathologists would
greatly benefit from the automation of pathological repetitive tasks such as segmentation. Accurate
segmentation of structures such as cancerous regions, nuclei and glands are of crucial importance for
a pathologist in assessing the degree of cancer malignancy and localization of tumor regions in H&E-
stained slides. Therefore, automating repetitive tasks is essential in extracting visual morphological
features from large scale histopathology images that would otherwise be impractical. Computer-assisted
diagnosis systems and quantitative image analysis could aid in improving tissue analysis for image-based
bio-marker discovery and tissue diagnosis with reproducible results. Given the increasing number of
CRC cases and shortcomings of the conventional diagnosis system, the demand for developing precise
and reliable segmentation algorithms is increasing progressively to assist pathologists in speeding up the
diagnosis process by accurate segmentation of cancerous regions and diagnosing CRC aggressiveness,
grading and scoring.
The main contributions of this research are, first, investigating the effect of modules incorporated in
CNN architectures in the segmentation performance, and second, proposing a transfer learning-based
fusion approach in the encoder part of segmentation backbones to train on CRC tissue segmentation
and achieve excellent performance. To do so, different architectures were designed assembling multiple
pre-trained CNN feature extractors on three segmentation architectures, namely U-Net, LinkNet and
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FPN, to segment CRC histology segmentation effectively. In this work, the robustness of 17 deep feature
extractors belonging to 7 architecture families was investigated. The properties of the selected models
are given in Table 6.4. Finally, a comprehensive analysis comparing the proposed transfer learning
approach on different CNN models is provided.
6.2 Materials and Methods
Deep learning architectures are formed by a sequential of convolutional layers alternated by pooling
layers. This architecture is able to learn non-linear hierarchically discriminative features from input
data. Different types of CNN architectures can be formulated by stacking convolutional layers. A
convolution window slides over the input image and performs a convolution operation (as shown in
Eq. 6.1) to extract high-level discriminative features maps.











where m is the number of feature maps, ωn−1ij represents the convolution filter between the i and j
feature maps, xn−1i is the i
th map in the (n − 1)th layer, bni denotes the bias, function f denotes a
nonlinear activation function, and the asterisk (∗) represents the convolution operator.
After generating feature maps from each convolutional layer, another layer termed as a pooling layer is
used to reduce the dimensionality of the feature maps. The main idea of using a pooling layer is to reduce
the model computation time and resources. If the pooling operation is removed, the amount of CNN
parameters increases exponentially in the subsequent layers. Another advantage of pooling operation is
to reduce the sensitivity of the model to small transformations, variations, distortions and translations
in input data. The two most common pooling strategies are max-pooling and average-pooling.
After extracting features using stacked convolutions and pooling layers, fully connected (FC) layers are
used to convert an extracted 2D summarized feature map into a 1D feature vector. A fully connected
layer is similar to a conventional artificial neural network (ANN) or a multi-layer perceptron. The
input-output operation in a neuron of the FC layer is defined in Eq. 6.2. In each neuron unit, the
learned weights are multiplied by the corresponding data from the previous layer and the bias value is






where f represents an activation function, w is the weight vector, x is the input feature vector of the
ith neuron, m is the number of feature maps, and b is the bias vector.
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The final component of a deep CNN is the output layer to produce the predictive probabilities corre-
sponding to each class. The softmax activation function is the common activation function for classifi-






where exi is the ith value in the output vector and n is the number of classes.
Figure 6.2 presents a conventional deep CNN model, consist of the input image, convolution layers
followed by pooling layers and finally, fully-connected layers. In the convolution layer, also known as
the feature extraction layer, a convolution kernel (yellow square) with a fixed size convolve over the
input image and generate a feature map. Extracted features are fed into the next layers as input. The
pooling layer is used to reduce the size of the feature maps. Finally, the fully-connected layer at the end
of the network outputs the corresponding probabilities. The main idea of a CNN model is to obtain
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Figure 6.2: A typical convolutional neural network architecture. The histology
image is adapted from [123].
6.2.1 Segmentation Architectures
In this section, a short description of each state-of-the-art CNN architectures is provided:
6.2.1.1 U-Net
U-Net, proposed by Ronneberger et al. [178] in 2015, achieved much effective segmentation result in
compare with ConvNet approach and won ISBI cell tracking challenge. The contracting path or down-
sampling layers of U-Net architecture learns the feature maps using alternating convolutional filters
and max pooling layers. The expanding path or up-sampling layers acts as input for de-convolution
process and provide precise segmentation.
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6.2.1.2 LinkNet
LinkNet [64] is an efficient encoder-decoder architecture which takes the advantages of skip connections
and residual blocks to address the problem of spatial information by directly connecting spatial infor-
mation from the encoder to the corresponding decoder part. The encoder part of the original LinkNet
uses ResNet18 to extract features from input image and the corresponding decoder part produce the
predicted mask.
6.2.1.3 Feature Pyramid Network (FPN)
The main idea of FPN architecture is to combine low-level semantically strong features with high-
level semantically weak features from each layer independently to produce the final pixel classification.
Feature pyramids in FPN architecture are the basic component in recognition systems for detecting
multi-scale objects [147].
6.2.2 Deep CNN architecture for CRC Segmentation
The main objective of this work is to explore the impacts of varying modules on the performance of
deep CNN models and determine the optimal set of incorporating CNN modules and pre-trained archi-
tecture through an extensive of experiments. Hence, the performance of multiple well-established deep
CNN models with various layers or specifications is investigated. In this research, 51 set combinations
of pre-trained networks and segmentation architecture are designed in the down-sampling part of seg-
mentation architecture backbones, and then a comparative study is conducted to report the results. To
conduct this research, the impact of different CNN modules, e.g. squeeze-excitation (SE) incorporating
into SE-ResNet (18, 34 and 50) and SE-ResNext50 models, residual blocks in ResNet (18, 34 and 50)
models, dense modules in DenseNet (121, 169 and 201) models, inception modules in InceptionV3, In-
ceptionResNetV2 model and standard convolutions in VGGNet (16 and 19) is assessed for automated
CRC cancer tissue segmentation. Residual units also are incorporated in InceptionResNetV2, ResNeXt,
SE-ResNeXt and SE-ResNet models. The proposed deep learning framework is based on deep convo-
lution neural networks and includes the following two parts: the first stage is the encoder part that
incorporates pre-trained deep CNN architecture to extract high-level contextual feature representations
automatically from the input image. The next part of the architecture is the decoder part that up-
samples the encoded image feature representations into an output predicted mask. Figure 6.3 shows
the proposed fully convolutional-based feature extractor with InceptionV3 and LinkNet architecture for
automatic CRC tissue segmentation and screening. The left side of this figure is the data preparation
step, e.g. extracting patches from an input WSI. The right side of this figure demonstrates the proposed
architecture. The encoder part of this architecture extract feature using inception modules and the
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Figure 6.3: The illustration of the proposed convolutional architecture with
InceptionV3 feature extractor. The histology images are adapted from [123].
The designed generic framework allows extracting discriminative features based on the end-to-end
learning process of the texture and shape of normal and tumor regions and finally delineate ROIs
from CRC histology slide images. Additionally, the proposed model provides a new level of feature
extractors by incorporating prior knowledge already trained on the ImageNet dataset using pre-trained
deep modules into the segmentation framework. As demonstrated in the Figure 6.3, the proposed
architecture is composed of two separate parts. The upper part of the proposed architecture carries
out feature extraction from the input layer with a resolution of 512×512 pixels. In contrast, the lower
part propagates the obtained extracted features to the upper part to produce the final predicted mask.
The 512×512 pixels of input images are large enough to cover the ROIs of the provided dataset with
reasonable memory consumption. This approach allows to design a much deeper architecture, i.e. U-
Net with 2M parameters. In contrast, the combination of DenseNet201 with UNet with the number of
26M parameters, LinkNet with the number of 1M parameters and LinkNet combined with DenseNet201
has 22M parameters to successfully accomplish the segmentation task without the problem of vanishing
gradient problem.
6.2.3 Datasets Description
The image dataset used in this work for colorectal cancer segmentation is DigestPath [123] available
at [5]. The dataset is consisted of a total of 250 positive colonoscopy tissue slices containing both
normal and tumor regions. The size of images ranges from 3538×5736 pixels to 16054×13821 pixels
extracted from the high-resolution scans of anonymous patients to evaluate the performance of the
segmentation model. All of the lesions are annotated by HistoPathology Diagnostic Center together
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with cooperated hospitals. All whole slide images were stained by hematoxylin and eosin and scanned
at ×20. The provided H&E stained histology WSIs of colorectal tissue were highly heterogeneous in
terms of shape, texture and appearance as the data were collected from 4 different medical centers in
developing countries.
6.2.3.1 Patch Extraction
To conduct a successful diagnosis, the magnification level of a WSI should be adjusted for a more
detailed field of view of WSI to provide necessary information about tumor or healthy regions. Due
to the substantial scale of WSIs and computation limitation required to process the entire WSI at
once, a patch extraction method relying on the abnormal region is employed to generate the dataset.
A non-overlapping window is used to crop patches of size 512×512 pixels from each abnormal WSI
(examples in Figure 6.4). Another issue with WSI processing is that abnormal regions only occupy
small proportion of some WSIs compared with the healthy regions. Also, patches with less than 25%
tissue sections were discarded from the generated dataset. To this end, a number of 1596 of patches
for training set and 150 patches for the testing set with the size of 512×512 pixels were selected from
250 positive WSIs in total. An advantage of the proposed patch-based model is the computational








 Figure 6.4: The process of patch generation from a whole slide image. The
histology image is adapted from [123].
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6.2.4 Experimental Settings
Training is done using SGD (Stochastic Gradient Descent with momentum, proposed by [181]) as an
optimizer with a learning rate of initial rate of 0.1, momentum set to 0.9 and decay rate set to 0.1.
The learning rate is the most important hyper-parameter in an optimizer when training a deep model.
To set the optimal value of learning rate, this study utilizes a learning rate scheduler to facilitate the
optimal convergence and avoid over-fitting during training. For this research, a grid search on discrete
sets of parameters is employed to find the optimal values of optimizer and learning rate to train the
architectures. The learning rate drops every two epochs during the training procedure. The SGD
accepts the parameter learning rate η (default value is set to 0.01), momentum as a parameter of
µ, decay parameter to decay the learning rate over the weights updates and Nesterov parameter for





The mini-batch size was set to 4 images due to the GPU memory limitations, and all models were
trained for 50 epochs. The dataset has been divided into training, validation and testing datasets of
70%, 20% and 10%, respectively. The weights for feature extractors were initialized by using pre-trained
ImageNet initialization. The ImageNet weight initialization approach assists in faster convergence and
speeds up the training process. All experiments were run on a PC with the following configuration:
Intel(R) Core(TM) i7-8700K 3.7 GHz processors with 32 GB RAM. The training and testing process
of the proposed architecture for this experiment is implemented in Python using Keras package with
Tensorflow as the deep learning framework backend and run on Nvidia GeForce GTX 1080 Ti GPU
with 11GB RAM.
6.2.5 Evaluation Metrics
To measure the performance of the proposed method for the segmentation task, common segmentation
evaluation metrics such as dice similarity coefficient, precision, recall, f1-score were adopted to quan-
titatively measure similarity and difference between the ground-truth mask and the predicted mask
produced from the segmentation model at the pixel level. The dice coefficient measures the spatial
overlap between the predicted mask by the proposed architecture and ground truth. These metrics are
computed by the following:
Dice (A,B) =
2× | A ∩ B |
| A | ∪ | B |
× 100 (6.5)
where A represents the output binary mask, produced from the segmentation method, and B represents
the ground-truth mask, ∪ represents union set between A and B, and ∩ represents the intersection set
between A and B.
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Accuracy metric used to measure the overall accuracy of the segmentation models. Given the number
of true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN):
Accuracy =
TP + TN
TP + TN + FP + FN
× 100 (6.6)
Precision and recall metrics are analyzed to measure the amount of over-segmentation and under-
segmentation, respectively. Precision is sensitive to over-segmentation as it is associated with a small










F1-score also computed as a harmonic mean of precision and recall between predicted and ground truth
boundaries to evaluate the performance of the proposed approach.
F1− Score = 2× Recall × Precision
Recall + Precision
× 100 (6.9)
6.3 Comparative Experimental Results
The main objective of this experiment is to test the generalization ability of the proposed segmentation
method via a convolutional feature extractor and transfer learning for early-stage colon tumor detection
from small tissue slices. Different pre-trained CNN models were selected as feature extractors of the
encoder part of different backbones, e.g. U-Net, LinkNet and FPN, for comparative analysis. These
architectures were selected for feature extraction based on their (i) satisfying performance in medical
image processing, (ii) adaptation towards real-time (or near real-time) image diagnosis support system
and, (iii) feasibility of transfer learning for different computer vision tasks such as detection, segmen-
tation and classification. Tables 6.1, 6.2 and 6.3 report the patch-based tumor segmentation results of
different approaches. Overall, the results are in favor of the InceptionResNetV2 and DenseNet archi-
tectures in terms of dice similarity coefficient, accuracy and F1-score. InceptionResNetV2 combines the
advantages of Inception modules with residual connections to increases convergence speed and improve
performance. Analyzing Table 6.3, the topmost result of all combination was obtained by DenseNet121
feature extractor on LinkNet segmentation architecture with a maximum of 82.74% dice similarity co-
efficient and accuracy of 87.07%. It is also inferred from Table 6.1 that the second-best result from all
combinations obtained by InceptionResNetV2 feature extractor and FPN backbone architecture with
an overall dice similarity coefficient of 82.53% and accuracy of 87.10%. Based on the observations in
Table 6.1, ResNet50, VGG16 and, VGG19 have the lowest segmentation accuracies, dice similarity in-
dex and F1-scores to all segmentation backbones of FPN, U-Net and LinkNet in this study. Conversely,
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Table 6.1: Comparative analysis of different feature extractors and FPN segmentation architec-
ture.
FPN Dice Accuracy Precision Recall F1-score MSE
DenseNet121 82.48 86.96 82.93 83.64 82.62 0.1123
DenseNet169 82.50 87.08 83.60 82.97 82.63 0.1120
DenseNet201 82.34 86.88 84.27 82.29 82.46 0.1148
InceptionV3 81.48 86.70 84.05 80.90 81.64 0.1152
InceptionResNetV2 82.53 87.10 82.74 84.10 82.73 0.1115
MobileNet 82.40 86.85 82.08 84.24 82.51 0.1151
MobileNetV2 82.12 86.59 81.21 84.82 82.34 0.1154
ResNet18 81.56 86.21 80.83 84.10 81.68 0.1211
ResNet34 82.09 86.57 81.07 84.84 82.24 0.1175
ResNet50 79.24 84.90 78.01 83.76 80.05 0.1309
ResNeXt50 81.39 86.34 82.96 81.42 81.52 0.1182
SE-ResNet18 81.63 86.24 81.34 83.58 81.78 0.1199
SE-ResNet34 81.48 86.30 82.22 82.39 81.62 0.1194
SE-ResNet50 81.39 86.86 85.94 78.87 81.55 0.1128
SE-ResNeXt50 81.05 86.60 85.85 77.97 81.19 0.1151
VGG16 80.55 83.78 73.86 90.54 80.62 0.1451
VGG19 80.68 83.85 73.38 91.59 80.80 0.1448
MobileNet, and MobileNetV2 models consistently perform better with FPN than U-Net and LinkNet
networks. Also, ResNext50 and squeeze-and-excitation networks (SE-ResNet18, 34, 50, ResNext50)
models, when applied in FPN architecture, are more stable than counterparts. Comparing the first and
second winners among all combinations, the performance of dense modules in DenseNet architecture is
slightly better (1%) than the rest of the feature extractors on the FPN backbone. Analyzing Table 6.2,
among deep feature extractors, InceptionResNetV2 has the highest dice similarity score of 82.14%,
accuracy of 87.03% as well as the highest F1-score of 82.27%, followed by DenseNet201 with overall
dice similarity score of 82.07%, accuracy of 86.99%, as well as F1-scores of 82.12%. Though the lowest
scores are obtained by Se-ResNeXt50 feature extractor, VGG19 has the worse MSE rate (0.1552).
6.4 Discussion
The segmentation of tumor epithelium in histopathology slide images is a critical step for early diagnosis
in colorectal cancer. In this research, a comparative analysis of a wide variety of well-established deep
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CNNs as feature extractors as part of the FPN, U-Net and LinkNet architecture is presented. The
proposed framework based on encoder-decoder architectures of FPN, U-Net and LinkNet integrated
with pre-trained feature extractors has the potential to overcome the current challenges of conventional
segmentation methods, reducing subjectivity and the daily workload of pathologists with decent speed
and accuracy. Several conclusions can be summarized based on the obtained results: i) it can be
observed from the experimental results that the proposed tumor segmentation method can exploit deep
convolution features and learn discriminative activation maps from the representative patches, which is
less computationally expensive. Another advantage of the patch-based approach is that all of the ROIs
present in an image can be cropped and be used as the input while discarding non-informative regions
such as the white background.
Table 6.2: Comparative analysis of different feature extractors and U-Net segmentation architec-
ture.
U-Net Dice Accuracy Precision Recall F1-score MSE
DenseNet121 81.90 86.92 85.12 80.31 81.95 0.1189
DenseNet169 81.85 86.77 84.82 80.50 81.89 0.1188
DenseNet201 82.07 86.99 83.55 82.23 82.12 0.1179
InceptionV3 81.84 86.76 83.12 81.97 81.91 0.1189
InceptionResNetV2 82.14 87.03 83.53 82.42 82.27 0.1175
MobileNet 80.43 85.38 77.49 85.58 80.63 0.1279
MobileNetV2 81.20 86.36 80.16 83.60 81.31 0.1212
ResNet18 82.16 86.76 80.57 85.30 82.23 0.1200
ResNet34 81.86 86.64 80.52 84.65 81.93 0.1217
ResNet50 81.76 86.62 83.28 81.68 81.81 0.1223
ResNeXt50 81.50 86.26 83.09 81.23 81.56 0.1247
SE-ResNet18 81.66 86.53 80.82 83.97 81.73 0.1219
SE-ResNet34 82.07 87.04 82.24 83.13 82.15 0.1166
SE-ResNet50 80.43 86.32 87.43 75.78 80.56 0.1214
SE-ResNeXt50 79.18 85.65 86.47 74.49 79.34 0.1267
VGG16 81.48 85.00 75.59 90.05 81.56 0.1355
VGG19 80.05 83.02 72.13 92.05 80.14 0.1552
In this way, a patch-based method can significantly decrease the processing time of both the training
and validation set. ii) It is important to be noted that architecture hyper-parameters such as the
network depths and network widths can substantially impact the performance and generalizability of the
networks. Table 6.4 presents the number of parameters and layers of each architecture examined in this
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study. As listed in Table 6.4, developing very deep feature extractors with millions of parameters (e.g.
InceptionResNetV2 integrated into U-Net with 62 million parameters) can improve deep CNN results.
However, deep models with skip connections (e.g. ResNet50), which discard some layers, can decrease
the performance. The trade-off curve between the number of parameters and model performance can
be adjusted with strategies such as skip connection in dense and residual modules. For instance, the
combination of inception module with shortcut path of residual units in InceptionResNetV2 architecture
achieved the second-best result. Training of very deep architectures remains an open problem due to
its adverse effect on the ability to generalize unseen test data. First, as the number of layers increases,
model performance increases too fast, but after a few iterations, the performance decreases due to the
gradient degradation.
Table 6.3: Comparative analysis of different feature extractors and LinkNet segmentation archi-
tecture.
LinkNet Dice Accuracy Precision Recall F1-score MSE
DenseNet121 82.74 87.07 82.78 84.03 82.79 0.1176
DenseNet169 81.95 86.94 85.13 80.58 81.99 0.1195
DenseNet201 81.44 86.69 85.14 79.72 81.51 0.1209
InceptionV3 81.07 86.45 83.42 80.23 81.16 0.1212
InceptionResNetV2 81.02 86.25 83.92 80.01 81.09 0.1242
MobileNet 80.88 85.68 77.72 86.30 81.07 0.1266
MobileNetV2 79.61 85.09 78.44 83.05 79.84 0.1312
ResNet18 81.21 86.33 81.90 82.28 8128 0.1252
ResNet34 77.52 86.09 79.55 84.24 81.21 0.6358
ResNet50 80.93 86.13 82.23 81.28 80.98 0.1272
ResNeXt50 81.25 86.03 82.30 81.97 81.33 0.1259
SE-ResNet18 80.73 85.98 80.20 83.08 80.82 0.1275
SE-ResNet34 81.37 86.53 80.84 83.35 81.46 0.1223
SE-ResNet50 80.78 86.50 84.95 78.39 80.88 0.1210
SE-ResNeXt50 81.68 86.93 85.22 79.58 81.80 0.1148
VGG16 79.12 81.98 71.06 91.62 79.20 0.1648
VGG19 73.48 74.56 61.01 95.47 73.56 0.2399
A major contributing factor in resolving the vanishing gradient issue and taking full advantage of
performance gains of training deep models is to introduce shortcut paths that allow flowing the gradient
throughout the very deep networks. Such intuitive is crucial to enable gradient-based training of very
deep models in an end-to-end manner, which means effective utilization of deep features, therefore
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better generalization capability. In contrast, using just standard convolutions (e.g. VGG16 or VGG19)
oversimplifies the architecture that can adversely affect the performance of the automatic CRC tissue
segmentation as results shown in Table 6.3. Although the proposed method achieves overall good
performance on most testing images, the performance can be decreased as the histological structures
of the cancerous area in some malignant cases are more challenging and severely irregular. A careful
study of the obtained results shows that irregular structures in malignant regions might reduce the
ability of feature extractor modules in differentiating malignant and healthy regions. For example, a
deep learning model may fail in cases with irregular and high-dense structures, which is a result of high
proliferation. This is a major and long-standing limitation for developing robust deep learning models
in segmenting of more challenging cases in histology images. It is worthwhile to note that the careful
analysis of the errors in the results shows that cases with large variation in tissue with irregular shapes,
noisy background and vague edge resolution which are resulted from acquisition images from different
scanners, different staining protocols, specimen acquired from patients with a different stage of disease
or at different time slots. To address the issue of over- or under-segmentation of tissue segmentation
tasks and further improve the overall performance, pre-processing methods can be a potential solution.
Table 6.4: Total number of parameters and layers of each deep CNN architecture.
Model FPN U-Net LinkNet
# P # L # P # L # P # L
DenseNet121 9.9 474 12.1 468 8.3 483
DenseNet169 15.7 642 19.5 636 15.6 651
DenseNet201 21.2 754 26.3 748 22.5 763
InceptionV3 25 358 29.9 352 26.2 367
InceptionResNetV2 57.5 827 62 821 57.8 836
MobileNet 6.1 134 8.3 128 4.5 143
MobileNetV2 5.2 202 8 196 4.1 211
ResNet18 13.8 133 14.3 127 11.5 142
ResNet34 23.9 205 24.4 199 21.6 214
ResNet50 26.9 237 32.5 231 28.7 246
ResNeXt50 26.4 1263 32 1257 28.2 1272
SE-ResNet18 13.9 189 14.4 183 11.6 198
SE-ResNet34 24 317 24.6 311 21.7 326
SE-ResNet50 29.4 350 35.1 344 31.3 359
SE-ResNeXt50 28.9 1374 34.5 1368 30.8 1383
VGG16 17.5 66 23.7 66 20.3 81
VGG19 22.8 69 29 69 25.6 84
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6.5 Conclusion
In conclusion, this research presents a detailed comparative analysis of a wide variety of state-of-the-art
deep CNNs in the encoder part of three segmentation backbones. The method is fast in analyzing
batches of images as it is based on transfer learning strategy and patch-wise extraction method from
colorectal cancer histology WSIs with heterogeneous shape and texture. The transfer learning strat-
egy helps accelerate the learning process and further improve the performance of the proposed net-
work. The extensive comparative evaluation demonstrated the state-of-the-art performance achieved
by Densenet121 integrated by the LinkNet model with dice similarity score of 82.74%, accuracy of
87.07% as well as the highest F1-score of 82.79%. The second-best result is obtained by Inception-
ResNetV2 pre-trained model with dice similarity score of 82.53%, accuracy of 87.10% as well as the
highest F1-score of 82.73%. Overall, comparing all of the feature extractors and segmentation back-
bone models, FPN and U-Net models tend to produce more stable results and are (almost) equivalent.
Compared to conventional methods, where extensive pre-processing methods are used to increase the
performance, the proposed approach avoids task-specific pre-processing method or data augmentation
in order to improve the generalization ability. Furthermore, the proposed framework could be adopted
to analyze complex problems with laboratory-dependent staining protocols, heterogeneous textures,
and scanner-dependent intensity inhomogeneity. As a future direction, the proposed approach could
be extended to different segmentation tasks on histology slide images. Another interesting direction
could be the applications of deep CNNs on temporal histology data with LSTM or recurrent networks.
Moreover, the performance of the proposed framework could further be improved by reducing the noise
using specific stain normalization techniques.
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7 Fine-grained Decentralized Access Control
Management
7.1 Introduction
Management of access control and privacy preservation of PHR data is a crucial requirement, yet it
is very challenging to solve all the security and privacy issues due to the wide range of data providers
and users and also fragmented and diverse nature of electronic medical data. A variety of studies in
the literature have shown that the use of Blockchain technology and smart contracts as a distributed
data structure can help manage (store, query, share and verify) of medical data. Blockchain inherently
offers features such as data integrity, transparency, non-repudiation and resistance to modification of
data.
There have been extensive studies in the literature on the effect of Blockchain technology integrated
with different access control scheme or data encryption methods to maintain a secure data sharing
and management without relying on any third-party involvement. A flexible access right delegation
using attribute-based access control scheme is proved to be an effective solution for access control
management in large-scale and dynamic healthcare environment. Given the fact that the distributed
ledger of Blockchain provides an immutable access log of transactions, no research in the field of
computer-aided diagnosis systems discussed establishing data provenance through Blockchain which
is an interesting research direction. Establishing data provenance is often challenging as data access
in healthcare environment has become more complex. This complexity requires a precise system to
track the medical data life-cycle where the process of patient’s care and diagnosis need the data being
accessed by different departments and users. A medical data owner needs to be aware of and be able to
access the provenance data, including history of transaction (how data is used), and data movements
through one user to another (who used data) to further enhance the trustworthiness of decision making
as well as the security of the access control scheme. Furthermore, due to the limited storage capacity
and computational resources of Blockchain, a variety of studies proposed an off-chain database to store
actual medical data. However, most of these databases are located in the cloud or healthcare data
center which are centralized. None of the studies in the literature considered NoSQL databases such
as Apache Cassandra as a possible solution to the issues resulted from the centralized nature of the
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current database systems such as single point of failure, scalability and data access traffic. Apache
Cassandra is a distributed high-performance and massively scalable data store that can store a large
amount of data from multiple servers.
Motivated by the advantages of Blockchain technology, in this research, a PHR data sharing and access
management scheme based on attribute-based access control management is proposed to achieve secure
verification of data ownership, provenance and precise access authorization. The detailed overview of
the proposed scheme, design, implementation and performance evaluation are presented in the following
section.
7.2 Proposed Access Control Framework
In this section, the system architecture overview using an attribute-based with privacy-aware provenance
is described.
The traditional method for protecting data and maintaining privacy is based on encrypting data before
distributing it to data requester. The encrypted data only can be decrypted by authorized parties.
However, large-scale cloud systems need a more efficient and scalable key management mechanism to
distribute the pubic and private keys among authorized parties. Public/private key management has
proved to be difficult due to the collision issue in large-scale cloud systems with large numbers of
users. Any malfunction due to a security breach of unauthorized parties, which is often high due to
the complex nature of large-scale storing, processing and sharing data, can adversely affect cloud users.
Also, access credential revocation imposes additional cost as needs to re-encrypt data and re-distribute
the keys among existing users in the cloud, and requires the involvement of data owner in all of the
process of encryption, decryption, and key distribution.
To address the drawbacks mentioned above and motivated by the advantages of Blockchain technology,
a secure PHR data sharing and access control management scheme based on a two-layer encryption
approach is proposed. The proposed architecture is able to apply user-defined access policies for man-
aging access control updates and access revocations without requiring the involvement of data owner.
A combination of hierarchical identity-based and attribute-based encryption aiming for a fine-grained
access control system is used to provide a dynamic read and write access and also allow access pol-
icy updates such as access revocations in cloud-based settings. Attribute-based Encryption (ABE), a
public key encryption scheme, is one of the most effective approaches for providing fine-grained access
control policies over user data in large-scale systems. Hierarchical identity-based encryption (HIBE)
allows granting a different level of access based on user identities that are arranged in an organizational
hierarchy. For example, a user with identity at a higher level in the hierarchy can delegate secret keys
to its subordinates.
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In ABE, a central authority issues the access keys and also verifies the associated keys and attributes for
each user. ABE allows users to decrypt and access data based on a group of defined attributes associated
with private keys. The data can be decrypted if the key attributes of the user match the attributes
associated with the data. For example, data can only be decrypted by users with attributes satisfying
(“Oncologist” AND “Lung” AND (“Ontario” OR “Saskatoon”)) to impose limitation on the access of
a patient data. However, employing crypto-based access control has the main problem of increasing the
complexity, response time, and computational cost, which are not suitable for real-time applications
in areas such as healthcare with a large number of users and operations. Introducing decentralized
ABE access control using Blockchain as the second layer aids in reducing the computational cost of
generating access keys from defined attributes by dividing the task among peers (a group of central
authorities in decentralized ABE systems, e.g. nodes in a permissioned Blockchain) in the network. By
benefiting from the transparency property of Blockchain systems, transactions recorded in the ledger
cannot be modified, removed or tampered.
Permissioned Blockchains integrated with ABE are a suitable option for applications where fine-grained
access control policies (delegation of different levels of access and revocation) are needed to maintain
and guarantee the enforcement of access policies. The proposed scheme results in high integrity and
reliability of the whole system. The proposed decentralized solution by using Ethereum Blockchain
and smart contract provides distributed access control, ownership and provenance of personal and
medical data. Access Control List (ACL), a mechanism offered by the identity-based access control, is
used to assist data owners in defining the list of subjects (data requesters) and their associated access
permissions and attributes for the objects (medical records) in the network. Then, the data owner
deploys the ACL in a smart contract and distribute it into the Blockchain network. The main goal of
using a distributed ACL-smart contract is to eliminate the centralized third-party validator and avoid
the issue of the single point of failure problem.
7.2.1 Access Control Delegation using Attribute-Based Access Control
In this research, a Hierarchical Identity-Based integrated with Attributed-Based access control (IB-
ABE) combined with Blockchain technology is used to provide a fine-grained decentralized access control
management for a medical data sharing system. A view-based integration layer is also introduced to
the system to allow a view to the query retrieved from cloud database. Data users (doctors, nurses,
laboratory staffs, data analysts, researchers, etc.) would execute large numbers of queries over the
patients’ medical and personal data as a patient suffering from a chronic medical condition such as
cancer has to maintain a long medical history of diagnosis, treatment process and follow-up examination
whereby having access to a complete history is necessary for treatment. The main goal of using the
view layer integrated with the proposed attribute-based access model is to satisfy user-specific query
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requirements and process data securely. The proposed view layer-based access management model can
authorize different levels of data access, while maintaining data integrity, transparency and ownership
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Figure 7.1: System overview.
Figure 7.1 illustrates an overview to the view layer architecture: data flows from a user that sends
a query to the view layer. The user request will be sent to a module called access authorization in
the view layer. The access authorization module will examine the user privileges and make a decision
on what kind of access should be granted to user requests. After verifying the level of permission,
authorization role and attributes of the data user, the coordinator module translates or reformulates
queries into equivalent queries with respect to the data integration schema and user credential. Query
processor creates the query result from NoSQL database for views in the view manager module and
then return the answers to the user while satisfying all security requirements. The view layer is dedi-
cated for managing different queries, including storing and retrieving data to support real-time query
processing over the medical data and also trained deep learning models. The views are generated and
maintained at the back-end, and each view may be used by several users as a shared view. The view
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layer prevents improper access of unauthorized users to sensitive or confidential information based on
users’ corresponding credential levels. In this scenario, users with different levels of authorization are
allowed to have access based on ACL and attributes defined in smart contracts to prevent a security
breach. Furthermore, when a request to the database is accepted, user information and transaction
information will be added to the provenance database in order to keeps track of all provenance data
and transactions and the points to that data is stored in the immutable distributed ledger. Employing
a private Blockchain as a secure, decentralized and distributed ledger can ensure the correctness and
completeness of transactions on PHR data. Once a transaction is published to the Blockchain and
confirmed as accurate, it cannot be reversed or destroyed as it is immutable.
The proposed system consists primarily of five entities, namely PHR owner, PHR requester, miners,
cloud storage and private Blockchain network.
– PHR Owner: The patient (PHR owner) owns the PHR resources and is responsible for granting,
denying and revoking the data access request from any other parties such as healthcare providers.
The PHR owner deploys its own smart contract with defined ACL to manage data access. PHR
owner receives requests from PHR requester demanding access to the PHRs. The PHR data is
uploaded to the NoSQL database and every activity (transaction) regarding the PHR data is
recorded into the Blockchain ledger.
– PHR Requester: In the proposed system, healthcare providers such as doctors, pharmacists,
pathologists, data analysts and researchers, etc. are users in the system that request to access the
PHR data. A data requester is appointed by a certain PHR owner. The data requester should
obtain an access token for accessing a certain PHR resource with a specific privilege to perform
diagnosis, medical test, provide medical treatment or data analysis. All data requests and access
transactions are recorded on the Blockchain ledger.
– Miners: The miners are the nodes that manage the authorization requests and generate the
requested access token based on the ACL-smart contract defined by the PHR owner. The third-
party validator is replaced by minors. The miners verify access permissions of the requester. If the
identity and attributes of the requester match the ACL-smart contract, the access token will be
generated, and the permission to access an entity will be granted. Besides, when a transaction is
created, all miner nodes need to reach a consensus before updating the distributed ledger. When
the consensus is reached, the Blockchain nodes create a new block in the chain and distributed to
all participant nodes in the network.
– Blockchain Network: The decentralized solution of this research is Ethereum Blockchain with
the smart contract to govern the patient medical record and related transactions for three purposes.
 Data ownership: Blockchain can provide a trusted ownership management system for PHR
data by tracking the true origin of ownership using smart contracts and Public Key Infras-
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tructure (PKI). Non-repudiation of data and transactions is another feature supported by
Blockchain. Blockchain ensures that PHR owner and PHR user cannot deny their signature
on data and transactions, respectively.
 Anonymity and secrecy: The identity of a user is controlled by an identity provider, as in
the case of Permissionless Blockchain. The anonymity on the identification of the users asso-
ciated with a transaction is provided by a PKI. The PKI maps an identity to a cryptographic
primitive of public and private keys, which makes it impossible to verify the identity of an
account, thus ensuring the privacy of users.
 Data provenance: Each of the personal and medical data access requests is processed from
data owner’s smart contract to ensure the permission level then return data access results.
All of the access request and transaction activity by users need to be broadcasted to all
miner nodes in the Blockchain network and appended to the ledger. Therefore, a PHR owner
(patient) can keep track of the exchange of its PHRs and know exactly who uses its data and
how, thus ensuring data provenance of individuals.
– Cloud Database: An off-chain storage (NoSQL Apache Cassandra) solution governed by access
permissions stored on the smart contracts is employed to store the actual PHR data object. In
this method, the Blockchain network only stores links to the location of data and transactions.
Apache Cassandra as a distributed scalable data store can store a large amount of data from
multiple servers, providing high viability. Apache Cassandra facilitates scalability by removing
centralized storage constraints from the proposed system.
The following data modeling process is performed to design the database scheme:
 Analyzing system requirements
 Identifying the entities and the relationships among them (conceptual data model)
 Identifying the common queries and data access patterns (application workflow)
 Designing and structuring the database schema (logical data model)
 Optimize the schema include keys, partition sizes (physical data model)
7.2.1.1 Personal Health Records Storage
The first step is to register the system users, including patients, doctors and healthcare providers,
using the registration layer. To do so, the user identity details (such as ID, social security number,
and personal information), and related attributes are needed. The patient can permit his/her medical
data based on the doctors’ identity or attributes. Then, the public and private keys of the patient and
healthcare providers can be generated using the provided information. The private key of the patient
is used to encrypt the patient’s information, and the public key of the patient is distributed to assigned
doctor responsible for the treatment to decrypt the patient secret data. The assigned doctor and other
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eligible data users are then included in the ACL. After the registration process, meta-data of the access
list will be sent to the Blockchain, and the encrypted data will be sent to the off-chain cloud database
and gets the pointer link of the encrypted data. The data owner’s signature should be verified to ensure
the user is legitimate to the system. The same process is performed to grant permission to users for the
deep learning models. Whenever a new user (doctor or patient) is registered to the system, the state
of associated ACL of the deep learning models should be updated.
7.2.1.2 Personal Health Records Sharing
To initiate data sharing as a new transaction, a doctor sends an access request to a patient’s image
data (e.g. pathology slide) in the system. The data access request is signed by the doctor’s private key
to ensure non-repudiation activity and trace the provenance of data. The access request is received by
the access authenticator and provenance layers as the entry point for processing the access requests and
registering the data provenance. The access authenticator layer first verifies the data owner’s signature,
and if it is valid, the process move forwards otherwise is denied. If the process is allowed, the access
authenticator layer verifies doctor identity or associated attributes according to the ACL and if the
identity or attribute match and is legitimate, the access is granted to the doctor to have access to the
patient medical data (e.g. pathology slide). The doctor makes the diagnosis, and if there is a need
for a second opinion, the doctor initiates an access request to the associated deep learning model as
illustrated in Figure 7.2. The access authenticator layer again verifies doctor access to the model. If
the access request to the deep learning model is legitimate, the process is accepted else denied if the
access request is invalid. To manage data provenance, whenever a data sharing operation is started,
an event is generated to record the process. The event record is used for tracking the provenance data
to be registered as a transaction in the Blockchain and can include information such as event hash,
owner public key, receiver public key, timestamp, and access type. In the second scenario, if the type of
data being requested by doctors are healthcare records (e.g. laboratory reports, medical history, doctor
prescriptions, and insurance information etc.), the same process will be repeated; however, an extra
view layer will be employed to retrieve and filter out the patient’s private and personal information
from the database as illustrated in Figure 7.3. Access authenticator, provenance and view layers are
smart contracts to enforce policies. At the final step, this transaction is grouped into data blocks to be
mined and appended to the Blockchain by miner nodes. The data owner can track or audit the data
provenance. The following provides the detailed information of the proposed attribute-based access
control scheme and user’s operations. The scheme consists of three datastores (attribute datastore,
medical data datastore and mapping datastore) and two layers (authorization layer and provenance
layer) to manage access control. The Blockchain network records the address of data stored in a
NoSQL datastore and the path of medical image. The attribute data of the users are stored in the
attribute datastore. Medical data datastore records the medical, personal and encrypted physical path
93
of the medical image file. Mapping datastore is used to store the information needed to map the actual
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Figure 7.3: Overview of the IB-ABE framework with data access to the
database.
7.2.1.3 Ciphertext-Policy Attribute-Based Encryption
The main steps of CP-ABE algorithms is described in the following [82].
1. Setup: To initiate, the algorithm takes the security parameter ` and generates the public key
Kpub and a master secret key MKsecret.
2. KeyGen: To generate the user private key of Kprv, the algorithm takes the master secret key
MKsecret and the attribute set of S.
3. Encrypt: The algorithm encrypts the message M with public key Kpub and a set of attributes S
to generate the ciphertext C.
4. Decrypt: The algorithm takes the ciphertext C as input associated with private key of Kprv and
the set of attributes S to outputs the plaintext of M .
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7.2.1.4 Attribute Generation and Assignment
1. After successful registration of a data user to the system, user’s attributes should be defined. To
do so, a user should send a request of attribute assignment to the authorization layer.
2. Authorization layer verifies the identity of the user to check if the identity and its request is legit-
imate. This step ensures that an adversary with unauthorized identity cannot obtain attributes
from the service.
3. After successful authorization, attributes are queried from the attribute datastore.
4. The attribute datastore sends the attribute set to authorization layer. The trusted authority
should generate the new attribute if an associated attribute does not exist in the datastore.
5. According to the user’s attribute, authorization layer generates the defined attribute private key
and assign it to the user.
7.2.1.5 Access Request to Medical Data
1. The data user sends an access request to the authorization layer to access patient’s medical data.
2. Authorization layer verifies the identity of the user, the digital signature, and associated attributes
to ensure the legitimacy of the user access to the service. If the user is authorized, the request
moves forward, otherwise is denied.
3. The authorization layer locates the data from Blockchain and uses the pointer of encrypted address
to retrieve the encrypted data from NoSQL datastore.
4. Based on the access level of the data requester, the view layer needs to filter out the queried data
to only return necessary information and ensure the confidentiality of the data owner. To do so,
the view layer decrypt the data using the master secret key MKsecret.
5. According to the data requester access level, view layer encrypts the data with data requester
public key and returns the encrypted data to data requester.
6. The data user decrypts the ciphertext with its private key to access data.
7. In case if a data user needs to access medical image data (e.g. pathology image) for further
assessment, authorization layer verifies the access of the data requester and if passed the process
moves forward by locating the data location from the Blockchain and requests the encrypted file
path from the NoSQL datastore.
8. The authorization layer encrypts the file path with data requester’s public key.
9. The authorization layer sends the encrypted file path to the user. The user decrypts the file with
its private key.
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10. To generate and record provenance data, authentication layer computes the hash value of prove-
nance data (access log) as blockchain identifier (BId) and records it to Blockchain node along
with data access transaction. The actual provenance data item is stored in NoSQL datastore with
provenance identifier (PId).
11. BId and PId generated from step 10 are appended to the mapping datastore.
7.2.1.6 Data Owner Data Upload
1. After successful registration, the data owner needs to define attributes relevant to its data to
generate keys.
2. The Authorization layer generates a pair of asymmetric keys (public and private), which will be
used to encrypt and decrypt data.
3. The data owner encrypts the medical data and the path of medical image file by the public key.
4. The data owner uploads the ciphertext and image file path information to the authorization layer.
5. The Authorization layer stores the ciphertext into the NoSQL datastore and generate a pointer
to the stored data.
6. The Authorization layer sends the generated pointers to the Blockchain nodes to store the index
information.
7.2.1.7 Architectural Flow
Decentralized data provenance mechanisms with Blockchain technology and NoSQL datastore help
achieve tracking the full data usage life cycle. The following explains the process flow.
1. Register: The first step is to register users in the system by providing the required information.
2. Identity and Attribute Definition: Data owner will i) select the identity of the doctor or ii)
define the required attributes to grant access to its medical data.
3. Generate Keys: After the successful registration, the system user will receive a pair of keys,
which will be used to encrypt and decrypt data for data storage and retrieval.
4. Generate Provenance Data: Upon of the users request to access and any operation on the
medical data, authentication layer generates provenance data which will be stored in NoSQL
datastore and Blockchain in the next steps.
5. Record Provenance Data in the Blockchain: To store provenance metadata, the SHA256
value of the provenance data item is computed and stored in the Blockchain along with a random
256 bits for the blockchain identifier (BId).
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6. Store Provenance Data in NoSQL datastore: The actual provenance data item is stored
in NoSQL datastore (e.g. Apache Cassandra). Each provenance record is also associated with
a random 256 bits for provenance identifier (PId) as a unique ID, which is be used to retrieve
provenance data by data owner if needed.
7. Append Provenance Entry to Mapping File: An entry containing mapping of BId (step 5)
and PId (step 6) is appended into the mapping database.
8. Query data provenance: Data owners can request a query of their medical data usage to keep
track of the transaction and know exactly who uses its data and how. To do so, the provenance
layer authorize the user access level and if the request is legitimate, the provenance data will be
retrieved from NoSQL datastore using mapping information (as shown in Figure 7.4).
7.2.2 Attribute-Based Access Control with Privacy-Aware Provenance
The proposed architecture is divided into three phases of provenance metadata generation, storage, and
query to record and audit provenance data, which are described as follows.
– Provenance data generation: Once the data access request (via a web browser) from a health-
care provider is approved by an authorization layer, metadata provenance occurs, and a permanent
proof of data provenance should be recorded.
– Provenance data storage: Whenever a data sharing (read, write and update) transaction
successfully is performed on the stored medical data, actual provenance metadata is recorded in a
decentralized datastore such as Apache Cassandra, and its corresponding hash value is stored in
Blockchain as a transaction.
– Provenance data query: Once a data owner requests for its provenance data, provenance layer
maps provenance data from decentralized NoSQL datastore and the corresponding hash point
from Blockchain using mapping datastore and returns the information to the data owner.
7.2.3 Attribute-Based Access Control with User Revocation
The proposed hierarchical identity-based and attribute-based encryption approach offers a way to define
a flexible fine-grained access policy and encrypts the data according to the pre-defined attributes and
access levels. However, a revocation mechanism should be defined to provide the possibility to revoke
the issued access from the patient’s data if needed. To tackle the complexity of the credential revocation
operation and reduce the computational cost, a temporal access condition is proposed in the framework.
The main idea is that the state of a key associated with the attributes be updated, and the new ACL
be re-distributed to the network automatically. To do so, an expiration time can be assigned to the



























Figure 7.4: Diagram of the access revocation.
7.2.3.1 Identity Based User Revocation
Personal health data of the patients can be stored in the cloud, and access requests can take place
frequently at anytime by a wide range of data users including doctors, pharmacists, researchers, EMT
staff, emergency contacts where the involvement of patient as data owner is not necessary in issuing,
denying or revoking all access requests. The basic idea is to revoke consent and access privileges
of a user from the key generation phase. To define an access revocation policy only using attributes
(e.g. ”Oncologist” AND ”Lung” AND (”Ontario”), it is impossible to provide a flexible and fine-grained
revocation model as many users can be categorized in the same group for credential revocation. However,
a precise revocation mechanism should be defined to provide the possibility to revoke the issued access
to the patient’s data if is needed. The trusted authority entities are responsible for issuing, revoking,
and updating keys for data users in a permissioned Blockchain. Whenever a revocation operation
occurs, the trusted authority should re-generate the new hash code for the revoked user and update
its private key. Previous researches in the literature have addressed the revocation problem using
role-based [61], attribute-based [165] and capability-based [223] revocation mechanisms. Although the
previous revocation methods are a feasible solution to achieve consent revocation, it suffers from the
issue of involving trusted authority and data owner. This approach also increases the computation cost
and time when dataset is very large, the number of attributes is big, or the same attributes or roles
shared between the revoked and non-revoked users.
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7.2.3.2 Automatic Data Access Expiration
To address the above-mentioned issues, a feasible solution for credential revocation is automatic access
expiration that is presented in different studies [118] [69]. The assumption is that the assigned attributes
will never expire. However, users might need to access data only for a limited period of time. To tackle
the complexity of the credential revocation operation and reduce the computational cost, a temporal
access condition is proposed in the framework. To do so, an expiration or session time can be assigned
to the access rights by data owners to revoke data access immediately after the expiration time. In this
way, the expiration time can be appended to the set of attributes and be embedded in the key generation
phase. When decrypting the data, the validity of the “time expiration” attribute is checked and if this
attribute is still valid, the data can be decrypted and shared. The proposed “time expiration” attribute
automatically updates the new ACL where no interaction between users and the trusted authority or
key re-distribution is needed. It also should be noted that the revocation of a consent can only be
applied for future data access requests to prohibit the key decryption of the revoked user while the
data access of the previous transactions was already recorded in the ledger and is immutable. In the
proposed scenario, the revocation can be achieved by executing the changePermission() function from
the correspond smart contract to deny the access validity.
Figure 7.5: Defining smart contract rule for patient information.
7.3 Implementation and Performance Evaluation
In this section, the prototype implementation of the components of the proposed scheme is provided.
Also, the performance of the proposed scheme is analyzed. The primary entities of the proposed
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scheme which provides an efficient and secure mechanism are divided into four modules that should be
implemented: healthcare provider, mining process, on-chain storage, and off-chain storage. All imple-
mentation has been done through a web user interface in Python, Flask, HTML, CSS, NodeJS, Redis
and React. Redis allows to design a cluster of nodes and also provides the infrastructure to communi-
cate between the Blockchain network and web interface. Python is used to develop the attribute-based
encryption layer, and all of the logic for smart contract is written using the Solidity programming
language. Blockchain (on-chain) module is used to store the hash of the diagnostic reports and Apache
Cassandra is used as a data storage layer in a Linux node. The Blockchain is deployed on an Ubuntu
Linux 16.04 LTS desktop established in the virtual machine with 4GB RAM. The implementation
of encryption algorithm is based on the following configuration: Windows 10 operating system with
Intel(R) Core (TM) i7-8700K 3.7 GHz processors with 32 GB RAM. The attribute-based encryption
implementation is based on python cryptography libraries of pycrypto [13] and pyPEBEL [12]. Smart
contracts in Ethereum framework carry out policies, enforcing rules and allows to store metadata about
the permissions, ownership, and data integrity. The Solidity programming language is used to develop
the smart contracts. The smart contracts are deployed on the private Ethereum client. The develop-
ment environment of Remix IDE is used to test smart contracts. For dataset generation, two clinical
datasets from UCI machine learning repository [17] including lung cancer dataset [16] and heart disease
dataset [15] are selected for this research.
Figure 7.6: Defining smart contract rule for restricting access.
In order to include personal patient information, synthetic data columns of patients’ name, gender,
date of birth, country, city, race, marital status, patient ID, admission date and ID are generated for
a total number of 335 patients. Smart contracts in Ethereum framework carry out policies, enforcing
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rules and allows to store metadata about the permissions, ownership, and data integrity. For example,
a policy defined in a smart contract may enforce that separate transactions representing consent are
sent from both patients and care providers, before granting viewing permissions to a third party.
Each transaction stored in the Blockchain is cryptographically signed to protect patients’ medical
records stored on the system. After implementing the proposed infrastructure, the issuance of roles,
attributes, user registration and management, including patients, doctors, etc. is controlled by the
private Blockchain superusers and performed by using functions defined in the smart contract. The
performance of the proposed scheme is evaluated to measure whether the proposed scheme is able to
ensure the security and privacy requirements for a secure medical data sharing based on attribute-based
access control management and Blockchain. The on-chain and off-chain exchange are experimented
several times on the provided node in healthcare network. Patient nodes are triggered numerous
transactions to healthcare provider nodes to test both the capacity of the network and the waiting time
of each transaction to be processed and mined. The proposed scheme provides a data owner (patient)
a comprehensive and credible log of the medical history. The provenance feature allows patients to
be fully informed of how their medical data is being used and any modifications that is applied to it.
The Blockchain immutable ledger records an auditable history of transactions between patients’ data
and healthcare providers. However, personal, and medical data of patient still need to be stored in
local databases and managed by the system. Therefore, an external layer is proposed in the system
to govern access right management. Data access management, as a layer on top of the Blockchain,
enables patients to manage permission using both identity and attributes and a secure data exchange
between different parties. The proposed scheme also provides features using smart contract provisions
for further restrictions. To do so, metadata field such as session time is defined to set an expiration
date and time for data access revocation. This specific authorization allows for confidentiality of the
patients.
According to the above description, the following modules are designed in the proposed scheme:
1. Backend Library: The backend library facilitates the interactions between the Blockchain net-
work and the web interface. Initiating a request triggers the smart contract. The backend library
can automatically verify the access-level of the transaction by calling pre-defined functions, there-
fore avoid third parties of working directly with Blockchain. The backend library interacts with
the Ethereum client to deal with each individual transaction with high confidence and manage the
uncertainty.
2. Registrar Contract: The Registrar contract registers users to the system. To do so, when
information of a user is first verified, this smart contract in provider node registers the user
and generates a pair of public/private Ethereum address accordingly. Therefore, the owner of a
valid Ethereum address has the stewardship of the data and could mange the access requests to
his/her medical data. This module contains the full functionality which is needed to participate
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in the system. The Ethereum client helps identifying and mapping Ethereum addresses to the top
security layer in order to handle tasks such as encoding and sending transactions, updating the
state of the users in the provided Blockchain network.























Figure 7.7: Key generation time for the implemented system.

















Figure 7.8: Encryption time of the implemented system.
3. Healthcare Provider: This module is mainly responsible for making diagnosis of patients. The
diagnostic information details should be recorded to the NoSQL database. Figure. 7.5 illustrates
the smart contract used by a doctor to view patient’s data. Also, Figure 7.7 demonstrates the
key generation time of healthcare provider e.g. doctor and the time that is needed to record
diagnostic report into the datastore. Analyzing Figure.7.7, it can be seen that the encryption
time is more computation-intensive than decryption time of data. The user web interface allows
viewing, updating, sharing of the diagnosis information with data owner (patient) and which can
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directly interact with datastore. The web interface is built using python Flask micro-framework
for easy access to patients and healthcare providers.
4. Mining Process: The mining of blocks is the central part of decentralization in Blockchain
technology as a group of mining nodes are required to execute the consensus algorithm to validate
the transaction and finally create a block. Each block, which is the result of mining process,
consists of a list of transactions of each patient. The time needed to mine a block and append the
transaction information to the block varies based on the number of attributes. In this research,
mining of a block consumes more time than generating the block for all type of transactions. The
consensus mechanism used for this research is Ethereum’s inherent consensus algorithm to achieve
a trustworthy chain of blocks in a healthcare ecosystem. Based on this mechanism, performing
a transaction requires Ether. When a miner node solves the computational puzzle, Ether can be
awarded. In the Ethereum network, patients need to pay Ether to share their medical data and
receive diagnosis.
5. Off-chain storage: An off-chain approach is used in this research to store medical and personal
information on the local database nodes. The access layer on top of Blockchain network govern
the permissions based on roles and attributes of the users to have access to data stored in the
database. The database listens to the network for a query request. The query request should
be cryptographically signed by the issuer’s private key to ensure the query requester is from a
legitimate user. Once a permission is allowed by the access layer, the requested query will be
processed on the database and return the result to the query issuer.
6. On-chain storage: In the proposed framework the original data is stored in a NOSQL data-
store and the hash value pointing to the data is stored in the blockchain network. Each block
contains information such as timestamp from the machine internal clock, diagnostic hash pointer,
patient data hash pointer, and subsequent block hash (integrity of block) (SHA-256) value. Fig-
ure 7.7, 7.8, 7.9 measure the time required for accessing a transaction by the peer nodes. Analyzing
these figures, the access time increases as the number of attributes increases as expected.
7. Re-registration If a data owner loses or forgets his/her own private key or his/her access to the
digital wallet, then the whole access to the system is also lost. In this case, the data ownership
can be verified but data owner is not able to sign or manage accesses without the corresponding
private key. The superuser has a global permission feature to simply delete the compromised user
(associated the private and public keys) using the removeUser() function.
8. Revocation The revocation operation is an important part of the smart contract functions to
prevent data misuse of expired accesses and also improves the flexibility of the proposed system
by allowing to remove access from data.
This operation can be conducted by executing the removeUser() function defined in smart contract.
This function introduces the ability to the system to remove a user from accessing data. This
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feature is based on the automate expiration time as defined in a time session to set the amount
of time that a data user can access the patient’s data. The revocation feature is provided using
timestamp server of Ethereum to include the expiration date and time of a user or define how
long an attribute associated with a user is valid. In the proposed scheme, the “sessiontime” of the
addUser() function includes the expiration date and time to a data user.


















Figure 7.9: Decryption time of the implemented system.
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8 Conclusion and Future work
8.1 Conclusion
To design a computer-aided diagnosis framework for automatic cancer diagnosis and grading via an
ensemble of deep learning models, four case studies of different types of cancer classification and seg-
mentation tasks, including lung, leukemia, breast and colorectal cancer, are selected to evaluate the
performance of the proposed models.
An ensemble deep learning-based method is proposed using three pre-trained CNNs, namely VGG19,
MobileNet, and DenseNet to extract discriminative features from the histology images. The features
extracted from the proposed method are then fed into a multi-layer perceptron classifier to carry out
the classification task. Different pre-processing steps, including stain-normalization, data augmenta-
tion, hyper-parameter tuning, and fine-tuning is provided to train the model. The performance of the
proposed method is validated on four publicly available datasets, namely, ICIAR, BreakHis, Patch-
Camelyon, and Bioimaging. The proposed multi-model ensemble method obtains better predictions
than single classifiers and machine learning algorithms with accuracies of 98.13%, 95.00%, 94.64% and
83.10% for BreakHis, ICIAR, PatchCamelyon and Bioimaging datasets, respectively.
In the next case study, a model is developed for computer-aided leukemia cancer diagnosis. The
proposed deep learning-based method is a hybrid method using VGG16 and MobileNet architectures
to distinguish between immature leukemic blasts and normal cells. Different methods such as transfer
learning and various data augmentation were employed to accelerate the learning process and further
improve the performance of the proposed network. Results demonstrate that the proposed model yields
better prediction than individual models for Leukemic B-lymphoblast classification with 96.17% overall
accuracy, 95.17% sensitivity and 98.58% specificity. Fusing the features extracted from intermediate
layers, the proposed approach has the potential to improve the overall classification performance.
For lung and colorectal cancer segmentation, the proposed deep neural network is a decoder-encoder
convolutional neural network employing different feature extractors models i.e. ResNet, DenseNet,
InceptionV3, InceptionResNetV2 and SE-ResNeXt in the down-sampling part of the architecture. The
results have shown that the proposed ensemble method using skip connections in the feature extractor
part of the architecture achieved good results and significantly outperformed the baseline approaches.
To perform the segmentation task for lung cancer, a CNN-based encoder-decoder architecture with
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skip-connections is designed for lung cancer tissue segmentation to delineate the fine-grained structure
of the histopathology images. On the proposed backbone, four skip-connections with concatenation
operation are established to link the lower layers and upper layers of network. The integration of batch
normalization technique helps alleviate internal covariant shift and over-fitting issues. The feasibility
of transfer learning strategy of 14 state-of-the-art feature extractors are introduced to the encoder
part of the proposed architecture to investigates the performance of a wide variety of deep learning-
based architectures for automatically tumor segmentation of histology tissue samples. The obtained
segmentation results have shown that the proposed architecture achieved a dice similarity coefficient of
84.10%, accuracy of 90.69%, F1-score of 84.16%, and MSE rate of 0.0911.
A detailed comparative analysis of a wide variety of state-of-the-art deep CNNs in the encoder part
of three segmentation backbones is provided for colorectal cancer tissue segmentation. The proposed
approach highlights the utility of incorporating CNN modules and transfer learning in the encoder
part of a segmentation architecture for histopathology image analysis. The method is fast in analyzing
batches of images as it is based on transfer learning strategy and patch-wise extraction method from
colorectal cancer histology WSIs with heterogeneous shape and texture. Transfer learning strategy
helps accelerate the learning process and further improve the performance of the proposed network.
Experimental results demonstrate that shared DenseNet and LinkNet architecture achieves the state-
of-the-art performance and outperforms other methods with a dice similarity index of 82.74%, accuracy
of 87.07%, and f1-score value of 82.79%. The second-best result is obtained by InceptionResNetV2 pre-
trained model on FPN architecture with dice similarity score of 82.53%, accuracy of 87.10% as well as the
highest F1-score of 82.73%. Overall, comparing all of the feature extractors and segmentation backbone
models, FPN and U-Net models tend to produce more stable results and are (almost) equivalent.
Motivated by the advantages of Blockchain technology in healthcare data sharing frameworks, the
focus of the second part of this research is to integrate Blockchain technology in computer-aided di-
agnosis systems to address the problems of managing access control, authentication, provenance, and
confidentiality of sensitive medical data. An attribute-base encryption with Blockchain technology is
attempted to address the challenges related to access control management, provenance and data privacy
of medical data. A combination of hierarchical identity and attribute-based access control mechanism
using smart contract and Ethereum Blockchain is employed to securely process healthcare data with-
out revealing sensitive information to unauthorized party. Employing a NoSQL data store could be
a possible solution to address the problem of limited storage capacity and computational resources.
The performance of designed infrastructure was tested and analyzed through a simulation for different
transactions such as data sharing, Ether transfer, registration and mining. The performance of the
proposed scheme enabled fine-grained access control for the security and privacy requirements, access
revocation, anonymity, secure data provenance and traceability by an authority.
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8.2 Future work
A number of interesting areas of research can be suggested for future efforts.
– Currently, deep learning based image segmentation and classification models are highly depen-
dent on the quality of the features extracted from the input data. Different strategies such as
data augmentation and transfer learning can help improve the performance of the learner. How-
ever, including more training samples is more effective than artificiality generated images by data
augmentation techniques.
– Analysis of histology images is limited due to the GPU memory constraint to process large-scale
whole-slide images. Therefore, the current CNN models have small receptive fields or the original
resolution of WSIs are reduced to address the issue of the processing constraint. A common solution
to this problem is extracting patches from the large-scale WSIs. However, generating patches from
data can cause the loss of critical information. In the future, it would be interesting to investigate
methods in developing efficient CNN models to process the whole-slide images without the need
of patch extraction methods. It is possible that with further development these models may be
deployed in real-world clinical environments.
– Due to the limitations of feature extraction methods, the impact of attention-based modules can
be a potential solution for future directions to improve the quality of extracted features.
– Also, exploring the possibility of combining different image modalities i.e. mammograms, MRI
and CT scans with pathology images for a more comprehensive assessment and diagnosis can be
an interesting direction for the future research. Pathology shows the characteristics of the tumors,
while the CT scans locate the shape, size and position of a tumor. The analysis of different imaging
modalities allows to automatically identify and assess the disease diagnosis or progression.
– Furthermore, the combination of patient’s genomics with imaging modalities and clinical data
allows developing therapeutics expansion such as developing personalized medicine, monitoring
the rate of treatment failure, managing side-effects of treatment and ultimately improving the
survival rate of patients.
– Although, this research presented how different modules such as inception, dense and residual units
can enhance the quality of the extracted features, it would be interesting to investigate the feature
extraction methods for pixel-based localization of the tumors in H&E histopathology images.
– No study in the literature provided a real-world interpretation on how trained models and obtained
features could be translated into clinical practice.
– None of the studies in the literature takes the advantage of domain knowledge to discover new
features from data and help better understand the development of cancer. Therefore, analyzing
quantitative deep features associated to the semantic would be an exciting research direction.
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The major limitation of the proposed Blockchain network is that the configuration was implemented on
a single computational node which adversely affected the time needed for key generation, encryption and
decryption operations. Performing key sharing and management among multiple nodes as a possible
solution could reduce data access delay.
– A real-time use case of the proposed Blockchain network as a future direction should address the
patient-driven interoperability to exchange information between personal (e.g. patient’s family)
or/and business entities considering the requirements around secure clinical data transaction,
privacy, and patient incentives for this type of data sharing.
– Future work also can address the open issue of the malicious participant tracing and anomaly
detection. A fully distributed and automatic anomaly detection scheme can be developed for
anomaly detection and anomaly precaution phase to respond anomalies timely and accurately in
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ders, and Ivana Išgum. Automatic segmentation of mr brain images with a convolutional neural
network. IEEE transactions on medical imaging, 35(5):1252–1261, 2016.
[143] Hend Mohamed, Rowan Omar, Nermeen Saeed, Ali Essam, Nada Ayman, Taraggy Mohiy, and
Ashraf AbdelRaouf. Automated detection of white blood cells cancer diseases. In 2018 First
International Workshop on Deep and Representation Learning (IWDRL), pages 48–54. IEEE,
March 2018. URL: https://ieeexplore.ieee.org/document/8358214/, doi:10.1109/IWDRL.
2018.8358214.
[144] Bhabendu Kumar Mohanta, Soumyashree S Panda, and Debasish Jena. An overview of smart
contract and use cases in blockchain technology. In 2018 9th International Conference on Com-
puting, Communication and Networking Technologies (ICCCNT), pages 1–4. IEEE, 2018.
[145] Subrajeet Mohapatra, Dipti Patra, and Sanghamitra Satpathy. An ensemble classifier system for
early diagnosis of acute lymphoblastic leukemia in blood microscopic images. Neural Computing
and Applications, 2014. doi:10.1007/s00521-013-1438-3.
[146] Sana Moin, Ahmad Karim, Zanab Safdar, Kalsoom Safdar, Ejaz Ahmed, and Muhammad Im-
ran. Securing IoTs in distributed blockchain: Analysis, requirements and open issues. Future
Generation Computer Systems, 2019. doi:10.1016/j.future.2019.05.023.
[147] Shakiba Moradi, Mostafa Ghelich Oghli, Azin Alizadehasl, Isaac Shiri, Niki Oveisi, Mehrdad
Oveisi, Majid Maleki, and Jan Dhooge. Mfp-unet: A novel deep learning based approach for left
ventricle segmentation in echocardiography. Physica Medica, 67:58–69, 2019.
[148] Mahmoud Mostapha and Martin Styner. Role of deep learning in infant brain MRI analysis,
2019. doi:10.1016/j.mri.2019.06.009.
[149] Simmi Mourya, Sonaal Kant, Pulkit Kumar, Anubha Gupta, and Ritu Gupta. LeukoNet: DCT-
based CNN architecture for the classification of normal versus Leukemic blasts in B-ALL Cancer.
October 2018. URL: http://arxiv.org/abs/1810.07961, arXiv:1810.07961.
117
[150] Satoshi Nakamoto et al. Bitcoin: A peer-to-peer electronic cash system. 2008.
[151] Sujata Narayanan and Paul J Shami. Treatment of acute lymphoblastic leukemia in adults.
Critical reviews in oncology/hematology, 81(1):94–102, 2012.
[152] Christopher Natoli and Vincent Gramoli. The balance attack or why forkable blockchains are ill-
suited for consortium. In 2017 47th Annual IEEE/IFIP International Conference on Dependable
Systems and Networks (DSN), pages 579–590. IEEE, 2017.
[153] Dinh C. Nguyen, Pubudu N. Pathirana, Ming Ding, and Aruna Seneviratne. Blockchain for
Secure EHRs Sharing of Mobile Cloud Based E-Health Systems. IEEE Access, 2019. doi:
10.1109/ACCESS.2019.2917555.
[154] Oscar Novo. Blockchain Meets IoT: An Architecture for Scalable Access Management in IoT.
IEEE Internet of Things Journal, 2018. doi:10.1109/JIOT.2018.2812239.
[155] Ayse Betul Oktay and Anıl Gurses. Automatic detection, localization and segmentation of nano-
particles with deep learning in microscopy images. Micron, 120:113–119, 2019. URL: http://
www.sciencedirect.com/science/article/pii/S0968432818304013, doi:https://doi.org/
10.1016/j.micron.2019.02.009.
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