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Résumé et mots clés
Les systèmes SAS (Sonar à Antenne Synthétique) sont activement utilisés pour l’imagerie du fond marin. En
effet, la haute résolution des images SAS est d’un très grand intérêt pour la détection, la localisation ou 
encore la classification d’objets présents sur le fond marin. Mais ces images sont fortement entachées d’un
bruit granulaire multiplicatif, connu sous l’appellation de bruit de speckle, qui réduit les résolutions spatiale et
radiométrique. Si bien que l’interprétation automatique de ces images présente quelques difficultés. Une 
solution peut consister en un pré-traitement visant à réhausser le signal d’intérêt, sans pour autant altérer la
résolution spatiale. Nous proposons dans cet article d’utiliser conjointement le filtrage adapté stochastique et
un filtre moyenneur auto-adaptatif. Par ailleurs, afin de préserver au mieux la résolution spatiale, le critère 
utilisé pour mettre en oeuvre le filtrage adapté stochastique est celui de la minimisation de l’écart entre l’une
des caractéristiques statistiques du speckle et celle du bruit estimé, entraînant une adaptation sur la taille de
la fenêtre glissante. Des expérimentations sur données réelles sont proposées et les résultats comparés avec
ceux obtenus par différentes techniques de débruitage à base de filtrage adapté stochastique.
Filtrage adapté stochastique, filtre moyenneur auto-adaptatif, images SAS, speckle, coefficient de variation,
analyse multi-résolution.
Abstract and key words
SAS (Synthetic Aperture Sonar) has been used in sea bed imagery. Indeed, high resolution images provided by SAS are
of great interest, especially for the detection, localization or eventually classification of objects lying on sea bed. But, SAS
images are highly corrupted by a granular multiplicative noise, called speckle noise, which reduces spatial and 
radiometric resolutions. For this reason, an automatic analysis of these images is not so evident. A solution can consist
on the use of a filtering before process, without a spatial resolution degradation. The purpose of this article is to present
a new process consisting on the jointly use of the stochastic matched filter and an autoadaptive mean filter.
Furthermore, in order to well preserve the spatial resolution, we propose to use as a criteria for the stochastic matched
filter the minimization between the speckle noise local statistics with the removal signal ones, allowing a subimage size
adaptation. Results obtained on real SAS data are proposed and compared with those obtained using other stochastic
matched filtering based denoising methods.
Stochastic matched filter, autoadaptive mean filter, SAS images, speckle, variation coefficient, multiresolution analysis.
1. Introduction
Les images Sonar à Antenne Synthétique (SAS) sont d’un très
grand intérêt pour la détection ou la classification d’objets repo-
sant sur le fond marin ou enfouis sous les sédiments. En effet,
compte tenu de leur système d’acquisition, les images obtenues
sont hautes résolutions et permettent donc d’avoir une informa-
tion très précise des zones éclairées. Succinctement, un système
SAS est constitué d’un sonar actif se déplaçant le long d’un rail
rectiligne permettant de simuler une antenne de grande longueur,
difficilement réalisable pour des raisons techniques ou de coût.
Après une étape de synthèse d’ouverture, permettant de combi-
ner les différents signaux enregistrés et de compensation des
retards, une image sonar du fond marin est alors obtenue.
Malheureusement, comme toute image issue d’un système cohé-
rent, les images SAS sont fortement entachées par un bruit gra-
nulaire multiplicatif, connu sous l’appellation de speckle (ou
bruit de chatoiement). Ce dernier, en donnant une variance à l’in-
tensité de chaque pixel, réduit les résolutions spatiale et radio-
métrique. Aussi un tel bruit rend difficile l’interprétation et l’ana-
lyse automatique de telles images. De nombreuses approches ont
été développées afin de limiter l’influence de ce bruit et per-
mettre ainsi l’obtention d’une approximation du signal d’intérêt.
Pour que ces techniques présentent un intérêt pour la commu-
nauté océanographique, il est évident que, d’une part, elles doi-
vent permettre une forte réduction du bruit de speckle et que,
d’autre part, elles ne doivent en aucun cas affecter la résolution
spatiale. Mais pour respecter ces deux contraintes, il est souvent
nécessaire de réaliser un compromis, sachant que pour la majo-
rité des approches classiques, un fort débruitage affecte la réso-
lution spatiale, par un phénomène de lissage du signal d’intérêt.
Une solution à ce problème peut résider en l’utilisation de tech-
niques adaptatives, ceci étant l’objet de cet article. Récemment,
une approche connue sous l’appellation de Filtrage Adapté
Stochastique (FAS) a été proposée pour le débruitage des images
SAS [1]. Cette technique permet d’obtenir de résultats de
meilleure qualité, aussi bien en terme de débruitage qu’en terme
de conservation des détails, que ceux résultant d’autres
approches classiques. Néanmoins, la résolution spatiale est tout
de même affectée. La dégradation de cette dernière s’explique en
considérant les hypothèses d’application du FAS, à savoir la sta-
tionnarité du signal utile et du bruit, ce traitement reposant sur la
connaissance a priori des moments d’ordre deux du signal et du
bruit. Or, il est bien évident, qu’une telle hypothèse ne peut être
validée en pratique. Pour cette raison, classiquement, le FAS est
mis en oeuvre en ayant recours à un traitement par fenêtre glis-
sante, la dimension de la fenêtre étant conditionnée par la lon-
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gueur de cohérence moyenne des différentes zones texturées de
l’image SAS. Ainsi en théorie, il devrait y avoir autant d’auto-
corrélations différentes que de zones texturées, ce qui est inima-
ginable en pratique. Pour cette raison, généralement, le FAS est
appliqué en ayant recours à un modèle moyen et isotrope pour
l’autocorrélation du signal utile. Si bien, que l’implémentation
du FAS est sous-optimale, entraînant de fait une dégradation de
la résolution spatiale. Différentes solutions à ce problème ont été
proposées, en couplant le FAS avec, d’une part, une analyse
multi-résolution [2,3] et, d’autre part, une technique de segmen-
tation automatique [4,5]. Malgré, les améliorations apportées par
ces différentes approches, l’approximation du signal utile obte-
nue reste soit légèrement entachée de bruit de speckle, soit légè-
rement et localement lissée.
Dans cet article, nous proposons de mener à bien le débruitage
d’images SAS, en utilisant le FAS couplé à un filtre moyenneur
auto-adaptatif. Le FAS est basé sur une projection de l’observa-
tion sur une base, dont la dimension est déterminée en ayant
recours à un critère spécifique. Classiquement, le critère utilisé
repose sur la minimisation de l’erreur quadratique moyenne
entre le signal utile et son approximation. Dans cet article, nous
proposons d’avoir recours à un critère basé sur la minimisation
des caractéristiques statistiques du bruit estimé et celles du bruit
de speckle, entraînant de fait une adaptation sur la taille de la
fenêtre glissante.
Après avoir présenté, la technique originale de filtre moyenneur
auto-adaptatif, nous exposerons, dans une seconde partie, le
FAS utilisé en restauration par minimisation entre les caracté-
ristiques statistiques du bruit de speckle et celles du bruit esti-
mé. Nous conclurons cet article par une série d’expérimenta-
tions sur signaux réels et une comparaison des résultats obtenus




Le filtre moyenneur est un outil classique pour le traitement
d’images bruitées. Ce filtre fournit la moyenne sur les voisins
d’un point par une convolution de l’image avec une fenêtre car-
rée de M × M pixels. La valeur choisie pour M est d’une
importance capitale. Une valeur trop faible conduira à la resti-
tution partielle du bruit. Une valeur trop importante entraînera
une dégradation du signal d’intérêt. Dans tous les cas, un traite-
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ment basé uniquement sur cette technique de filtrage ne peut
fournir de résultats respectant la résolution spatiale et présentant
un fort pouvoir débruiteur. Une variante de cette technique,
connue sous l’appellation de filtre moyenneur adaptatif [6], per-
met de ne pas tenir compte des valeurs aberrantes pour faire la
moyenne. Là encore, la dimension de la fenêtre glissante revêt
une importance capitale pour les mêmes raisons que précédem-
ment. Nous proposons ici de mettre en oeuvre le filtre moyen-
neur en ayant recours à une dimension de la fenêtre glissante
conditionnée par les statistiques d’ordre 1 et 2 estimées du
signal d’intérêt. Ce faisant chaque pixel de l’image sera traité
avec une fenêtre dont la dimension lui sera propre.
Soit Z l’image SAS considérée, résultant de la multiplication
d’un signal d’intérêt S par un bruit stationnaire B :
Z = S. ∗ B, (1)
où .∗ désigne le produit terme à terme.
En considérant un pixel d’indices p et q, cette dernière relation
peut être formulée comme suit :
Z [p,q] = S[p,q]B[p,q]. (2)
En supposant le signal et le bruit indépendants, il vient :







Si la dimension de la fenêtre d’étude est telle que l’observation
est stationnaire et en notant B̄ la valeur moyenne du bruit mul-





















Supposons que E{B2} et B̄ soient connus, i.e. accessibles par la
mesure, il est alors possible d’estimer en tout pixel Z [p,q],
considéré comme le centre d’une fenêtre M × M, la variance du
signal présent au sein de cette fenêtre. Une valeur nulle de cette
variance correspondrait à une absence de fluctuation du signal
d’intérêt (i.e. S est constant dans la fenêtre d’étude, l’amplitude
de chacun des pixels de S prenant E{S} pour valeur) et donc à
une situation optimale pour l’utilisation d’un filtre moyenneur
de dimension M × M, revenant à remplacer l’amplitude du
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pixel Z [p,q] par la valeur moyenne estimée du signal sur cette
fenêtre. Si au contraire la variance estimée est strictement posi-
tive, cela laisse à penser qu’il y a présence au sein de la fenêtre
de pixels descriptifs de fluctuations du signal d’intérêt. Dans ce
cas, il n’est pas envisageable de recourir à un filtre moyenneur
de dimension M × M sans altérer le signal. Une solution évi-
dente consiste alors à réduire la taille de la fenêtre, centrée sur
le pixel étudié, et à réitérer l’estimation afin de s’assurer que les
fluctuations du signal ne sont pas inhérentes à des pixels pré-
sents sur les pourtours de la fenêtre précédente. La nouvelle
valeur estimée pour la variance du signal pourra être soit nulle,
auquel cas l’amplitude du pixel Z [p,q] sera remplacée par la
valeur moyenne estimée du signal sur cette fenêtre, soit être
strictement positive, auquel cas il faudra de nouveau réduire la
taille de la fenêtre. Ce processus est itéré jusqu’à ce que la
fenêtre n’en soit plus une, mais le pixel Z [p,q], signifiant que
ce pixel ne peut être traité sans altération du signal par un filtre
moyenneur. Il faudra alors avoir recours à un autre procédé de
filtrage pour estimer le signal d’intérêt présent au sein de ce
pixel.
2.2. Principe algorithmique
L’algorithme permettant d’obtenir une approximation S̃[p,q]
du signal d’intérêt à partir d’un pixel Z [p,q], extrait d’une
image SAS, par utilisation du filtre moyenneur auto-adaptatif
est présenté ci-après. Dans cet algorithme ZMp,q représente la
fenêtre de dimension M × M pixels centrée sur Z [p,q]. Le trai-
tement de l’image dans sa globalité est réalisé en appliquant cet
algorithme à la totalité des pixels de l’image. Il est à noter que
les dimensions retenues pour la taille des fenêtres sont toutes
impaires, ceci afin de maîtriser la position du pixel central.
1. Estimation de la variance σ2B et de la moyenne B̄ du bruit de
speckle.
2. Initialisation de M à Mmax .
3. Initialisation de la variance σ2S du signal à une valeur positi-
ve non nulle.
4. Tant que σ2S > 0 et que M =/ 1 faire :
(a) Extraction de la fenêtre ZMp,q de dimension M × M centrée
sur Z [p,q].
(b) Détermination de la variance estimée du signal suivant la
relation (5).
(c) Décrémentation de M : M = M − 2.
5. Si M est égal à 1 :
(a) S̃[p,q] = Z [p,q] .
6. Sinon
(a) M = M + 2.





L’estimation de la variance du bruit de speckle ainsi que de sa











traitement du signal 2008_volume 25_numéro spécial 1-2 CMM 31
où ./ représente la division membre à membre, Zhom correspond
à une zone homogène de l’observation, c’est-à-dire une zone de
l’image ne présentant a priori aucune information quant au signal
utile et où S̃hom décrit la filtrée de Zhom par un filtre moyenneur
de dimension Mmax × Mmax . Les espérances mathématiques sont
déterminées sous une hypothèse d’ergodicité, en moyennant les
résultats obtenus dans plusieurs zones homogènes.
2.3. Expérimentations
Considérons l’image SAS1, codée sur 8 bits (soit 256 niveaux de
gris) présentée à la figure 1. Cette dernière a pour dimension:
2001 × 801 pixels. Elle correspond à une vue du fond marin de la
baie de La Ciotat et a été acquise par le système SHADOWS, qui
est un nouveau système Sonar à Antenne Synthétique développé
par Ixsea SAS [7,8]. Pour cette image, la résolution est de 15cm.
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Figure 1. Vue du fond marin de la baie de La Ciotat réalisée
par le système SHADOWS.
Figure 2. Approximation S̃ du signal d'intérêt après filtre
moyenneur auto-adaptatif.
Figure 3. Image descriptive des pixels 
non-traités (en noir).
Figure 4. Tailles des fenêtres retenues
pour le traitement.
Le traitement proposé a été appliqué avec une dimension maxi-
male de fenêtrage égale à 27 × 27 pixels. Le résultat obtenu est
présenté à la figure 2. L’analyse de ce résultat révèle que la tech-
nique utilisée s’avère être efficace, la majorité des pixels ayant
été traitée sans affecter le signal d’intérêt.
Les figures 3 et 4 représentent respectivement l’emplacement
des pixels dont la valeur originale a été conservée (i.e. la varian-
ce estimée du signal pour les fenêtres centrées sur ces pixels a
toujours été positive et ceci quelle que soit la taille de la fenêtre)
et la taille des fenêtres utilisée pour traiter les pixels (i.e. la
dimension des fenêtres pour laquelle la variance estimée du
signal n’était plus strictement positive).
2.4. Conclusions
Il a été présenté, dans cette partie, une méthode de pré-filtrage
permettant de s’affranchir de la majorité des termes perturba-
teurs multiplicatifs présents dans les zones homogènes de
l’image SAS et ceci à faible coût (i.e. complexité algorith-
mique, temps d’exécution). À l’issue de ce traitement, seuls les
pixels descriptifs de fluctuations du signal d’intérêt n’ont pas
été traités. Il importe donc de développer une méthode robuste
permettant de réduire le bruit de speckle sur ces pixels, tout en
s’assurant de la non-altération du signal utile, ceci faisant l’ob-
jet de la section suivante.
3. Le Filtrage Adapté
Stochastique
Le filtrage adapté stochastique a été initialement proposé par 
J.-F. Cavassilas [9,10] pour répondre aux problèmes posés par la
détection de signaux courts en environnement bruité et a depuis
été étendu au rehaussement de signaux détériorés additivement
ou multiplicativement [4,11,12]. Il repose sur la décomposition
de l’observation bruitée en une somme finie de variables aléa-
toires décorrélées pondérées par une base de vecteurs connus.
Une opération de débruitage est alors réalisée en limitant à un
ordre Q la somme introduite par ce développement. Plusieurs
travaux [1,4] ont révélé l’intérêt de déterminer ce paramètre par
minimisation de l’erreur quadratique moyenne entre le signal
utile et son approximation. En revanche, compte tenu de l’ab-
sence de stationnarité du signal et du peu d’informations a prio-
ri accessibles ou modélisables sur ce dernier, l’approximation
du signal d’intérêt présente une dégradation de la résolution spa-
tiale par un phénomène de lissage. Pour cette raison, nous pro-
posons de déterminer ce paramètre, ainsi que la dimension de la
fenêtre glissante, en raisonnant non plus sur le signal d’intérêt,
mais sur le bruit, ce dernier présentant des caractéristiques sta-
tistiques connues ou accessibles par la mesure.
3.1. Principe
Soit Z une observation de dimension M × M pixels. Cette der-
nière résulte de la multiplication d’un signal d’intérêt S et d’un
bruit B, suivant la relation (1). Le signal et le bruit sont suppo-
sés indépendants et stationnaires au moins au second ordre et,
de plus, le signal est supposé centré.
En considérant l’approche de Kuan [13] et en supposant que 
le bruit multiplicatif présente une moyenne stationnaire
(B̄ = E{B}), nous pouvons définir l’observation normalisée
suivante :
Znorm = Z/B̄. (7)
Dans ces conditions, il est possible de représenter (1) en termes
d’un signal détérioré additivement par un bruit dépendant du
signal :





. ∗ S, (8)
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soit en utilisant les signaux réduits :
Znorm = σSS0 + σN N0, (9)
















La théorie du filtrage adapté stochastique conduit à développer





où {Ψm} est une base de dimension M2 constituée de matrices
M × M.
Les variables aléatoires zm sont déterminées par projection de
l’observation sur une base {Φm} de dimension M2, constituée





Cette base {Φm} est choisie de telle sorte que les variables aléa-
toires zm soient décorrélées. On montre que tel est le cas dès lors








	N0 N0 [p1− p2,q1−q2]m[p1,q1], (14)
pour tout p2,q2 = 1, . . . , M .
Dans la relation (14), ΓS0S0 et ΓN0N0 représentent respectivement
les covariances du signal et du bruit réduits. Il est à noter que,
compte tenu de son expression (10), le bruit N0 ne peut être
considéré comme stationnaire. En revanche, l’utilisation d’un
traitement par fenêtre glissante permet de s’affranchir de ce pro-
bléme.
En supposant que les Φm soient normalisées comme suit :
M∑
p1,p2,q1,q2=1
	N0 N0 [p1− p2,q1−q2]m[p1,q1]m[p2,q2]=1, (15)





	N0 N0 [p1 − p2,q1 − q2]m[p2,q2]. (16)
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En étudiant l’expression analytique de E{z2m} , il a été montré,
dans [4,11], que le rapport signal à bruit de la mème composan-
te zm de l’observation correspond au produit de la mème valeur
propre λm par le rapport signal à bruit natif σ2S/σ
2
N. Pour cette
raison, une opération de filtrage peut consister à ne conserver
que les Φm associées aux valeurs propres λm supérieures à un
certain seuil, dans tous les cas supérieures à un pour garantir
une amélioration du rapport signal à bruit.
Dans ces conditions, une approximation du signal d’intérêt est





où Q est bien évidemment inférieur à M2.
Pour affiner le choix sur ce paramètre Q, une solution peut
consister en la minimisation de l’erreur quadratique moyenne
entre le signal S et son approximation S̃Q. Il a été montré dans
[1] que, sous ce critère, Q correspond au nombre de valeurs
propres vérifiant l’inégalité suivante :
σ2S
σ2N
λm > 1. (18)
Ainsi, si l’observation présente un rapport signal à bruit favo-
rable, un grand nombre de Ψm sera retenu pour le traitement (si
bien que S̃Q tend vers Z , le filtrage adapté stochastique s’appa-
rentant alors à une opération de filtrage passe-tout), et dans le
cas opposé, seulement un faible nombre sera considéré. Dans
ces conditions, cette technique de filtrage appliquée à une





= σ2S/σ2N, améliore significativement la perception du






















Une telle démarche donne des résultats satisfaisants, en termes
de réduction du bruit et de préservation des contours, dès lors
que la stationnarité du signal et du bruit est garantie. En
revanche, un non respect d’une de ces hypothèses provoque soit
une restitution partielle du bruit, soit un lissage du signal utile
et donc une altération de la résolution spatiale. Ce qui est géné-
ralement le cas en pratique. En effet, classiquement et pour res-
pecter l’hypothèse de stationnarité du signal utile, le filtrage
adapté stochastique est mis en oeuvre par l’intermédiaire d’un
traitement par fenêtre glissante de dimension M × M pixels,
présentant une difficulté majeure quant à la détermination de la
taille de fenêtrage optimale.
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Pour s’affranchir de ce problème, nous proposons ici de déter-
miner ce paramètre Q en n’ayant que des considérations sur le
bruit de speckle B. En effet, contrairement au signal utile, la sta-
tionnarité de ce dernier est assurée. Par ailleurs, le bruit de
speckle présente un coefficient de variation C invariant par
translation [14,15], ce dernier étant défini par le ratio entre
l’écart-type estimé du bruit sur sa valeur moyenne estimée (i.e.
C = σB/B̄). Compte tenu de cette dernière remarque, la valeur
optimale pour le paramètre Q pourrait être celle qui garantirait
que le coefficient de variation du bruit estimé soit constant. Soit
B̃Q le bruit estimé sur une fenêtre de dimension M × M, cen-
trée sur un pixel Z [p,q] de l’observation bruitée. Ce dernier est






Soit, à présent, CM le coefficient de variation estimé pour une
fenêtre de dimension M × M pixels et soit σCM l’écart-type sur
cette valeur. Pour estimer ces derniers, considérons une zone
homogène Zhom de l’observation bruitée et divisons membre à
membre cette dernière par sa réponse à un filtre moyenneur
M × M. Une estimée B̃hom du bruit de speckle est ainsi obte-
nue. Effectuons alors un traitement par fenêtre glissante, de
dimension M × M pixels, sur B̃hom, dont la finalité est la
détermination du coefficient de variation local. Compte tenu du
théorème de la limite centrale, la densité de probabilité de ce
coefficient de variation va tendre vers une loi Gaussienne, dont
on peut aisément estimer la valeur moyenne CM et l’écart-type
σCM (en pratique, le caractère gaussien de cette loi dépend direc-
tement du nombre de valeurs de coefficient de variation esti-
mées dans la zone homogène ; ainsi selon les dimensions de la
zone homogène, la gaussianité ne peut être qu’approximative-
ment approchée). À titre d’exemple, la figure 5 présente une
densité de probabilité obtenue sur un signal réel, avec une
fenêtre de dimension 15 × 15 pixels. À partir de cette densité de
probabilité, la valeur de CM est estimée par maximum de vrai-
semblance et celle de σCM est estimée de telle sorte que 68 %
Figure 5. Répartition des valeurs du coefficient de variation
pour des fenêtres de dimension 15 × 15.
des valeurs prises par le coefficient de variation soient com-
prises entre CM − σCM et CM + σCM .
Dans ces conditions, la valeur de Q, comprise entre 1 et M2, rete-
nue pour traiter le pixel Z [p,q] sera la plus grande valeur (pour ne
pas introduire de lissage du signal utile) permettant de vérifier :





} < CM + σCM . (21)
Si toutefois, aucune valeur de Q ne vérifie cette inégalité, cela
signifie que la dimension de la fenêtre pour traiter le pixel est
trop importante pour permettre une restitution de l’information
sans altérer cette dernière (i.e. présence de signal au sein de
B̃Q). Dans ce cas, il est nécessaire de réduire la taille de la
fenêtre centrée sur Z [p,q] et de réitérer l’opération jusqu’à vali-
dation de la relation (21). Bien entendu, certaines zones de
l’image peuvent être telles qu’aucune valeur de Q ne permettent
la vérification de la relation (21) et ceci quelle que soit la valeur
de M, auquel cas la meilleure approximation du signal d’intérêt
S̃Q[p,q] , sous ce critère, est l’observation Z [p,q] elle même.
L’algorithme conduisant à la mise en oeuvre du FAS par mini-
misation de l’écart entre les statistiques du bruit de speckle et
celles du bruit estimé est présenté en annexe.
3.2. Biais de l’estimateur
La finalité de cette partie est la détermination du biais de l’esti-
mation de S̃Q, défini par la relation (17). Dans un soucis de lisi-
bilité, les différents calculs présentés ci-après sont développés
pour des signaux mono-dimensionnels constitués de M échan-
tillons successifs, l’extension au cas de signaux bi-dimension-
nels étant naturelle.




















m (E{S} + E{N}) . (23)
Dans ces conditions, le biais de l’estimateur B̃SQ peut s’expri-
mer comme suit :
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où Id désigne la M × M matrice identité.
Par ailleurs, si nous considérons le développement du signal














m = Id. (26)












Cette dernière équation décrit le biais de l’estimateur quand
aucune hypothèse n’est effectuée sur les moyennes du signal et
du bruit. Dans notre cas, le signal et le bruit étant centrés, le fil-
trage adapté stochastique permet d’obtenir une estimation non-
biaisée du signal utile.
3.3. Expérimentations
Comme cela a été précédemment précisé, la mise en oeuvre du
filtrage adapté stochastique nécessite la connaissance a priori
des autocorrélations du signal utile et du bruit. En ce qui concer-
ne l’autocorrélation du bruit, cette dernière est estimée numéri-
quement dans une zone homogène de l’observation, c’est-à-dire
une zone de l’image SAS ne contenant a priori aucune informa-
tion quant au signal utile. Elle est obtenue en moyennant plu-
sieurs réalisations. L’autocorrélation du signal est, quant à elle,
modélisée analytiquement, de telle sorte qu’elle puisse s’appa-
renter aux autocorrélations des différentes textures présentes sur
l’image SAS. Il est classique de modéliser en traitement du
signal mono-dimensionnel l’autocorrélation du signal par une
fonction triangulaire, une exponentielle décroissante ou encore
une gaussienne. En effet, la densité spectrale de puissance asso-
ciée à de telles fonctions d’autocorrélation correspond à des
signaux dont l’énergie est principalement répartie dans les
basses-fréquences du spectre, ce qui est généralement le cas dans
la pratique. Nous étendrons donc ce modèle aux signaux bi-
dimensionnels. De plus, afin de ne favoriser aucune orientation
particulière du signal, le modèle choisi se doit d’être isotrope.
Pour ces différentes raisons, le modèle retenu est le suivant :
	S0 S0 [n,m] = exp
[−α (n2 + m2)] , (28)
où α est directement proportionnel à la longueur de cohérence
du signal d’intérêt. Différentes expérimentations ont révélé
qu’une valeur de α prise égale à 5 correspondait à un bon com-
promis entre les basses et hautes fréquences du signal.
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Le résultat obtenu par le traitement proposé est présenté à la
figure 6. Seuls les pixels n’ayant pas été traités par le filtre
moyenneur auto-adaptatif ont été considérés.
L’analyse visuelle de ce résultat, par comparaison avec la figu-
re2, révèle l’efficacité du traitement proposé. En effet, le bruit
de speckle restant, après application du filtre moyenneur auto-
adaptatif, a été fortement réduit, sans pour autant altérer les
détails et préservant ainsi la résolution spatiale. À l’issu de ce
traitement, tous les pixels ont été traités, la condition, donnée
par la relation (21), ayant toujours été validée.
Pour quantifier le niveau de perturbation d’une image obtenue
par un système à antenne synthétique, il est courant de détermi-
ner son niveau de speckle. Ce dernier est évalué par la détermi-
nation du coefficient de variation calculé sur plusieurs zones
homogènes de l’image. En notant W le nombre de zones homo-






E {Sn} . (29)
Le niveau de speckle obtenu pour l’approximation S̃ , présentée
à la figure 6, est de 0,0317, alors qu’il était de 0,5503 pour la
donnée native, présentée à la figure 1. Ce résultat conforte les
observations faites sur le plan visuel, à savoir que l’utilisation
du FAS couplée au filtre moyenneur auto-adaptatif permet de
grandement réduire le bruit de speckle.
Pour quantifier la qualité de la restitution de la résolution spa-
tiale, nous avons choisi d’étudier les images ratio [14,15], qui
correspondent au rapport entre l’image originale (la donnée
bruitée) et l’approximation du signal d’intérêt obtenue.
Idéalement, ces images ratio doivent présenter les caractéris-
tiques du speckle. Ainsi, sous ce critère, une technique de filtra-
ge est considérée robuste, si l’image ratio associée présente une
valeur moyenne unitaire et un coefficient de variation invariant
par translation. Pour l’image ratio associée au résultat présenté
à la figure 6, nous avons estimé, à l’aide d’un traitement par
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fenêtre glissante, les valeurs moyennes et les coefficients de
variation et nous avons construit l’histogramme de ces valeurs.
Ces derniers sont présentés à la figure 7 en échelle semi-loga-
rithmique pour les valeurs moyennes et à la figure 8 en échelle
logarithmique pour les coefficients de variation. La méthode de
débruitage idéale serait celle pour laquelle ces graphes ne pré-
senteraient qu’un seul et unique point dont l’abscisse serait la
valeur exacte de la caractéristique statistique étudiée (valeur
moyenne ou coefficient de variation) et dont l’ordonnée serait le
nombre total de fenêtres extraites de l’image. L’analyse des
résultats obtenus révèle que le traitement proposé permet d’ap-
procher ce cas idéal, les variances sur les valeurs moyennes et
les coefficients de variation étant relativement faibles. Ceci
signifie que la quasi-totalité du signal d’intérêt a été restituée
dans l’approximation, c’est-à-dire que l’image ratio tend à ne
décrire que du bruit de speckle. Ces expérimentations confor-
tent donc les observations qualitatives précédentes, à savoir que
la résolution spatiale ne semble pas avoir été affectée.
Figure 6. Approximation S̃ du signal d'intérêt après filtrage
adapté stochastique.
Figure 7. Valeurs moyennes de Ñ - FAS & Filtre moyenneur
auto-adaptatif.
Figure 8. Coefficients de variation de Ñ - FAS & Filtre
moyenneur auto-adaptatif.
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3.4. Conclusions
Dans cette partie, il a été proposé de s’affranchir des termes per-
turbateurs résiduels (après application du filtre moyenneur auto-
adaptatif) en utilisant le filtrage adapté stochastique. Ce dernier
a été mis en oeuvre en utilisant un critère basé sur la minimisa-
tion des statistiques propres au speckle avec celles inhérentes au
bruit estimé, permettant ainsi une adaptation automatique sur la
dimension des fenêtres pour le traitement. Les analyses qualita-
tive et quantitative des résultats obtenus sur données réelles
(dont une présentée dans cet article), ont révélé l’intérêt d’une
telle approche. Il est à noter que la technique de débruitage, pré-
sentée dans cette section, peut être appliquée directement sur
l’image SAS, sans avoir recours à la pré-étape de filtrage, repo-
sant sur l’utilisation du filtre moyenneur auto-adaptatif. Mais
différentes expérimentations ont montré que les résultats obte-
nus étaient similaires à ceux présentés ici et qu’en revanche le
temps de calcul était considérablement augmenté.
Afin de quantifier l’apport de ce traitement par rapport aux
autres méthodes de débruitage à base de filtrage adapté stochas-
tique et ainsi de justifier la démarche présentée ici, il est néces-
saire d’effectuer une étude comparative entre ces différentes




du filtrage adapté 
stochastique
4.1. Le filtrage adapté stochastique par minimisation
de l’erreur quadratique moyenne
Nous allons nous intéresser ici aux résultats obtenus en utilisant
le filtrage adapté stochastique, où la détermination de l’entier Q
est réalisée en minimisant l’erreur quadratique moyenne entre le
signal d’intérêt et son approximation. Dans ce cadre, l’estima-
tion ou la modélisation des autocorrélations du signal utile et du
bruit ont été prises à l’identique à celles présentées dans la par-
tie précédente. La dimension de la fenêtre glissante pour le trai-
tement a été prise égale à 9 × 9 pixels et ceci afin de respecter
la longueur de cohérence moyenne des différentes textures. Le
résultat obtenu est présenté à la figure 9.
Ce résultat montre que le filtrage adapté stochastique par mini-
misation de l’erreur quadratique moyenne entraîne une forte
réduction du bruit de speckle, cependant l’approximation obte-
nue reste localement bruitée. Par ailleurs, certains détails sem-
blent lissés (en particulier les contours de la forme circulaire en
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bas de l’image). Il est possible de réduire cet effet lissant en
diminuant la taille de la fenêtre glissante, mais ceci aurait pour
incidence une restitution partielle du bruit. Néanmoins, le choix
de l’entier Q par minimisation de l’erreur quadratique moyenne
entre S et son approximation S̃Q permet une bonne conserva-
tion des contours et donc de la résolution spatiale. À titre
d’exemple, nous présentons sur les figures 10 et 11 une image
des différentes valeurs de Q retenues pour le traitement et la
courbe représentative de l’amélioration théorique du rapport
signal à bruit suivant les valeurs de Q (relation (19)).
Comme cela a d’ores et déjà été spécifié, lorsque le rapport
signal à bruit est favorable, la valeur retenue pour Q est impor-
tante (tel est le cas par exemple pour la forme circulaire ou les
formes géométriques longilignes présentes dans l’image SAS),
le filtrage adapté stochastique se comportant alors comme un
filtre passe-tout, si bien que l’apport sur le rapport signal à bruit
n’est pas significatif. En revanche, lorsque le rapport signal à
bruit natif est défavorable, le filtrage adapté stochastique tend
vers un filtre moyenneur et permet ainsi une forte amélioration
du rapport signal à bruit (un peu plus de 9dB lorsque seulement
un à deux vecteurs de base sont retenus).
Figure 9. Approximation S̃Q par utilisation du filtrage adapté
stochastique minimisant l'erreur quadratique moyenne.
Figure 10. Valeurs de Q retenues pour le traitement.
4.2. Le filtrage adapté stochastique couplé 
à une analyse multi-résolution
Comme l’attestent les remarques précédentes, le filtrage adapté
stochastique par minimisation de l’erreur quadratique moyenne
permet l’obtention de résultats satisfaisants en terme de réduc-
tion du speckle. En revanche, la résolution spatiale est légère-
ment détériorée par un phénomène de lissage du signal utile.
L’explication à cela réside dans les hypothèses d’application du
filtrage adapté stochastique, à savoir la stationnarité des signaux
mis en jeu, cette dernière n’étant presque jamais vérifiée pour le
signal d’intérêt. Pour remédier à ce problème, une solution peut
résider dans l’utilisation conjointe du filtrage adapté stochas-
tique et d’une analyse multi-résolution [2,3,16]. En effet, l’ana-
lyse multi-résolution permet de décomposer l’observation brui-
tée en plusieurs plans de résolutions différentes, chacun d’entre-
eux contenant des informations fréquentielles spécifiques et
pouvant ainsi être caractérisés par leurs propres fonctions d’au-
tocorrélation (pour le signal et pour le bruit). Ce faisant, l’utili-
sation du filtrage adapté stochastique sur chaque plan conduit à
des résultats de meilleures qualités, les hypothèses étant mieux
respectées. Il existe dans la littérature deux incontournables
approches multi-résolutions : l’algorithme à Trous [17] et l’al-
gorithme de Mallat [18] (connu également sous l’appellation de
Fast Wavelet Transform). Nous allons dans cette section étudier
le couplage du filtrage adapté stochastique avec ces deux ana-
lyses.
4.2.1. Utilisation conjointe avec l’algorithme à Trous
Considérons tout d’abord l’approche par utilisation conjointe du
filtrage adapté stochastique avec l’algorithme à Trous.
Le principe de la méthode de débruitage qui en résulte est pré-
senté à la figure 12.
En un premier lieu, l’image SAS, de dimension M × M pixels,
est décomposée suivant l’algorithme à Trous, en utilisant une 
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B-Spline pour fonction d’échelle [19], permettant l’obtention de
P plans d’ondelettes (W1, W2, . . . WP : hautes fréquences) et
d’un plan d’approximation (AP : basses fréquences). Puis, le fil-
trage adapté stochastique est appliqué sur chacun des plans
d’ondelettes, conduisant à la détermination de l’approximation
W̃p pour p allant de 1 à P. Finalement, l’approximation du
signal d’intérêt est obtenue par reconstruction :




Pour mener à bien l’étape de filtrage, la fonction d’autocorrélation
du signal d’intérêt a été modélisée analytiquement comme suit :
	S0 S0 [n,m] = exp
[−αp (n2 + m2)] , (31)
où αp est directement proportionnel à la longueur de cohérence
moyenne du signal dans le plan d’ondelettes étudié. La résolu-
tion étant différente pour chaque plan, il en va de même pour la
longueur de cohérence moyenne. Pour cette raison, nous avons
utilisé la relation dyadique suivante pour décrire αp :
αp = α12p−1 , (32)
le paramètre α1 étant associé au premier plan W1 .
De même la dimension de la fenêtre glissante doit être différen-
te pour chaque plan ; plus la résolution est fine, plus la dimen-
sion de la fenêtre doit être petite. Pour traiter l’image SAS, nous
avons utilisé trois plans d’ondelettes (les plans suivants présen-
tant un rapport signal à bruit favorable, le bruit étant principale-
ment réparti dans les plans haute-fréquence). Les dimensions de
fenêtre glissante pour ces différents plans ont été prises égales 
à 9 × 9 pixels pour W1 , 11 × 11 pixels pour W2 et 13 × 13
pixels pour W3 . L’approximation obtenue est présentée à la




Figure 12. Filtrage adapté stochastique & algorithme à Trous.
figure 13. Pour cette expérimentation, la valeur de α1 a été fixée
égale à 2.
Bien que, ce résultat soit encore localement légèrement bruité,
il révèle que l’introduction de l’algorithme à Trous permet
d’améliorer les performances du filtrage adapté stochastique.
Par ailleurs, la résolution spatiale ne semble pas avoir été alté-
rée, les structures anisotropiques longilignes ne présentant pas
visuellement de phénomènes de lissage.
4.2.2. Utilisation conjointe avec l’algorithme de Mallat
Considérons, à présent, le couplage entre le filtrage adapté sto-
chastique avec l’algorithme de Mallat. Cette technique multi-
résolution, largement décrite dans la littérature, est devenue un
outil puissant utilisé dans de nombreux champs d’application.
Elle permet de séparer les détails fins (hautes fréquences) des
détails grossiers (basses fréquences). De cette façon, plusieurs
représentations de la même donnée native sont disponibles : les
plans d’échelle et les plans d’ondelette. Les plans d’ondelette
décrivent les structures hautes fréquences directives (d11 : détails
horizontaux, d21 : détails verticaux et d
3
1 : détails diagonaux) et
peuvent ainsi être aisément décrits en utilisant des modèles d’au-
tocorrélation anisotropiques ; tandis que pour le plan d’échelle
(a1), correspondant aux basses fréquences, un modèle d’auto-
corrélation isotropique sera privilégié. Aussi, par le biais de cette
analyse multi-résolution et en ne considérant qu’un niveau de
décomposition, quatre modèles d’autocorrélation sont utilisés
pour décrire le signal, alors qu’un seul est sollicité dans le plan
natif. Ce faisant, une meilleure description des caractéristiques
statistiques du signal d’intérêt est effectuée, entraînant une res-
titution plus fidèle du signal utile qu’en ne raisonnant que dans
le plan natif. Aussi, dans un premier temps, nous allons déve-
lopper l’image native en utilisant l’algorithme de Mallat et ceci
par l’intermédiaire d’une ondelette de Daubechies d’ordre 8
[20], cette dernière ayant montré un bon comportement lors de
diverses expérimentations. En supposant que, d’une part, le rap-
port signal à bruit augmente avec le niveau de résolution et que,
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d’autre part, l’utilisation d’une fenêtre glissante entraîne une
dégradation de la résolution spatiale en raison du sous-échan-
tillonnage introduit par l’algorithme de Mallat, seulement un
niveau de décomposition est utilisé pour traiter l’observation
bruitée. Puis, dans une seconde phase de traitement, chaque plan
sera filtré par utilisation du filtrage adapté stochastique en consi-
dérant l’autocorrélation qui lui est associée. Finalement, l’ap-
proximation du signal d’intérêt sera obtenue par reconstruction
à partir des différents plans filtrés (voir figure 14). 
Comme cela a été spécifié, pour appliquer le filtrage adapté sto-
chastique, nous utilisons quatre fonctions d’autocorrélation dif-
férentes, une pour chaque plan. Pour le plan d’échelle, l’auto-
corrélation est modélisée par le modèle gaussien suivant :
	S0 S0 [n,m] = exp
[− (αln2 + αcm2)] , (33)
avec αl = αc = 5. Pour les deux plans d11 et d21, le même 
modèle est considéré, mais avec (αl ,αc) = (5,10) et
(αl ,αc) = (10,5), afin de respecter le caractère directif de la
texture. Pour le dernier plan d31, le modèle anisotropique suivant







(αl + αc)(n2 + m2) + (αl − αc)nm
)]
.
Il correspond au modèle gaussien (33) ayant subi une rotation
horaire ou antihoraire (selon les valeurs de αl et αc) de π/4
radians, permettant de décrire des structures diagonales. Le fil-
trage adapté stochastique est appliqué une première fois avec
αl = 10 et αc = 5 , puis une deuxième fois en considérant
αl = 5 et αc = 10, le plan filtré correspondant à la moyenne
des deux résultats obtenus.
La fonction d’autocorrélation du bruit est quant à elle estimée
dans une zone homogène du plan à filtrer.
La dimension de la fenêtre glissante est de 9 × 9 pixels pour les
plans d’ondelette et de 7 × 7 pixels pour le plan d’échelle. Par
le biais de l’algorithme de reconstruction de Mallat et en utili-
sant les différents plans filtrés, nous obtenons l’approximation
S̃ présentée à la figure 15. Une analyse visuelle du résultat
révèle une augmentation de la réduction du speckle, mais cette
traitement du signal 2008_volume 25_numéro spécial 1-2 CMM 39
Figure 13. Approximation S̃ - Filtrage adapté stochastique 
& algorithme à Trous.
Figure 14. Filtrage adapté stochastique 
& algorithme de Mallat.
dernière est réalisée au détriment de la résolution spatiale qui
apparaît fortement affectée, ceci étant vraisemblablement lié au
sous-échantillonnage introduit par l’algorithme de Mallat.
4.3. Étude comparative
En guise de bilan sur l’analyse qualitative des différentes
méthodes étudiées, nous proposons à la figure 16 un détail
40 traitement du signal 2008_volume 25_numéro spécial 1-2 CMM
Débruitage d’image SAS : utilisation conjointe d’un filtre moyenneur auto-adaptatif et du filtrage adapté stochastique
Figure 15. Approximation S̃ - Filtrage adapté stochastique 
& algorithme de Mallat.
Figure 16. Détail extrait de la figure 1,
300 × 300 pixels.
Figure 17. Détail présenté à la figure 16 extrait de l'approximation du signal d'intérêt.
(dimension 300 × 300 pixels) extrait de l’image SAS native et,
à la figure 17, cette même zone extraite des différents résultats
obtenus après débruitage.
L’analyse de ces différentes figures conforte les observations
précédentes. En effet, l’analyse visuelle montre clairement que,
d’une part, les techniques basées sur une approche multi-réso-
lution entraînent une dégradation de la résolution spatiale (les
contours apparaissant lissés) et que, d’autre part, le FAS utilisé
seul a pour effet un léger lissage du signal utile, couplé à une
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restitution partielle du bruit. Qualitativement, la méthode pré-
sentée dans cet article apparaît comme étant la plus robuste,
aussi bien d’un point de vu réduction du niveau de speckle que
de la préservation de la résolution spatiale.
Afin d’effectuer une comparaison objective entre ces différents
traitements à base de FAS et la nouvelle approche proposée,
nous avons évalué pour chacun de ces résultats le niveau de
speckle. Ces derniers sont présentés dans le tableau 1.
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Tableau 1. Niveaux de speckle.






FAS & algorithme à Trous 0,0916
FAS & algorithme de Mallat 0,0840
Ces différents résultats confortent les observations faites sur le
plan visuel, à savoir que la nouvelle approche présentée dans cet
article permet d’accroître le pouvoir débruiteur du filtrage adap-
té stochastique, engendrant une réduction par un peu plus de 15
du niveau de speckle natif.
De même, pour quantifier l’apport de ce nouveau traitement,
par rapport aux autres méthodes présentées dans cet article, en
ce qui concerne la qualité de la restitution de la résolution spa-
tiale, nous avons étudié les images ratio associées à chaque
résultat. Les histogrammes des valeurs moyennes et coefficients
de variation obtenus sont présentés respectivement par les
figures 18 à 20 en échelle semi-logarithmique et des figures 21
à 23 en échelle logarithmique. Les résultats obtenus par ces dif-
férentes expérimentations valident les réflexions qualitatives
précédentes. En effet, aussi bien pour les valeurs moyennes que
Figure 18. Valeurs moyennes de Ñ - FAS par minimisation 
de l'erreur quadratique moyenne.
Figure 19. Valeurs moyennes de Ñ - 
FAS & algorithme à Trous.
Figure 20. Valeurs moyennes de Ñ - 
FAS & algorithme de Mallat.
Figure 21. Coefficients de variation de Ñ - 
FAS par minimisation de l'erreur quadratique moyenne.
pour les coefficients de variation, le résultat obtenu par la
méthode développée dans cet article présente une variance net-
tement plus faible sur ces valeurs que celles des autres
approches. En particulier, contrairement au graphe présenté à la
figure 7, il apparait sur les histogrammes représentatifs des
moyennes une dérive vers des valeurs aberrantes (grandes vis à
vis de 1), significative d’une mauvaise restitution de la valeur
moyenne du signal d’intérêt. De plus, ces histogrammes mettent
clairement en évidence la présence d’un biais sur Ñ , le maxima
n’étant pas atteint pour une valeur unitaire de la moyenne. En ce
qui concerne les histogrammes des coefficients de variation, les
valeurs obtenues sont très étalées, signifiant qu’une partie des
détails du signal est passée dans le bruit. Ceci conforte les
observations qualitatives, à savoir un lissage du signal d’intérêt
et ainsi une dégradation de la résolution spatiale, contrairement
à la nouvelle approche développée dans cet article.
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5. Conclusion
Nous avons présenté un traitement original permettant de
rehausser le signal d’intérêt présent au sein d’une image SAS,
détériorée multiplicativement par un bruit de speckle. Un tel
traitement peut s’avérer nécessaire dès lors que l’on souhaite,
par exemple, extraire automatiquement des informations quant
à la nature du fond marin ou encore avoir la certitude quant à la
présence ou à l’absence d’un objet présent sur ce même fond.
Le traitement proposé repose sur l’utilisation conjointe d’un
filtre moyenneur auto-adaptatif et du filtrage adapté stochas-
tique. Les techniques de débruitage basées sur l’utilisation du
filtrage adapté stochastique ont classiquement pour critère une
minimisation de l’erreur quadratique moyenne entre le signal
utile et son approximation. Nous avons proposé dans cet article
une nouvelle approche revenant à minimiser l’écart entre les
statistiques inhérentes au speckle et celles issues du bruit esti-
mé, permettant par la même de réaliser une adaptation sur la
taille de la fenêtre glissante. Ainsi chaque pixel de l’observation
bruitée est traité avec une dimension de fenêtre qui lui est
propre, entraînant une restitution plus fidèle du signal utile. Des
expérimentations sur signaux réels ont révélé l’intérêt d’une
telle approche, par rapport aux autres méthodes à base de filtra-
ge adapté stochastique, ces dernières ayant fait leurs preuves par
rapport aux approches classiques, et ceci aussi bien d’un point
de vue réduction du niveau de speckle que d’un point de vue
restitution de la résolution spatiale. La supériorité de la métho-
de proposée dans cet article par rapport aux autres approches à
base de filtrage adapté stochastique est due, d’une part, à l’adap-
tation sur la taille de la fenêtre glissante, permettant une
meilleure discrimination des différentes textures inhérentes au
signal d’intérêt et, d’autre part, à l’utilisation d’un critère basé
uniquement sur le bruit, ce dernier étant parfaitement connu ou
mesurable contrairement au signal qui varie d’une image SAS à
l’autre et qui évolue au sein d’une même donnée. Ainsi, la perte
de la résolution spatiale ou la restitution partielle du speckle,
engendrées par l’utilisation des méthodes à base de filtrage
adapté stochastique, sont fortement atténuées, les hypothèses
d’application du filtrage adapté stochastique étant mieux res-
pectées. Par ailleurs, il est intéressant de rappeler que la seule
application du filtrage adapté, par minimisation de l’écart entre
les statistiques du bruit de speckle et celles issues du bruit esti-
mé, conduit à des résultats sensiblement identiques à ceux obte-
nus en ayant recours à l’étape de pré-filtrage par utilisation du
filtre moyenneur auto-adaptatif. En revanche le temps de calcul
et l’occupation mémoire sont considérablement accrues, l’étape
de pré-filtrage permettant d’identifier rapidement les pixels des-
criptifs de fluctuation du signal, c’est-à-dire ceux pour lesquels
le filtrage adapté stochastique est préconisé.
Figure 22. Coefficients de variation de Ñ - 
FAS & algorithme à Trous.
Figure 23. Coefficients de variation de Ñ - 
FAS & algorithme de Mallat.
Annexe : Principe 
algorithmique du FAS
L’algorithme permettant d’obtenir une approximation S̃Q[p,q]
du signal d’intérêt à partir d’un pixel Z [p,q], non traité par le
filtre moyenneur auto-adaptatif présenté dans la partie précéden-
te, par utilisation du filtrage adapté stochastique est présenté 
ci-après. Tout comme pour l’algorithme précédent, ZMp,q repré-
sente la fenêtre de dimension M × M pixels centrée sur Z [p,q]
1. Initialisation à zéro des vecteurs C et σC.
2. Initialisation d’une variable k à 1.
3. Pour M allant de Mmax à 3 par pas de −2 faire :
(a) Estimation de CM et de σCM .
(b) C[k]  CM .
(c) σ[k]  σCM.
(d) Incrémentation de k : k = k + 1.
4. Initialisation de M à la valeur Mmax .
5. Initialisation à zéro de C̃M.
6. Initialisation de k à 1.
7. Initialisation de test à zéro.
8. Tant que test = 0 et que M =/ 1 faire :
(a) Estimation ou modélisation des covariances réduites 	S0S0
et 	N0N0 du signal et du bruit. 
(b) Résolution du problème aux valeurs propres généralisé
(14). 




(d) Construction des Ψn :
Ψn = ΓN0N0Φ̂n.
(e) Extraction de la fenêtre ZMp,q de dimension M × M centrée
sur Z [p,q].
(f) Détermination des M2 variables aléatoires zm suivant (13).
(g) Pour Q allant de 1 à M2 faire :
i. Reconstruction de S̃Q suivant la relation (17).
ii. Détermination de B̃Q suivant (20).
iii. Calcul de C̃M.
iv. Si C̃M ∈ [C[k] − σC [k]; C[k] + σC [k]] , sortie de la
boucle sur Q et test = 1 .
(h) Décrémentation de M : M = M − 2.
(i) Incrémentation de k : k = k + 1.
9. Si M est égal à 1 et que test = 0 :
(a) S̃Q[p,q] = Z [p,q].
10. Sinon
(a) M = M + 2.
(b) Détermination de S̃Q[p,q] suivant (17).
Il est à noter que les points 1) à 3) et 8.a) à 8.d) doivent être réa-
lisés en tout début de traitement (i.e. avant le traitement de
l’image dans sa globalité) à partir d’une zone homogène de
l’observation bruitée et ceci évidemment dans un soucis d’éco-
nomie de mémoire et de temps de calcul.
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