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Abstract. Motivated by the fact that characteristics of different sound
classes are highly diverse in different temporal scales and hierarchical
levels, a novel deep convolutional neural network (CNN) architecture
is proposed for the environmental sound classification task. This net-
work architecture takes raw waveforms as input, and a set of separated
parallel CNNs are utilized with different convolutional filter sizes and
strides, in order to learn feature representations with multi-temporal res-
olutions. On the other hand, the proposed architecture also aggregates
hierarchical features from multi-level CNN layers for classification us-
ing direct connections between convolutional layers, which is beyond the
typical single-level CNN features employed by the majority of previous
studies. This network architecture also improves the flow of information
and avoids vanishing gradient problem. The combination of multi-level
features boosts the classification performance significantly. Comparative
experiments are conducted on two datasets: the environmental sound
classification dataset (ESC-50), and DCASE 2017 audio scene classifica-
tion dataset. Results demonstrate that the proposed method is highly
effective in the classification tasks by employing multi-temporal resolu-
tion and multi-level features, and it outperforms the previous methods
which only account for single-level features.
Keywords: Audio scene classification · Multi-temporal resolution · Multi-
level · Convolutional neural network.
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1 Introduction
Audio classification aims to predict the most descriptive audio tags from a set
of given tags determined before the analysis. Generally, it can be divided into
three main sub-domains: environmental sound classification, music classification
and speech classification. Environmental sound signals are quite informative in
characterizing environmental context in order to achieve a detailed understand-
ing of the acoustic scene itself [19,20,27]. And a wide range of applications can
be found in [3,8]. Environmental sound classification (ESC) is also very impor-
tant for machines to understand the surroundings, but it is still a challenging
problem, which has attracted extensive interest recently. In particular, the deep-
learning based methods using more complex neural networks [11,9,1] have shown
great potential and significant improvement in this field. Due to the capability
of learning hierarchical features from high-dimensional raw data, convolutional
neural networks (CNNs) based approaches have become a choice in audio clas-
sification problem.
Time-frequency representation and its variants, such as spectrograms, mel-
frequency cepstral coefficients (MFCCs) [29,2], mel-filterbank features [15,5],
are the most popular input for CNN-based architectures. However, the hyper-
parameters (such as hop size or window size) of short time Fourier transform
(STFT) in the generation of these spectrogram-based representations is normally
not particularly optimized for the task, while environmental sounds actually have
different discriminative patterns in terms of time-scales and feature hierarchy
[17,31,16]. To avoid exhausting parameter search, this issue may be addressed
by applying feature extraction networks that directly take raw audio waveforms
as input. There are a decent number of CNN architectures that learns from raw
waveforms [25,4]. The majority of them employed large-sized filters in the input
convolutional layers with various sizes of stride to capture frequency-selective
responses, which are carefully designed to handle their target problems. There
are also a few works that used small filter and stride sizes in the input convolution
layers [28,21] inspired by the VGG networks in image classification that use very
small filters for convolutional layers.
Inspired by the fact that the different environmental sound tags have different
performance sensitivity to different time-scales, a multi-scale convolutional neu-
ral network named WaveMsNet [32] was proposed to extract features by filter
banks at multiple scales. It uses the waveform as input and facilitates learn-
ing more precise representations on a suitable temporal scale to discriminate
difference of environmental sounds. After combining the representations of the
different temporal resolutions, the proposed method claimed that superior per-
formance can be achieved with waveform as input on the environmental sound
classification datasets ESC-10 and ESC-50 [23]. Unlike previous attempts focus-
ing on the adjustment the CNN architectures to enable the feature extraction at
multi time-scales; in this paper, we explore to extend the approach to handle the
multi-level features from hierarchical CNN layers together with multi-scale audio
features in order to even further improve the current performance on the ESC
problem. Similar to the network setup of DenseNet [14], the concatenation of
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multi-level features is implemented by direct connections between convolutional
layers in a feed-forward fashion, which accounts for more hierarchical features
and also allows convolutional networks to be more efficient to train with the
help of similar mechanism of skip connections [13]. Moreover, our method is also
evaluated on another benchmark dataset from the DCASE 2017 audio scene
classification task to demonstrate the generalization capability.
In this study, we have following contributions: 1) a novel CNN-based architec-
ture is designed that is capable of comprehensively combining the audio features
with multi-temporal resolutions from raw waveforms and the multi-level features
from different CNN hierarchical layers. 2) Comparatively studies are conducted
to demonstrate the effect of multi time-scale and multi-level features on the
classification performance of environmental sounds. 3) Explore to visualize the
learned multi-temporal resolution and multi-level audio features to explain the
physical meaning of what the model has really learned.
The rest of the paper is organized as follows. Section 2 discusses related
work. In Section 3, we describe our proposed architecture with implementation
details. The experimental setup and results are given in section 4, while Section
5 concludes this paper.
2 Related Work
Due to the rapid development in signal processing and machine learning domains,
there is an extensive surge of interest in applying deep learning approaches for
the audio classification (or audio tagging) task. Most of the approaches with good
performance [15,12] for the environmental sound classification related tasks of
the DCASE 2017 challenge [20] utilize deep learning models such as CNNs, which
have already become the most popular method. The frequency based features
are commonly used as input of CNN models in the environmental sound clas-
sification. The frequency based features are also replaced with raw audio waves
as the input for the classifiers in some studies. This kind of end-to-end learning
approach has been successfully used in speech recognition [25], music genre recog-
nition [7] and so on. Recently, a raw waveform-based approach so-called Sample-
CNN model [18] shows comparable performance to the spectrogram-based CNN
model in music tagging by using sample-level filters to learn hierarchical audio
characteristics.
Most of the previous studies in environmental sound classification utilize only
one level or one scale of features for the classification, which is typically adopted
in image classification. However, this kind of method ignores that, for the audio,
discriminative features are generally positioned in different levels or time-scales
in a hierarchy. This issue is addressed in some work by comparing or combining
multi-layer or multi-scale audio features [10,6]. The combination of different res-
olutions of spectrograms in terms of time-scale [10] is extensively studied for the
prediction of audio tags. This idea is also further improved by using Gaussian
and Laplacian pyramids [6]. Instead of concatenating the multi-scaling features
only on the input layer, attempts are also made to combine audio features from
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Fig. 1. Network architecture for environmental sound classification.
different levels [16], which is believed to provide a superior performance. To
increase temporal resolutions of Mel-spectrogram segments for acoustic scene
classification, an architecture [26] consisting of parallel convolutional neural net-
works is presented where it shows a significant improvement compared with the
best single resolution model. In the paper [30], mixup method is explored to
provide higher prediction accuracy and robustness.
3 Proposed Method
In this section, we investigate the combination of multi-temporal resolution and
multi-level features, for the problem of environmental sound classification.
3.1 Overview
The proposed network architecture is presented in the Fig.1. The network is
designed as an end-to-end system which takes the wave signal as input and class
label as output. When training the network, we randomly select 1.5 seconds
from the original training raw waveform data and input it into the network. The
selected section is different in each epoch, and we use the same training label
regardless of the selected section. When testing, we classify testing data based
on probability-voting. That is, we divide the testing audio into multiple 1.5s
sections and input each of them into the network. We take the sum of all the
output probabilities after softmax and use it to classify the testing data.
3.2 Multi-temporal Resolution CNN
The architecture is composed of a set of separated parallel 1-D time domain
convolutional layers with different filter sizes and strides, in order to learn fea-
ture representations with multi-temporal resolutions. Specifically, to learn high-
frequency features, filters with a short window are applied at a small stride.
Low-frequency features, on the contrary, employ a long window that can be ap-
plied at a larger stride. Then feature maps with different temporal resolution
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are concatenated along frequency axis and pooled to the same dimension on the
time axis.
In our experiments, we apply three branches of separated parallel 1-D convo-
lutional layers (branch I: (size 11, stride 1), branch II: (size 51, stride 5), branch
III: (size 101, stride 10)). Each branch has 32 filters. Another time-domain con-
volutional layer is followed to create invariance to phase shifts with filter size
3 and stride 1. We aggressively reduce the temporal resolution to 441 with a
max pooling layer to each branch s feature map. Then we concatenate three
feature map together to get the multi-temporal resolution features to represent
the audios.
3.3 Multi-level Feature Concatenation
Next, we apply four convolutional layers for the multi-temporal resolution feature
map. The two dimensions of the feature map correspond to frequency × time.
There are 64, 128, 256, 256 filters in each convolutional layer respectively with a
size of 3 × 3, and we stride the filter by 1 × 1. We leverage non-overlapping max
pooling to down-sample the features to the corresponding size as shown in Fig.1.
The outputs of the four convolutional layers are concatenated and then delivered
to the full connection layers. Before the concatenation, the dimensions of the
outputs are reduced to 4 × 5 by max pooling. In the experimental section, we
investigate the effect of the concatenated layers in multi-level features. The input
size of full connection layer adjusts to the dimensionality of the concatenated
feature maps. For instance, when we pick features from last 3 layers, the model
will have (128 + 256 + 256)× 4× 5 dimensional feature maps.
4 Experiments
In this section, details of the DCASE 2017 ASC dataset and ESC-50 dataset
used in the experiment are first introduced. Then the model parameters and ex-
perimental setup are presented for the comparison of performance between the
proposed model and the previous models. We performed 5-fold cross-validation
five times on the dataset. Finally, the conclusion is drawn based on the experi-
mental results.
4.1 Dataset
We use two datasets: 2017 DCASE challenge dataset for audio scene classifica-
tion task and ESC-50 dataset to validate the performance of proposed method.
DCASE challenge dataset [20,27] is established to determine the context of a
given recording through selecting one appropriate label from a pre-determined
set of 15 acoustic scenes such as cafe/restaurant, car, city center and so on. Each
scene contains 312 recordings with a length of 10 seconds, a sampling rate of 44.1
kHz and 24-bit resolution in stereo in the development dataset. Totally there are
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Table 1. Comparison of Multi-Temporal Resolution and Single-Temporal Resolution.
Temporal
Resolution
Filter Number Mean Accuracy (%)
branch I branch II branch III ESC-50 DCASE 2017
Low 96 0 0 69.1 ± 2.63 70.3 ± 3.63
Middle 0 96 0 68.2 ± 2.29 71.6 ± 3.78
High 0 0 96 68.4 ± 3.13 71.3 ± 4.02
Multi 32 32 32 71.6 ± 2.58 73.1 ± 3.34
baseline [24,20] - 64.5 61.0
4680 audio recordings in the development dataset which is provided at the be-
ginning of the challenge, together with ground truth. Besides, an evaluation
dataset is also released with 1620 audio recordings in total after the challenge
submission is closed. A four-fold cross-validation setup is provided so as to make
results reported strictly comparable. The evaluation dataset is used to evaluate
the performance of classification models.
ESC-50 [23] dataset which is public labeled sets of environmental recordings
are also used in our experiments. ESC-50 dataset comprises 50 equally balanced
classes, each clip is about 5 seconds and sampled at 44.1kHz. The 50 classes can
be divided into 5 major groups: animals, natural soundscapes and water sounds,
human non-speech sound, interior/domestic sounds, and exterior/urban noises.
Datasets have been prearranged into 5 folds for comparable cross-validation and
other experiments [28] used these folds. The same fold division is employed in our
evaluation. The metric used is classification accuracy, and the average accuracy
across the five folds is reported for comparison.
4.2 Experimental Details
For the network training, cross-entropy loss is used. To optimize the loss, the
momentum stochastic gradient descent algorithm is applied with momentum
0.9. We use Rectified Linear Units (ReLUs) to implement nonlinear activation
functions. A batch size of 64 is applied. All weight parameters are subjected
to `2 regularization with coefficient 5 × 10−4. We train models for 160 epochs
until convergence. Learning rate is set as 10−2 for first 60 epochs, 10−3 for next
60 epochs, 10−4 for next 20 epochs and 10−5 for last 20 epochs. The weights
in the time-domain convolutional layers are randomly initialized. The models
in experiment are implemented by PyTorch [22] and trained on GTX Titan X
GPU cards. We randomly select a 1.5 seconds waveform as input when training
the model. In testing phase, we use the probability-voting strategy.
4.3 Results
Effect of multi-temporal resolution. We compare the performances with
constant filter size at three different temporal resolutions, low temporal-resolution
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Table 2. Performance with Multi-Level Feature.
Last N layers feature
Mean Accuracy (%)
ESC-50 DCASE 2017
N = 1 71.6 ± 2.58 73.1 ± 3.34
N = 2 71.8 ± 2.79 73.2 ± 3.27
N = 3 73.0 ± 2.19 73.9 ± 2.95
N = 4 73.2 ± 2.90 74.7 ± 2.46
(Low), middle temporal-resolution (Middle) and high temporal-resolution (High).
These three models remain only one corresponding branch (Low remains branch
I, Middle remains branch II and High remains branch III). As we reduce the num-
ber of convolution filters, it may cause performance degradation. So we use triple
filters in time-domain convolution in single temporal resolution models for fair
comparison. These three variant models are trained separately. Table 1 demon-
strates the mean accuracy and standard error using multi-temporal resolution
features and single-temporal resolution features. Both single-temporal resolution
CNNs and multi-temporal resolution CNN showed better performance against
the baseline. Our multi-temporal resolution model achieves average improve-
ment of 3.0% and 2.0% compared with the single-temporal resolution models on
ESC-50 and DCASE2017 dataset respectively.
Effect of multi-level features. Next, we demonstrate the effectiveness of
multiple-level features. We down-sample and stack the feature map of the last
N (N = 1, 2, 3, 4) layers of the network. They are delivered to the full connection
layers. When N = 1, single-level features are used. As demonstrated in Table 2,
the accuracies consistently increase on both datasets. Further, the performances
are always benefited from the increase of N . When N = 4, that is, concatenating
features of each layer of 2D convolution layer, we got the best result on ESC-50
and DCASE2017.
Analysis of the results. Here, we present the analysis of the multi-temporal
resolution features. The technique of visualizing the filters at different branches [18]
can provide deeper understanding of what the networks have learned from the
raw waveforms. Fig.2 shows the responses of the multi-temporal resolution fea-
ture maps. Most of the filters learn to be band-pass filters while the filters are
sorted by their central frequencies from low to high as shown in the figure. Branch
I has learned more dispersed bands across the frequency that can extract the
features from all frequencies. But the frequency resolution is lower. On the con-
trary, branch III has learned high-frequency resolution bands and most of them
locate at the low-frequency area. Branch II behaves between branch I and III.
This indicts that different branch could learn discrepant features, and the filter
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Fig. 2. Frequency response of the multi-temporal resolution feature maps. Left shows
the frequency response of feature map product by branch I. Middle corresponds to
branch II. Right corresponds to branch III.
banks split responsibilities based on what they efficiently can represent. This
explains why multi-temporal resolution models get a better performance than
the single-temporal resolution model shown in Table 1.
5 Conclusion
In this article, we proposed an effective CNN architecture integrating the net-
works for multi-temporal resolution analysis and multi-level feature extraction in
order to achieve more comprehensive feature representations of audios and tackle
the multi-scale problem in the environmental sound classification. Through the
experiments, it is shown that combining the multi-level and multi-scale features
improves the overall performance. The raw waveforms are directly taken as the
model input, which enables the proposed approach to be applied in an end-to-
end manner. The frequency response of learned filters at the model branches
with different temporal resolutions is visualized to better interpret the multi
time-scale effect on filter characteristics. In future, we would like to evaluate the
performance of our method on a large-scale dataset of Google AudioSet for the
general-purpose audio tagging task.
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