Mother groups are the basic building blocks for polynomial automaton groups.
Introduction
The most interesting automaton groups, called polynomial automata, are classified according to their degree. Sidki (2000) showed all these groups are small in the sense that they do not contain nonabelian free subgroups. He asked whether all these groups were amenable, a question that is still wide open.
In Bartholdi, Kaimanovich and Nekrashevych (2010) (for degree 0) and Amir, Angel and Virág (2009) (for all degrees) it was shown that every polynomial automaton group is contained in a mother group of the same degree. The mother groups M d,n , defined precisely in Section 3, are a simple set of groups indexed by their degree d and the size of the alphabet m. Our main theorem shows that for d ≥ 4 or d ≥ 3, m ≥ 3 the mother groups are large in the following sense. This is proved through Proposition 18 and Theorem 3. Theorem 1 is in contrast with d = 0, 1 where the mother groups support bounded, generating random walks with zero speed. (Bartholdi et al. (2010) , Amir et al. (2009) .)
The proof of this theorem is based on the analysis of Schreier graphs of the natural action of automata groups. These graphs are discrete versions of fractals, and indeed, many classical fractals can be represented this way. Examples include the Sierpinski gasket, the long-range graph of Benjamini and Hoffman (2005) , the Basilica (see Grigorchuk andŻuk (2002) and Bartholdi and Virág (2005) ) and other Julia sets. The Schreier graphs G (d, m, n) for the mother groups, called fractal mother graphs can be described up to uniform quasi-isometry, as follows (the precise definition is given in Section 3). The vertex set is {0, . . . , m − 1} n , and two vertices are connected by an edge if they differ in a single digit, and this digit is followed by at most d + 1 nonzero digits. Figures of various fractal mother groups can be found throughout the paper. In fact, following the proof of Erschler (2004), we show that the group has nonconstant bounded harmonic functions, which is equivalent to positive speed, see Kaȋmanovich and Vershik (1983) , Varopoulos (1985) , Vershik (2000) and also the lecture notes Pete (2011) . In contrast, it seems that we have the following.
Conjecture 6. The maximal resistance in G(2, m, n) grows slower than any power of n.
In a future paper, we will show that G(2, m, ∞) is recurrent. This, however, does not We have also observed, but have not been able to prove, the following. In the graph G(d, m, n) call the vertex 00 . . . 00 the root and the vertex 10 . . . 00 the antiroot.
Conjecture 8. The root and the antiroot maximize the resistance in G(d, m, n).
Showing this would simplify our present proof.
Automata and their groups
Basic definitions. Finite automata are the simplest interesting model of computing. The space of words in alphabet {0, . . . , m − 1} has a natural tree structure, with {wx} x<m being the children of the finite word w, and the empty word ∅ being the root. Let T m denote this tree.
The fractal mother graph G(3, 2, 7)
A finite automaton on m symbols is a finite set of states A with a map A → A m × Sym(m) sending a → (a 0 , . . . , a m−1 , σ a ). We will use the notation a = a 0 , . . . , a m−1 σ a .
An automaton acts on words in alphabet {0, . . . , m − 1} sequentially. When the automaton is in a state a and reads a letter x, it outputs x.σ a and moves to state a x . From this state the automaton acts on the rest of the word. Formally, for a word xw (starting with a letter x) we have the recursive definition
The first k symbols of the output are determined by the first k symbols read. Note that the action is defined for for both finite and infinite words, and that the action on infinite words determines the action on finite words and vice versa. It follows that each element a ∈ A is an automorphism of T m . The automaton group corresponding to an automaton A is the subgroup of Aut(T m ) generated by A.
The action (1) corresponds to the following multiplication rule:
This multiplication rule can be used to define automaton groups without any reference to automorphisms of the tree.
We use the conjugation notation a
The notion of first-level sections can be generalized to any level. If v ∈ T m is a finite word and g ∈ Aut(T m ), then there is a word v ′ of equal length to v and an automorphism
for every word w. This g ′ is called the section of g at v. Informally, g ′ is the action of g on the subtree above the vertex v. The section of g at v is denoted g(v).
The group Aut(T m ) also acts on infinite geodesics starting from the root, called rays; these correspond to one-sided infinite words in the alphabet. The set of rays is called the boundary ∂T m of T m . The zero ray is the geodesic . . . 0000.
Activity growth of automaton groups. For any state a ∈ A, the number of length-n words v such that the section a(v) is not the identity satisfies a certain linear recursion. Thus this number grows either polynomially with some degree d or exponentially. We define the degree of activity growth (in short, degree) of a to be d or ∞, respectively. The degree of an automaton group is the maximal degree of any of its generators. Automaton groups are said to have bounded, linear, polynomial or exponential activity growth when their degree is 0, 1, finite or infinite, respectively.
Mother groups
The mother group, denoted M d,m , is defined as the automaton group generated by the following states
where σ, ρ ∈ Sym ( respectively. This would give a generating set of size 4d + 2.
The actions of α k,σ and β k,ρ on a word have simple descriptions. Both read the word and make no changes up to the k + 1'th non-zero letter.
• If the first k + 1 nonzero letters in a word are all 1, then α k,σ permutes the next letter by σ. Otherwise it does nothing.
• If the first k nonzero letters in a word are all 1, then β k,ρ permutes the next nonzero letter by ρ. Otherwise it does nothing.
Thus both affect only the k + 1'st non-zero letter and the letter immediately following it.
Theorem 9 (Mother groups contain all, Amir et al. (2009)). Every degree-d automaton
group is isomorphic to a subgroup of M d,m for some m.
Note that m is generally not the same as the degree of the tree on which the automaton acts.
Level subgroups
Observe that the group of automorphisms of the first two levels of T m fixing 0 and its children Later, we will consider random walks on the mother group whose step distribution is a convex combination of uniform measures on the subgroups L k,m for various k's.
the mother group M k,m is generated by the subgroups {L m,ℓ } ℓ≤k .
Definition 11. The fractal mother graphs G(d, m, n) are the Schreier graphs of the mother group M d,m acting on level n of T m with the generating set k≤d L k,m (counting multiplicity). These are regular graphs with vertex degree 
Basic resistance properties of fractal mother graphs
The vertices of G(d, m, n) are the set of words in {0, . . . , m − 1} n . There is a natural Proposition 12.
Proof.
(a) Let x = x n . . . x 1 , and z s = x n . . . x s followed by s − 1 zeros. The triangle inequality for resistances gives
The terms where x s = 0 are 0. To complete the proof, we need to show that
This is because the map (mapping words of length s to words of length n) that sends a word v to x n . . . x k−1 v is an injection of vertices and extends to an injection of edges (apart from loops). Moreover,
Thus by Rayleigh's monotonicity we get
and the right-hand side equals 
Proof.
(a) This follows from Rayley's monotonicity principle and the fact that, apart from loops,
(b) It suffices to prove this for k = 1, the rest follow by induction. Consider the vertices x < m n . Fix a letter b. Note that x → bx is a graph homomorphism (except for loops). In particular, by Rayleigh's monotonicity principle for x, y < m n we have
Recall that o n is the antiroot 100 . . . 000 in G(d, m, n). For letters a, b the triangle inequality for resistances implies
There is an edge between ao n and bo n . So by (2) we have the upper bound
Flow construction
The goal of this section is to give an upper bound on the maximal resistance in G(d, m, n).
We include the proof of the following simple fact for completeness.
Lemma 14. We have r(0, m, n) ≤ 2 n − 1.
Proof. It suffice to prove that there is a path of length 2 n − 1 to any n-digit number ℓ. By the symmetry of the mother group, it suffices to show this for numbers containing the digits 0, 1 only; in particular, it suffices to show this for the m = 2 mother group. For this, for the binary string x = x n . . . x 1 consider the inverse Gray code representation y = y n . . . y 1 with bits y k = x n + . . . + x k . By checking how the two generators act on the y, one sees that graph indexed by the y's is the simple path 0, 1, 2, . . . Since the current flow is unique, it must be invariant under this action. In particular, if we identify vertices of the graph that are in the same orbit, the resistances will not change (normally, they could only decrease by Raleigh's monotonicity) After this identification, we get a weighted version of G(d, 2, n) with vertices given by binary strings. Each vertex y is the image of (m − 1) #y vertices in G(d, 2, n). For d = 0 this is graph is a simple path (Lemma 14), and the resistance between the endpoint can be computed explicitly. Here we estimate it by a quick argument: each vertex has one or two incident edges. The weight of these edges is within constants of the weight of the vertex. By the series formula, the resistance is given by the sum over the edges of w(e) −1 , which is therefore within constants of the sum over the
computed via the binomial formula. Finally, note that symmetry implies
for the last inequality, note that the current flow to O n has strength 1/(m − 1) going into o n , so the energy of (m − 1) times this flow is an upper bound for the resistance between o and o n . Finally, Proposition 12 (b) implies the bound on r.
One way to get a transient graph is to construct a product structure; for example Z×Z×Z is transient. We would like to construct something that resembles the product of the Schreier graphs of a degree d group and a degree d ′ group. It will turn out to be a subgraph of the zero-ray Schreier graph of the mother group of degree d for greater n.
Recall that r(d, m, n) denotes the maximal resistance between vertices in G(d, m, n). The core of the argument is contained in the following proposition.
Proposition 16. For any nondecreasing sequence γ s ≥ 1 and n ≥ 3 we have
where
is an integer and c is a constant depending on m and d only.
Proof. We first assume that the γ s are integers, γ 1 = . . . = γ d = 1, and n ≥ d + 2. Let a, a ′ be two vertices in G(d, m, n). Thompson's principle says that resistance between two vertices equals the energy of the minimal energy unit flow between them. We will construct a unit flow from a to a ′ which has the right bounds. We will construct this flow as a sum of many parts.
Let a k denote a with its lowest k digits erased. Let a * k denote a k with its lowest digit permuted cyclically by (0 . . . m − 1). Let σ be the smallest number so that γ σ + 1 + σ ≥ n;
we note that σ ≥ d.
Recall that #y denotes the number of nonzero digits of y.
where a * γs+s+1 x denotes the concatenation of a * γs+s+1 and the γ s -digit version of x. Let
We will think of numbers in Y s as written in their base-m, s-digit form. Finally, define
For x ∈ X s and y ∈ Y s we denote x1y the obvious concatenation, and let X t 1Y s denote the set of such concatenations; let X t 01Y s be defined similarly.
We now consider flows
each transporting uniform measure from one set to uniform measure on the next. These vertex sets and flows will not be disjoint, but we will be able to control overlaps.
Let φ be the sum of these flows. Let φ ′ be the sum of the same flows constructed for a ′ , and let φ be its reversal. Then φ + φ is a unit flow from a to a ′ .
Let E(φ) denote the energy of the flow φ, i.e. e φ(e) 2 . To bound the energy of φ, we first bound the energy of its components; these alternate between two types. to G(d ′ , m, γ s + 2) through the map x → a * s+γs+2 x1y. We call such edges horizontal. By Thompson's principle for any x 1 ∈ X s−1 and x 2 ∈ X s there exists a unit flow φ h s,x 1 ,x 2 ,y from x 1 1y to x 2 01y to along these edges satisfying
Let φ h s,y denote the average of these flows over all x 1 ∈ X s−1 , x 2 ∈ X s . By convexity of energy, we have
We now average these flows over all y ∈ Y s−1 to get the flow φ h s . Since these flows have disjoint support, and since
The last inequality follows from Proposition a. The flow φ h s transports uniform measure form X s−1 1Y s−1 to uniform measure on X s 01Y s−1 .
A trivial modification of the argument gives a flow φ σ from X σ−1 1Y σ−1 to X σ 01Y σ−1 with energy bounded by
Vertical spread, X s 01Y s−1 to X s 1Y s : Fix x ∈ X s . Consider edges of the form (xy s , xg.y)
where g is a generator of degree at most d, and y, g.y < m s+1 and y,g.y above are in their s+1-digit form. The subgraph of G(d, m, n) spanned by these edges is isomorphic We now average these flows over all x ∈ X s to get the flow φ v s . Since these flows have disjoint support, we get that
The last inequality follows from Proposition a. The flow φ v s transports uniform measure on X s 01Y s−1 to uniform measure on X s 1Y s .
We consider the flow from o to V 4,s constructed piecewise as above, namely
Here φ a a unit current flow from a to uniform measure on X d−1 1Y d−1 , and its energy is bounded by some constant.
We first note that the flows ϕ h s for different s < σ are vertex-disjoint. This is because these flows move between vertices of the form x1y, with y ∈ Y s−1 fixed. As long as one can determine s from x1y, the vertex-disjointness follows. But since
nonzero digit from the right in x1y is in position s.
Similarly, we show that the flows ϕ v s are vertex disjoint for different s < σ. Again, these flows are vertex-disjoint. They move between vertices of the form xy with y < m s+1 is in s + 1-digit form, and x ∈ X s is fixed. This is why we permuted a bit in a * : the highest digit in xy that differs from the digit at the same position in a is exactly at position s + γ s + 2.
Since the map s → s + γ s is strictly increasing, the value of s + γ s determines the value of s.
Note that the energy of the sum of flows φ i is bounded above by m i E(φ i ) where m i is the number of flows (including itself) that the flow φ i shares an edge with. Breaking up the flow ϕ into four parts, namely the sum of the horizontal flow terms, the vertical terms, and φ * as well as φ σ
Note that the flow ϕ 0 can be chosen so that its energy is bounded by a constant depending on d, m only. We can remove the additive constants by increasing the multiplicative one and using that r(d ′ , m, ·) is bounded below. Then Thompson's principle gives
Since σ ≤ n − 2, the inequality (3) follows for γ s , n satisfying the assumptions at the beginning of the proof. Using the fact that r(d ′ , m, ·) is bounded below, and Proposition 13 (b) it is straightforward to see that (3) holds with a modified constant c for general γ s , n.
The proof of the following standard fact is a simple exercise.
Fact 17. Let G be a bounded degree graph with a vertex o with an infinite sequence of vertices whose resistance to o is bounded. Then G is transient.
c log 2 n for {d = 3, m = 2},
Where c Since we are free to choose γ s , we will find the approximate minimizer of the right hand side.
When the two terms are equal, we are off from the minimum by at most a factor of two.
The calculation gives the choice
which is indeed nondecreasing and gives
let f (s) denote the summand on the right hand side. We extend r to a piecewise linear continuous function on [1, ∞). For this function we have
In particular, adding a constant, we can make the inequality valid for all t ≥ 1:
consider the solution of the differential equation
for κ large enough (and greater than the constant in front of the integrand in (5)) we have u(2) will be greater than the right hand side of (5) evaluated at s = 2. For such κ we claim that u(t) > r(t) for all t ≥ 2. Assume the contrary; since r, u are continuous, then there is a smallest t ≥ 2 so that u(t) = r(t). Therefore
a contradiction. In terms of d and m, the inequality deciding the cases above is d ≥ 3 − log m (m − 1). The claim of the corollary follows.
From transience to nontrivial Poisson boundary
Let K denote the subgroup of M d,m generated by all generators except those of degree −1.
Note that all elements of K fix the zero ray. Let H denote the subgroup of K generated by all generators excepts those of degree −1 or degree d.
Proposition 19. For every g in the mother group, as n → ∞ the nth level section at the zero ray is eventually constant and is in K. We call this germ(g).
Proof. We prove this by induction on |g|. Write g = g 0 = x, . . . , g m n −1 τ the decomposition of g at level n. Assume that the claim holds for g, i.e. x ∈ K; we will
show it for gs where s is a generator. Since x ∈ K, we have 0.x = 0 and the first-level section satisfies x(0) = x. Then for a generator s = s 0 , . . . s m n −1 σ we have gs = xy, . . . τ σ where y = s 0.τ is itself a generator or the identity. At level n + 1 we have the expansion
Now for every generator y if y / ∈ K, then y(0) = id. In this case we have xy(0) = x(0) = x, and the level n + 1 expansion is of the form gs = x, . . . τ ′ σ ′ . Note that x(0) = x implies that the level sections of g at the zero ray remain x from level n + 1 on.
Otherwise, if y ∈ K, note that 0.x = 0, and y(0) = y, and therefore xy(0) = x(0)y(0.x) = xy, so the level sections of g remain xy from level n on, the completing the proof.
We define lamp(g) as the quotient of germ(g) by the subgroup group generated by all Proof. We use the notation of the previous proof. The proof implies germ(gs) = germ(g) germ(y)
(for the generator y, if y / ∈ K then germ(y) = id).
If g fixes the zero ray, then 0.τ = 0 and y = s, so the claim follows from (6).
If g does not fix the zero ray, then at a high enough level 0.τ = τ . Working on a level where this happens and also the zero-ray section of g is stable, we get y = s 0.τ , and therefore y is of lower degree than s. Thus lamp(y) = idH (trivial), and the claim follows from (6).
We are now ready to prove theorem 3, which states that if the Schreier graph of the mother group the zero ray is transient, then no non-degenerate random walk with finitely supported step distribution has the Liouville property.
Proof of Theorem 3. Note that transience is quasi-isometry invariant, and changing generators is a quasi-isometry of the Schreier graph. Thus the Schreier graph for the random walk Y 1 · · · Y n in question is also transient. Thus Y 1 · · · Y n in question fixes the zero ray only finitely many times. In particular, lamp(Y 1 · · · Y n ) stabilizes at some random value L with probability 1.
We now claim that L takes all possible value in K/H with positive probability, and hence the Poisson boundary is nontrivial. Indeed, let l ∈ K/H with |l| = n. Then with positive probability Y 1 · · · Y n = l. Moreover, by transience of the Schreier graph, the independent walk Y n+1 · · · Y n+k , k ≥ 0 never fixes the zero ray for k ≥ 1 with positive probability. In this case L = ℓ.
We have shown that the Poisson boundary is nontrivial. Now, by the standard construction, function x → P x (L = id), where x is the starting point of the random walk, is bounded, harmonic and nonconstant.
