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In this paper, we first present a version of Filippov’s Theorem for fractional semilinear
differential inclusions of the form,
(cDαy− Ay)(t) ∈ F(t, y(t)), a.e. t ∈ [0, b],
y(0) = y0 ∈ X,
where cDα is the Caputo fractional derivative and F is a set-valued map. After several
existence results, the compactness of solutions sets is also investigated. Some results
from topological fixed point theory together with notions of measure of noncompactness
are used.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Differential equations with fractional order have recently been proved valuable tools in the modeling of many physical
phenomena [1–5]. There has also been a significant theoretical development in fractional differential equations in recent
years; see themonographs of Kilbas et al. [6], Miller and Ross [7], Podlubny [8], Samako et al. [9], and the papers of Diethelm
et al. [1,10], El-Sayed [11], Kilbas and Trujillo [12] and Nakhushev [13].
Very recently, some basic theory for initial value problems for fractional differential equations and inclusions
involving the Riemann–Liouville differential operator was discussed by Benchohra et al. [14], Lakshmikantham [15], and
Lakshmikantham and Vastala [16].
Applied problems requiring definitions of fractional derivatives are those that are physically interpretable for initial
conditions containing y(0), y′(0), etc. The same requirements are true for boundary conditions. Caputo’s fractional derivative
satisfies these demands. For more details on the geometric and physical interpretation for fractional derivatives of both the
Riemann–Liouville type and the Caputo type; see Podlubny [8].
Recently, fractional functional differential equations and inclusions and impulsive fractional differential equations and
inclusions with standard Riemann–Liouville and Caputo derivatives with differences conditions were studied by Aghajani
et al. [17], Benchohra et al. [14,18], Henderson and Ouahab [19,20], Jiao and Zhou [21], Ouahab [22,23] and in the references
therein.
In this paper, we shall be concerned with the existence of solutions, Filippov’s theorem and the relaxation theorem of
abstract fractional differential inclusions. More precisely, we will consider the following problem:
(cDαy− Ay)(t) ∈ F(t, y(t)), a.e. t ∈ J := [0, b],
y(0) = y0 ∈ X, (1)
where cDα are the Caputo fractional derivatives, F : J × X → P (X) is a multifunction and A is an almost sectorial operator,
that is, A ∈ Θγω (X)
−1 < γ < 0, 0 < ω < π2  ,Θγω (X) is a space of almost sectorial operator to be specified later and X is
a sparable Banach space.
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The paper is organized as follows.We first collect some backgroundmaterial and basic results frommulti-valued analysis,
fractional calculus and some proprieties of almost sectorial operators in Sections 2, 3, 4, 5 and 6 respectively. Then, we shall
be concernedwith Filippov’s theorem for semilinear differential inclusions with fractional order. This is the aim of Section 7.
In Section 8, we prove the existence of solutions under both convexity and nonconvexity conditions on the multivalued
right-hand side. The compactness of the sets of solutions is also established.
2. Preliminaries
In this section, we recall from the literature some notations, definitions, and auxiliary results which will be used
throughout this paper. Let (X, | · |) be a separable. As usual, for a linear operator complex Banach space Banach space,
J := [0, b] an interval in R and C(J, X) the Banach space of all continuous functions from J into X with the norm
∥y∥∞ = sup{|y(t)|: 0 ≤ t ≤ b}.
A, we denote by D(A) the domain of A, by σ(A) its spectrum, while ρ(A) := C \ ρ(A) is the resolvent set of A, and denote
by the family R(z; A) = (zI − A)−1, z ∈ ρ(A) of bounded linear operators the resolvent of A.
B(X) refers to the Banach space of linear bounded operators from X into X with norm
∥N∥B(X) = sup{|N(y)|: |y| = 1}.
Denote by
P (X) = {Y ⊂ X: Y ≠ ∅};
Pcl(X) = {Y ∈ P (X): Y closed};
Pb(X) = {Y ∈ P (X): Y bounded};
Pcv(X) = {Y ∈ P (X): Y convex};
Pcp(X) = {Y ∈ P (X): Y compact}.
A multi-valued map G : X −→ P (X) has convex (closed) values if G(x) is convex (closed) for all x ∈ X . We say that G is
bounded on bounded sets if G(B) is bounded in X for each bounded set B of X (i.e., supx∈B{sup{|y| : y ∈ G(x)}} <∞).
Definition 2.1. A multifunction F : X → P (Y ) is said to be upper semi-continuous at the point x0 ∈ X , if, for every open
W ⊆ Y such that F(x0) ⊂ W , there exists a neighborhood V (x0) of x0 such that F(V (x0)) ⊂ W .
A multifunction is called upper semi-continuous (u.s.c. for short) on X if for each x ∈ X it is u.s.c. at x.
Definition 2.2. Amultifunction F : X → P (Y ) is said to be lower-continuous at the point x0 ∈ X , if, for every openW ⊆ Y
such that F(x0) ∩W ≠ ∅, there exists a neighborhood V (x0) of x0 with property that F(x) ∩W ≠ ∅ for all x ∈ V (x0).
Amultifunction is called lower semi-continuous (l.s.c. for short) provided that is lower semi-continuous at every point x ∈ X .
Definition 2.3. G is closed if Gr(G) is a closed subset of X × Y , i.e. for every sequences (xn)n∈N ⊂ X and (yn)n∈N ⊂ Y , if
xn → x∗, yn → y∗ as n →∞with yn ∈ F(xn), then y∗ ∈ G(x∗).
We recall the following two results: the first one is classical.
Lemma 2.4 ([24, Proposition 1.2]). If G : X → Pcl(Y ) is u.s.c., then Gr(G) is a closed subset of X × Y . Conversely, if G is locally
compact and has nonempty compact values and a closed graph, then it is u.s.c.
Lemma 2.5. If G : X → Pcp(Y ) is quasicompact and has a closed graph, then G is u.s.c.
The following two results are easily deduced from the limit properties.
Lemma 2.6 (See e.g. [25, Theorem 1.4.13]). If G : X −→ Pcp(Y ) is u.s.c., then for any x0 ∈ X,
lim sup
x→x0
G(x) = G(x0).
Lemma 2.7 (See e.g. [25, Lemma 1.1.9]). Let (Kn)n∈N ⊂ K ⊂ X be a sequence of subsets where K is compact in the separable
Banach space X. Then
co

lim sup
n→∞
Kn

=

N>0
co

n≥N
Kn

,
where co A refers to the closure of the convex hull of A.
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G is said to be completely continuous if it is u.s.c. and, for every bounded subset A ⊆ X , G(A) is relatively compact, i.e. there
exists a relatively compact set K ⊂ X such that G(A) = {G(x), x ∈ A} ⊂ K .G is compact if G(X) is relatively compact. It
is called locally compact if, for each x ∈ X , there exists U ∈ V(x) such that G(U) is relatively compact. G is quasicompact if,
for every compact A ⊂ X,G(A) is relatively compact.
Finally, given a separable Banach space (X, | · |), for a multi-valued map F : J × X → P (X), denote
∥F(t, x)∥P := sup{|v| : v ∈ F(t, x)}.
A multi-valued map G : J −→ Pcp(X) is said to bemeasurable if for each x ∈ R the function Y : J −→ R defined by
Y (t) = d(x,G(t)) = inf{|x− z| : z ∈ G(t)}
is measurable.
A multifunction F : [0, b] → Pcp(X) is said to be strongly measurable if there exists a sequence {Fn : n ∈ N} of step
multifunctions such that
Hd(Fn(t); F(t))→ 0 as n →∞ for µ a.e t ∈ [0, b],
where µ denotes a Lebesgue measure on [0, d] and Hd is the Hausdor metric on Pcp(X). In what follows, L1(J, X) denotes
the Banach space of functions y: J −→ X , which are Bochner integrable with norm
∥y∥1 =
 b
0
|y(t)|dt.
Lemma 2.8 (See [26, Theorem 19.7]). Let X be a separable metric space and G a multi-valued map with nonempty closed values.
Then G has a measurable selection.
Lemma 2.9 (See [27, Lemma 3.2]). Let G : [0, b] → P (X) be a measurable multifunction and u : [0, b] → X a measurable
function. Then for any measurable v : [0, b] → R+ there exists a measurable selection g of G such that for a.e. t ∈ [0, b],
|u(t)− g(t)| ≤ d(u(t),G(t))+ v(t).
Lemma 2.10 ([28]). Given a Banach space X, let F : [a, b] × X −→ Pcp,cv(X) be an L1-Carathéodory multi-valued map such
that for each y ∈ C([a, b], X), SF ,y ≠ ∅ and let Γ be a linear continuous mapping from L1([a, b], X) into C([a, b], X). Then the
operator
Γ ◦ SF : C([a, b], X) −→ Pcp,cv(C([a, b], X)),
y −→ (Γ ◦ SF )(y) := Γ (SF ,y)
has a closed graph in C([a, b], X)× C([a, b], X).
Definition 2.11. A multi-valued map F is called a Carathéodory function if
(a) the function t → F(t, x) is strong measurable for each x ∈ X;
(b) for a.e. t ∈ J , the map x → F(t, x) is upper semi-continuous.
Furthermore, F is L1-Carathéodory if it is locally integrably bounded, i.e., for each positive r , there exists hr ∈ L1(J,R+) such
that
∥F(t, x)∥P ≤ hr(t), for a.e. t ∈ J and all |x| ≤ r.
For each y ∈ C(J, X), the set
SF ,y =

f ∈ L1(J, X) : f (t) ∈ F(t, y(t)) for a.e. t ∈ [0, b]
is known as the set of selection functions.
2.1. Measure of noncompactness: MNC
Definition 2.12. A sequence {vn}n∈N ⊂ L1([0, b], X) is said to be semi-compact if
(a) it is integrably bounded, i.e. there exists q ∈ L1(J,R+) such that
|vn(t)| ≤ q(t), for a.e. t ∈ J and every n ∈ N,
(b) the image sequence {vn(t)}n∈N is relatively compact in E for a.e. t ∈ [0, b].
We recall two fundamental results. The first one follows from the Dunford–Pettis theorem (see [29, Proposition 4.2.1]).
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Lemma 2.13. Every semi-compact sequence L1([0, b], X) is weakly compact in L1([0, b], X).
First, we gather together some material on the measure of noncompactness. For more details, we refer the reader to
[30,31,29] and the references therein.
Definition 2.14. Let E be a Banach space and (A,≥) a partially ordered set. A map β:P (X) → A is called a measure of
noncompactness on X , MNC for short, if
β(coΩ) = β(Ω)
for everyΩ ∈ P (X).
Notice that if D is dense inΩ , then coΩ = co D and hence
β(Ω) = β(D).
Definition 2.15. A measure of noncompactness β is called
(a) Monotone ifΩ0, Ω1 ∈ P (X),Ω0 ⊂ Ω1 implies β(Ω0) ≤ β(Ω1).
(b) Nonsingular if β({a} ∪Ω) = β(Ω) for every a ∈ X, Ω ∈ P (X).
(c) Invariant with respect to the union with compact sets if β(K ∪Ω) = β(Ω) for every relatively compact set K ⊂ X , and
Ω ∈ P (X).
(d) Real ifA = R+ = [0,∞] and β(Ω) <∞ for every boundedΩ.
(e) Semi-additive if β(Ω0 ∪Ω1) = max(β(Ω0), β(Ω1)) for everyΩ0,Ω1 ∈ P (X).
(f) Regular if the condition β(Ω) = 0 is equivalent to the relative compactness ofΩ.
As example of an MNC, one may consider the Hausdorf MNC
χ(Ω) = inf{ε > 0:Ω has a finite ε-net}.
Recall that a bounded set A ⊂ X has a finite ε-net if there exits a finite subset S ⊂ X such that A ⊂ S + εB where B is a
closed ball in X .
Other examples are given by the following measures of noncompactness defined on the space of continuous functions
C([0, b], X)with values in a Banach space X:
(i) the modulus of fiber noncompactness
ϕ(Ω) = sup
t∈[0,b]
χX (Ω(t)),
where χX is the Hausdorff MNC in X andΩ(t) = {y(t) : y ∈ Ω};
(ii) the modulus of equicontinuity
modC (Ω) = lim
δ→0 supy∈Ω
max
|τ1−τ2|≤δ
∥y(τ1)− y(τ2)∥.
It should be mentioned that these MNCs satisfy all the above-mentioned properties except regularity.
Definition 2.16. LetM be a closed subset of a Banach space X and β:P (X) → (A,≥) an MNC on E. A multi-valued map
F :M→ Pcp(X) is said to be β-condensing if for everyΩ ⊂M, the relation
β(Ω) ≤ β(F (Ω)),
implies the relative compactness ofΩ.
Some important results on fixed point theory with MNCs are recalled hereafter (see e.g., [29] for the proofs and further
details). The first one is a compactness criterion.
Lemma 2.17 ([29, Theorem 5.1.1]). Let N: L1([a, b], X)→ C([a, b], X) be an operator satisfying the following conditions:
(S1) N is ξ -Lipschitz: there exists ξ > 0 such that for every f , g ∈ L1([a, b], X)
|Nf (t)− Ng(t)| ≤ ξ
 b
a
|f (s)− g(s)|ds, for all t ∈ [a, b].
(S2) N is weakly-strongly sequentially continuous on compact subsets: for any compact K ⊂ X and any sequence {fn}∞n=1 ⊂
L1([a, b], X) such that {fn(t)}∞n=1 ⊂ K for a.e. t ∈ [a, b], the weak convergence fn ⇀ f0 implies the strong convergence
N(fn)→ N(f0) as n →+∞.
Then for every semi-compact sequence {fn}∞n=1 ⊂ L1([0, b], X), the image sequence N({fn}∞n=1) is relatively compact in
C([a, b], X).
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Lemma 2.18 ([29, Theorem 5.2.2]). Let an operator N: L1([a, b], X) → C([a, b], X) satisfy conditions (S1) and (S2) together
with
(S3) There exits η ∈ L1([a, b]) such that for every integrably bounded sequence {fn}∞n=1, we have
χ({fn(t)}∞n=1) ≤ η(t), for a.e. t ∈ [a, b],
where χ is the Hausdorff MNC.
Then
χ({N(fn)(t)}∞n=1) ≤ 2ξ
 b
a
η(s)ds, for all t ∈ [a, b],
where ξ is the constant in (S1).
The next result is concerned with the nonlinear alternative for β-condensing u.s.c.multi-valued maps.
Lemma 2.19 ([29]). Let V ⊂ X be a bounded open neighborhood of zero and N : V → Pcp,cv(X) a β-condensing u.s.c. multi-
valued map, where β is a nonsingular measure of noncompactness defined on subsets of X, satisfying the boundary condition
x ∉ λN(x)
for all x ∈ ∂V and 0 < λ < 1. Then Fix N ≠ ∅.
Lemma 2.20 ([29]). Let W be a closed subset of a Banach space E and F :W → Pcp(X) is a closed β-condensing multi-valued
map where β is a monotone MNC on X. If the fixed point set Fix F is bounded, then it is compact.
For more details on multi-valued maps we refer to the books by Aubin et al. [25], Deimling [24], Gorniewicz [26], Hu and
Papageorgiou [32], Kamenskii [29], Kisielewicz [33] and Tolstonogov [34].
3. Fractional calculus
According to the Riemann–Liouville approach to fractional calculus the notation of fractional integral of order α (α > 0)
is a natural consequence of the well known formula (usually attributed to Cauchy), that reduces the calculation of the n-fold
primitive of a function f (t) to a single integral of convolution type. The Cauchy formula reads
Inf (t) := 1
(n− 1)!
 t
0
(t − s)n−1f (s)ds, t > 0, n ∈ N.
Definition 3.1. The fractional integral of order α > 0 of a function f ∈ L1([a, b],R) is defined by
Iαa+ f (t) =
 t
a
(t − s)α−1
Γ (α)
f (s)ds,
where Γ is the gamma function. When a = 0, we write Iα f (t) = f (t) ∗ φα(t), where φα(t) = tα−1Γ (α) for t > 0, we write for
t ≤ 0, and φα → δ(t) as α → 0,where δ is the delta function and Γ is the Euler gamma function defined by
Γ (α) =
 ∞
0
tα−1e−tdt, α > 0.
for consistency, I0 = Id (Identity operator), i.e. I0f (t) = f (t). Furthermore, by Iα f (0+) we mean the limit (if it exists) of
Iα f (t) for t → 0+; this limit may be infinite.)
After the notion of fractional integral, that of the fractional derivative of order α(α > 0) becomes a natural requirement
and one attempts to substitute α with −α in the above formulas. However, this generalization needs some care in order
to guarantee the convergence of the integral and preserve the well known properties of the ordinary derivative of integer
order. Denoting by Dn, with n ∈ N, the operator of the derivative of order n, we first note that
DnIn = Id, InDn ≠ Id, n ∈ N,
i.e. Dn is the left-inverse (and not the right-inverse) to the corresponding integral operator Jn. We can easily prove that
InDnf (t) = f (t)−
n−1
k=0
f (k)(a+)
(t − a)k
k! , t > 0.
As consequence we expect that Dα is defined as the left-inverse to Iα . For this purpose, introducing the positive integer n
such that n− 1 < α ≤ n, one defines the fractional derivative of order α > 0:
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Definition 3.2. For a function f given on interval [a, b], the αth Riemann–Liouville fractional-order derivative of f is defined
by
Dα f (t) = 1
Γ (n− α)

d
dt
n  t
a
(t − s)−α+n−1f (s)ds,
where n = [α] + 1 and [α] is the integer part of α.
Defining for consistency, D0 = I0 = Id, then we easily recognize that
Dα Iα = Id, α ≥ 0, (2)
and
Dαtγ = Γ (γ + 1)
Γ (γ + 1− α) t
γ−α, α > 0, γ − 1, t > 0. (3)
Of course, the properties (2) and (3) are a natural generalization of those known when the order is a positive integer.
Note the remarkable fact that the fractional derivative Dα f is not zero for the constant function f (t) = 1, if α ∉ N. In fact,
(3) with γ = 0 illustrates that
Dα1 = (t − a)
−α
Γ (1− α) , α > 0, t > 0. (4)
It is clear that Dα1 = 0, for α ∈ N, due to the poles of the gamma function at the points 0,−1,−2, . . ..
We now observe an alternative definition of the fractional derivative, originally introduced by Caputo [35,36] in the late
sixties and adopted by Caputo andMainardi [37] in the framework of the theory of Linear Viscoelasicity (see a review in [4]).
Definition 3.3. Let f ∈ ACn([a, b]). The Caputo fractional-order derivative of f is defined by
(cDα f )(t) := 1
Γ (n− α)
 t
a
(t − s)n−α−1f n(s)ds.
This definition is of course more restrictive than the Riemann–Liouville definition, in that it requires the absolute
integrability of the derivative of order m. Whenever we use the operator Dα∗ we (tacitly) assume that this condition is met.
We easily recognize that in general
Dα f (t) := DmIm−α f (t) ≠ Jm−αDmf (t) := Dα∗ f (t), (5)
unless the function f (t), along with its first n − 1 derivatives, vanishes at t = a+. In fact, assuming that the passage of the
m-derivative under the integral is legitimate, we recognize that, form− 1 < α < m and t > 0,
Dα f (t) = cDα f (t)+
m−1
k=0
(t − a)k−α
Γ (k− α + 1) f
(k)(a+), (6)
and therefore, recalling the fractional derivative of the power function (3)
Dα

f (t)−
m−1
k=0
(t − a)k−α
Γ (k− α + 1) f
(k)(a+)

= Dα∗ f (t). (7)
The alternative definition, that is, Definition 3.3, for the fractional derivative thus incorporates the initial values of the
function and of lower order. The subtraction of the Taylor polynomial of degree n − 1 at t = a+ from f (t) means a sort
of regularization of the fractional derivative. In particular, according to this definition, the relevant property for which the
fractional derivative of a constant is sill zero, i.e.
cDα1 = 0, α > 0. (8)
At the end of this section we present some properties of two special functions. Denote Eα,β the generalized Mittag-Leffler
special function defined by
Eα,β(z) :=
∞
k=0
zk
Γ (kα + β) =
1
2π i

Υ
λα−βeλ
λα − z dλ,
whereΥ is a contour which starts and ends at−∞ and encircles the disc |λ| ≤ |z| 1α counterclockwise. If 0 < λ < 1, β > 0,
then the asymptotic expansion of Eα,β as z →∞ is given by
Eα,β(z) =

1
α
z1−β exp

z
1
α

+ Eα,β(z), for | arg z| ≤ 12απ
Eα,β(z), for | arg(−z)| ≤

1− 1
2

απ,
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where
Eα,β(z) = −
n−1
k=1
z−k
Γ (β − αn) + O(|z|
−n) as z →∞.
Set
Eα = Eα,1, eα = Eα,α.
Then we have
cDαE(ωtα) = ωE(ωtα), I1−α(t1−αeα(ωtα)) = Eα(ωtα).
Consider also the function of Wright-type
Ψα(z) :=
∞
n=0
(−z)n
n!Γ (−αn+ 1− α) =
∞
n=0
(−z)n
(n− 1)!Γ (αn) sin(nπα), z ∈ C,
with 0 < α < 1. For−1 < r <∞, λ > 0, the following results hold.
• Ψα(t) ≥ 0, t > 0;
• ∞0 αtα+1Ψα  1tα  e−λtdt = e−λα ;
• ∞0 Ψα(t)t rdt = Γ (1+r)Γ (1+αr) ;
• ∞0 Ψα(t)e−ztdt = Eα(−z), z ∈ C;
• ∞0 αtΨα(t)e−ztdt = eα(−z), z ∈ C.
For further readings and details on fractional calculus, we refer to the books and papers by Kilbas et al. [6], Podlubny [8],
Samko et al. [9] and Caputo [35–37].
4. Almost sectorial operators
For more information about this section, we refer the reader to [38–40] and the references therein.
Definition 4.1. Let −1 < γ < 0 and 0 < ω < π2 . We denote by Θγω (X) the family of all linear closed operators
A : D(A) ⊆ X → X which satisfy
(a) σ(A) ⊂ Sω = {z ∈ C \ {0} : | arg z| ≤ ω} ∪ {0} and
(b) for every ω < µ < π there exists a constant Cµ such that
∥R(z, A)∥B(X) ≤ Cµ|z|γ for all z ∈ C \ Sµ.
A linear operator A will be called an almost sectorial operator on E if A ∈ Θγω (X).We introduce some special functions
and classes of functions which will be used in the following. Let −1 < γ < 0, and let S0µ with 0 < µ < π be open sector{z ∈ C \ {0} : | arg z| < µ} and Sµ be its closure, that is
Sµ = {z ∈ C \ {0} : | arg z| < µ} ∪ {0}.
Set
F
γ
0 (S
0
µ) =

s<0
Ψ γs (S
0
µ) ∪ Ψ0(S0µ),
and
F
γ
0 (S
0
µ) = {f : S0µ → C : there k, n ∈ N such that fΨ kn ∈ F0(S0µ)},
where
H(S0µ) = {f : S0µ → C : f is holomorphic},
and
H∞(S0µ) = {f ∈ H0(S0µ) : f is bounded},
φ0(z) = 1z + 1 , Ψn(z) :=
z
(1+ z)n , z ∈ C \ {−1}, n ∈ N ∪ {0},
Ψ0(S0µ) =

f ∈ H(S0µ) : sup
z∈S0µ
 f (z)φ0(z)


,
3242 A. Ouahab / Computers and Mathematics with Applications 64 (2012) 3235–3252
and for each s < 0
Ψ γs (S
0
µ) :=

f ∈ H(S0µ) : sup
z∈S0µ
|Ψ sn (z)f (z)| <∞

,
where n is the smallest integer such that n ≥ 2 and γ + 1 < −(n − 1)s. For A ∈ Θγω with −1 < γ < 0 and 0 < ω < π2 .
Following Periago and Straub [40] a closed linear operator f → f (A) can be constructed for every f ∈ F γ0 (S0µ) via an
extended functional calculus. In the following we give a short overview of this construction. For f ∈ F γ0 (S0µ), via the
Dunford–Riesz integral, the operator f (A) is defined by
f (A) = 1
2π i

Γθ
f (z)R(z, A)dz, (9)
where the integral contour Γθ := {R+eiθ }∪{R+e−iθ }, is oriented counter-clockwise andω < θ < µ < π . It follows that the
integral is absolutely convergent and defines a bounded linear operator on X , and its value does not depend on the choice
of θ. For n, k ∈ N ∪ {0}with n > k,
Ψ kn (A) = Ak(A+ I)−n
and the operator Ψ kn (A) is injective. Notice also that f ∈ F (S0µ), then there exist k, n ∈ N such that fΨ kn ∈ F γ0 (S0µ), we can
define a closed linear operator, still denoted by f (A),
D(f (A)) = {x ∈ X : (fΨ kn )(A)x ∈ D(A(n−1)k)},
f (A) = (Ψ kn (A))−1(fΨ kn )(A),
and the definition of f (A) does not depend on the choice of k and n.
5. Families operators
Throughout this section we let A be an operator in the class ΘγωΘ
γ
ω (X) and−1 < γ < 0, 0 < ω < π2 . Define operator
families {Sα(t)}t∈S0π
2 −ω
and {Cα(t)}t∈S0π
2 −ω
by
Sα(t) := Eα(−ztαt) = 12π

Γθ
Eα(−ztα)R(z, A)dz,
and
Sα(t) := eα(−ztαt) = 12π i

Γθ
eα(−ztα)R(z, A)dz,
where the integral contour Γθ := {R+eiθ } ∪ {R+e−iθ }, is oriented counter-clockwise and ω < θ < µ < π2 − | arg t|. Now,
we present the following important results of families operators Sα and Cα.
Theorem 5.1 ([41]). For each fixed t ∈ S0π
2 −ω, Sα(t) and Cα(t) are bounded linear operators on X.Moreover, there exist constants
Cs = C(α, γ ), Cp = C(α, γ ) > 0 such that for all t > 0
∥Sα(t)∥B(X) ≤ Cst−α(1+γ ), ∥Cα(t)∥B(X) ≤ CP t−α(1+γ ).
Also
Sα(t)x =
 ∞
0
Ψα(s)T (stα)xds, t ∈ S0π
2 −ω, x ∈ X; (10)
and
Cα(t)x =
 ∞
0
αsΨα(s)T (stα)xds, t ∈ S0π
2 −ω, x ∈ X, (11)
where T (·) is a semigroup associated with A.
For t > 0, Sα(t) and Cα(t) are continuous in the uniform operator topology. Moreover, for every r > 0, the continuity is
uniform on [r,∞).
Theorem 5.2 ([41]). Let 0 < β < 1− γ . Then
(i) the range R(Cα(t)) of Cα(t) for t > 0, is contained in D(Aβ);
(ii) S ′α(t)x = −tα−1ACα(t)x, x ∈ X, and S ′α(t)x for x ∈ D(A) is locally integrable on (0,∞).
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Theorem 5.3 ([41]). The following properties hold:
(i) Let β > 1+ γ , then for all x ∈ D(Aβ), limt→0 Sα(t)x = x.
(ii) For all x ∈ D(A), Sα(t)x = x+
 t
0 −sαACα(s)xds.
(iii) For all x ∈ D(A), t > 0DαSα(t)x = −ASα(t)x.
(iv) For all t > 0, Sα(t) = I1−α(tα−1Cα(t)).
6. Mild solutions
Let A ∈ Θγω (X) with −1 < γ < 0 and 0 < ω < π2 . We discuss the existence and uniqueness of mild solution and
classical solutions for the inhomogeneous linear abstract Cauchy problem
cDαy(t)− Ay(t) = f (t) t ∈ (0, b]
y(0) = y0, (12)
where cDα, 0 < α < 1 is the Caputo fractional derivative f ∈ L1(J, X) or f ∈ C([0, b], X) and y0 ∈ X .
If for each fixed t ∈ (0, b], we have s → (t − s)1−αAy(s) and s → (t − s)1−α f (s) ∈ L1([0, b], X). Then we can rewrite
(12) as
y(t) = y0 + 1
Γ (α)
 t
0
(t − s)1−αAy(s)ds+ 1
Γ (α)
 t
0
(t − s)1−α f (s)ds, t ∈ [0, b]. (13)
Lemma 6.1 ([41]). If y ∈ C([0, b], X) satisfy the following, then
y(t) = Sα(t)y0 +
 t
0
(t − s)1−αCα(t − s)f (s)ds, t ∈ (0, b].
Definition 6.2. A function y ∈ C([0, b], X) is called a mild solution of Problem (13) if
y(t) = Sα(t)y0 +
 t
0
(t − s)1−αCα(t − s)f (s)ds, t ∈ (0, b].
7. Filippov’s theorem
From Lemma 6.1 we defined the mild solution of the Problem (1) by
Definition 7.1. . A function y ∈ C([0, b], X) is called a mild solution of Problem (1) if there exist f ∈ L1(J, X) such that
y(t) = Sα(t)y0 +
 t
0
(t − s)1−αCα(t − s)f (s)ds, t ∈ (0, b],
where f ∈ SF ,y = {v ∈ L1([0, b], X) : f (t) ∈ F(t, y(t)) a.e. on [0, b]}.
Let x ∈ C([0, b], X) be a mild solution of the following semilinear problem:cDαx(t)− Ax(t) = g(t), a.e. t ∈ J
y(0+) = c. (14)
We will consider the following two assumptions
(C1) The function F : J × X → Pcl(X) is such that
(a) for all y ∈ X, the map t → F(t, y) is measurable,
(b) the map γ∗ : t → dg(t), F(t, x(t)) is integrable.
(C2) There exist K > 0 such that
Hd(F(t, z1), F(t, z2)) ≤ p(t)|z1 − z2|, for all z1, z2 ∈ X .
Theorem 7.2. Assume that the conditions (C1) and (C2). If
p∗CpKb−αγ
−αγ < 1. Then, for every ϵ > 0 Problem (1) has at least one
solution yϵ satisfying, for a.e. t ∈ [0, b], the estimates
|yϵ(t)− x(t)| ≤ H(b)b
−αγ K
−αγ + Cp
 t
0
(t − s)−αγ [γ∗(s)+ ϵ]dst ∈ [0, b],
where
H(b) := Cpαγ p∗
αγ + Cpb−αγ K +
−Cpb−αγ ϵ
αγ + C1pb−αγ K , p∗ = sup
 t
0
(t − s)α−1γ∗(s)ds <∞.
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Proof. We construct a sequence of functions (yn)n∈N which will be shown to converge to some solution of Problem (1) on
the interval [0, b], namely tocDαy(t) ∈ Ay(t)+ F(t, y(t)), t ∈ [0, b]
y(0) = a, (15)
Let f0 = g on [0, b] and y0(t) = x(t), t ∈ [0, b], i.e.
y0(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)f0(s)ds, t ∈ [0, b],
Then define the multi-valued map U1: [0, b] → P (X) by U1(t) = F(t, y0(t)) ∩ B(g(t), γ∗(t) + ϵ). Since g and γ are
measurable, Theorem III.4.1 in [42] tells us that the ball B(g(t), γ∗(t)+ϵ) is measurable. Moreover F(t, y0(t)) is measurable
(see [25]) and U1 is nonempty. Indeed, since v = ϵ > 0 is a measurable function, from Lemma 2.9, there exists a function u
which is a measurable selection of F(t, y0(t)) and such that
|u(t)− g(t)| ≤ d(g(t), F(t, y0(t)))+ ϵ = γ∗(t)+ ϵ.
Then u ∈ U1(t), proving our claim. We deduce that the intersection multivalued operator U1(t) is measurable (see
[25,42,26]). By Lemma 2.8 (Kuratowski–Ryll–Nardzewski selection theorem), there exists a function t → f1(t) which is
a measurable selection for U1. Consider
y1(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)f1(s)ds, t ∈ [0, b]. (16)
For each t ∈ [0, b], we have
|y1(t)− y0(t)| ≤
 t
0
(t − s)α−1∥Cα(t − s)∥B(X)|f0(s)− f1(s)|ds
≤
 t
0
Cp(t − s)−αγ−1[γ∗(s)+ ϵ]ds.
Hence
|y1(t)− y0(t)| ≤ Cpp∗ + Cp−αγ t
−αγ ϵ.
Using the fact that F(t, y1(t)) is measurable, the ball B(f1(t), K |y1(t)− y0(t)|) is also measurable by Theorem III.4.1 in [42].
From (C2)we have
Hd(F(t, y1(t)), F(t, y0(t))) ≤ K |y1(t)− y0(t)|.
Hence there existw ∈ F(t, y1(t)) such that
|f1(t)− w| ≤ K |y1(t)− y0(t)|.
We consider the following multivalued map U2(t) = F(t, y1(t)) ∩ B(f1(t), K |y1(t) − y0(t)|) is nonempty. Therefore
the intersection multi-valued operator U2 is measurable with nonempty, closed values (see [25,42,26]). Thus there exists
f2(t) ∈ F(t, y1(t)) and
|f1(t)− f2(t)| ≤ K |y1(t)− y0(t)|. (17)
Define
y2(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)f2(s)ds, t ∈ [0, b].
Using (16) and (17), we obtain that, for every t ∈ [0, b]
|y2(t)− y1(t)| ≤
 t
0
(t − s)α−1∥Cα(t − s)∥B(X)|f2(s)− f1(s)|ds
≤
 t
0
Cp(t − s)−αγ−1K

Cpp∗ + Cpϵ s
−αγ
−αγ

ds
≤ C
2
p b
−αγ Kp∗
−αγ +
C2p b
−2αγ Kϵ
(−αγ )2 , t ∈ [0, b].
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Let U3(t) = F(t, y2(t)) ∩ B(f2(t), K |y2(t) − y1(t)|). Arguing as for U2, we can prove that U3 is a measurable multi-valued
map with nonempty values; so there exists a measurable selection f3(t) ∈ U3(t). This allows us to define
y3(t) = Sα(t)a+
 t
0
Cα(t − s)f3(s)ds, t ∈ [0, b].
For t ∈ [0, b], we have
|y3(t)− y2(t)| ≤ Cp
 t
0
(t − s)−αγ−1|f2(s)− f3(s)| ds
≤ Cp
 t
0
K(t − s)−αγ−1|y2(s)− y1(s)| ds.
Then
|y2(s)− y3(s)| ≤
C3p b
−2αγ K 2p∗
(−αγ )2 +
C3p b
−3αγ K 2ϵ
(−αγ )3 , t ∈ [0, b].
Let U4(t) = F(t, y3(t)) ∩ B(f3(t), K |y3(t) − y2(t)|). Then, arguing again as for U1,U2,U3, we show that U4 is a measurable
multi-valued map with nonempty values and that there exists a measurable selection f4(t) in U4(t). Define
y4(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)f4(s)ds, t ∈ [0, b].
For t ∈ [0, b], we have
|y4(t)− y3(t)| ≤ Cp
 t
0
(t − s)α−1|f4(s)− f3(s)| ds
≤ Cp
 t
0
K |y3(s)− y2(s)|ds
≤ C
4
p b
−3αγ K 3p∗
(−αγ )3 +
C4p b
−4αγ K 3ϵ
(−αγ )4 , t ∈ [0, b].
Repeating the process for n = 0, 1, 2, 3, . . ., we arrive at the following bound
|yn(t)− yn−1(t)| ≤
Cnp b
−(n−1)αγ K (n−1)p∗
(−αγ )n−1 +
Cnp b
−nαγ K (n−1)ϵ
(−αγ )n , t ∈ [0, b]. (18)
By induction, suppose that (18) holds for some n and check (18) for n + 1. Let Un+1(t) = F(t, yn(t)) ∩ B(fn, K |yn(t) −
yn−1(t)| + ϵ). Since Un+1 is a nonempty measurable set, there exists a measurable selection fn+1(t) ∈ Un+1(t), which allows
us to define for n ∈ N
yn+1(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)fn+1(s)ds, t ∈ [0, b]. (19)
Therefore, for a.e. t ∈ [0, b], we have
|yn+1(t)− yn(t)| ≤ Cp
 t
0
(t − s)α−1|fn+1(s)− fn(s)| ds
≤ Cp
 t
0
(t − s)α−1K

Cnp b
−(n−1)αγ K (n−1)p∗
(−αγ )n−1 +
Cnp b
−nαγ K (n−1)ϵ
(−αγ )n

ds.
Again, an integration by parts leads to
|yn+1(t)− yn(t)| ≤
Cn+1p b−nαγ K np∗
(−αγ )n +
Cn+1p b−(n+1)αγ K nϵ
(−αγ )(n+1) .
Consequently, (18) holds true for all n ∈ N. We infer that {yn}n∈N is a Cauchy sequence in C∗([0, b], X) = {y ∈ C((0, b], X) :
limt→0 y(t) exist}, converging uniformly to a limit function y ∈ C∗([0, b], X).Moreover, from the definition of {Un}n∈N, we
have
|fn+1(t)− fn(t)| ≤ K |yn(t)− yn−1(t)|, for a.e t ∈ [0, b].
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Hence, for almost every t ∈ [0, b], {fn(t) : n ∈ N} is also a Cauchy sequence in X and then converges almost everywhere to
some measurable function f (·) in X . In addition, since f0 = g,we have for a.e. t ∈ [0, b]
|fn(t)| ≤
n
k=1
|fk(t)− fk−1(t)| + |f0(t)|
≤
n
k=2
K |yk−1(t)− yk−2(t)| + γ (t)+ |g(t)| + ϵ
≤ K
∞
k=1
|yk(t)− yk−1(t)| + γ (t)+ |g(t)| + ϵ.
Hence
|fn(t)| ≤ KH(b)+ γ (t)+ |g(t)| + ϵ,
where
H(b) := Cpαγ p∗
αγ + Cpb−αγ K +
−Cpb−αγ ϵ
αγ + Cpb−αγ K . (20)
From the Lebesgue dominated convergence theorem, we deduce that {fn} converges to f in L1([0, b], X). Passing to the limit
in (19), we find that the function
y(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)f (s)ds, t ∈ [0, b]
is a solution to Problem (1) on [0, b]. Moreover, for a.e. t ∈ [0, b], we have
|x(t)− y(t)| =
 t
0
(t − s)α−1Cα(t − s)g(s)ds−
 t
0
(t − s)α−1Cα(t − s)f (s)ds

≤ Cp
 t
0
(t − s)α−1|f (s)− f0(s)|ds
≤ Cp
 t
0
(t − s)α−1|f (s)− fn(s)|ds+ Cp
 t
0
(t − s)α−1|fn(s)− f0(s)|ds.
Passing to the limit as n →∞, we get
|x(t)− y(t)| ≤ η(t), a.e. t ∈ [0, b] (21)
with
η(t) := H(b)b
−αγ K
−αγ + Cp
 t
0
(t − s)−αγ [γ (s)+ ϵ]ds,
where
H(b) = Cpαγ p∗
αγ + Cpb−αγ K +
−Cpb−αγ ϵ
αγ + C1pb−αγ K . 
8. Existence result
In this section, we prove some existence results and describe the compactness of the solutions sets.
8.1. Nonconvex case
Firstly we present the following auxiliary lemma due to Covitz and Nadler Jr. [43] (see also [24,26]).
Lemma 8.1. Let (X, d) be a complete metric space. If G : X → Pcl(X) is a contraction, then FixN ≠ ∅.
Let us introduce the following hypotheses:
(A1) F : J × X −→ Pcp(X); t −→ F(t, x) is strongly measurable for each x ∈ X .
A. Ouahab / Computers and Mathematics with Applications 64 (2012) 3235–3252 3247
(A2) There exist positive number K > 0 and a function l ∈ L1(J,R+) such that
Hd(F(t, x), F(t, y)) ≤ K |x− y|, for a.e. t ∈ J and all x, y ∈ X,
with
F(t, 0) ⊂ l(t)B(0, 1), for a.e. t ∈ J.
Theorem 8.2. Let Assumptions (A1) and (A2) be satisfied. If KC0Γ (1−γ )b
−αγ
Γ (1−αγ ) < 1. Then Problem (1) has at least one solution.
Proof. In order to transform the problem (1) into a fixed point problem, let the multi-valued operator N : C∗(J, X) →
P (C∗(J, X)) be defined by
N(y) =

h ∈ C∗([0, b], X) : h(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)f (s)ds, f ∈ SF ,y

.
We shall show that N satisfies the assumptions of Lemma 8.1.
(a) N(y) ∈ Pcl(C∗(J, X)) for each y ∈ C∗(J, X). Indeed, let {hn : n ∈ N} ⊂ N(y) be a sequence converging to h. Then there
exists a sequence fn ∈ SF ,y such that
yn(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)fn(s)ds, t ∈ [0, b].
Since F(·, ·) has compact values, let w(·) ∈ F(·, 0) be such that |f (t) − w(t)| = d(f (t), F(t, 0)). From (A1) and (A2),
we infer that for a.e. t ∈ [0, b]
|fn(t)| ≤ |fn(t)− w(t)| + |w(t)|
≤ K∥y∥∞ + l(t) := M(t), ∀ n ∈ N.
Then the Lebesgue dominated convergence theorem implies that, as n →∞,
∥fn − f ∥L1 → 0 as n →∞⇒ f ∈ L1(J, X).
Let t ∈ (0, b]
h(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)f (s)ds, t ∈ [0, b],
proving that h ∈ N(y).
(b) There exists γ < 1, such that
Hd(N(y),N(y)) ≤ γ ∥y− y∥∞, ∀y, y ∈ C(J, X).
Let y, y ∈ C∗(J, X) and h ∈ N(y). Then there exists f (t) ∈ F(t, y(t)) (f is a measurable selection) such that for each t ∈ J
h(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)f (s)ds.
(A2) tells us that
Hd(F(t, y(t)), F(t, y(t))) ≤ K |y(t)− y(t)|, a.e. t ∈ J.
Hence there isw ∈ F(t, y(t)) such that
|f (t)− w| ≤ K |y(t)− y(t)|, t ∈ J.
Then consider the mapping U : J → P (X), given by
U(t) = {w ∈ X : |g(t)− w| ≤ K |y(t)− y(t)|}, t ∈ J,
that is U(t) = B(g(t), K |y(t)− y(t)|). Since g, l, y, y¯ are measurable, Theorem III.4.1 in [42] tells us that the closed ball
U is measurable. Finally the set V (t) = U(t) ∩ F(t, y(t)) is nonempty since it contains w. Therefore the intersection
multi-valued operator V is measurable with nonempty, closed values (see [25,42,26]). Hence, there exists a function
f (t), which is a measurable selection for V . Thus f (t) ∈ F(t, y(t)) and
|f (t)− f (t)| ≤ l(t)|y(t)− y(t)|, for a.e. t ∈ J.
Let us define for a.e. t ∈ J
h(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)f (s)ds.
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Then
|h(t)− h(t)| ≤
 t
0
(t − s)α−1∥Cα(t − s)∥B(X)|y(s)− y(s)|ds
≤ αC0Γ (1− γ )
Γ (1− αγ )
 t
0
(t − s)−αγ−1K |y(s)− y(s)|ds.
Thus
∥h− h∥∞ ≤ KC0Γ (1− γ )b
−αγ
Γ (1− αγ ) ∥y− y∥∞.
By an analogous relation, obtained by interchanging the roles of y and y, we finally arrive at
Hd(N(y),N(y)) ≤ KC0Γ (1− γ )b
−αγ
Γ (1− αγ ) ∥y− y∥∞.
So, N is a contraction and thus, by Lemma 8.1, N has a fixed point y, which is a mild solution to (1). 
Proposition 8.3 ([44]). Let C be a closed, convex subset of a Banach space E and let N : C → Pcp,cv(C) be a contraction
multivalued map. Then Fix N is a nonempty, compact AR-space.
Our contribution is the following:
Theorem 8.4. Let F : J×X → Pcp,cv(X) bemultivalued. Assume that all conditions of Theorem 8.2 are satisfied. Then the solution
set of Problem (1) is absolutely retract.
8.1.1. Convex case
In this section we consider the existence and compactness result for the following semilinear fractional
integrodifferential(cDαy− Ay)(t) ∈
 t
0
K∗(t, s)F(s, y(s))ds, a.e. t ∈ J := [0, b],
y(0+) = a,
(22)
where F : J × X → P (X) is a multivalued map and K∗ : D → R, D = {(t, s) ∈ J × J : t ≥ s} is a continuous function and
a ∈ E.
Let F : J × X → Pcp,cv(X) be a Carathéodory multi-valued map which satisfies Lipschitz conditions with respect to the
Hausdorf MNC:
(B1) There exists p ∈ L1([0, b],R+) such that for every bounded D in E,
χ(F(t,D)) ≤ p(t)χ(D),
(B2) there exist c, d > 0 such that
∥F(t, u)∥P ≤ d+ c|u|, for each u ∈ X .
Lemma 8.5. Under condition (B1) the operator N∗ is closed and N∗(y) ∈ Pcp,cv(C∗([0, b], X)), for every y ∈ C∗([0, b], X)where
N∗ is defined by
N∗(y) =

h ∈ C∗([0, b], X) : h(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)
 s
0
K(s, r)f (r)dsdr

,
where f ∈ SF ,y.
Proof. Step 1. N∗ is closed. Let hn −→ h∗, hn ∈ N∗(yn) and yn −→ y∗. We shall prove that h∗ ∈ N(y∗). hn ∈ N(yn)means
that there exists fn ∈ SF ,yn such that for a.e. t ∈ J
hn(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)
 s
0
K(s, r)f (r)fn(s)dsdr. (23)
Since {fn(t) : n ∈ N} ⊆ F(t, yn(t)), Assumption (B1) implies that (fn)n∈N is integrably bounded. In addition, the set
{fn(t) : n ∈ N} is relatively compact for a.e. t ∈ J because Assumption (B2) both with the convergence of {yn}n∈N imply that
χ({fn(t) : n ∈ N}) ≤ χ(F(t, yn(t))) ≤ p¯(t)χ({yn(t) : n ∈ N}) = 0.
A. Ouahab / Computers and Mathematics with Applications 64 (2012) 3235–3252 3249
Hence the sequence {fn : n ∈ N} is semi-compact, hence weakly compact in L1([0, b]; X) to some limit f∗ by Lemma 2.13.
Mazur’s Lemma implies the existence of a double sequence {αm,k}k,m∈N such that ∀m ∈ N, ∃ k0(m) ∈ N : αm,k = 0, ∀ k ≥
k0(n),
∞
k=m αm,k = 1, ∀m ∈ N, and the sequence of convex combinations gm(·) =
∞
k=n αm,kfk(·) converges strongly to fn
in L1. Since F takes convex values, using Lemma 2.7, we obtain that
f∗(t) ∈

n≥1
{gk(t), k ≥ n}, a.e. t ∈ J
⊂

n≥1
co{vk(t), k ≥ n}
⊂

n≥1
co

k≥n
F(t, yk(t))

= co

lim sup
k→∞
F(t, yk(t))

. (24)
Moreover F is u.s.c.with compact values; then by Lemma 2.6, we have
lim sup
n→∞
F(t, yn(t)) = F(t, y(t)), for a.e. t ∈ J.
This with (24) imply that f∗(t) ∈ co F(t, y(t)). and passing to the limit in (23), we obtain that f∗ ∈ SF ,y∗ and for each t ∈ J
h∗(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)
 s
0
K(s, r)f∗(r)dsdr. (25)
As a consequence, h∗ ∈ N∗(y∗), as claimed.
Step 2. N∗ has compact, convex values. The convexity of N∗(y) follows immediately for the convexity of the values of F . To
prove the compactness of the values of F , let N∗(y) ∈ P (X) for some y ∈ C∗([0, b], X) and hn ∈ N∗(y). Then there exists
fn ∈ SF ,y satisfying (23). Arguing again as in Step 1, we prove that {fn} is semi-compact and converges weakly to some limit
f∗ ∈ F(t, y(t)), a.e. t ∈ [0, b] hence passing to the limit in (23), hn tends to some limit h∗ in the closed set N∗(y) with h∗
satisfying (25). Therefore the set N∗(y) is sequentially compact, hence compact [45]. 
Lemma 8.6. Under the conditions (B1) and (B2), the operator N∗ is u.s.c.
Proof. Using Lemmas 2.5 and 8.5, we only prove that N∗ is quasicompact. Let K be a compact set in C∗([0, b], X) and
hn ∈ N∗(yn) such that yn ∈ K . Then there exists fn ∈ SF ,yn such that
hn(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)
 s
0
K∗(s, r)fn(r)dsdr.
Since K is compact, we may pass to a subsequence, if necessary, to get that {yn} converges to some limit y∗ in C∗([0, b], X).
Arguing as in the proof of Lemma 8.5, we can prove the existence of a subsequence {fn} which converges weakly to some
limit f∗ and hence hn converges to h∗, where
h∗(t) = Sα(t)a+
 t
0
(t − s)α−1Cα(t − s)
 s
0
K∗(s, r)f∗(r)dsds.
As a consequence, N∗ is u.s.c. 
We are now in position to prove our second existence result in the convex case.
Theorem 8.7. Assume that F satisfies Assumptions (B1) and (B2). If
q := 2Q∗Cpb
−αγ
−αγ
 t
0
p(s)ds < 1, Q∗ = sup
(t,s)∈D
|K(t, s)|,
then the set of solutions for Problem (22) is nonempty and compact.
Proof. It is clear that all solutions of Problem (22) are fixed points of the multi-valued operator N∗ defined in Lemma 8.5.
By Lemmas 8.5 and 8.6, N∗(·) ∈ Pcv,cp(C∗([0, b], X)) and it is u.s.c. Next, we prove that N∗ is a β-condensing operator for a
suitable MNC β . Given a bounded subset D ⊂ K0, let modC (D) the modulus of quasi-equicontinuity of the set of functions
D denote
modC (D) = lim
δ→0 supx∈D
max
|τ2−τ1|≤δ
|x(τ1)− x(τ2)|.
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It is well known (see e.g. Example 2.1.2 in [29]) that modC (D) defines an MNC in C∗([0, b], X) which satisfies all of the
properties in the Definition 2.15 except regularity. Given the Hausdorff MNC χ , let γ be the real MNC defined on bounded
subsets on C∗([0, b], X) by
γ (D) = sup
t∈[0,b]
χ(D(t)).
Finally, define the following MNC on bounded subsets of C∗([0, b], X) by
β(D) = max
D∈∆(C∗([0,b],X))
(γ (D),modC (D)),
where ∆(C∗([0, b], X)) is the collection of all denumerable subsets of B. Then the MNC β is monotone, regular and
nonsingular (see Example 2.1.4 in [29]). This measure is also used in [46,47] in the discussion of semilinear evolution
differential inclusions. To show that N∗ is β-condensing, let B ⊂ C∗([0, b], X) be a bounded set in C∗([0, b], X) such that
β(B) ≤ β(N∗(B)). (26)
We will show that B is relatively compact. Let {yn : n ∈ N} ⊂ B and let N∗ = L1 + Γ ◦ SF where L1 : C∗([0, b], X) →
C∗([0, b], X) is defined by
(L1y)(t) = Sα(t)a
SF : C∗([0, b], X)→ L1(J, X) is defined by
SF (y) = SF ,y = {v ∈ L1(J, X) : v(t) ∈ F(t, y(t)) a.e t ∈ [0, b]},
Γ : L1(J, X)→ C∗([0, b], X) is defined by
Γ (f )(t) =
 t
0
(t − s)αCp(t − s)
 s
0
K(s, r)f (r)dsdr, t ∈ [0, b],
Then
|Γ f1(t)− Γ f2(t)| ≤ Cp
 t
0
(t − s)α
 s
0
|K(s, r)||f2(r)− f1(r)|dsdrf1(s)− f2(s)| ds
≤ M
 t
0
|f1(s)− f2(s)| ds,
where
M := Cpb
−αγ
−αγ Q∗.
Moreover, each element hn in N∗(yn) can be represented as
hn = L1(yn)+ Γ (fn), with fn ∈ SF (yn). (27)
Moreover (26) yields
β({hn : n ∈ N}) ≥ β({yn : n ∈ N}). (28)
From Assumption (B1), it holds that for a.e. t ∈ [0, b],
χ({fn(t) : n ∈ N}) ≤ χ(F(t, {yn(t)}∞n=1))
≤ p(t)χ({yn(t)}∞n=1)
≤ p(t) sup
0≤s≤t
χ({yn(s)}∞n=1)
≤ p(t)γ ({yn}∞n=1). (29)
Lemmas 2.17 and 2.18 imply that
χ({Γ (fn)(t)}∞n=1) ≤ γ ({yn}∞n=1)2M
 t
0
p(s)ds.
Therefore
γ ({yn}∞n=1) ≤ γ ({hn}∞n=1) = sup
t∈[0,b]
χ({hn(t)}∞n=1) ≤ qγ ({yn}∞n=1). (30)
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Since 0 < q < 1, we infer that
γ ({yn}∞n=1) = 0. (31)
γ (yn) = 0 implies that χ({yn(t)}) = 0, for a.e. t ∈ [0, b]. In turn, (29) implies that
χ({fn(t)}) = 0, for a.e. t ∈ [0, b].
Hence (27) implies that χ({hn}∞n=1) = 0. To show that modC (B) = 0 i.e, the set {hn} is equicontinuous. Let 0 < τ1 < τ2 ≤ b
then
|hn(τ2)− hn(τ1)| ≤ |Sα(τ2)a− Sα(τ1)a| + Q∗(c + dd∗)
 τ1
0
(τ1 − s)−αγ−1∥Cα(τ2 − s)− Cα(τ1 − s)∥B(X)ds
+Q∗(c + dd∗)
 τ2
τ1
(τ2 − s)α−1∥Cα(τ2 − s)∥B(X)ds.
From Theorem 5.2, we concluded that the right-hand side tends to zero as τ2 − τ1 → 0. It follows that β({hn}∞n=1) = 0
which implies, by (28), that β({yn}∞n=1) = 0.We have proved that B is relatively compact.
As in [14,18], we can prove that there exists R∗ > 0 such that for every ∈ C∗([0, b], X) is a mild solution of Problem (22),
we have
∥y∥∞ ≤ R∗.
For the proof see the theorem in [14]. Set
U = {y ∈ C∗([0, b], X) : ∥y∥∞ < R∗ + 1}.
Hence N∗ : U → Pcp,cv(C∗([0, b], X)) is u.s.c and β-condensing. From the choice of U , there is no z ∈ ∂U such that
y ∈ λN∗(y) for some λ ∈ (0, 1). As a consequence of the nonlinear alternative of Leray–Schauder type for condensing maps
(Lemma 2.19), we deduce that N∗ has a fixed point y in U , which is a solution to Problem (1). Finally, since Fix N∗ is bounded
by Lemma 2.20, Fix N∗ is further compact. 
9. Example
Example 9.1. Consider the following fractional differential inclusions Cauchy problem
(cDαu)(t, x)− (−i∆+ σ) 12 u(t, x) ∈ F(u(t, x)), t ∈ [0, b], x ∈ R2,
u(0, x) = u0(x) ∈ L3(R2), (32)
where σ is a suitable constant, i∆ is the Schrödinger operator and α ∈ (0, 1). Let
A = (−i∆+ σ) 12 , D(A) = W 1,3(R2).
Then i∆ generates a-times integrated semigroup Sβ(t) with β = 512 on L3(R2) such that ∥Sβ(t)∥B(L3(R2)) ≤ Mtβ for all
t ≥ 0 and some constants M > 0 (see [48]). From [40, Proposition 3.6] we deduce that the operator i∆ + σ belongs
to Θβ−1π
2
(L3(R2)), which denotes the family of all linear closed operators A : D(A) ⊂ L3(R2) → L3(R2) satisfying the
Definition 4.1. Hence the problem (32) can be rewritten as follows:
(cDαu)− Au ∈ F(u), t ∈ [0, b],
u(0) = u0. (33)
If we assume that F : C → Pcp(C) is a Lipschitz multifunction, then from Theorem 8.2, Problem (33) has at least one
solution.
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