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1
a` Guillaume, Ronan et Olivier.
Il me semble plus aise´ de poursuivre une the`se plutoˆt qu’un Minotaure.
Tout le monde ne peut pas eˆtre The´se´e.
Simon Berjeaut.
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Avant propos
Ma the`se s’est de´roule´e a` l’E´cole Nationale Supe´rieure des Mines de Saint-E´tienne, dans le
Centre Microe´lectronique de Provence sur le site Georges Charpak a` Gardanne, au sein de l’e´quipe
SAS (Syste`mes et Architectures Se´curise´es). Il s’agit d’une e´quipe de recherche commune entre le
CEA-Tech et l’E´cole des Mines de Saint-E´tienne.
Les The`mes de recherche y sont les suivants :
1. Se´curiser (contre des attaques physiques) les composants mate´riels de se´curite´.
2. Assurer l’inte´gration optimale de ces circuits sur des syste`mes e´lectroniques.
3. Doter ces circuits de fonctions cryptographiques avance´es.
4. Maˆıtriser les attaques actuelles.
5. Anticiper les attaques futures.
C’est dans les points 4 et 5 que s’inscrit le cadre ma the`se.
Cette the`se a e´te´ finance´e par le projet Calisson-2. La direction a e´te´ confie´e a` Assia Tria du
CEA-Tech ; l’encadrement technique a` Bruno Robisson du CEA-Tech puis, par Yanis Linge de ST-
Microe´lectronics.
Diploˆme´e du master CRYPTIS parcours mathe´matiques codages et application de l’Universite´
de Limoges, cette the`se m’a permis de me confronter a` un autre domaine scientifique qui touche a` la
se´curite´ des syste`mes embarque´s : la microe´lectronique. Ainsi, le contenu de ce manuscrit est a` mi-
chemin entre deux disciplines : les mathe´matiques et la microe´lectronique, les deux e´tant applique´es
a` la cryptographie des circuits e´lectroniques.
Des manipulations expe´rimentales ont en partie e´te´ re´alise´es avec la plateforme Micro-Packs.
Ces e´tudes ont e´te´ possibles graˆce a` Amine Dehbaoui, Driss Aboulkassimi et Lo¨ıc Zussa qui m’ont
forme´e.
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1 La cryptographie
De´finition 1 : La cryptologie e´tymologiquement la science du secret, regroupe la cryptographie
et la cryptanalyse.
1.1 De´finition de la cryptographie
De´finition 2 : Le sujet traditionnel de la cryptographie est le chiffrement (c’est e´galement le sujet
aborde´ dans cette the`se). Il s’agit de l’ensemble des me´thodes permettant de rendre un message
appele´ texte clair, illisible a` toute autre personne que le destinataire. Il ne s’agit pas de dissimuler
le message ce qui est de la ste´ganographie ; mais de le chiffrer a` l’aide d’une cle´, en quelque chose
d’incompre´hensible : le texte chiffre´. La me´thode utilise´e est appele´e algorithme de chiffrement.
Il est important de diffe´rencier cryptographie et codage. Dans un codage il y a une notion d’ap-
prentissage, e´crire un texte en franc¸ais est un codage, l’e´crire en anglais en est un autre. Il faut
donc connaˆıtre la langue et ses re`gles de grammaire, conjugaison et orthographe. En cryptographie
il n’y a pas besoin d’apprentissage, le concept important est la notion de cle´.
Un principe fondamental de la cryptographie est le principe de Kerckoffs [1]. Il e´nonce que la
se´curite´ d’un algorithme cryptographique ne doit pas reposer sur la connaissance de celui-ci. Il doit
pouvoir  tomber sans inconve´nient aux mains de l’ennemi . Autrement dit la se´curite´ doit reposer
uniquement sur la protection de la cle´, ou plus ge´ne´ralement d’un secret.
La cryptographie aˆge´e d’environ 4000 ans, a tre`s longtemps e´te´ conside´re´e comme une arme de
guerre. C’est la prolife´ration des syste`mes de communication actuels qui a permis a` la cryptographie
de sortir du domaine militaire.
La cryptographie moderne a de nombreux usages :
– confidentialite´ : assurer que l’information n’est accessible qu’aux personnes autorise´es,
– inte´grite´ : assurer que l’information ne peut pas eˆtre alte´re´e,
– authentification : valider l’origine d’une entite´,
– non re´pudiation : permettre a` une personne de prendre part a` un contrat avec impossibilite´
de le renier ulte´rieurement.
1.2 Chiffrement syme´trique et asyme´trique
La cryptographie se scinde en deux parties : la cryptographie syme´trique et asyme´trique.
De´finition 3 : Les chiffrements syme´triques ou a` cle´ secre`te, reposent sur une meˆme cle´ qui
sert au chiffrement et au de´chiffrement.
Le principal proble`me de la cryptographie syme´trique est l’e´change de la cle´. Comment deux
personnes souhaitant communiquer de manie`re se´curise´e peuvent le faire si elles n’ont pas de moyen
fiable de s’e´changer la cle´ ? C’est pourquoi en 1976 dans [2], pour re´pondre a` ce grand proble`me,
les premiers concepts de cryptographie asyme´trique sont invente´s.
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De´finition 4 : Les chiffrements asyme´triques ou a` cle´ publique, utilisent deux cle´s distinctes
lie´es entre-elles, l’une pour chiffrer et l’autre pour de´chiffrer.
Ainsi dans la cryptographie a` cle´ publique, tout le monde peut communiquer avec tout le monde
de manie`re se´curise´e. La cle´ publique servant a` chiffrer est de´voile´e aux yeux de tous, par exemple
dans un annuaire. La cle´ prive´e reste aux mains du destinataire qui ne doit pas la de´voiler a` qui
que ce soit. Il n’y a pas de partage de cle´.
De´finition 5 : Le chiffrement par blocs est une des deux grandes cate´gories de chiffrement en
cryptographie syme´trique, l’autre e´tant le chiffrement a` flot. Le principe est de de´couper le texte
clair en blocs de taille fixe. Les blocs sont ensuite chiffre´s les uns apre`s les autres. Pour cela une
fonction de tour est applique´e ite´rativement.
De´finition 6 : Un syste`me embarque´ est un syste`me e´lectronique et informatique autonome,
spe´cialise´ dans une taˆche bien pre´cise. Il est ge´ne´ralement compose´ de circuits de´die´s et optimise´s
pour une application.
Les ressources d’un syste`me embarque´ sont ge´ne´ralement limite´es. Les chiffrements par blocs y
sont tre`s utilise´s. L’exemple type de syste`me embarque´ est la carte a` puce. Elle a e´te´ invente´e par
Roland Moreno en 1974. Aujourd’hui, l’utilisation de la carte a` puce est tre`s re´pandue, notamment
dans le domaine bancaire. Ainsi la pre´sence de la cryptographie dans les syste`mes embarque´s est
ne´cessaire voire indispensable.
Dans le cadre de cette the`se, nous nous sommes focalise´s sur des algorithmes de chiffrement a`
cle´ prive´e, plus pre´cise´ment aux algorithmes de chiffrement par blocs pouvant eˆtre embarque´s.
1.3 Proprie´te´s cryptographiques
La confusion et la diffusion sont deux proprie´te´s utilise´es dans un algorithme de chiffrement.
Elles ont e´te´ introduites par Shannon dans [3].
De´finition 7 : La confusion correspond a` une volonte´ de rendre la relation entre le texte clair et
le texte chiffre´ la plus complexe possible.
De´finition 8 : La diffusion est l’ide´e qu’un biais sur le texte clair ou sur la cle´ ne doit pas se
retrouver sur le texte chiffre´. En d’autres termes, les e´tudes statistiques sur les textes chiffre´s doivent
donner le moins possible d’informations sur le texte clair et la cle´.
Pour un algorithme de chiffrement avec une bonne diffusion, l’inversion d’un seul bit en entre´e
doit changer chaque bit en sortie avec une probabilite´ de 12 .
Dans les algorithmes la confusion est introduite par des boites S (substitution), appele´es aussi
s-boxes. Celles-ci introduisent e´galement de la diffusion. Quant aux permutations et transpositions,
elles augmentent la diffusion.
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1.4 Algorithmes standards
Dans tout le manuscrit, les notations suivantes sont utilise´es : T de´signe un texte clair appele´
aussi simplement clair, C un texte chiffre´ appele´ aussi simplement chiffre´ et K une cle´ de chiffrement.
Le nume´ro de tour r est indexe´ en bas d’une variable (par exemple Kr est la cle´ de tour r). Les
tours d’un algorithme de chiffrement par blocs sont nume´rote´s de 0 a` r. La fonction  ou exclusif ,
souvent appele´e  xor  est note´e ⊕. L’ensemble des notations utilise´es dans cette the`se est reporte´
en annexe F.
1.4.1 Data Encryption Standard, DES
Le Data Encryption Standard (DES [4]) a e´te´ approuve´ par le NIST (National Institute of
Standards and Technology) en 1977. Il s’agit d’un algorithme de chiffrement par blocs, suivant un
sche´ma de Feistel de 16 tours. Il est repre´sente´ en Figure 1.
T
IP
L0 R0
F
L1 R1
F
L2 R2
L15 R15
F
R16 L16
IP−1
C
Figure 1 : Sche´ma ge´ne´ral du Data Encryption Standard.
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Le DES utilise des cle´s de 64 bits ; 56 bits sont re´ellement utilise´s pour le chiffrement, les bits
restant sont des bits de parite´. La notion de sche´ma de Feistel est de´finie en de´tails dans la partie IV.
Le DES commence par une permutation IP de 64 bits (Tableau 24 en annexe A i), et se termine
par l’inverse de cette meˆme permutation IP−1.
a) Description de la fonction de tour
La fonction de tour illustre´e en Figure 2, est compose´e d’une fonction dite de Feistel F et d’un
 xor avec le bloc de gauche. La fonction de Feistel est sur 32 bits et se de´compose en 4 e´tapes
(dans l’ordre, expansion, xor de cle´, s-box et permutation) :
– L’expansion E (voir Tableau 25 en annexe A.i) transforme 32 bits en 48 bits. Pour cela,
certains bits sont double´s.
– Le  xor  avec les 48 bits de la cle´ de tour Kr, r ∈ [[0, 15]].
– Les S-boxes Si, i ∈ [[1, 8]] sont des fonctions Boole´ennes de 6 bits vers 4. Elles sont repre´sente´es
sous forme de tableaux de 4 lignes et 16 colonnes comme dans le Tableau 1 qui repre´sente la
1e`re s-box du DES, les autres s-boxes sont en annexe A.i dans les Tableaux 27 a` 33.
14 4 13 1 2 15 11 8 3 10 6 12 5 9 0 7
0 15 7 4 14 2 13 1 10 6 12 11 9 5 3 8
4 1 14 8 13 6 2 11 15 12 9 7 3 10 5 0
15 12 8 2 4 9 1 7 5 11 14 3 10 0 6 13
Tableau 1 : S-box 1 du DES
Soit x une entre´e, le bit de poids fort et le bit de poids faible de´terminent la ligne et les
quatre autres bits (ceux du milieu) la colonne de la case de la s-box, dans laquelle se trouve
la valeur de sortie qui lui est associe´e. Prenons un exemple pour la premie`re s-box, S1(x) = y.
Si x = (25)10 = (011001)2, le nume´ro de la ligne est (01)2 = (1)10 et le nume´ro de la colonne
est (1100)2 = (12)10, ⇒ y = (9)10.
– La permutation P , de 32 bits (voir Tableau 26 en annexe A.i).
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Lr Rr
E
Kr
S7S6S5S4S3S2S1S0
P
Rr+1Lr+1
Figure 2 : Fonction de tour du DES.
b) Les proprie´te´s des s-boxes
Les s-boxes du DES respectent un certain nombre de proprie´te´s afin de re´sister a` la cryptanalyse
classique (comme par exemple les attaques diffe´rentielles) et satisfaire au maximum leur taˆche de
confusion.
Brickell dans [5] a justifie´ quelles sont les proprie´te´s respecte´es par les s-boxes du DES.
Proprie´te´ P1 : Chaque ligne d’une s-box est une permutation des entiers de 0 a` 15.
Proprie´te´ P2 : Les s-boxes ne sont ni des fonctions line´aires ni des fonctions affines.
Proprie´te´ P3 : Changer un bit a` l’entre´e d’une s-box implique en changer au moins deux en sortie.
Proprie´te´ P4 : Si(x) et Si(x⊕ (001100)2) doivent diffe´rer d’au moins deux bits.
Proprie´te´ P5 : Si(x) 6= Si(x⊕ (00ab00)2) pour tout a et b.
Proprie´te´ P6 : Les s-boxes doivent eˆtre choisies de fac¸on a` minimiser la diffe´rence entre le nombre
de bits a` 1 et le nombre de bits a` 0, pour toutes les sorties, quand un bit est fixe´ en entre´e.
Ces proprie´te´s sont ve´rifie´es pour de nombreux algorithmes de chiffrement autres que le DES.
Des travaux plus re´cents sur les proprie´te´s des s-boxes d’un algorithme de chiffrement ont e´te´
pre´sente´s par Carlet dans [6].
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1.4.2 Advanced Encryption Standard, AES
L’AES, Advanced Encryption Standard [7] est un algorithme de chiffrement syme´trique, ap-
prouve´ par le NIST en 2001. Il existe sous trois formes 10, 12 ou 14 tours avec des cle´s de respec-
tivement 128, 192 et 256 bits. Il est base´ sur un re´seau de substitution-permutation et non sur un
sche´ma de Feistel comme le DES. Il traite des blocs de 16 octets vus comme une matrice 4 × 4
appele´e state. La Figure 3 illustre l’algorithme.
- - - - - - - - - - - - - - - - - - - - - - - - tour 1 a` 9
- - - - - - - - - - - - - - - - - - - - - - - - tour 0
- - - - - - - - - - - - - - - - - - - - - - - - tour 10
T
SB
SR
MC
SB
SR
C
K0
Kr
K10
Figure 3 : Sche´ma de l’AES de 10 tours
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La fonction de tour de l’AES se de´compose en 4 sous-fonctions.
– Le SubBytes est compose´ de 16 s-boxes identiques. Cette fonction s-box note´e SB, est une
fonction boole´enne de 8 bits vers 8 qui s’applique a` tous les octets du state. Il s’agit de la
fonction qui transforme les e´le´ments de F256 en leurs inverses (0 reste 0), suivie d’une fonction
affine. Elle est de´crite dans le Tableau 34 en annexe A.ii.
– Le ShiftRow note´ SR, de´place cycliquement vers la gauche les trois dernie`res lignes du state
de respectivement un, deux et trois e´le´ments.
– Le MixColumn note´ MC, applique une transformation line´aire dans GF (28) aux colonnes
du state. Plus pre´cise´ment c’est le produit d’un vecteur colonne du state et d’une matrice
de´finie dans la Figure 42 en annexe A.ii.
– Le AddRoundKey effectue le ”xor” avec la cle´ de tour.
Les fonctions SR et MC servent a` la diffusion ; un bit change´ sur un octet affecte l’ensemble du
state, apre`s deux tours. Il est important de pre´ciser que le tour 0 de l’AES ne fait qu’un xor avec
la premie`re cle´, et le dernier tour ne contient pas de MC.
Une cle´ de tour d’AES est repre´sente´e comme le state sous la forme d’une matrice 4× 4. Ainsi
l’emplacement de chacun des octets est note´ par un couple (l, c), repre´sentant respectivement la
ligne et la colonne dans la matrice.
Pour un AES128, la cle´ maˆıtre K est la cle´ du tour 0, K0. La cle´ de tour Kr+1 est obtenue a` partir
de la cle´ du tour pre´ce´dent Kr, en utilisant la fonction KeyExpansion de´crite dans l’e´quation (1)
suivante : {
Kl,0r+1 = SB
(
K
(l+1) mod 4,3
r
)
⊕ rcon(l, r)⊕Kl,0r ∀l ∈ [[0, 3]]
Kl,cr+1 = K
l,c
r ⊕Kl,c−1r+1 ∀l ∈ [[0, 3]] and c ∈ [[1, 3]]
(1)
avec SB la fonction s-box et rcon de´signe une matrice constante de taille 4× 10.
Pour un AES192 la cle´ maˆıtre est de taille 6 colonnes (cle´ du tour 0 et les deux premie`res colonnes
du tour 1). La transformation est la meˆme que pour AES128 applique´e toutes les 6 colonnes. Pour un
AES256 la cle´ maˆıtre est de taille 8 colonnes (cle´s des tours 0 et 1). Tous les states des cle´s de tours
suivants sont calcule´s alternativement par la meˆme transformation et une autre transformation
simplifie´e, juste une SB.
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2 La cryptanalyse
La cryptanalyse dans au sens ge´ne´rale du terme a pour but d’invalider des proprie´te´s crypto-
graphiques. C’est pourquoi, nous pre´cisons que cette partie est oriente´e pour la cryptanalyse des
algorithmes de chiffrement.
2.1 De´finition de la cryptanalyse
De´finition 9 : La cryptanalyse consiste a` tenter de retrouver un message ayant e´te´ chiffre´ sans
posse´der la cle´ de chiffrement, on parle aussi de de´cryptage. Il peut aussi s’agir d’eˆtre capable de
retrouver tous les messages en retrouvant la cle´ de chiffrement.
De´finition 10 : Un attaquant est une personne qui souhaite obtenir des informations prote´ge´es
par de la cryptographie qui ne lui sont pas destine´es. Pour cela, il va devoir faire de la cryptanalyse.
De manie`re ge´ne´rale, ce que recherche l’attaquant est appele´e la cible, il peut s’agir de la cle´
de chiffrement, des textes clairs.
La Figure 4 pre´sente une vision sche´matique du positionnement de la cryptanalyse par rapport
a` la cryptographie.
Cle´ K Cle´ K
Clair T Chiffrement Chiffre´ C De´chiffrement Clair T
Cryptanalyse
Clair T ou Cle´ K
Figure 4 : Sche´ma de la cryptographie et de la cryptanalyse
Le terme d’attaque est e´galement employe´ pour e´voquer la cryptanalyse. Un attaquant peut
avoir acce`s a` diffe´rents niveaux de connaissance.
– Les attaques a` texte(s) chiffre´(s) seulement :
l’attaquant n’a connaissance que d’un ou plusieurs textes chiffre´s.
– Les attaques a` clairs connus :
l’attaquant connaˆıt plusieurs couples : (textes clairs, textes chiffre´s).
– Les attaques a` clairs choisis :
l’attaquant a acce`s aux couples : (textes clairs qu’il choisit, textes chiffre´s).
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– Les attaques a` chiffre´s choisis :
l’attaquant peut de´chiffrer des chiffre´s de son choix, mais il ne connaˆıt pas la cle´.
2.2 La cryptanalyse classique ou the´orique
La cryptanalyse classique se scinde en deux grandes familles, la cryptanalyse line´aire et la cryp-
tanalyse diffe´rentielle.
De´finition 11 : La cryptanalyse line´aire consiste a` trouver une relation line´aire entre certains
bits du texte clair et certains bits du texte chiffre´.
Les algorithmes modernes de chiffrement sont re´sistants a` la cryptanalyse line´aire.
De´finition 12 : La cryptanalyse diffe´rentielle est une attaque a` clair choisi, introduite dans [8]
par Biham et Shamir. Elle consiste a` conside´rer des couples de clairs pre´sentant une diffe´rence fixe´e
et a` e´tudier comment peut se propager cette diffe´rence au fur et a` mesure du chiffrement.
La cryptanalyse diffe´rentielle, plus re´cente que la cryptanalyse line´aire, a e´te´ tre`s employe´e afin
d’attaquer les algorithmes de chiffrement par blocs. Ainsi, les algorithmes re´cents sont conc¸us pour
re´sister (au mieux) a` ce type d’attaques.
En 2007, un nouveau genre de cryptanalyse appele´ attaques alge´briques, a e´te´ introduit. Une
approche des attaques alge´briques sur AES est pre´sente´e en [9].
De´finition 13 : La cryptanalyse alge´brique re´e´crit le chiffrement sous forme d’un syste`me
d’e´quations polynomiales. Les variables repre´sentant les bits de cle´, l’attaque consiste a` re´soudre ce
syste`me.
2.3 Les attaques physiques
2.3.1 Attaques physiques mate´rielles
Un algorithme cryptographique est conc¸u pour eˆtre robuste mathe´matiquement, re´sistant a` la
cryptanalyse classique. Cependant, une fois imple´mente´ dans un circuit, un attaquant peut utiliser
les failles de ce dernier. Il s’agit alors d’attaques physiques.
De´finition 14 : Les attaques physiques sont l’ensemble des techniques de cryptanalyse exploi-
tant le fonctionnement du circuit. Elles s’opposent a` la cryptanalyse au sens classique car elles ne
permettent pas d’attaquer l’algorithme en soit, mais son imple´mentation logicielle ou mate´rielle.
Dans le domaine des attaques physiques, il est important de diffe´rencier les donne´es (exemple :
texte clair T ) des mesures (exemple : mesures de la consommation de courant).
De´finition 15 : Une donne´e est une variable discre`te, traite´e par un algorithme. Une mesure est
une approximation d’une grandeur physique (continue) par un outil.
Dans cette the`se, nous nous sommes focalise´s sur les attaques physiques mate´rielles et non
logicielles. Dans cette cate´gorie des attaques physiques mate´rielles, trois classes d’attaques se dis-
tinguent entre elles.
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– Les attaques invasives sont ge´ne´ralement les attaques les plus couˆteuses, tant en termes
de temps que d’e´quipements spe´cifiques. Elles sont ge´ne´ralement mene´es par des experts
et se de´roulent en deux e´tapes, la pre´paration du circuit, puis l’attaque proprement dite.
Ces attaques pe´ne`trent physiquement le circuit afin d’ope´rer a` des observations directes ou
des modifications. Elles sont extreˆmement performantes, mais pre´sentent cependant deux in-
conve´nients majeurs. Elles alte`rent parfois la fonctionnalite´ du circuit et elles ont un fort taux
d’e´chec.
– Les attaques semi-invasives ne´cessitent ge´ne´ralement d’avoir acce`s a` la surface du circuit,
donc d’effectuer une de´capsulation totale ou partielle. Cependant aucune connexion directe
n’est ne´cessaire. Elles sont moins couˆteuses que les attaques invasives, ne´cessitent moins de
mate´riel, et permettent d’obtenir des re´sultats rapidement.
– Les attaques non-invasives consistent en l’analyse du comportement du circuit sans affecter
son inte´grite´.
Il existe deux grandes familles d’attaques physiques mate´rielles :
– attaques par observation ou par canaux auxiliaires 1,
– attaques par injections de fautes.
2.3.2 Attaques par observation
De´finition 16 : Les attaques par observation ou par canaux auxiliaires note´es SCA (Side
Channel Analysis) se basent sur l’observation du circuit pendant l’exe´cution des calculs lie´s au
chiffrement.
Si un algorithme est the´oriquement  suˆr , le circuit dans lequel il est imple´mente´ ne l’est
pas force´ment. C’est la frontie`re entre la the´orie et la pratique. L’algorithme de chiffrement est
the´orique, le circuit lui est bien concret. Ainsi ce dernier a une consommation de courant, un temps
de calcul etc. Ce sont ces parame`tres physiques qui peuvent nuire a` la se´curite´ de notre algorithme
de chiffrement. Ces parame`tres ne sont pas faciles a` anticiper d’un point de vue the´orique, on parle
de fuite d’information par un canal auxiliaire. De plus, seules des mesures de ces parame`tres
physiques peuvent eˆtre obtenues, ces mesures de´pendent donc a` la fois de la fuite mais aussi de
l’appareil de mesure.
Ce type d’attaque est the´oriquement non-invasive ; en pratique, l’attaquant peut vouloir acque´rir
des mesures a` un emplacement pre´cis du circuit et finalement la re´alisation implique une attaque
invasive ou semi-invasive.
2.3.3 Attaques par injection de fautes
De´finition 17 : Les attaques par injection de fautes note´es FIA (Fault Injection Analysis)
exploitent l’effet d’une perturbation intentionnelle sur le fonctionnement du circuit.
Les attaques par injection de fautes se basent sur l’ide´e de venir perturber le circuit. Pour une
attaque, une ou plusieurs injection(s) peu(ven)t avoir lieu. Chaque injection conduit a` une pertur-
bation appele´e faute ou erreur note´e e. Deux cas se distinguent alors, le comportement normal du
1. Dans la litte´rature le terme attaques par canaux auxiliaires est parfois utilise´ pour l’ensemble des attaques
physiques. Le terme d’attaque par canaux cache´s est e´galement utilise´ pour les attaques par observation, cependant
il est utilise´ pour un canal non re´pertorie´ (voir [10]).
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circuit et le comportement perturbe´ du circuit.
Les attaques FIA sont ge´ne´ralement puissantes. Cependant, ce sont ge´ne´ralement des attaques
invasives ou semi-invasives, elles comportent un risque non ne´gligeable qui est l’endommagement
voir la destruction du circuit. En effet, les outils d’injection tels que le laser (Figure 5) peuvent
de´truire une partie du circuit. C’est pourquoi, lors d’une attaque par injection de fautes, l’attaquant
cherche ge´ne´ralement a` minimiser le nombre de fautes a` injecter, afin de limiter les risques de
destruction meˆme partielle du circuit.
Les moyens pour injecter une faute dans un circuit sont divers et varie´s : laser, modification de
la tension, modification de l’horloge interne du circuit, etc.
Figure 5 : Le laser, un outil semi-invasif pour injecter des fautes et re´aliser des attaques. Le laser
pre´sente´ ici, provient de la plateforme Micro-Packs.
20
I. Introduction 2. La cryptanalyse
De´finition 18 : Les attaques de type DFA (Differential Fault Analysis) sont une technique de
cryptanalyse qui exploitent des re´sultats errone´s obtenus par injection de fautes. L’analyse de ces
re´sultats se fait au niveau des donne´es.
Des exemples de DFA sont en [11, 12, 13, 14, 15, 16, 17, 18]. Lorsqu’une donne´e manipule´e
par l’algorithme devient errone´e elle est dite faute´e et est note´e d’une e´toile en exposant ∗. La
diffe´rentielle entre une valeur a et une valeur a∗ est note´s ∆a.
2.3.4 Attaques hybrides
Les principes des attaques par observation et par injection de fautes, semblent tre`s e´loigne´s.
Cependant, des attaques re´centes combinent de plus en plus canaux auxiliaires et injection de fautes,
elles sont dites hybrides (exemples : la FSA (Fault Sensitive Analysis [19]) et la DBA (Differential
Behaviour Analysis [20])). Il y a bien des injections de fautes, cependant les re´sultats faute´s ne sont
pas utilise´s comme dans une DFA. Ce qui inte´resse l’attaquant c’est sous quelles conditions la faute
apparaˆıt. Il observe le comportement du circuit en re´ponse au processus d’injection de fautes. La
re´action a` la tentative d’injection de fautes est perc¸ue comme une fuite via un canal auxiliaire.
2.3.5 Les cibles des attaques physiques mate´rielles
En cryptanalyse classique la cible est le texte clair ou la cle´ de chiffrement. Cependant les at-
taques physiques ont d’autres utilisations, par exemple : faire de la re´tro-conception, de´tecter des
chevaux de Troie etc. Dans cette the`se, nous nous inte´ressons a` deux objectifs des attaques phy-
siques : la recherche de cle´ et la re´tro-conception.
De´finition 19 : On appelle re´tro-conception d’un algorithme cryptographique, la recherche d’une
partie ou de la totalite´ de celui-ci.
Bien que le principe de Kerckhoff [1] insiste sur le fait que la se´curite´ d’un algorithme ne doit
pas reposer sur la connaissance de celui-ci , il existe un certain nombre d’algorithmes prive´s. Par
exemple l’algorithme de chiffrement par blocs Cryptomeria (C2) [21] est un algorithme proprie´taire
pour la protection de DVDs. Un autre exemple est la suite d’algorithmes A3/A5/A8 utilise´s dans
les applications GSM. Dans [22], Clavier et al. les restituent en utilisant des attaques physiques.
Cependant cre´er un nouvel algorithme de chiffrement n’est pas chose aise´e. C’est pourquoi,
de nombreux algorithmes prive´s s’inspirent d’algorithmes de´ja` existants. Parfois il s’agit juste de
modifier les tables de permutation et de substitution. L’attaque pre´sente´e par Wurcker et al. [23]
est une parfaite illustration des attaques pour la re´tro-conception ; dans ce papier, leur but est de
retrouver un AES ou` toutes les tables (SB, MC et SR) sont inconnues. Un autre exemple est
l’attaque de Rivain et al. [24].
Les attaques physiques pour la re´tro-conception utilisant les canaux auxiliaires sont note´es
SCARE (Side Channel Attack Reverse Engineering) et FIRE (Fault Injection Reverse Engineering)
celles utilisant des injections de fautes.
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3 Les Circuits e´lectroniques
3.1 Les diffe´rents niveaux d’abstraction en informatique.
De´finition 20 : Un syste`me informatique est un ensemble d’e´le´ments de type logiciel (software)
et mate´riel (hardware), mis ensemble pour collaborer dans l’exe´cution d’une application.
Entre l’algorithme conc¸u de manie`re the´orique et sa mise en pratique par un circuit (appele´e
aussi imple´mentation logicielle ou mate´rielle) il y a diffe´rents niveaux d’abstraction. A` chaque niveau
d’abstraction, de nouvelles failles sont possibles, c’est pour cela que les algorithmes de chiffrement
the´oriques ne peuvent pas anticiper toutes les attaques (pre´sentes et futures) a` la fois. Nous donnons
la liste exhaustive des diffe´rents niveaux.
1. Algorithme : la the´orie.
2. Langage de programmation (C, java, matlab etc..)
Une fois conc¸u, l’algorithme est de´crit par un informaticien en langage de programmation.
Le programme est alors compile´ afin d’eˆtre traduit en langage machine en un ensemble d’ins-
tructions diffe´rentes.
3. Architecture de la machine et micro-architecture
Le processeur ou CPU (Central Processing Unit) est le composant de l’ordinateur qui exe´cute
les instructions machines. Un processeur construit en un seul circuit inte´gre´ est appele´ mi-
croprocesseur. Un programmeur peut choisir de se placer directement a` ce niveau et coder
directement en assembleur (langage machine) ; ce qui est souvent le cas dans la conception de
circuits se´curise´s.
4. Circuits logiques
Une instruction de type ALU (Arithmetic Logic Unit) se de´compose en fonctions boole´ennes.
Elles sont mises en œuvre en e´lectronique sous forme de portes logiques.
5. Transistors : dispositifs semi-conducteurs qui permet de controˆler un courant (ou une ten-
sion). Les portes logiques sont construites a` partir de plusieurs transistors connecte´s de
manie`re ade´quate. Dans un transistor, un 0 logique correspond a` une tension en dessous
d’une certaine valeur sinon cela correspond a` un 1 logique.
Les attaques physiques mate´rielles se situent au niveau  circuits logiques  ou  transistors  ;
dans cette the`se nous nous situons au niveau :  circuits logiques .
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3.2 Les circuits utilise´s dans la the`se.
Bien que cette the`se ait un cadre relativement the´orique, des attaques physiques ont ne´anmoins
e´te´ re´alise´es en pratique sur des microcontroˆleurs : un atmega, un stm32 et sur un fpga.
De´finition 21 : Un microcontroˆleur est un circuit inte´gre´ synchrone qui rassemble les e´le´ments
essentiels d’un ordinateur : processeur, me´moires, unite´s pe´riphe´riques et interfaces d’entre´es-sorties.
Ils sont fre´quemment utilise´s dans les syste`mes embarque´s.
De´finition 22 : Un fpga (Field-Programmable Gate Array) est un circuit inte´gre´ logique
qui peut eˆtre reconfigure´. On se substitue au processeur en choisissant les connexions des portes
logiques entre elles. Il permet de simuler un circuit de´die´. C’est un compromis tre`s rentable qui
permet d’e´conomiser le temps et le couˆt de fabrication d’un vrai circuit.
3.2.1 Contraintes temporelles des circuits.
De´finition 23 : Un circuit synchrone est un circuit e´lectronique nume´rique qui fonctionne a` un
rythme cadence´ par une horloge interne.
De´finition 24 : Un circuit asynchrone par opposition au circuit synchrone est un circuit e´lectro-
nique nume´rique qui n’utilise pas de signal d’horloge global pour synchroniser ses diffe´rents e´le´ments.
Les circuits utilise´s dans cette the`se sont tous des circuits synchrones. Un circuit synchrone
est constitue´ d’un ou plusieurs blocs logiques encadre´s par des registres cadence´s par une horloge
interne commune, note´e clk (clock). Les blocs logiques correspondent aux fonctions utilise´es par
l’algorithme the´orique. Les registres sont des  e´le´ments me´moire  du circuit, correspondant aux
blocs de l’algorithme de chiffrement par blocs.
L’horloge interne donne a` intervalles re´guliers, une impulsion e´lectrique, simultane´ment a` tous
les composants du processeur. A` chaque front montant de l’horloge, les donne´es sont mises a` jour a`
la sortie des registres. La Figure 6 repre´sente la logique synchrone des circuits, les droites verticales
rouges repre´sentent les fronts montants de l’horloge.
Registre Logique Registre
clk
donne´es
Figure 6 : Repre´sentation de la logique synchrone
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Il apparaˆıt e´vident que la pe´riode d’horloge doit eˆtre suffisamment longue pour assurer un bon
de´roulement des calculs. Plus pre´cise´ment, nous avons les notations suivantes :
– tclk : la pe´riode d’horloge.
– tMax : le temps auquel a lieu le dernier changement de valeur des donne´es en entre´e des
registres avant d’eˆtre stable, C’est le temps du bit qui a le chemin le plus long pour aller d’un
registre a` un autre.
– ts : le temps pendant lequel la donne´e doit rester stable en entre´e d’un registre pour eˆtre
e´chantillonne´e correctement.
L’e´quation suivante doit toujours eˆtre ve´rifie´e :
tclk > tMax + ts . (2)
3.2.2 Consommation de courant et e´mission d’ondes e´lectromagne´tiques
Un courant e´lectrique est un de´placement de charges e´lectriques, ge´ne´ralement des e´lectrons,
au sein d’un mate´riau conducteur. Chaque instruction re´alise´e par un circuit met en œuvre un
certain nombre de transistors. A` chaque instant, la mesure de l’intensite´ du courant e´lectrique
consomme´e (appele´e consommation de courant) refle`te l’activite´ du circuit. Certaines ope´rations,
plus couˆteuses, augmentent la consommation e´lectrique du circuit, notamment a` cause de l’utilisa-
tion de plus de composants.
En cryptanalyse mate´rielle, l’analyse de consommation du courant a pour but de de´couvrir des
informations secre`tes.
Les e´missions d’ondes e´lectromagne´tiques des circuits sont cause´es par la circulation de
courant au sein du circuit. Cette circulation de charges dans le conducteur produit un champ
e´lectromagne´tique compose´ d’un champ magne´tique et d’un champ e´lectrique, mathe´matiquement
relie´s par les e´quations de Maxwell. Ces ondes e´lectromagne´tiques se propagent dans l’espace et
ainsi peuvent eˆtre capte´es par une sonde. La sonde doit ge´ne´ralement eˆtre positionne´e aussi pre`s
que possible de la surface active du circuit.
En cryptanalyse mate´rielle, l’analyse d’e´mission d’ondes e´lectromagne´tiques note´e (EM) consiste
a` e´tudier le rayonnement e´lectromagne´tique provenant d’un circuit pour obtenir des informations
secre`tes.
L’avantage majeur des analyses EM par rapport aux analyses par consommation de courant
est le fait que les mesures sont prises localement. Cependant, les mesures EM sont souvent plus
sensibles au bruit et sont tre`s de´pendantes du positionnement de la sonde.
La consommation de courant et l’EM sont e´troitement lie´es, ainsi elles sont souvent mode´lise´es
et utilise´es de manie`re tre`s similaire.
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4 Description des bancs
Dans ce paragraphe les bancs EM et  clock glitch , qui ont permis de re´aliser des attaques en
pratique, sont pre´sente´s.
4.1 Banc EM
Les mesures EM ont e´te´ re´alise´es, en suivant les protocoles expe´rimentaux de Dehbaoui [25] et
d’Aboulkassimi et al. [26].
Le banc d’acquisition des courbes EM est constitue´ d’une sonde EM rfu-2 de la marque Langer,
d’un oscilloscope Tektronix dpo7104 avec amplificateur (Figure 7) et d’un ordinateur de controˆle.
Figure 7 : Oscilloscope, sur l’e´cran nous pouvons voir l’exe´cution d’un AES.
Figure 8 : Sonde EM au contact d’un fpga
La sonde est mise au contact du circuit et est branche´e a` un oscilloscope qui enregistre les
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mesures, comme illustre´ dans la Figure 8. Le circuit (fpga, stm32 ou atmega) est lui aussi branche´
a` l’oscilloscope pour envoyer le signal de trigger. L’ordinateur controˆle le circuit, c’est a` dire que c’est
lui qui envoie la commande de chiffrement. Le signal du trigger informe l’oscilloscope du moment
ou` il doit enregistrer les donne´es fournies par la sonde. Pour finir l’oscilloscope envoie les courbes
a` l’ordinateur de controˆle qui peut alors les analyser (dans notre cas, avec Matlab). La Figure 9
illustre le protocole expe´rimental.
Ordinateur de controˆle Circuit
Sonde
Oscilloscope
Envoie les courbes
Envoie les mesures a` l’oscilloscope
Commande le circuit
Envoie du trigger
Mesure des ondes
Figure 9 : Repre´sentation sche´matique du banc EM.
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4.2 Banc d’injection de fautes
Les attaques qui perturbent la synchronisation de l’horloge sont appele´es attaques par clock glitch.
Dans cette the`se, des attaques de ce type ont e´te´ re´alise´es sur fpga Spartan Virtex 5, en suivant
le protocole expe´rimental de´crit dans les publications de Zussa et al. [27, 28].
Dans une attaque par clock glith, l’horloge est perturbe´e soit par modification soit par substitu-
tion. L’ine´quation (2) indique qu’en re´duisant la pe´riode d’horloge tclk a` une pe´riode suffisamment
courte t∗clk, les calculs ne sont pas e´value´s correctement, ce phe´nome`ne est appele´ violation des
contraintes temporelles. Nous avons l’ine´e´quation suivante :
t∗clk < tMax + ts < tclk .
La modification de l’horloge est illustre´e en Figure 10.
tclk
tMax + ts
t∗clk
clk
clk∗
Figure 10 : Sche´ma du glitch d’horloge the´oriquement injecte´
En pratique, la Figure 11 est une photo du banc d’injection de glitch d’horloge. Le fpga de
gauche (Virtex 5) ge´ne`re l’horloge  glitche´e  qui cadence le fpga de droite (Spartan 3) sur lequel
l’AES est imple´mente´. La synchronisation se fait avec un signal du trigger.
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Figure 11 : Banc d’injection de fautes par glitchs d’horloge
La Figure 12 pre´sente le  glitch  d’horloge injecte´, observe´ sur un oscilloscope. La premie`re
courbe bleue repre´sente l’horloge interne normale, la seconde l’horloge modifie´e. La courbe en rose
repre´sente le temps de calcul d’un AES.
Figure 12 : Capture d’oscilloscope d’un glitch d’horloge
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5 Plan de la the`se
Dans un premier temps (chapitre II), le formalisme des attaques physiques est aborde´. La des-
cription des attaques physiques par le formalisme, puis l’outil de comparaison y sont pre´sente´s. Des
exemples d’attaques sont e´galement de´crits afin d’illustrer la mise en pratique du formalisme. Ces
travaux ont e´te´ expose´s a` Chip-to Cloud 2013 [29] et publie´s sur Cryptology ePrint [30].
Au chapitre III une nouvelle attaque physique issue du formalisme est pre´sente´e de manie`re
the´orique, elle n’a pas encore e´te´ re´alise´e en pratique. Ce chapitre est un travail collaboratif avec
Ronan Lashermes doctorant au CEA-Tech, Jean-Yves Zie Diali stagiaire au CEA-tech, Antoine
Wurcker doctorant a` Limoges au laboratoire Xlim et son directeur Christophe Clavier. Ce chapitre
est donc en collaboration avec la the`se d’Antoine Wurcker portant sur :  l’e´tude de la se´curite´
d’algorithmes de cryptographie embarque´e vis-a`-vis des attaques par analyse de la consommation de
courant . Cette the`se concerne la conception de nouvelles attaques et de nouvelles contre-mesures
dans le domaine de l’analyse de courant sur des fonctions cryptographiques.
Le chapitre IV pre´sente une e´tude ge´ne´rique d’attaques par injection de fautes, sur un type de
chiffrement bien pre´cis qui sont les sche´mas de Feistel ge´ne´ralise´s.
L’objectif est d’anticiper de manie`re the´orique, les registres a` cibler pour re´aliser une attaque
de type DFA. Cette e´tude est un travail collaboratif avec Gae¨l Thomas doctorant a` Limoges au
laboratoire Xlim, encadre´ et dirige´ par Thierry Berger et Marine Minier. Les travaux de recherche
de Gae¨l Thomas portent sur  l’utilisation en cryptographie syme´trique de certaines classes d’au-
tomates dont la fonction de transition dispose d’une structure alge´brique forte . Il a notamment
e´tudie´ les proprie´te´s dites structurelles des sche´mas de Feistel ge´ne´ralise´s qui sont, avec les re´seaux
substitution-permutation, l’une des grandes familles de chiffrement par blocs.
Les travaux de ce chapitre seront pre´sente´s a` FDTC 2014.
Le chapitre V s’inte´resse a` la re´tro-conception d’un pseudo DES dont les s-boxes sont inconnues.
Une nouvelle attaque de type FIRE y est de´crite. Elle a e´te´ pre´sente´e a` Chip-to Cloud 2013 [31],
et publie´e a` FPS 2013 [32].
Ce chapitre est un travail collaboratif avec Sylvain Guilley de Telecom Paris-Tech.
Pour finir la conclusion est en chapitre VI.
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1 Objectifs et e´tat de l’Art
Bien que les attaques physiques aient des principes et des cibles distincts, cette the`se pre´sente
un formalisme qui permet d’unifier toutes ces attaques. En e´crivant les attaques physiques sous une
meˆme forme, nous constatons qu’il est plus facile de les comparer entre elles. Le formalisme peut
eˆtre vu comme une sorte de guide. Il a un roˆle descriptif et comparatif.
A formalism to compare xem all,
A formalism to combine xem,
A formalism to find xem all,
And in xe cryptanalysis bind xem.
De nombreux formalismes ont de´ja` e´te´ introduits. Cependant, ils sont axe´s soit sur les attaques
SCA [33, 34, 35, 36, 37, 38, 39, 40, 41] soit les attaques FIA [42, 43, 44], mais jamais ils ne regroupent
les deux familles. Pourtant, les attaques hybrides attestent l’existence d’un lien entre les deux.
Dans [37], Standaert et al. s’inte´ressent aux liens entre pratique et the´orie pour les attaques
par observation. Notre formalisme e´largit l’e´tude aux attaques par injection de fautes. Le de´bat
pour savoir si le terme  attaques par canaux auxiliaires  de´signe les attaques par observations
ou attaques physiques en ge´ne´rale ; met en e´vidence le fait que la distinction entre attaques par
observation et attaques par injection de fautes est parfois difficile. Ces types d’attaques sont en
effet tre`s proches, d’un point de vue the´orique. Dans cette the`se, graˆce au formalisme, toutes les
attaques physiques mate´rielles se de´crivent de la meˆme manie`re sans distinction.
Notre formalisme de´compose les attaques physiques en diffe´rentes e´tapes. Notre approche est
assez proche de [37] au niveau de la description des variables et de [36] dans la de´composition en
e´tapes des attaques. Par ailleurs, cette de´composition nous permet d’e´valuer l’attaque en de´tails et
non uniquement dans sa globalite´. Dans le formalisme, une attaque est vue comme un ensemble de
parame`tres choisis a` chaque e´tape, pouvant eˆtre modifie´s quasi se´pare´ment les uns des autres, pour
former de nouvelles attaques.
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2 Description du formalisme en trois e´tapes
Dans cette partie, nous proposons une me´thode pour de´crire les attaques physiques via notre
formalisme. Ce dernier de´compose les attaques physiques en trois e´tapes. La cible est note´e K quelle
que soit sa nature (cle´ ou partie d’algorithme).
2.1 E´tape 1 : campagne.
De´finition 25 : Une expe´rience E est l’exe´cution du processus de chiffrement par un circuit, avec
ou sans perturbation. Un ensemble de n expe´riences est appele´ campagne.
De´finition 26 : Une observable est une donne´e ou une mesure que l’attaquant acquiert durant
une expe´rience. Le re´sultat d’une expe´rience est un couple d’observables (OS , OR). OS est appele´
observable stimulus et OR observable re´action.
Les observables les plus souvent rencontre´es sont :
– le texte clair T ,
– le texte chiffre´ C,
– un texte chiffre´ faute´ C∗,
– une mesure de la consommation de courant (note´ Conso),
– une mesure du temps de calcul,
– une sensibilite´ a` une faute,
– une mesure EM.
L’exemple typique de couple d’observables, dans une attaque par observation est :
(OS = T,OR = Conso) .
L’exemple typique de couples d’observable dans une attaque par injection de fautes est :
(OS = C,OR = C
∗) .
De´finition 27 : La relation exploitable ou chemin d’attaque R permet de faire le lien entre
les observables (OS , OR) et la cible K. Elle est compose´e d’une ou plusieurs fonction(s) physique(s)
note´es fj et de fonctions gj base´es sur l’algorithme
1.
OR = R(OS ,K)
R = f1 ◦ g1 ◦ · · · ◦ fn ◦ gn
(3)
Les fonctions physiques sont lie´es au comportement du circuit. Il est difficile de de´terminer tous
les parame`tres qu’elles utilisent. Ainsi, elles n’ont pas d’e´criture alge´brique connue. Dans [45, 46],
les fonctions physiques pour les attaques par observations, sont de´crites comme des fonctions aux-
quelles est ajoute´e une valeur ale´atoire repre´sentant un bruit. Dans le cadre de cette the`se, nous
choisissons la de´finition suivante.
De´finition 28 : Une fonction physique est une transformation lie´e au circuit, que l’attaquant ne
sait pas de´crire mathe´matiquement. En effet, c’est une transformation stochastique, a` une meˆme
entre´e elle n’associe pas toujours la meˆme sortie.
1. Il est important de pre´ciser que la composition ◦ n’est pas la composition au sens mathe´matique classique du
terme car les fonctions physiques ne sont pas de´terministes.
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Une fonction physique est appele´e fonction de fuite dans les attaques par observation et fonction
d’erreur dans les attaques par injection de fautes.
Le plus souvent, il n’y a qu’une seule fonction physique dans le chemin d’attaque. Un exemple
classique de chemin d’attaque par observation de courant, sur l’AES, pour retrouver la cle´ du
premier tour est :
R = f ◦ g = conso︸ ︷︷ ︸
f
◦SB ◦ ⊕︸ ︷︷ ︸
g
. (4)
Ce qui donne :
R(T,K0) = conso(SB(K0 ⊕ T )) = Conso .
Les exemples les plus connus de fonctions physiques sont les suivants :
– la consommation de courant conso,
– l’e´mission d’ondes e´lectromagne´tiques em,
– le processus d’injection de fautes  ,
– le temps de calcul.
Les fonctions gj sont des fonctions de l’algorithme attaque´ ou leurs inverses ou une fonction com-
pose´e de ces meˆmes fonctions. Ainsi, dans le cas de l’AES les gj se composent dans {SB, SR,MC,⊕}
et leurs inverses.
Pour eˆtre tout a` fait exact et cohe´rent avec les notations, les fonctions gj et fj prennent jusqu’a`
3 valeurs en entre´e (K, OS , une image retourne´e par une fonction pre´ce´dente du chemin d’attaque).
Ceci est illustre´ et de´taille´ dans les exemples section 3.
2.2 E´tape 2 : pre´dictions
Les attaques physiques sont de type  diviser pour re´gner . La cible n’est jamais attaque´e
entie`rement en une seule fois, elle est partitionne´e en petits fragments. Les hypothe`ses sur la cible
K sont note´es k. La bonne hypothe`se sur la cible est note´e kˆ. Le domaine de de´finition des hy-
pothe`ses note´ K, doit avoir un cardinal suffisamment petit. La puissance doit eˆtre suffisante pour
pouvoir prendre en compte toutes les hypothe`ses k. Par exemple, si le but est de retrouver la cle´
de chiffrement d’un AES, ge´ne´ralement seul un octet d’une cle´ de tour est attaque´, a` la fois. Ainsi,
K = [[0, 255]] et son cardinal est 256.
Le but de l’attaquant est de discerner la bonne hypothe`se des autres. Pour cela il va reprendre le
chemin d’attaque R pour construire une pre´diction pour chacune des hypothe`ses k. Le proble`me
vient alors des fonctions physiques f qui n’ont pas d’e´criture mathe´matique connue.
De´finition 29 : Un mode`le est une fonction mathe´matique ayant pour but d’approcher le com-
portement d’une fonction physique.
En reprenant l’e´quation (3), chaque fonction physique est remplace´e par un mode`le. La relation
Rm est alors appele´e chemin d’attaque the´orique. Pour chaque observable OS et chaque hy-
pothe`se k, une pre´diction Pm,k associe´e a` un ensemble m de mode`les mj choisis (un par fonction
physique), est calcule´e. L’ensemble des pre´dictions est note´ P.
Pm,k = Rm(OS , k)
Rm = m1 ◦ g1 ◦ · · · ◦mn ◦ gn
(5)
En pratique, aucun mode`le ne peut pas correspondre parfaitement a` la re´alite´. De plus, diffe´rents
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mode`les peuvent approcher la meˆme fonction physique. Dans ce cas, un ensemble d’ensembles de
mode`les est note´ m = {mi}, tel que mi = {mi,j}, j faisant re´fe´rence a` la fonction physique et i
aux diffe´rents mode`les possibles. Par abus de notation, nous notons mi sans indice j lorsqu’il n’y a
qu’une fonction physique f dans R.
Deux exemples de mode`les :
1. Les mode`les les plus courants pour les fonctions de fuite sont le poids de Hamming HW et la
distance de Hamming HD.
De´finition 30 : Le poids de Hamming note´ HW d’un mot binaire est le nombre de bits
a` 1. La distance de Hamming note´e HD entre deux mots binaires est le nombre de bits
ayant change´s de valeurs.
En reprenant l’exemple du paragraphe pre´ce´dent, en e´quation (4), cela donne, par exemple :
RHW = m ◦ g = HW︸︷︷︸
m
◦SB ◦ ⊕︸ ︷︷ ︸
g
.
2. Pour une injection de faute mono-bit sur un octet, la fonction  xor  peut permettre de
construire 8 mode`les diffe´rents :
m = {⊕20,⊕21,⊕22,⊕23,⊕24,⊕25,⊕26,⊕27}.
Certains mode`les sont meilleurs que d’autres. Le choix est alors le suivant : savoir si les mode`les
sont utilise´s se´pare´ment ou non. Ge´ne´ralement, dans l’exemple 1 ci dessus, le choix est un  ou
exclusif  : HW ou HD ; alors que dans l’exemple 2, les 8 mode`les sont pris en conside´ration
simultane´ment.
2.3 E´tape 3 : confrontation
2.3.1 Retrouver la cible graˆce a` un distingueur
Cette ultime e´tape permet de retrouver la cible K, si l’attaque a re´ussi.
De´finition 31 : Un distingueur est un outil statistique qui permet de faire ressortir une hypothe`se
kd en utilisant OR et les Pm,k comme des variables ale´atoires. L’attaque a re´ussi lorsque kd = kˆ.
Ge´ne´ralement le choix du distingueur de´pend de la quantite´ des e´chantillons de la campagne et
de la qualite´ du ou des mode`les. Plus le mode`le est proche de la fonction physique, moins le choix
du distingueur n’a d’impact sur la re´ussite de l’attaque.
De nombreuses recherches portent sur la comparaison des distingueurs et la recherche du dis-
tingueur ide´al. Un travail de comparaison des distingueurs a e´te´ re´alise´ dans [47]. Dans [34], et
[40] Standaert et al. rame`nent les attaques SCA classiques a` la forme de DPA (Differential Power
Analysis). Dans [48] Doget et al. montrent l’e´quivalence de nombreux distingueurs. Ces travaux font
remarquer que l’e´tape du distingueur ne de´finit pas l’attaque en elle-meˆme puisqu’ils conside`rent
comme e´quivalentes plusieurs attaques ou` seul le distingueur diffe`re. Pour cela ils se rame`nent a` un
distingueur commun.
Cependant le de´bat sur les diffe´rents distingueurs et la recherche de nouveaux toujours plus
performants n’est pas un axe de recherche de cette the`se, ainsi seule une bre`ve description des plus
connus est pre´sente´e.
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2.3.2 Les distingueurs les plus utilise´s
Pm,k et OR sont deux variables ale´atoires pouvant eˆtre discre`tes ou continues. Afin d’ame´liorer
la clarte´ de nos propos dans la suite de cette partie 2.3, les variables ale´atoires X et Y sont parfois
utilise´es ; avec x ∈ X l’Univers de X, remplac¸ant ainsi Pm,k et OR. De plus, certaines formules
mathe´matiques sont rappele´es en annexe C.
a) Distingueurs base´s sur l’e´galite´
Ces distingueurs ne sont utilise´s que si les deux variables Pm,k et OR discre`tes.
De´finition 32 : Un crible e´limine toutes les hypothe`ses k telles qu’il existe au moins un stimulus
OS tel que Pm,k 6= OR. Un compteur retourne l’hypothe`se kd pour laquelle Pm,kd = OR pour le
plus grand nombre de stimuli OS .
Ils supposent que les mode`les choisis mj sont ”e´gaux” aux fonctions physiques fj ; du moins que
l’ensemble d’arrive´e de R est le meˆme que Rm. Ils sont essentiellement utilise´s dans les attaques
par injection de fautes.
b) Distingueurs base´s sur la de´pendance line´aire
Historiquement, le premier distingueur propose´ dans les attaques SCA [49] est la diffe´rence de
moyennes. Celle-ci a e´te´ rapidement remplace´e par la corre´lation de Pearson [50]. Il s’agit d’un
distingueur supposant l’existence d’une de´pendance affine entre le mode`le et la fonction physique.
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Figure 13 : Re´sultat d’une attaque CPA (Correlation Power Analysis) sur un AES imple´mente´
dans un ATmega, du premier octet de cle´ du premier tour K0,01 . La bonne hypothe`se de cle´ est
associe´e a` la courbe verte.
De´finition 33 : La corre´lation de Pearson entre deux variables ale´atoires X et Y est de´finie comme
suit :
Cor(X,Y ) =
Cov(X,Y )√
Var(X) ·Var(Y ) .
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Ce distingueur retourne l’hypothe`se kd pour laquelle la valeur absolue de la corre´lation est la
plus proche de 1, comme le montre la Figure 13. Si re´ellement il y avait une de´pendance line´aire
(c’est a` dire f(x) = α ·m(x) + β), la valeur absolue de la corre´lation serait e´gale 1 pour la bonne
hypothe`se kˆ.
c) Distingueurs base´s sur l’entropie des lois de probabilite´
De´finition 34 : L’entropie de Shanon est  une mesure de l’incertitude . C’est une fonction
qui, intuitivement, correspond a` la quantite´ d’information contenue ou de´livre´e par une source
d’information.
H(X) = −
∑
x∈X
Pr(X = x) · log2(Pr(X = x))
L’entropie conditionnelle de deux variables ale´atoires X et Y est :
H(X|Y ) = −
∑
x∈X ,y∈Y
Pr(X = x, Y = y) · log2(Pr(X = x|Y = y)) .
L’entropie jointe de deux variables ale´atoires X et Y est :
H(X,Y ) = −
∑
x∈X ,y∈Y
Pr(X = x, Y = y) · log2(Pr(X = x, Y = y)) .
De´finition 35 : L’information mutuelle entre deux variables repre´sente le degre´ de de´pendance
d’un point de vue probabiliste.
I(X;Y ) = H(X)−H(X|Y ) = H(X) +H(Y )−H(X,Y ) = I(Y ;X) (6)
L’information mutuelle est un distingueur tre`s utilise´, comme le montrent, les travaux sui-
vants [51, 52, 53, 54, 55].
Pour calculer une information mutuelle, une loi de probabilite´ est ne´cessaire. Celle-ci est alors soit
estime´e par histogrammes, soit suppose´e suivre une loi normale.
d) Distingueur base´ sur le test de Kolmogorov Smirnov.
De´finition 36 : En statistiques, le test de Kolmogorov-Smirnov est un test d’hypothe`ses, uti-
lise´ pour de´terminer si un e´chantillon suit bien une loi donne´e connue par sa fonction de re´partition
continue, ou bien si deux e´chantillons suivent la meˆme loi.
Le test de Kolmogorov-Smirnov peut eˆtre utilise´ comme distingueur, comme dans [56, 57], dans
le sens ou` il compare des distributions.
e) Distingueurs base´s sur la variance inter et intra classes.
De´finition 37 :
L’espe´rance de la variance conditionnelle : E(V ar(X|Y )) est appele´e variance intra-classes.
La variance de l’espe´rance conditionnelle : V ar(E(X|Y )) est appele´e variance inter-classes.
A l’origine, la composante principale est un outil statistique utilise´ pour la compression et
la classification de donne´es. L’objectif est de trouver un sous-ensemble ayant perdu un minimum
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d’information. Plus pre´cise´ment, nous cherchons une transformation line´aire qui projette les donne´es
dans un sous-espace qui maximise la variance. Les nouvelles variables sont ordonne´es en fonction
de l’information qu’elles contiennent, plus exactement en fonction de leurs variances inter-classes.
La premie`re variable de ce classement est appele´e composante principale.
L’analyse par composante principale a e´te´ utilise´e pour la premie`re fois comme distingueur dans
une attaque par canaux auxiliaires, de Guilley et al., dans [58]. Le principe repose sur le fait que :
Var(X) = E(Var(X|Y )) + Var(E(X|Y )) .
La composante principale maximise la variance intra-classe. Lors d’une attaque, une mauvaise
hypothe`se sur la cible a une variance inter-classes nulle, c’est a` dire :
Var(E(X|Y )) = 0 ⇒ Var(X) = E(Var(X|Y )) .
Le discriminant line´aire quant a` lui, maximise le rapport entre la variance inter-classes et la
variance intra-classes : La bonne hypothe`se est celle associe´e au plus grand discriminant. Il est
utilise´ comme distingueur dans les attaques [59] et [60].
2.4 Cas particulier des attaques a` plusieurs niveaux d’e´tapes
Dans certaines attaques la cible n’est pas retrouve´e directement, il faut passer par des donne´es
interme´diaires. Mais chacune de ces donne´es interme´diaires est retrouve´e en suivant le meˆme sche´ma
des trois e´tapes de´crites pre´ce´demment. Ainsi pour chaque niveau de recherche il y a une-sous
cible Ki, des observables (OiS , OiR) et un chemin d’attaque Ri. Le niveau suivant est de´fini par
l’e´quation suivante :
Ri+1(Oi+1S ,Ki+1) = Oi+1R avec Ki = Oi+1S ou Oi+1R .
Un exemple d’attaque pour la re´tro-conception est de´crit en annexe B.ii.c.
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3 Formalisme applique´ a` des exemples d’attaques physiques
Dans cette partie un e´chantillon repre´sentatif des attaques physiques est parcouru. L’ide´e est de
de´crire ces attaques graˆce au formalisme comme dans la partie pre´ce´dente (section 2). L’algorithme
choisi pour illustrer le formalisme est l’AES. Des attaques similaires sur le DES, ainsi que d’autres
attaques sur l’AES sont de´crites en annexe B.
3.1 Attaques par observation sur AES
Des d’attaques classiques de type SCA sur AES sont pre´sente´es en [61, 50]. Il s’agit d’attaques
a` clairs ou chiffre´s connus. L’ide´e des attaques par consommation de courant ou d’e´mission d’ondes
e´lectromagne´tique est que ces canaux auxiliaires fuient souvent en poids et/ou distance de Hamming.
Ge´ne´ralement l’attaquant se place au niveau des s-boxes.
T
SB
SR
K0
Conso ou EM
(a) premier tour
SB
SR
C
K10
Conso ou EM
(b) dernier tour
Figure 14 : Chemins d’attaques SCA sur AES
– K = Kl,c0 ou K = Kl,c10 , la cible est un octet de la cle´ du premier ou dernier tour.
k ∈ K = [[0, 255]]. Il y a 256 hypothe`ses k. Il existe une variante ou` la cible est juste un bit de
l’octet.
– OS = T ou OS = C, l’observable stimulus est le texte clair si l’attaque est au premier tour,
le texte chiffre´ si l’attaque est au dernier.
– OR = EM ou Conso, l’observable re´action est une mesure de consommation de courant ou
une mesure d’e´mission d’ondes e´lectromagne´tiques.
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– Le chemin d’attaque est le suivant : R = f ◦ g, avec :
f = em ou f = conso,
g = SB ◦ ⊕ si l’attaque est au premier tour,
g = SB−1 ◦ SR−1 ◦ ⊕ si l’attaque est au dernier tour.
Ces deux chemins d’attaque sont illustre´s en Figure 14.
– Rm = mi ◦ g, avec : i = {1, 2}
m1 = HW poids de Hamming ou
m2 = HD distance de Hamming (De´finition 30).
Ge´ne´ralement le poids de Hamming est choisi pour les circuits qui exe´cutent les calculs sur
un octet a` la fois. Dans le cas d’une distance de Hamming, g retourne deux e´le´ments par
exemple :
g(Kl,c0 , T
l,c) = (SB(Kl,c0 ⊕T l,c), T l,c) ainsi le mode`le m2 = HD a bien deux valeurs en entre´e.
Dans les deux cas P = [[0, 8]], il y a 9 valeurs de pre´dictions possibles.
– Le distingueur peut eˆtre une diffe´rence de moyennes, une corre´lation e´quation (33), une in-
formation mutuelle e´quation (6), une composante principale, ou un discriminant line´aire (pa-
ragraphe e section 2.3.2).
3.2 Attaque par injection de fautes sur AES
L’attaque pre´sente´e ici est une DFA classique sur l’AES, il en existe plusieurs dont les plus
connues sont [12, 11, 14, 15]. Il s’agit d’attaques a` chiffre´s connus. Nous rappelons que la DFA
confronte les textes chiffre´s aux textes chiffre´s faute´s afin de re´duire l’espace d’hypothe`ses possibles.
Dans cet exemple, l’emplacement choisi pour injecter une faute, est l’entre´e de tour 10 ; cepen-
dant d’autres emplacements sont possibles. Par exemple, dans la publication [12] de Giraud et al.,
plusieurs autres attaques par injection de fautes sont pre´sente´es, injection de fautes sur K10 avant
le KeyExpansion, sur K9 avant le KeyExpansion et sur la sortie du 9e`me tour. L’emplacement de
la faute varie uniquement pour avoir plus de bits faute´s a` l’entre´e du dernier tour, la cible reste la
meˆme.
E´tudions les cas ou` la faute est injecte´e dans l’algorithme avant le dernier tour comme illustre´
dans la figure 15, les variantes sont pre´sente´es en annexe B.i.a.
– K = Kl,c0 ou Kl,c10 , la cible est un octet de la cle´ du premier ou dernier tour.
k ∈ K = [[0, 255]]. Il y a 256 hypothe`ses k. Il existe une variante ou` la cible est juste un bit de
l’octet.
– OS = C, l’observable stimulus est le texte chiffre´.
– OR = C
∗, l’observable re´action est le chiffre´ faute´.
– Le chemin d’attaque est illustre´ en Figure 15.
R = g2 ◦ f ◦ g1, avec :
f =  processus d’injection de fautes,
g1 = SB
−1 ◦ SR−1 ◦ ⊕ et
g2 = ⊕ ◦ SR ◦ SB.
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– Rm = g2 ◦mi ◦ g1, avec :
mi = ⊕2i, i ∈ [[0, 7]].
Cet ensemble de 8 mode`les est utilise´ lorsque l’attaquant pense avoir fait une injection de
faute mono-bit en entre´e du dernier tour. P = [[0, 255]], il y a 256 pre´dictions possibles.
Si la faute n’est pas mono-bit ou a e´te´ injecte´e plus toˆt dans l’algorithme ou les deux,
Rm′ = g2 ◦m′i ◦ g1, avec :
m′i = ⊕i, i ∈ [[0, 255]].
– Le distingueur peut eˆtre un crible ou un compteur (De´finition 32) ou une entropie (De´finition 34)
pour les mode`les m. Pour les mode`les m′, si un seul mode`le est conside´re´ a` la fois, cela sup-
pose qu’on re´pe`te toujours la meˆme faute a` chaque expe´rience, ce sont les meˆmes distingueurs
(crible compteur ou entropie) qui peuvent eˆtre utilise´s. Sinon, dans le cas ou` l’attaquant sup-
pose que la faute varie, seule l’entropie est un bon distingueur (comme re´alise´ dans l’attaque
de Lashermes et al. [14]). En effet, pour le crible ou le compteur il y a toujours une faute
permettant d’expliquer n’importe quelle hypothe`se ; a` chaque mode`le m′i = ⊕i, il existe une
hypothe`se de cle´ k valide.
SB
SR
C
K10

C∗
Figure 15 : Chemin d’attaque par injection de fautes sur AES au dernier tour
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3.3 Exemple d’attaque hybride sur AES
La Fault Sensitive Ananlysis (FSA [19]) est une attaque hybride ; elle combine habilement les
principes des attaques par injection de fautes et ceux des attaques par observation. En effet, il y
a bien des injections de fautes, mais ce ne sont pas les re´sultats faute´s qui sont analyse´s. C’est la
 sensibilite´  a` cette faute, qui est utilise´e comme un canal auxiliaire.
SB
SR
C
K10
stress
Figure 16 : Chemin d’attaque de la FSA sur AES.
– K = Kl,c10 , la cible est un octet de la cle´ du tour 10. Il existe une variante ou` un seul bit de
cle´ est attaque´ a` la fois. k ∈ K = [[0, 255]]. Il y a 256 hypothe`ses k.
– OS = C
∗, l’observable stimulus est le texte chiffre´ faute´.
– OR = I l’observable re´action est la sensibilite´ a` la faute.
– Le chemin d’attaque est illustre´ en Figure 16.
R = f ◦ g, avec :
f =  processus d’injection de fautes et
g = SB−1 ◦ SR−1 ◦ ⊕
– Rm = m ◦ g, avec m = HW .
– Le distingueur est une corre´lation.
Une autre attaque hybride similaire : la Differential Behaviour Analysis (DBA), est pre´sente´e
en annexe B i.b.
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4 Outil d’e´valuation et de comparaison
4.1 Pourquoi comparer ?
Il est naturel de se poser la question :  Comment comparer des attaques physiques ? .
Ge´ne´ralement, les attaques physiques sont compare´es en termes d’e´quipements, de couˆt (de l’e´quipe-
ment, du temps de re´alisation), de la pre´cision exige´e (de mesure pour les SCA et d’injection pour
les FIA), la facilite´ a` adapter le dispositif a` un autre circuit etc. Par exemple dans [62], les auteurs
comparent les diffe´rentes fautes pouvant eˆtre injecte´es pour un e´quipement donne´. Pour les SCA,
c’est l’efficacite´ des diffe´rents distingueurs qui est compare´e (voir [47]). Un outil tre`s utilise´ est le
taux de succe`s d’une attaque. Ces outils de comparaison ont un de´faut, en cas d’e´chec, il n’est pas
possible d’identifier quelle e´tape de l’attaque est inapproprie´e.
De nombreux formalismes, comme dans [47, 63, 41], comparent les attaques physiques a` travers le
distingueur. Or celui-ci n’est utilise´ qu’a` la dernie`re e´tape d’une attaque. Notre ide´e est de comparer
les attaques physiques avant l’e´tape finale de confrontation. Bien sur, le choix du distingueur est
crucial, car un mauvais choix peut faire e´chouer l’attaque. Cependant, de nombreux travaux sur
les distingueurs ont de´ja` e´te´ mene´s. Notre ide´e est de regarder les deux premie`res e´tapes, sans se
soucier de la dernie`re. L’outil de comparaison pre´sente´ dans cette section est donc comple´mentaire
aux e´tudes mene´es sur le distingueur.
4.2 E´valuation
Des approche similaires a` nos travaux ont e´te´ pre´sente´es dans [64, 65].
4.2.1 E´tude the´orique du chemin d’attaque
Dans la partie 2.2 des pre´dictions sont calcule´es. Une pre´diction pour la bonne hypothe`se sur la
cible Pm,kˆ (7) n’est pas e´quivalente a` connaˆıtre la cible K = kˆ elle-meˆme.
Pm,kˆ = Rm(OS , kˆ) (7)
Rappelons que P est l’ensemble des pre´dictions possibles et K est l’ensemble des hypothe`ses pos-
sibles, ces ensemble peuvent avoir des cardinaux diffe´rents 2. Le cardinal #P est note´ N .
Nous introduisons alors, un oracle Θm (Figure 17) associe´ au(x) mode`le(s) m. A` une observable
stimulus OS , Θm retourne la pre´diction pour la bonne hypothe`se sur la cible Pm,kˆ.
Θm
Pm,kˆOS
Figure 17 : Oracle Θm
Le nombre moyen d’appels qu’il faut faire a` Θm pour retrouver kˆ est note´ θ ; autrement dit le
nombre de Pm,kˆ qu’il faut en moyenne pour retrouver la cible kˆ.
2. # signifie cardinal
42
II. Formalisme 4. Outil d’e´valuation et de comparaison
Dans le cas ou` il y a m, un ensemble de mode`les mi, Θm est de´fini comme l’oracle qui pour un
OS fait appel ale´atoirement a` un des oracles Θmi . En reprenant l’exemple de la fonction physique
qui injecte des fautes mono-bit, ou` l’attaquant choisit la fonction  xor  comme mode`le, avec les
9 mode`les possibles : m = {⊕2i}, i ∈ [[0, 8]] ; Θm fait appel ale´atoirement a` Θ⊕2i .
Cette premie`re e´tape, permet d’e´valuer le chemin d’attaque the´orique.
Plus θ est petit, meilleur est le chemin d’attaque the´orique Rm.
4.2.2 E´tude des mode`les par rapport aux re´actions
Dans ce paragraphe, nous nous inte´ressons au lien entre les bonnes pre´dictions Pm,kˆ et les ob-
servables re´actions OR, pour un ensemble de mode`les m donne´. C’est une manie`re de comparer les
fonctions physiques aux mode`les utilise´s.
Construisons un tableau de re´partition (Tableau 2) des Pm,kˆ et des OR. Pour cela la cible
K = kˆ est suppose´e connue. A` chaque expe´rience E , OR est observe´e et Pm,kˆ calcule´e ; alors la
valeur dans la case correspondant a` ce couple (OR, Pm,kˆ) est incre´mente´e de 1. Il est bien pre´cise´,
a` chaque expe´rience E et non pas a` chaque OS , en effet pour deux expe´riences il peut y avoir le
meˆme stimulus OS et pourtant pas la meˆme re´action OR. Pour re´aliser un tel tableau, la campagne
(n expe´riences) doit eˆtre suffisamment grande. Le nombre de valeurs diffe´rentes OR observe´es est
note´ M . Attention M n’est pas le cardinal des valeurs possibles de OR, car OR n’est pas obligatoire-
ment discret. De plus, comme l’ont fait remarquer les travaux [33, 36, 37, 40], il n’y a pas force´ment
bijection entre l’espace des Pm,kˆ et des OR, d’ou` N 6= M . Les valeurs des Pm,kˆ sont note´es ρi.
OR = o1 OR = o2 · · · OR = oM Total
Pm,kˆ = ρ1 a1,1 a1,2 · · · a1,M
∑M
j=1 a1,j
Pm,kˆ = ρ2 a2,1 a2,2 · · · a2,M
∑M
j=1 a2,j
...
...
... · · · ... ...
Pm,kˆ = ρN aN,1 aN,2 · · · aN,M
∑M
j=1 aN,j
Total
∑N
i=1 ai,1
∑N
i=1 ai,2 · · ·
∑N
i=1 ai,M n
Tableau 2 : Tableau de re´partition des OR et Pm,kˆ
Une fois le Tableau 2 construit, ce qui nous inte´resse c’est de mesurer la re´pe´tabilite´ d’une
expe´rience. Une expe´rience E est associe´e a` un couple (OR = oˆ = oj1 , Pm,kˆ = ρˆ = ρi1). Quelle est
la probabilite´ qu’une deuxie`me expe´rience E2 ayant la meˆme valeur de mesure ait aussi la meˆme
valeur de pre´diction ? Cette probabilite´ que nous allons estimer est note´e p.
Pour estimer p, l’expe´rience suivante est de´crite a` l’aide du Tableau 2. Une premie`re urne
(l’urne 0) contient ai,j boules (ρi, oj) soient n boules au total est conside´re´e
3. D’autre part M
urnes diffe´rentes nume´rote´es de 1 a` M , chaque urne j contenant ai,j boules (ρi) sont e´galement
conside´re´es 4. L’expe´rience est la suivante :
1. Premier tirage : tirage ale´atoire d’une boule dans l’urne 0.
Le re´sultat est note´ : (oˆ = oj1 , ρˆ = ρi1).
2. Second tirage : tirage ale´atoire d’une boule dans l’urne j1 (j1 de´finit par le tirage pre´ce´dent).
Le re´sultat est note´ ρi2 .
3. Elle repre´sente le tableau en entier.
4. Elles repre´sentent chacune une colonne du tableau.
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Inte´ressons nous a` la probabilite´ :
p = Pr(ρi2 = ρi1) .
Sachant les re´sultats du premier tirage, nous avons :
Pr(ρi2 = ρi1 |oj1) =
N∑
i=1
a2i,J
n2
.
Ainsi, en prenant en compte tous les re´sultats possibles, du premier tirage nous obtenons :
p =
M∑
j=1
Pr(ρi2 = ρi1 |oj) · Pr(oj) =
M∑
j=1
(
oj
n
·
N∑
i=1
a2i,j
n2
)
. (8)
La probabilite´ p permet d’e´valuer la pertinence du mode`le par rapport a` la fonction physique
sans utiliser de distingueur. Plus la campagne est grande, meilleure est l’estimation de p.
Plus p est grand, meilleure est l’approximation de(s) fonction(s) physique(s) par
le(s) mode`le(s).
4.2.3 Outil d’e´valuation et de comparaison
De´finition 38 : Un oracle probabiliste est un oracle qui a une probabilite´ non nulle de se tromper.
Soit Θp un oracle probabiliste qui, a` une observable OS retourne Pm,kˆ avec une probabilite´ de
succe`s p. Cet oracle est par construction l’oracle de la partie 4.2.1 avec une probabilite´ de succe`s
e´gale a` celle de´finie dans le paragraphe 4.2.2. Il est illustre´ dans la Figure 18
OS
Θp
succe`s : Pm,kˆ e´chec
p 1− p
Figure 18 : Oracle avec une probabilite´ d’erreur p
L’oracle Θp combine θ et p pour e´valuer globalement les deux premie`res e´tapes d’une attaque
physique, c.a`.d e´valuer une attaque physique avant le distingueur. Il peut aussi eˆtre vu comme un
sche´ma de Bernoulli. Pour une campagne de n expe´riences, la probabilite´ d’avoir au moins θ succe`s
peut eˆtre calcule´e avec l’e´quation (9).
P = Pr(obtenir au moins θ succe`s) =
n∑
i=θ
(
n
i
)
pi · (1− p)n−i (9)
Une autre possibilite´ pour comparer les attaques est de de´terminer combien faut-il d’expe´riences
pour avoir une telle probabilite´ P supe´rieure a` 0, 99 ?
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Cette probabilite´ a deux de´fauts :
1. Elle ne prend pas en compte le fait qu’une re´ponse errone´e de l’oracle ne´cessite e´ventuellement
plusieurs re´ponses correctes pour eˆtre compense´e.
2. Cet outil est pour une attaque finie, la campagne est fixe´e. La probabilite´ varie d’une cam-
pagne a` une autre surtout, notamment en fonction de sa taille.
La meilleure attaque a la plus grande probabilite´ P pour une campagne de taille n.
Une autre manie`re de comparer est la suivante :
La meilleure attaque est celle qui ne´cessite le moins d’expe´riences pour obtenir P > 0, 99.
En conclusion, cet outil permet de comparer des attaques foncie`rement diffe´rentes sur un meˆme
circuit. Il permet aussi de mettre en e´vidence les points faibles d’une attaque. Les diffe´rents pa-
rame`tres de l’attaque sont e´tudie´s se´pare´ment.
E´tudier une attaque avec notre formalisme se fait alors en trois e´tapes :
1. Analyser si le chemin d’attaque the´orique Rm est pertinent, en calculant θ.
2. Conside´rer la pertinence du (des) mode`le(s) avec la (les) fonction(s) physique(s) sans se soucier
du distingueur utilise´, juste en e´valuant p.
3. Pour finir si les deux premie`res e´tapes paraissent cohe´rentes, ajuster l’attaque en jouant sur
le distingueur.
4.3 Mises en pratique
Certaines attaques de´crites dans ce meˆme chapitre en section 3 ont e´te´ re´alise´es sur un fpga -
Xilinx Spartan3 700A. Pour chacune de ces attaques les meˆmes 5000 textes ont e´te´ joue´s avec la
meˆme cle´ : A3B0D09804584269DC7FB0CDABAD57F8. La cible est toujours un octet de cle´ du dernier
tour Kl,c10 = kˆ.
4.3.1 Re´alisation en pratique d’une SCA sur AES
La premie`re attaque est celle de l’exemple de SCA sur le dernier tour de l’AES de la partie 3.1.
Le mode`le choisi est une distance de Hamming entre le chiffre´ et la valeur en entre´e des s-boxes du
dernier tour. Pour re´aliser cette attaque le banc EM de´crits en chapitre I paragraphe 4.1 est utilise´.
1. E´valuer θ, c.a`.d le nombre d’appels a` Θm pour retrouver kˆ revient ici a` e´valuer le nombre
de couples (C,PHD,kˆ) ne´cessaires pour retrouver kˆ. Dans ce cas pre´cis, θ = 4 ; ce re´sultat
provient d’une moyenne effectue´e sur un grand nombre de couples.
2. La deuxie`me e´tape consiste a` estimer p la probabilite´ de succe`s, construite avec les mesures OR
comme explique´ dans le paragraphe 4.2.2.
3. Pour finir le nombre d’expe´riences n pour avoir une probabilite´ P supe´rieure a` 0, 99 est calcule´.
Ici il s’agit du nombre de mesures d’e´mission EM, pour avoir une probabilite´ P supe´rieure a`
0, 99 d’avoir θ = 4 pre´dictions PHD,kˆ correctes.
Les re´sultats pour chacun des octets sont reporte´s dans le Tableau 3.
L’attaque n’a pas fonctionne´ pour les octets de cle´ 3 et 13, c.a`.d K3,110 et K
1,4
10 .
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octet 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
p 0,22 0,22 0,21 × 0,22 0,22 0,21 0,21 0, 20 0,20 0,21 0,21 0,23 × 0,21 0,22
n 43 43 45 × 43 43 45 45 47 47 45 45 45 × 45 43
Tableau 3 : Re´sultats d’e´valuation de l’attaque de type SCA
4.3.2 Re´alisation en pratique d’une DFA sur AES
Cette attaque est une re´alisation possible de l’attaque de´crite dans l’exemple 3.2. La me´thode
d’injection de fautes est la me´thode de  clock glitch  pre´sente´e en I paragraphe 4.2. Les mode`les
choisis sont les ⊕2i sur l’entre´e du dernier tour.
1. E´valuer θ, c.a`.d le nombre d’appels a` Θm pour retrouver kˆ revient ici a` e´valuer le nombre de
couples (C,P⊕2i,kˆ) avec i tire´ ale´atoirement, pour retrouver kˆ. Dans ce cas pre´cis, θ = 2, 24
que nous arrondissons a` 3 car θ doit eˆtre entier pour eˆtre utilise´ dans l’e´quation (9). Ce re´sultat
a e´te´ montre´ dans [14].
2. La deuxie`me e´tape consiste a` estimer p la probabilite´ de succe`s, construite avec les donne´es
OR comme explique´ dans le paragraphe 4.2.2.
3. Pour finir le nombre d’expe´riences n pour avoir une probabilite´ P supe´rieure a` 0, 99 est calcule´.
Ici il s’agit du nombre d’injections de fautes ne´cessaires, pour avoir une probabilite´ supe´rieure
a` 0, 99 d’avoir θ = 3 pre´dictions P⊕2i,kˆ correctes.
Les re´sultats pour chacun des octets sont reporte´s dans le Tableau 4.
octet 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
p 0,68 0,27 0,35 0,35 0,50 1,00 0,65 0,38 0,69 0,32 0,43 0,68 0,15 0,60 0,74 0,65
n 6 28 21 21 14 3 10 19 10 23 18 6 54 12 9 10
Tableau 4 : Re´sultats d’e´valuation de l’attaque de type FIA
4.3.3 Re´alisation en pratique d’une FSA sur AES
Ce paragraphe pre´sente l’attaque FSA introduite en 3.2. Les mesures expe´rimentales proviennent
du meˆme banc d’injection de fautes par  clock glitch  pre´sente´ en I 4.2 que l’attaque de type
DFA.
1. E´valuer θ, c.a`.d le nombre d’appels a` ΘHW pour retrouver kˆ revient ici a` e´valuer le nombre
de couples (C,PHW,kˆ) ne´cessaires, pour retrouver kˆ. Dans ce cas pre´cis, θ = 4, 0 arrondi a` 4.
2. La deuxie`me e´tape consiste a` estimer p la probabilite´ de succe`s, construite avec les OR comme
explique´ dans le paragraphe 4.2.2.
3. Pour finir le nombre d’expe´riences n pour avoir une probabilite´ P supe´rieure a` 0, 99 est cal-
cule´. Ici il s’agit du nombre d’injections de fautes, pour avoir une probabilite´ supe´rieure a`
0, 99 d’avoir θ = 4 pre´dictions PHW,kˆ correctes.
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Les re´sultats pour chacun des octets sont reporte´s dans le Tableau 5.
octet 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
p 0,20 0,20 0,20 0,20 0.21 0,20 0,20 0,20 0,20 0,20 0,20 0,20 0,22 0,21 0,20 0,20
n 48 48 48 48 46 48 48 48 48 48 48 48 43 46 48 48
Tableau 5 : Re´sultats d’e´valuation de l’attaque hybride
4.3.4 Comparaison des 3 attaques
Les attaques peuvent eˆtre compare´es puisqu’elles ont e´te´ mene´es sur le meˆme circuit. Nous
remarquons que si les 5000 textes sont utilise´s pour retrouver tous les octets de cle´ dans l’attaque
SCA, ce n’est pas le cas des deux autres attaques. Ainsi, le calcul de p est plus pre´cis pour cette
premie`re attaque, c’est pourquoi p n’est pas choisi comme outil de comparaison.
La comparaison avec n, le nombre d’expe´riences pour avoir P > 0, 99 montre que l’attaque de
type injection de fautes (paragraphe 4.3.3) est la meilleure. En effet, en moyenne elle a besoin de
moins d’expe´riences. Nous remarquons e´galement que les octets qui posent proble`mes (3 et 13) pour
la SCA (paragraphe 4.3.1) ne sont pas les octets les plus difficile a` retrouver avec les deux autres
attaques. Par ailleurs l’octet 12 a un plus grand n pour la FIA, mais il a le plus petit n dans les
deux autres attaques.
Les re´sultats de la FIA et de la FSA montrent qu’avec un meˆme dispositif d’attaque, les meˆmes
manipulations, le chemin d’attaque et le mode`le changent fondamentalement les re´sultats. La meˆme
campagne peut eˆtre traite´e de manie`res tre`s diffe´rentes.
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5 Bilan et perspectives du formalisme
Dans cette the`se, le formalisme a atteint une partie des objectifs envisage´s.
Une description des attaques physiques de manie`re structure´e dans un cadre mathe´matique a
e´te´ expose´e. La description repose sur la de´composition des attaques en e´tapes et parame`tres.
De plus, en de´finissant les attaques comme un ensemble de parame`tres pouvant eˆtre modifie´s
quasi se´pare´ment les uns des autres, il est plus aise´ de construire une nouvelle attaque. Dans les
chapitres III et V, des attaques issues du formalisme sont pre´sente´es.
Par ailleurs, cette de´composition permet d’e´tudier une attaque en de´tails et non uniquement
dans sa globalite´. Elle a permis d’e´laborer un outil d’e´valuation et de comparaison. Celui-ci permet
de comparer des attaques sur un meˆme circuit. En pratique, trois types d’attaque ont e´te´ re´alise´es
sur un fga (section 4.3). L’outil de comparaison peut e´galement permettre de comparer la meˆme
attaque sur diffe´rents circuits.
En conclusion notre formalisme permet deux types de comparaison :
– Pour une attaque donne´e, comparer des circuits et conclure si l’un est plus vulne´rable que les
autres.
– Pour un circuit donne´, tester diffe´rentes attaques et conclure a` laquelle, il est le plus vulne´rable.
Bien e´videmment, pour effectuer de telles comparaisons, les tailles de campagne doivent eˆtre iden-
tiques, car la pre´cision de l’outil de comparaison de´pend du nombre d’expe´riences.
Les perspectives pour le formalisme sont vastes et nombreuses.
La recherche de manie`re syste´matique des nouvelles attaques, afin de les anticiper, en combinant
les diffe´rents parame`tres reste a` e´laborer. Dans cette the`se, la question de la cre´ation d’un ge´ne´rateur
de toutes les attaques possibles pour un algorithme s’est pose´e. Un tel ge´ne´rateur permettrait
de trouver la meilleure attaque. Malheureusement, nous n’avons pas re´ussi a` programmer un tel
ge´ne´rateur. Ne´anmoins, dans le chapitre IV l’ide´e est de´ja` amorce´e dans le cas pre´cis des sche´mas
de Feistel et des attaques par injection de fautes.
De plus, le formalisme devrait permettre de revoir la pertinence des contre-mesures existantes.
E´ventuellement, les contres mesures elles-meˆmes pourraient s’e´crire sous une meˆme forme.
Pour finir, il serait pertinent d’e´tendre le formalisme a` la cryptographie asyme´trique.
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Partie III
Attaque par consommation de
courant uniquement
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1 Introduction
Dans ce chapitre, nous nous sommes inte´resse´s aux attaques par observation de courant unique-
ment, sur AES, dans le but de retrouver la cle´ de chiffrement. En de´crivant les attaques via le for-
malisme, il est apparu que dans le couple d’observables (OS , OR), OS est souvent une donne´e. L’ide´e
est alors venue d’e´tudier des attaques ou` les deux observables sont des mesures. Plus spe´cifiquement,
nous avons choisi des mesures de consommation de courant ou d’e´mission d’onde EM, a` l’entre´e du
AddRoundKey et a` la sortie des s-boxes. Les textes clairs et chiffre´s ne sont jamais utilise´s. Il s’agit
d’attaques a` clairs et chiffre´s inconnus, seules des mesures sont exploite´es. Ainsi l’attaque peut se
faire a` n’importe quel tour.
Dans ce chapitre, les notations suivantes sont utilise´es :
– X de´signe la variable ale´atoire discre`te de´finie sur un octet en entre´e du AddRoundKey, un
e´ve´nement est note´ X = x avec x ∈ [[0, 255]].
– Y de´signe la variable ale´atoire discre`te de´finie sur un octet en sortie de s-box, un e´ve´nement
est note´ Y = y avec y ∈ [[0, 255]].
– Kl,cr = kˆ, K de´signe la variable ale´atoire discre`te des hypothe`ses sur un octet de cle´, un
e´ve´nement est note´ K = k avec k ∈ [[0, 255]]. K e´tant fixe lors des diffe´rentes expe´riences, on
note kˆ la valeur correcte.
– HX = HW (X = x) de´signe la variable ale´atoire discre`te repre´sentant le poids de Hamming
de X, un e´ve´nement est note´ HX = hx avec hx ∈ [[0, 8]].
– HY = HW (Y = y) de´signe la variable ale´atoire discre`te repre´sentant le poids de Hamming
de Y , un e´ve´nement est note´ HY = hy avec hy ∈ [[0, 8]].
– H ′X de´signe la variable ale´atoire repre´sentant le poids de Hamming de X estime´ (mesure´), un
e´ve´nement est note´ H ′X = h
′
x avec h
′
x ∈ [[0, 8]] si H ′X est discret, h′x ∈ R si H ′X est continue.
– H ′Y de´signe la variable ale´atoire repre´sentant le poids de Hamming de Y estime´, un e´ve´nement
est note´ H ′Y = h
′
y avec h
′
y ∈ [[0, 8]] si H ′Y est discret, h′y ∈ R si H ′Y est continue.
Ce chapitre pre´sente des travaux en cours, qui explorent un domaine peu e´tudie´ : des attaques
par observation de mesures sans connaissance d’aucune donne´e. Il de´crit l’enchainement des pistes
exploite´es durant cette the`se. Certaines ont abouti d’autres non. Ainsi, la me´thode la plus pertinente
est de´crite en paragraphe 5.2.
50
III. Attaque SCA 2. E´tude the´orique
2 E´tude the´orique de l’attaque
2.1 Chemin d’attaque
Nous souhaitons re´aliser une attaque ou` les deux observables sont des mesures. Aucune donne´e
n’est utilise´e. Deux points de mesures pertinents pour la consommation de courant (un pour l’ob-
servable OS et un pour l’observable OR) sont ne´cessaires a` la re´alisation de cette attaque. Notre
choix est :
– l’instant avant le xor de cle´ de tour (repre´sente´ par la variable X)
– l’instant apre`s la sortie des s-boxes (repre´sente´ par la variableY ).
Ainsi, l’attaque peut se faire a` n’importe quel tour de l’AES a` condition de de´tecter les points
d’inte´reˆt.
De´finition 39 : Les points d’inte´reˆt note´s PoI sont les instants ou` les variables cible´es sont
manipule´es.
De´crivons l’attaque a` l’aide du formalisme comme pre´sente´ dans le chapitre pre´ce´dent :
– K = Kl,cr , la cible est un octet de la cle´ de n’importe quel tour.
k ∈ [[0, 255]]. Il y a 256 hypothe`ses k.
– O1 = Conso, la premie`re observable est une mesure de consommation de courant.
– O2 = Conso, la seconde observable est une mesure de consommation de courant
1.
– Le chemin d’attaque est illustre´ en Figure 19.
R = f2 ◦ g ◦ f1, avec :
f1 = conso
−1 est la fonction inverse d’une consommation de courant et f2 = conso est une
consommation de courant et g = SB ◦ ⊕.
– Rm = m2 ◦ g ◦m1, avec :
m2 = HW , poids de Hamming et avec m1 = HW
−1 l’inverse du poids de Hamming.
– Le choix du distingueur n’est pas trivial, il est de´taille´ dans ce chapitre.
MC
SB
SR
X
Y
Kr
conso mode´lise´e par HW (X)
conso mode´lise´e par HW (Y )
Figure 19 : Chemin d’attaque
1. Il y a bien deux observables, il faut cependant reconnaˆıtre que les termes stimulus et re´action ne sont pas adapte´s
a` ce chapitre car ils n’ont pas vraiment de sens, c’est pourquoi nous parlons de permie`re et seconde observables.
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2.2 Analyse du chemin d’attaque the´orique.
Avant de re´aliser l’attaque, commenc¸ons par e´tudier le pertinence du chemin d’attaque the´orique,
comme le sugge`re le formalisme.
Pour cela nous avons besoin de de´finir la notion de poids de Hamming inverseHW−1. La fonction
HW n’e´tant pas inversible car non injective, HW−1(hx) repre´sente l’ensemble des ante´ce´dents de
hx par HW .
Soit Xhx l’ensemble des ante´ce´dents de hx pour la fonction HW .
Xhx = {x/HW (x) = hx}
Le cardinal de cet ensemble de´pend de la valeur de x comme montre´ dans le Tableau 6.
hx 0 1 2 3 4 5 6 7 8
#(Xhx) 1 8 28 56 70 56 28 8 1
Tableau 6 : Le cardinal de Xhx selon la valeur du poids de Hamming observe´ hx.
Ceci e´tant pre´cise´, revenons a` l’attaque the´orique en soit.
Le chemin d’attaque the´orique est le suivant :
Rm(k, hx) = HW
(
SB
(
k ⊕HW−1(hx)
))
. (10)
Il est particulier car il ne de´finit pas une fonction mais un ensemble.
Pour la bonne hypothe`se de cle´ kˆ, l’e´quation suivante est ve´rifie´e :
SB(kˆ ⊕ x) = y .
De plus l’attaquant ne connaˆıt que des re´alisations HX = hx et HY = hy.
L’ensemble des hypothe`ses k est K = [[0, 255]]. Pour chaque couple (hx, hy) seulement un sous-
ensemble d’hypothe`ses k est valide.
Soit Khx,hy le sous-ensemble d’hypothe`ses de cle´ de´fini comme suit :
Khx,hy = {k/∃x ∈ Xhx/HW (SB (k ⊕ x)) = hy} .
Soit K{(hx,hy)i}i∈[[1,n]] l’intersection de n ensembles Khx,hy construits avec n couples (hx, hy)i :
K{(hx,hy)i}i∈[[1,n]] =
n⋂
i=1
K(hx,hy)i .
La bonne hypothe`se kˆ est incluse dans K{(hx,hy)i}i∈[[1,n]] . La premie`re ide´e est alors,d’utiliser
un crible pour discriminer les mauvaises hypothe`ses de cle´s. Cependant, cet outil est limite´ car il
n’e´limine pas toutes les mauvaises hypothe`ses.
Une mauvaise hypothe`se k′ peut ne pas eˆtre discrimine´e si ∀(hx, hy) ge´ne´re´s par k′
∃x, x′ ∈ Xhx c.a`.d HW (x) = HW (x′) = hx .
tel que :
HW (SB(kˆ ⊕ x)) = HW (SB(k′ ⊕ x′)) = hy .
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Si K{(hx,hy)i}i∈[[1,n]] est construit pour tous les couples possibles (n est au moins e´gal a` 256) alors,
il existe des cas ou` :
K{(hx,hy)i}i∈[[1,n]] = {kˆ, k′} avec k′ 6= kˆ .
Il reste une mauvaise hypothe`se de cle´ k′ qui n’a pas e´te´ discrimine´e.
Concre`tement, les hypothe`ses de cle´ errone´es non discrimine´es sont {25, 55, 88, 167, 200, 230}.
Par exemple, il y a le cas ou` :
K{(hx,hy)i}i∈[[1,n]] = {25, 62} .
Or si kˆ = 25, et que toutes les valeurs de x possibles ont servi a` construire K{(hx,hy)i}i∈[[1,n]] , alors :
K{(hx,hy)i}i∈[[1,n]] = {25} .
Nous pouvons en de´duire que si nous sommes convaincus que K{(hx,hy)i}i∈[[1,n]] a e´te´ construit avec
toutes les valeurs de x et que le crible retourne :
K{(hx,hy)i}i∈[[1,n]] = {25, 62}
alors :
kˆ = 62.
Finalement, le de´faut du crible est corrige´. Autrement dit l’ensemble des couples des poids de Ham-
ming possibles {(hx, hy)i} est diffe´rent pour chacune des 256 hypothe`ses k.
Le chemin d’attaque the´orique permet bien de retrouver la cible. L’attaque est donc the´oriquement
re´alisable.
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3 Les difficulte´s lie´es a` la pratique
Dans le paragraphe pre´ce´dent 2.2 la pertinence du chemin d’attaque the´orique a e´te´ de´montre´e.
Dans cette partie, nous introduisons toute la difficulte´ de passer de cette attaque the´orique a`
l’attaque en pratique.
3.1 Estimation du poids de Hamming : les approches qui n’ont pas
fonctionne´
Pour commencer les approches qui n’ont pas abouti sont pre´sente´es. Elles permettent de bien
se familiariser avec les proble`mes. L’acquisition de courbes EM sur stm32 et atmega a e´te´ mene´e
sur le banc de´crit en I 4.1.
3.1.1 Ge´ne´ration de poids de Hamming de manie`re exhaustive
La premie`re ide´e a e´te´ de ge´ne´rer tous les vecteurs de poids de Hamming possibles de manie`re
exhaustive, puis de faire la corre´lation avec les consommations de courant. Nous rappelons qu’il
s’agit d’une attaque diviser pour re´gner, ainsi nous n’attaquons qu’un seul octet a` la fois. Le poids
de Hamming sur cet octet varie entre 0 et 8, soit 9 valeurs. Ainsi pour une campagnes de n textes
il y a 9n vecteurs de pre´diction de poids de Hamming a` ge´ne´rer.
– Pour 1 texte il y a 9 valeurs a` tester : 0, 1, 2, 3, 4, 5, 6, 7, 8.
– Pour 2 textes il y a 81 vecteurs de taille 2 a` tester : (0, 0), (0, 1), (0, 2), . . . , (8, 7), (8, 8).
– Pour 5 textes il y a 95 = 59049 vecteurs, c’est encore possible a` ge´ne´rer.
– Pour 10 textes il y a 231 < 910 < 232 vecteurs a` ge´ne´rer, ce qui est de´ja` tre`s conse´quent.
Pour 10 textes, la corre´lation entre un vecteur de poids de Hamming ale´atoire et le bon vecteur
de poids de Hamming n’est pas efficace comme le montre la Figure 20.
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Figure 20 : Comparaison de la corre´lation entre : les mesures et un vecteur de poids de Hamming
ale´atoire et les mesures et le bon vecteur de poids de Hamming pour une campagne de 10 textes.
Les mesures sont issues d’un STM32.
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En effet, 100 textes est un minimum raisonnable pour distinguer une diffe´rence entre un vecteur
ale´atoire et le vecteur correct (voir Figure 21). Faire une recherche exhaustive sur la cle´ de l’AES
a une complexite´ de 2128 qui est infe´rieure a` celle de la ge´ne´ration des 9100 ' 2317 vecteurs.
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Figure 21 : Comparaison de la corre´lation entre un vecteur de poids de Hamming ale´atoire et le
vecteur correct de poids de Hamming pour une campagne de 100 textes. Les mesures sont issues
d’un STM32
3.1.2 Utilisation de l’information mutuelle
Le paragraphe pre´ce´dent montre qu’il est impossible de ge´ne´rer tous les vecteurs de poids de
Hamming de manie`re exhaustive de´s qu’une campagne de´passe 10 textes. Ce qui est un proble`me
puisque la corre´lation n’est pertinente que pour une campagne 10 fois plus grande.
Une proprie´te´ de l’information mutuelle voir e´quation (6), est qu’elle joue sur la fre´quence
d’apparition des valeurs et non les valeurs elles-meˆmes. Autrement dit, pour z et z′ deux variables
ale´atoires ; l’information reste la meˆme si z est remplace´ par une bijection F de z :
I(z, z′) = I(F (z), z′)
Pour n = 3 : les vecteurs de poids de Hamming (0, 1, 0), (0, 2, 0), · · · (0, 8, 0), · · · (8, 0, 8), · · · , (8, 7, 8)
ont la meˆme information mutuelle et donc le vecteur (0, 1, 0) suffit a` les repre´senter. L’ide´e est de
ge´ne´rer tous les vecteurs de motifs diffe´rents et non de poids de Hamming diffe´rents. Cela re´duit
notre espace de ge´ne´ration. Cependant, pour 100 textes, ce n’est toujours pas suffisant. Nous ne
retirons qu’un facteur 9! = 362880 au 9100 vecteurs.
De plus, il peut tester jusqu’a` 9! vecteurs a` corre´ler une fois le vecteur de motifs correct obtenu,
en supposant qu’il n’y a pas d’erreur dans ce dernier.
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3.1.3 Ge´ne´ration par algorithme e´volutionnaire
La dernie`re approche qui a e´te´ tente´e est de rechercher le vecteur de poids de Hamming de
manie`re ale´atoire, en s’inspirant des algorithmes ge´ne´tiques. Pour une campagne de taille n, un
vecteur de poids de Hamming de taille n est ge´ne´re´ ale´atoirement. La corre´lation avec les mesures
est alors calcule´e. Puis, une des valeurs du vecteur est change´e ale´atoirement, la nouvelle corre´lation
est calcule´e. Si celle-ci est meilleure, le nouveau vecteur est garde´, sinon il faut reprendre le vec-
teur pre´ce´dent. Un tel algorithme ne´cessite une condition d’arreˆt, le de´passement d’une certaine
valeur de corre´lation est choisie. Cette approche n’a pas abouti. En effet, l’algorithme retourne
syste´matiquement un vecteur de poids Hamming qui n’est pas le bon et qui corre`le bien mieux que
celui qui est correct.
3.2 Les limites du crible et du compteur
L’estimation du poids de Hamming n’est pas chose aise´e, comme le montre le paragraphe
pre´ce´dent (3.1). C’est pourquoi, nous supposons qu’il peut y avoir des erreurs d’estimation. Dans le
cas ou` il y a des erreurs dans l’estimation des couples de poids de Hamming (HX , HY ), l’utilisation
d’un crible ne peut plus fonctionner.
Pour une campagne de taille n, si n est suffisamment grand toutes les valeurs d’hypothe`ses de
cle´ sont e´limine´es, en reprenant les notations du paragraphe 2.2 cela s’exprime ainsi :
K{(hx,hy)i}i∈[[1,n]] = ∅ .
La premie`re ide´e est d’utiliser un compteur a` la place du crible. Cela consiste a` associer un comp-
teur ck, initialise´ a` 0, pour chaque hypothe`se k ∈ [[0, 255]]. Puis a` chaque exe´cution, si l’hypothe`se
k est cohe´rente avec l’observation (hx = hy), c.a`.d k ∈ Khx,hy , alors ck est incre´mente´.
A` la fin ck est le nombre de fois ou` k est sugge´re´e comme une hypothe`se de cle´ valide. Le comp-
teur est normalise´ par le nombre n d’exe´cutions. Le vecteur des ckn est note´ U . Malheureusement,
intrinse`quement quelques valeurs de cle´s sont moins souvent de bonnes candidates que d’autres
(voir paragraphe 2.2). Par conse´quent, le compteur ne peut pas eˆtre utilise´ tel quel, il faut l’adapter
ou utiliser un autre distingueur.
3.3 Proble´matiques
Tout le questionnement de notre e´tude re´side dans le passage de la consommation de courant
mesure´e au poids de Hamming. L’estimation du poids de Hamming pre´sente deux difficulte´s dans
ce contexte.
1. La de´tection des points d’inte´reˆt est ne´cessaire. En effet, le paragraphe 3.1 montre qu’a` chaque
instant il existe une corre´lation possible entre la consommation de courant et le poids de Ham-
ming. Il est indispensable pour l’attaquant d’eˆtre capable de de´terminer les PoI, c.a`.d a` quel
instant est la fuite de se´curite´ du circuit.
2. Une fois les PoI cible´s, il reste encore la question de l’infe´rence des poids de Hamming a` partir
des mesures. Le paragraphe 3.1 a montre´ qu’il n’est pas possible de tous les ge´ne´rer. De plus,
le vecteur de poids qui corre`le le mieux est rarement le bon.
La difficulte´ de retrouver le poids de Hamming a` partir de mesures de consommation de courant
ou d’e´mission EM, sans connaissance sur les donne´es (textes) est e´vidente. Il faut admettre que la
me´thode a` employer ne peut eˆtre parfaite. Il n’est pas possible de retrouver les poids de Hamming
de manie`re comple`tement fiable. Le crible n’est alors pas un bon candidat au distingueur, il reste a`
en se´lectionner un efficace.
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4 Des courbes de mesures au poids de Hamming
4.1 De´tection des PoI
Une me´thode performante pour de´tecter les PoI est celle pre´sente´e dans [66]. Pour chaque point
consot de la courbe, associe´ a` un instant t, les auteurs calculent le NICV (Nomalized Inter-Class
Variance) en fonction du texte T .
NICV =
V ar(E(consot|T ))
V ar(consot)
.
Le point ayant le plus grand NICV est le PoI. Cette me´thode ne´cessite la connaissance des textes.
Le proble`me de trouver les PoI sans aucun texte a de´ja` e´te´ aborde´ dans la litte´rature dans [67].
L’ide´e est de calculer la variance en chaque point de mesure, les points ayant une variance suffisam-
ment e´leve´e sont des PoI.
L’inconve´nient majeur de cette me´thode est qu’elle est  aveugle a` la signification de la variable
manipule´e en ce point. Elle mesure une variance e´leve´e mais pouvant eˆtre en rapport avec n’importe
quoi comme donne´es, y compris le bruit et non celles que nous souhaitons manipule´es. Ainsi, cette
me´thode n’a pas fonctionne´ sur les courbes que nous avons obtenues.
4.2 Estimation des poids de Hamming
4.2.1 Approche par templates
De´finition 40 : Une attaque par templates est une attaque de type SCA, ou` l’attaquant dispose
d’un double du circuit attaque´, sur lequel il a une maitrise totale. Dans un premier temps il ge´ne`re
un ensemble de mesures sur ce circuit en faisant varier les diffe´rentes valeurs possibles de la cible.
Ces mesures sont traite´es de manie`res statistiques, afin d’obtenir une  mesure type , te´moin,
appele´e template du comportement du circuit selon les hypothe`ses de cible.
D’un point de vue formalisme, l’attaquant cre´e en quelque sorte, lui-meˆme ses pre´dictions Pm,k
et sa fonction mode`le m. Puis, il confronte les mesures sur le second circuit (le circuit cible) avec
celles de son mode`le te´moin, afin d’extraire la bonne hypothe`se de cible, via bien e´videmment le
distingueur de son choix.
Les me´thodes par templates [68] sont tre`s efficaces et permettent a` la fois de de´tecter les PoI
et en meˆme temps de passer des mesures aux poids de Hamming. Ainsi, dans [69] les auteurs
retrouvent le poids de Hamming des donne´es manipule´es avec une probabilite´ de 0, 993. Le de´faut
est que celles-ci ne´cessitent de posse´der un second circuit sur lequel les textes sont connus, pour
construire les templates.
4.2.2 Me´thodes par classement
Supposons que les PoI ont e´te´ de´tecte´s correctement. L’attaquant dispose alors de deux vecteurs
de mesures de courant :
(C′X(x1), · · · , C′X(xn)) et (C′Y (y1), · · · , C′Y (yn)) .
L’objectif est de retrouver les vecteurs des poids de Hamming correspondant a` ces vecteurs de
mesures :
(hx1 , · · · , hxn) et (hy1 , · · · , hyn) .
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Si la campagne est assez grande, et sous l’hypothe`se de manipuler des donne´es construites avec des
textes ale´atoires et uniforme´ment distribue´s, nous pouvons classer les mesures pour en de´duire les
poids de Hamming. Deux me´thodes de classement sont propose´es.
1. Premier classement.
En supposant que la plus petite valeur de courant corresponde au poids de Hamming 0. Pour
conserver la distribution des poids de Hamming (voire Tableau 6, en paragraphe 2.2), les
n
256 plus petites valeurs sont associe´es au poids de Hamming 0, les
8·n
256 valeurs suivantes cor-
respondent au poids de Hamming 1 etc.
2. Second classement.
Supposons que l’ensemble des mesures (pour tous les poids de Hamming confondus) suit une
loi normale N (µ, σ”). Les valeurs de la moyenne µ et de l’e´cart type σ” sont estime´es a` partir
des re´alisations mesure´es. Des intervalles sont alors construits pour retrouver les poids de
Hamming. Les poids de Hamming sont alors assigne´s suivant les re`gles :
− a 6 C−µ
σ”·√2 < − erf
−1 ( 254
256
) ⇒ h = 0
− erf−1 ( 254256) 6 C−µσ”·√2 < − erf−1 ( 238256) ⇒ h = 1
− erf−1 ( 238256) 6 C−µσ”·√2 < − erf−1 ( 180256) ⇒ h = 2
− erf−1 ( 180256) 6 C−µσ”·√2 < − erf−1 ( 70256) ⇒ h = 3
− erf−1 ( 70256) 6 C−µσ”·√2 6 erf−1 ( 70256) ⇒ h = 4
erf−1
(
70
256
)
< C−µ
σ”·√2 6 erf
−1 ( 180
256
) ⇒ h = 5
erf−1
(
180
256
)
< C−µ
σ”·√2 6 erf
−1 ( 238
256
) ⇒ h = 6
erf−1
(
238
256
)
< C−µ
σ”·√2 6 erf
−1 ( 254
256
) ⇒ h = 7
erf−1
(
254
256
)
< C−µ
σ”·√2 6 a ⇒ h = 8
Avec erf la fonction d’erreur de Gauss de´finie par :
erf(z) =
2√
pi
∫ z
0
e−t
2
dt
Nous pouvons e´galement exclure les donne´es extreˆmes et donc improbables ; celles qui de´passent
un seuil de´fini par a positif. Dans un cas parfait ou` il n’y a pas d’erreur de mesure a = ∞.
En pratique, a est choisi empiriquement en fonction de nos mesures.
Des re´sultats expe´rimentaux sur des courbes de simulation sont pre´sente´s en 5.3.1.
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4.2.3 Approche utilisant un mode`le de la consommation de courant
Pour commencer, nous de´finissons un mode`le de la consommation de courant classique. La
consommation dite parfaite et note´e C est issue du mode`le suivant :
C(X) = α ·HX + β .
La consommation  mesure´e , note´e C′, est e´gale a` la consommation parfaite avec un bruit de
mesure WX ∈ R qui suit une loi normale N (0, σ′).
C′(X) = C(X) +WX
C′(X) = α ·HX + β +WX
C′(X) = α ·H ′X + β
Une me´thode classique pour de´terminer α et β est la re´gression line´aire. Cette me´thode suppose
dans notre cas, la connaissance de HX et C′(X). Comme pour les attaques en templates, cette
me´thode impose a` l’attaquant de posse´der un circuit te´moin.
Nous proposons une autre approche qui consiste a` transformer, a` l’aide d’une application affine
l’intervalle des mesure de C′ en l’intervalle ]0 − σ”; 8 + σ”[ ; ou` σ” est l’e´cart type de C′. Cette
me´thode ne requiert pas de circuit te´moin, mais l’estimation obtenue de H ′X est moins pre´cise.
Avec la connaissance de α et β alors nous pouvons obtenir H ′X . En effet, sachant que :
α ·HX + β +WX = α ·H ′X + β .
nous avons :
H ′X = HX +WHX
WHX suit la loi normale N (0, σ
′
|α| ) d’apre`s la proprie´te´ d’invariance par dilatation de l’e´cart type
(voir P8 en annexe C.ii.c). Par la suite, elle est note´e N (0, σ).
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5 Les propositions d’attaques
5.1 Approche par acceptation de l’erreur
Cette premie`re approche suppose que l’attaquant a pu e´valuer des poids de Hamming (par la
me´thode des templates 4.2.1 ou des classements 4.2.2), ces derniers pouvant eˆtre errone´s.
L’approche pre´sente´e maintenant, e´tudie le comportement des diffe´rentes hypothe`ses k avec des
variables ale´atoires.
Deux nouvelles variables ale´atoires uniforme´ment distribue´es et inde´pendantes sont intro-
duites : X” et Y ” dans [[0, 255]]. Nous de´finissons e´galement :
HX” = HW (X”) et HY ” = HW (Y ”) .
Les variables HX” et HY ” sont construites pour repre´senter une erreur, elles n’ont pas de lien avec
les donne´es manipule´es par l’AES. Dans ce cas, le vecteur des ck est calcule´ avec un simulateur
pour un grand nombre n de couples (X”, Y ”), ici n = 100000. Toutes les hypothe`ses k n’ont pas la
meˆme probabilite´ d’eˆtre dans K{(hx”,hy”)i}i∈[[1,n]] .
K{(hx”,hy”)i}i∈[[1,n]] =
n⋂
i=1
K(hx”,hy”)i
Les variables X” et Y ” sont uniforme´ment ale´atoires, donc HX”et HY ” suivent la distribution
habituelle du poids de Hamming. Dans ce contexte, le vecteur re´sultat qui stocke les 256 valeurs de
compteur normalise´es ckn est note´ U”.
D’autre part, pour toutes les hypothe`ses de cle´ k, pour chaque valeur x de X, x ∈ [[0, 255]], Y
est fixe´ a` un y, par la relation suivante :
y = SB(x⊕ k)
Dans ce contexte pour chacune des hypothe`ses de cle´ k, nous construisons un vecteur Uk, qui stocke
les 256 valeurs de compteur ckn .
Nous remarquons que Uk 6= U”.
Un couple de poids de Hamming a une probabilite´ d’eˆtre correcte de phw.
P ((HX , HY ) = (H
′
X , H
′
Y )) = phw
En pratique nous avons :
phw = phx · phy .
avec phx la probabilite´ que le poids de Hamming HX soit correctement e´value´ et phy celle de HY .
Il y a deux cas particuliers :
– Si les poids de Hamming sont connus (phw = 1), U = Uk.
– Si les poids de Hamming sont ale´atoires (phw = 0), U = U”.
Finalement pour s’approcher d’un cas plus re´aliste, un vecteur de pre´diction Uphw peut eˆtre
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calcule´ avec l’e´quation suivante :
Uphw = phw · Uk + (1− phw)U” .
Pour chacune des hypothe`ses k la corre´lation entre U et Uphw est calcule´e. U e´tant le vecteur de
compteur de´fini en paragraphe 3.2. L’hypothe`se retourne´e est celle ayant la plus grande corre´lation.
5.2 Approche par infe´rence baye´sienne
L’ide´e de d’e´tudier des lois jointes comme fonction de la cle´, est aborde´e dans les attaques
alge´briques [9, 69, 70, 71] ou encore dans la the`se de Linge [72].
De´finition 41 : L’infe´rence baye´sienne est une me´thode d’infe´rence permettant de de´duire la
probabilite´ d’un e´ve´nement a` partir de celles d’autres e´ve´nements de´ja` e´value´s. Elle s’appuie prin-
cipalement sur le the´ore`me de Bayes.
5.2.1 Principe et objectif
Dans cette partie, une approche probabiliste est envisage´e. Une approche similaire pour les
templates est pre´sente´ en section 6.6 de [73]. L’ide´e n’est plus de corriger des poids de Hamming
potentiellement faux ; mais d’associer une probabilite´ a` chaque hypothe`se de cle´ selon des couples
de mesures (H ′X , H
′
Y ) obtenus, comme de´crit en paragraphe 4.2.3. Ce qui nous inte´resse est la
probabilite´ de chaque hypothe`se de cle´ sachant un ensemble de mesures :
A = Pr
(
K = k|{(H ′X , H ′Y ) = (h′x, h′y)i
}
i∈[[1,n]]) . (11)
La Figure 22 repre´sente le contexte sous forme de re´seau de croyances (comme de´crit dans [74]).
Il s’agit d’un graphe ou` chaque nœud est une variable. L’influence d’une variable ale´atoire sur une
autre est symbolise´e par une fle`che. Les variables incluses dans le rectangle changent a` chaque
exe´cution, celle situe´e a` l’exte´rieur reste fixe.
X K
Y
Hx Hy
H ′x H
′
y
Figure 22 : Mode´lisation du proble`me par un graphe
Des rappels sur les outils de probabilite´ utilise´s dans cette section sont en annexe C.ii.
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5.2.2 Calcul des probabilite´s
Dans toute cette section FZ est la fonction de densite´ de probabilite´ de la variable Z.
a) Calculs pre´liminaires
A priori toutes les hypothe`ses de cle´ doivent eˆtre e´quiprobables.
Pr(K = k) =
1
256
(12)
Les probabilite´s : Pr ((HX , HY ) = (hx, hy)|K = k) et Pr (K = k|(HX , HY ) = (hx, hy)) se cal-
culent tre`s facilement par de´nombrement sur les valeurs de X.
On conside`re que le bruit en X suit la loi Normale N (0, σX) ; et ainsi nous avons la fonction de
densite´ de probabilite´ suivante :
FBX (z) =
e
− 12 ·
(
z
σX
)2
σX ·
√
2pi
.
De meˆme, on conside`re que le bruit en Y suit la loi Normale N (0, σY ). Ainsi, nous avons la fonction
de densite´ de probabilite´ suivante :
FBY (z) =
e
− 12 ·
(
z
σY
)2
σY ·
√
2pi
.
b) Calcul des probabilite´s des diffe´rentes hypothe`ses de cle´.
Nous cherchons a` estimer la probabilite´ A, voir e´quation (11), que K = k sachant un ensemble
de mesures. La formule de Bayes, rappele´e en annexe C.ii e´quation (39), donne la relation suivante :
A =
A1︷ ︸︸ ︷
F(H′X ,H′Y )
({(h′x, h′y)i}|K = k) ·Pr(K = k)
F(H′X ,H′Y )
({(h′x, h′y)i})︸ ︷︷ ︸
A0
.
Le de´nominateur A0 est obtenu par normalisation, donc n’a pas besoin d’eˆtre calcule´.
Inte´ressons nous au calcul de A1. Les mesures de couples (H
′
X , H
′
Y )i sont des variables inde´pen-
dantes et identiquement distribue´es. C’est a` dire que tous les couples ont la meˆme loi de probabilite´
et tous les couples sont mutuellement inde´pendants (voir De´finition 50 en annexe C.ii). En d’autres
termes un couple (H ′X , H
′
Y )1 ne permet pas de pre´dire le couple suivant (H
′
X , H
′
Y )2. C’est pourquoi,
nous avons :
A1 =
n∏
i=1
F(H′X ,H′Y )
(
(h′x, h
′
y)i|K = k
)
.
Maintenant, il faut calculer la meˆme probabilite´ pour un unique couple d’observables.
A2 = F(H′X ,H′Y )
(
(h′x, h
′
y)|K = k
)
.
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L’application de la formule des probabilite´s totales (34) donne :
A2 =
∑
i∈[[0,8]]2
F(H′X ,H′Y )
(
(h′x, h
′
y)i|(HX , HY ) = (hx, hy)i
)︸ ︷︷ ︸
A3
·Pr((HX , HY ) = (hx, hy)i|K = k) .
Inte´ressons nous maintenant au calcul de A3.
A3 = F(H′X ,H′Y )
(
(h′x, h
′
y)|(HX , HY ) = (hx, hy)
)
Sachant (HX , HY ), H
′
X et H
′
Y sont inde´pendants. Pour hx fixe´ H
′
X est inde´pendant de HY donc :
FH′X (h
′
x|(HX , HY ) = (hx, hy)) = FH′X (h′x|HX = hx) .
De meˆme, pour hy fixe´ H
′
Y est inde´pendant de HX donc :
FH′Y
(
h′y|(HX , HY ) = (hx, hy)
)
= FH′Y
(
h′y|HY = hy
)
.
Ceci implique :
A3 = FH′X (h
′
x|HX = hx) · FH′Y
(
h′y|HY = hy
)
.
Or Pr(h′x|HX = hx) correspond a` un bruit centre´ en hx d’ou` :
FH′X (h
′
x|HX = hx) = FBX (|h′x − hx|) =
e
− 12 ·
(
h′x−hx
σX
)2
σX ·
√
2pi
.
De meˆme :
FH′Y
(
h′y|HY = hy
)
= FBY (h
′
y − hy) =
e
− 12 ·
(
h′y−hy
σY
)2
σY ·
√
2pi
.
Finalement, nous avons A proportionnel au produit de la somme suivant :
A ∝
n∏
(h′x,h′y)i
∑
(hx,hy)∈[[0,8]]2
e
− 12 ·
(
h′x−hx
σX
)2
σX ·
√
2pi
· e
− 12 ·
(
h′y−hy
σY
)2
σY ·
√
2pi
· Pr((HX , HY ) = (hx, hy)|K = k) (13)
Cette approche par infe´rence Baye´sienne peut eˆtre utilise´e dans la de´tection de PoI voir an-
nexe D.
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5.3 Re´sultats et comparaison des deux approches
Des simulations ont e´te´ faites dans le langage de programmation Julia. Des textes ont e´te´ ge´ne´re´s
ale´atoirement. Les poids de Hamming des points d’inte´reˆt ont e´te´ calcule´s et un bruit suivant la
loi normale N (0, σ) a e´te´ applique´ a` chaque poids. Nos re´sultats sont en fonction de l’e´cart type σ
et n la taille de la campagne (nombre de textes). Nous pre´cisons que σ correspond ici a` σX et σY .
La Figure 23 illustre les diffe´rentes densite´s de probabilite´ des poids de Hamming bruite´s simule´s,
pour diffe´rents e´cart types.
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Figure 23 : Densite´s de probabilite´ des poids de Hamming bruite´s en fonction des diffe´rentes
valeurs d’e´cart type σ. (σ ∈ {0, 1; 0, 2; 0, 3; 0, 5; 1; 1, 5; 2; 3})
5.3.1 Re´sultats approche par acceptation
La me´thode par acceptation de l’erreur suppose l’obtention de poids de Hamming plus ou moins
errone´s. Nous commenc¸ons par comparer les deux me´thodes de classement de´crites en section 4.2.2.
Les tableaux 7 et 8 pre´sentent des re´sultats moyens pour 10 attaques. Plus le nombre de textes
augmente, plus nous nous approchons du cas optimal (cas ou` la campagne est constitue´e d’une
infinite´ de textes).
n \ σ 0,1 0,2 0,3 0,5 1,0 1,5 2,0 3,0
100 0,74 0,71 0,76 0,59 0,4 0,33 0,27 0,25
500 0,9 0,91 0,85 0,68 0,43 0,34 0,29 0,25
1000 0,94 0,94 0,88 0,69 0,44 0,35 0,3 0,25
5000 0,98 0,97 0,91 0,71 0,45 0,35 0,3 0,26
10000 0,98 0,98 0,91 0,71 0,44 0,35 0,3 0,26
50000 0,99 0,99 0,91 0,71 0,45 0,35 0,3 0,26
100000 0,99 0,99 0,91 0,71 0,45 0,35 0,3 0,26
Tableau 7 : Probabilite´s en moyenne d’avoir trouve´ le bon poids de Hamming par la me´thode du
premier classement
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n \ σ 0,1 0,2 0,3 0,5 1,0 1,5 2,0 3,0
100 1 0,94 0,85 0,66 0,43 0,35 0,3 0,27
500 1 0,98 0,89 0,7 0,44 0,35 0,29 0,26
1000 1 0,98 0,9 0,7 0,44 0,35 0,3 0,25
5000 1 0,99 0,91 0,71 0,45 0,35 0,3 0,26
10000 1 0,99 0,91 0,7 0,44 0,35 0,3 0,26
50000 1 0,99 0,91 0,71 0,45 0,35 0,3 0,26
100000 1 0,99 0,91 0,71 0,44 0,35 0,3 0,26
Tableau 8 : Probabilite´s en moyenne d’avoir trouve´ le bon poids de Hamming par la me´thode du
second classement
Nous constatons que la me´thode du second classement est la plus performante. C’est pourquoi,
c’est celle que nous avons retenue pour la suite de l’analyse.
Le Tableau 9 pre´sente des re´sultats pour un octet de cle´ fixe´ arbitrairement a` la valeur 42,
en faisant varier le parame`tre σ et n la taille de la campagne (nombre de textes). Il indique le
rang moyen dans le classement des hypothe`ses de cle´, pour 10 attaques en utilisant la me´thode par
acceptation de l’erreur.
n \ σ 0,1 0,2 0,3 0,5 1,0 1,5 2,0 3,0
100 12,2 23,5 28,6 100,2 111,5 91,4 157,4 120,1
500 1,1 1 1,6 18,9 84,9 112,5 128,2 157,4
1000 1 1 1 16,1 80 121,3 128,6 141
5000 1 1 1 1 34,8 76,1 111,8 143,1
10000 1 1 1 1 50 86,3 92,4 164,1
50000 1 1 1 1 23,9 84,8 107,6 165,8
100000 1 1 1 1 17,2 96,7 117 182,7
Tableau 9 : Re´sultats du rang de la cle´ 42 en fonction du nombre de textes et de l’e´cart type de
la loi normale associe´e au bruit.
5.3.2 Re´sultats approche par infe´rence Baye´sienne
Le Tableau 10 pre´sente des re´sultats pour un octet de cle´ fixe´ arbitrairement a` la valeur a` 42,
en faisant varier le parame`tre σ et n la taille de la campagne (nombre de textes). Le Tableau 10
indique le rang moyen dans le classement des hypothe`ses de cle´, pour 10 attaques.
Nous observons que plus l’e´cart type augmente, plus il faut de textes pour que la bonne hy-
pothe`se reste bien classe´e. Nous constatons e´galement que cette me´thode est plus efficace que celle
par acceptation de l’erreur. Il est tout a` fait probable que le fait que les me´thodes par classement
sont tre`s rapidement peu efficaces lorsque l’e´cart type σ du bruit augmente, justifie cette diffe´rence
dans les re´sultats.
Par ailleurs, nous nous sommes inte´resse´s aux cle´s 25 et 62, qui repre´sentaient une difficulte´ dans
l’attaque the´orique avec un crible. Ainsi les tableaux suivants 13, 12 et 11 pre´sentent des re´sultats
de 10 attaques de 5000 textes, faisant varier les e´carts types. Le rang moyen est donne´ pour les
trois hypothe`ses 25, 42 et 62. Pour le tableau 13, nous pre´cisons que les rangs 1 et 2 correspondent
bien a` deux probabilite´s diffe´rentes et non a` des scores e´gaux.
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n \ σ 0,1 0,2 0,3 0,5 1,0 1,5 2,0 3,0
100 1 1,3 1,9 27,5 68 115 133,2 139,6
500 1 1 1 1 34,4 79,8 86,6 91,5
1000 1 1 1 1 10,8 39,9 67,8 92,1
5000 1 1 1 1 1 16,5 39,7 70,4
10000 1 1 1 1 1 2 36,4 56
50000 1 1 1 1 1 1,1 2,9 18,9
100000 1 1 1 1 1 1 1 8,7
Tableau 10 : Re´sultats du rang de la cle´ 42 en fonction du nombre de textes et de l’e´cart type de
la loi normale associe´e au bruit.
rang de l’hypothe`se \ σ 0.1 0.2 0.3 0.5 1.0 1.5 2.0 3.0
25 67,1 70,7 85,6 133,8 145,1 181 152,4 149,5
42 142,4 101,1 60,8 31,9 23,9 53,6 59,5 76,3
62 1 1 1 1 1,4 17,9 43,6 90,6
Tableau 11 : Re´sultats sur 10 attaques de 5000 textes ou` l’octet de cle´ kˆ = 62
rang de l’hypothe`se \ σ 0,1 0,2 0,3 0,5 1,0 1,5 2,0 3,0
25 136,5 160,5 183 144,1 96,2 84,3 108,8 82,5
42 1 1 1 1 1 4,3 44 74,2
62 7,2 7,3 10,5 7,3 18 47,6 92,5 112,2
Tableau 12 : Re´sultats sur 10 attaques de 5000 textes ou` l’octet de cle´ kˆ = 42
rang de l’hypothe`se \ σ 0,1 0,2 0,3 0,5 1,0 1,5 2,0 3,0
25 1 1 1 1 1 4,6 36,2 38,3
42 110,2 109,5 87,7 42,2 26,2 18,6 40 79,1
62 2 2 4,8 12,7 84,2 94,5 120,2 155,3
Tableau 13 : Re´sultats sur 10 attaques de 5000 textes ou` l’octet de cle´ kˆ = 25
Nous remarquons que l’attaque re´ussit meˆme dans le cas litigieux des cle´s 25 et 62.
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5.4 Ame´lioration de l’attaque
Dans [75], les auteurs pre´sentent une me´thode pour e´nume´rer les cle´s obtenues par SCA octet
par octet. Cet article re´pond a` la question suivante :  Si a` la fin d’une attaque SCA la cle´ retourne´e
n’est pas la bonne (sachant qu’on attaque octet par octet) dans quelle ordre tester les autres cle´s
de manie`re efficace ? 
Dans cette partie, nous souhaitons ame´liorer le re´sultat final en combinant les proprie´te´s du
KeyExpansion a` la me´thode de Veyrat-Charvillon et al. [75]. L’attaque pre´sente´e retourne les valeurs
des octets de cle´ des tours 1 a` 9, de la cle´ la plus probable. Il est alors e´vident que le re´sultat retourne´
est partiellement faux. Cependant, le fait que l’attaque ait lieu pour tous les octets de plusieurs
tours est un avantage majeur. Certes, nous ne disposons pas de texte clair ni chiffre´ pour tester
les cle´s, mais les octets de cle´ sont relie´s entre eux par le KeyExpansion. L’objectif est le suivant :
retourner la cle´ dont tous les octets de chacun des tours soient les mieux classe´s possibles dans
notre attaque ve´rifiant les e´quations du KeyExpansion.
5.4.1 Lien entre les cle´s
Le syste`me d’e´quations (1) (chapitre I, section 1.4.2) implique qu’un octet de cle´ est relie´ direc-
tement a` deux autres octets. En effet, chaque octet est utilise´ pour le calcul de deux autres octets
et est lui-meˆme issu de deux octets. Les Tableaux 24 et 25 illustrent les composantes du calcul d’un
octet de cle´ (un bleu et un jaune pour faire un vert).
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Figure 24 : Lien entre les cle´s
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Figure 25 : Lien entre les cle´s, cas particulier de la premie`re colonne
Au final, chaque octet de cle´ doit ve´rifier les trois relations suivantes (les formules sont a` adapter
pour les octets de la premie`re colonne qui passent par la fonction du KeyExpension, ligne 2 de
l’e´quation (1)) :
1. Kl,cr = K
l,c−1
r+1 ⊕Kl,cr+1
2. Kl,cr = K
l,c+1
r−1 ⊕Kl,c+1r
3. Kl,cr = K
l,c−1
r ⊕Kl,cr−1 .
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5.4.2 Algorithme
Le proble`me :  retourner la cle´ dont tous les octets de chacun des tours soient les mieux classe´s
possibles dans notre attaque et qui ve´rifient les e´quations du KeyExpansion  est un proble`me
complique´.
C’est pourquoi, l’Algorithme 1 propose´ n’est pas optimal. Celui-ci retourne une cle´ dont tous les
octets de chacun des tours sont correctement classe´s et qui ve´rifient les e´quations du KeyExpansion,
a` condition qu’une telle cle´ existe. De plus, sa complexite´ explose si les re´sultats expe´rimentaux ne
sont pas satisfaisants. Ainsi, en fonction de la puissance de calcul et de la confiance que l’attaquant
donne a` ses mesures, il doit choisir un seuil a.
Algorithme 1 Retourne une cle´ dont tous les octets de chacun des tours sont correctement classe´s
et qui ve´rifient les e´quations du KeyExpansion
Entre´e : Le classement des hypothe`ses sur tous les octets de cle´ de chaque tour de 1 a` 9
Sortie : Une cle´ ou e´chec
1: Pour l ∈ [[0, 3]] faire :
2: Chercher le meilleur triplet : (Kl,02 ,K
l,0
1 ,K
(l+1) mod 4,3
1 ).
3: Chercher le meilleur couple : (Kl,12 ,K
l,1
1 ).
4: Chercher le meilleur couple : (Kl,22 ,K
l,2
1 ).
5: Fin de boucle pour
6: Regarder le classement ge´ne´ral de la cle´ entie`re.
7: Si la cle´ entie`re est bien classe´e alors :
8: Retourner la cle´.
9: Sinon
10: Essayer toutes les valeurs de (Kl,22 ,K
l,2
1 ).
11: Si toujours pas de cle´ bien classe´e alors :
12: Essayer la meilleure valeur suivante de couple (Kl,12 ,K
l,1
1 ).
13: Retourner en e´tape 4.
14: Si toujours pas de cle´ bien classe´e alors :
15: Essayer la meilleure valeur de triplet suivante (Kl,02 ,K
l,0
1 ,K
(l+1) mod4,3
1 ).
16: Retourner en e´tape 3.
17: Fin de si
18: Fin de si
19: Fin de si
A` la fin de l’attaque, un score de corre´lation ou une probabilite´ (suivant si l’attaquant choisit la
me´thode par acceptation de l’erreur, paragraphe 5.1 ou par infe´rence bayesienne, paragraphe 5.2)
est associe´(e) a` chaque octet de cle´ des tours 1 a` 9. Pour chacun des octets de cle´, un classement
des hypothe`ses des valeurs qu’il peut prendre, lui est attribue´. Ce dernier est pris en entre´e de
l’algorithme 1.
L’ide´e est de se focaliser sur les octets des premiers tours. Nous conside´rons qu’un ensemble
d’octets de cle´ est bien classe´ si il fait parti des a premiers. En utilisant la me´thode de Veyrat-
Charvillon et al. l’algorithme 1 se´lectionne le triplet le mieux classe´ pour les 4 lignes ∀l ∈ [[0, 3]]
(ligne 2 de l’agorithme) :
(Kl,02 ,K
l,0
1 ,K
(l+1) mod 4,3
1 ) .
Puis, avec Kl,02 le meilleur couple (ligne 3) :
(Kl,12 ,K
l,1
1 ) .
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Puis, le meilleur couple avec Kl,22 (ligne 2) :
(Kl,22 ,K
l,2
1 ) .
Ainsi les Kl,32 sont entie`rement de´termine´s. Les octets cle´s des tours 3 a` 9 e´galement. Si toutes les
cle´s ainsi choisies sont bien classe´es alors cette hypothe`se est garde´e sinon l’algorithme 1 modifie
son choix, en supposant toujours en premier que c’est a` la dernie`re e´tape qui contient une erreur
de se´lection.
Si l’algorithme a e´choue´, il faut soit revoir le seuil, soit les mesures expe´rimentales qui ont permis
d’obtenir le classement.
5.4.3 Perspectives
De´finition 42 : Un algorithme par propagation de croyances s’appuie sur un graphe. Chaque
nœud du graphe connaˆıt certaines informations. A` chaque ite´ration, chaque nœud e´change ses in-
formations avec ses voisins et met a` jour ses propres informations en fonction de ce qu’il a rec¸u, et
ainsi de suite, jusqu’a`  convergence .
Un algorithme par propagation de croyances peut eˆtre vu comme une  rumeur . L’algorithme
de Gallager [76] est un algorithme ite´ratif et probabiliste a` propagation de croyances utilise´ pour
les codes LDPC (codes a` matrice de parite´ creuse). Le principe est de calculer la probabilite´ a`
posteriori du mot de code, sachant les mots rec¸us et utilisant des contraintes qui re´gissent un mot
de code. Cet algorithme se base sur un graphe de Tanner. Un graphe de Tanner est constitue´ de
nœuds de donne´es repre´sentant les bits et de nœuds fonctionnels repre´sentant les e´quations liant
les bits entre eux. Un nœud de donne´e est relie´ a` un nœud fonctionnel si le bit qu’il repre´sente
intervient dans l’e´quation du nœud fonctionnel.
Une perspective pour notre e´tude est d’adapter les algorithmes par propagation de croyances a`
notre proble`me 2. La difficulte´ est de transformer les relations du KeyExpansion qui sont sur des
octets en relation sur des bits. Les nœuds de donne´es du graphe de Tanner adapte´ a` notre e´tude
repre´senteraient alors, les bits des octets de cle´.
2. Le proble`me e´tant toujours : retourner la cle´ dont tous les octets de chacun des tours soient les mieux classe´s
possibles dans notre attaque et qui ve´rifient les e´quations du KeyExpansion.
69
III. Attaque SCA 6. Conclusion et perspectives
6 Conclusion et perspectives
Dans ce chapitre, nous nous sommes inte´resse´s aux attaques par observation de courant unique-
ment sur AES, dans le but de retrouver la cle´ de chiffrement. Les textes clairs et chiffre´s ne sont
jamais utilise´s. L’ide´e n’est pas non plu d’utiliser des templates, l’attaquant ne dispose pas d’un
circuit clone d’essai. Seules des mesures de consommation de courant, en deux points strate´giques
(avant le AddRoundKey et en sortie des s-boxes) sont exploite´es.
Les difficulte´s de ce type d’attaque reposent essentiellement sur deux points :
1. la de´tection des PoI,
2. le passage des mesures aux poids de Hamming.
Dans ce chapitre nous de´crivons un court e´tat de l’art sur la de´tection des PoI.
Les mesures ne permettent pas de donner les poids de Hamming recherche´s de manie`re infaillible.
Les travaux de ce chapitre portent essentiellement sur la prise en compte de cette erreur lie´e aux
mesures. Deux approches ont e´te´ pre´sente´es :
1. une approche par acceptation des erreurs lie´es aux mesures,
2. une approche par infe´rence Baye´sienne.
La seconde approche est plus pertinente que la premie`re. Malheureusement ces approches n’ont e´te´
teste´es qu’en simulation. Une perspective essentielle de ce chapitre est la validation de nos approches
sur des courbes issues d’un vrai circuit.
L’attaque pouvant se faire a` n’importe quel tour, il est possible d’affiner le re´sultat obtenu en
utilisant le KeyExpansion. Une perspective possible est d’ame´liorer la me´thode en introduisant un
algorithme par propagation de croyances.
Cette me´thode permet aussi d’attaquer un AES masque´, a` condition que le masque soit fixe ou
qu’il ne soit pas applique´ sur l’ensemble des tours ; mais e´galement d’autres algorithmes tels que le
DES.
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1 Objectifs
Dans le cadre du formalisme (section II.1), l’un des objectifs est de trouver de nouvelles attaques
physiques. Une nouvelle attaque de type SCA a e´te´ pre´sente´e dans le chapitre III. Dans ce chapitre,
c’est de manie`re syste´matique que nous souhaitons mettre en e´vidence des attaques de type FIA.
Mieux que cela, nous souhaitons eˆtre capable de justifier le choix de l’emplacement de l’injection
des fautes plutoˆt qu’un autre.
L’objectif de cette e´tude est le suivant :
Soit un algorithme de chiffrement base´ sur un sche´ma de Feistel, quel est le registre
ide´al pour minimiser le nombre de fautes mono-bit injecte´es dans celui-ci, pour re-
trouver la cle´ du dernier tour ?
Nous conside´rons que les fautes injecte´es sont de type mono-bit sur un registre (bloc). Cette hy-
pothe`se d’injection de fautes n’est pas une hypothe`se forte. Il est possible d’injecter des fautes
mono-bit comme le montrent les travaux de Dutertre et al. dans [77, 78, 79]. Nous rappelons que le
fait d’injecter des fautes dans un circuit l’expose au risque d’eˆtre de´te´riore´. Ainsi, le registre ide´al
pour injecter les fautes est celui qui implique le moins de d’injection pour retrouver la cle´.
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2 Sche´mas de Feistel Ge´ne´ralise´s
2.1 De´finition
Les sche´mas de Feistel doivent leur nom au cryptologue allemand Horst Feistel.
De´finition 43 : Un sche´ma de Feistel est une construction ite´rative permettant de cre´er une
bijection a` partir de fonctions qui ne le sont pas force´ment. Pour cela, le sche´ma se´pare son entre´e
en deux blocs (L et R) de taille identique. Un de ces deux blocs passe alors dans une fonction
de´pendante de la cle´ et dite fonction de Feistel, puis le re´sultat est  xore´  au second bloc.
Cette construction est alors ite´re´e plusieurs fois en inversant les roˆles des deux blocs a` chaque tour.
La Figure 26 illustre un sche´ma de Feistel classique.
Lr Rr
F
Lr+1 Rr+1
Figure 26 : Structure classique d’un sche´ma de Feistel
Les caracte´ristiques principales de ce sche´ma sont les suivantes :
– a` l’aide de la fonction de Feistel, seule une partie de l’e´tat interne est modifie´e a` chaque tour ;
– le sche´ma est inversible meˆme si la fonction de Feistel utilise´e ne l’est pas ;
– la bijection re´ciproque suit le meˆme sche´ma mais en inversant l’ordre des cle´s de tour.
De´finition 44 : Les sche´mas de Feistel ge´ne´ralise´s introduits a` CRYPTO’89 par Zheng et
al. [80], note´s GFN, sont une classe plus ge´ne´rale de sche´mas reprenant les ide´es principales du
sche´ma de Feistel, mais en subdivisant l’e´tat interne en plus de deux blocs.
D’apre`s Berger et al. dans [81], un tour de GFN (Genralized Feistel Network) est divise´ en deux
transformations successives : la couche non-line´aire et la couche de permutation.
– La couche non-line´aire est constitue´e d’une ou plusieurs fonctions de Feistel F de´pendant d’un
bloc de cle´ de tour.
– La couche de permutation consiste a` re´arranger les diffe´rents blocs de l’e´tat interne.
Attention, les tours d’indice r vont de 0 a` r et le de´coupage en blocs de 0 a` b− 1. La Figure 27 est
un exemple de sche´ma de Feistel a` 8 blocs.
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B0r
B0r+1
B1r
B1r+1
B2r
B2r+1
B3r
B3r+1
B4r
B4r+1
B5r
B5r+1
B6r
B6r+1
B7r
B7r+1
F F F F
Figure 27 : Exemple de sche´ma de Feistel ge´ne´ralise´ avec 8 blocs.
2.2 Fonction de Feistel
La fonction de tour est compose´e d’une fonction de Feistel F et du  xor  avec un autre bloc.
Une fonction de Feistel est construite a` partir de trois types de fonctions.
1. Le  xor  avec la cle´ de tour Kλr . Nous remarquons que dans un meˆme tour, il peut y avoir
plusieurs blocs qui passent dans la fonction F , ainsi un exposant λ est ajoute´ a` la cle´ pour
diffe´rencier les diffe´rents blocs de la cle´ de tour (λ ∈ [[0,Λ−1]]). Par exemple dans la Figure 27,
il y a 4 blocs de cle´ par tour.
2. Les s-boxes, qui ne sont pas line´aires, assurent la confusion (voir chapitre I De´finition 7).
3. Les fonctions de “me´lange”, c’est a` dire les fonctions line´aires, assurent la diffusion au sein
d’un bloc (voir chapitre I, De´finition 8).
2.3 Exemples de sche´mas de Feistel et de GFN
Le sche´ma de Feistel le plus connu est le DES [4], il est de´crit en chapitre I.1.4.1. Cependant,
sa particularite´ est que les blocs traite´s par la fonction de tour sont ceux de droites contrairement
aux autres sche´mas de Feistel classiques.
2.3.1 MIBS
MIBS est un algorithme de chiffrement base´ sur un sche´ma de Feistel classique, il suit le sche´ma
de la Figure 26. Il doit son nom aux initiales des auteurs Maryam Izadi et Babak Sadeghiyan qui
l’ont pre´sente´ a` CANS 2009 [82]. Il se compose de 32 ite´rations d’un sche´ma de Feistel sur 64 bits,
avec des cle´s de 64 ou 80 bits.
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Lr Rr
Kr
SSSSSSSS
MC
Lr+1
Figure 28 : Sche´ma de la fonction de Feistel du MIBS
La fonction de Feistel est illustre´e en Figure 28. Elle ope`re sur 32 bits re´partis en 8 nibbles 1 et
se compose de 3 e´tapes :
– le  xor  avec la cle´ de tour ;
– une couche de s-boxes bijectives en paralle`le, prenant en entre´e un nibble (La s-box est donne´e
dans le Tableau 14.) ;
x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
S(x) 4 15 3 8 13 10 12 0 1 5 7 14 2 6 1 9
Tableau 14 : S-box de MIBS en notation de´cimale.
– MC une application line´aire de diffusion.
Soit yi les sorties des s-boxes et y
′
i les paquets de nibbles a` la sortie de la fonction de Feistel
apre`s MC. Les y′i sont de´finis comme suit :
y′0 = y0 ⊕ y1 ⊕ y3 ⊕ y4 ⊕ y6 ⊕ y7
y′1 = y1 ⊕ y2 ⊕ y3 ⊕ y4 ⊕ y5 ⊕ y6
y′2 = y0 ⊕ y1 ⊕ y2 ⊕ y3 ⊕ y5 ⊕ y7
y′3 = y0 ⊕ y2 ⊕ y3 ⊕ y4 ⊕ y7
y′4 = y1 ⊕ y2 ⊕ y3 ⊕ y6 ⊕ y7
y′5 = y0 ⊕ y1 ⊕ y3 ⊕ y4 ⊕ y5
y′6 = y0 ⊕ y1 ⊕ y2 ⊕ y5 ⊕ y6
y′7 = y0 ⊕ y2 ⊕ y3 ⊕ y5 ⊕ y6 ⊕ y7
1. agre´gat de 4 bits
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2.3.2 TWINE
TWINE, dont le nom signifie natter, entortiller, est un algorithme de chiffrement de 64 bits. Il
a e´te´ pre´sente´ a` SAC 2012 [83]. Le but recherche´ est une imple´mentation mate´rielle re´duite, tout
en gardant de bonnes performances logicielles. Il s’agit d’un sche´ma de Feistel ge´ne´ralise´ agissant
sur 16 branches de 4 bits chacune, avec des cle´s de 80 ou 128 bits.
La permutation des branches du sche´ma vise a` ame´liorer la diffusion [84]. Elle est pre´sente´e en
Figure 29. Par rapport a` un de´calage circulaire, celle-ci requiert moitie´ moins de tours pour qu’une
diffe´rence dans une des branches se diffuse dans toutes les branches. Le chiffrement complet consiste
a` ite´rer ce sche´ma 36 fois pour les deux longueurs de cle´s.
B0r B
1
r B
2
r B
3
r B
4
r B
5
r B
6
r B
7
r B
8
r B
9
r B
10
r B
11
r B
12
r B
13
r B
14
r B
15
r
F F F F F F F F
B0r+1 B
1
r+1 B
2
r+1 B
3
r+1 B
4
r+1 B
5
r+1 B
6
r+1 B
7
r+1 B
8
r+1 B
9
r+1 B
10
r+1 B
11
r+1 B
12
r+1 B
13
r+1 B
14
r+1 B
15
r+1
Figure 29 : Sche´ma de TWINE
La fonction de Feistel est appele´e 8 fois par tour et se compose simplement d’un  xor  de 4
bits de cle´, suivi d’un passage dans une s-box bijective, de´crite dans le Tableau 15.
x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
S(x) 12 0 15 10 2 11 9 5 8 3 13 7 1 14 6 4
Tableau 15 : S-box de TWINE en notation de´cimale.
76
IV. Injection de fautes et GFN 2. Sche´mas de Feistel Ge´ne´ralise´s
2.3.3 CLEFIA
CLEFIA dont le nom est de´rive´ du mot  CLEF , est un algorithme de chiffrement de 128
bits pour des tailles de cle´s de 128, 192 ou 256 bits. Il a e´te´ pre´sente´ a` FSE 2007 [85]. Il s’agit d’un
sche´ma de Feistel ge´ne´ralise´ agissant sur 4 branches de 32 bits chacune, illustre´ en Figure 30.
B0r B
1
r B
2
r B
3
r
F0 F1
B0r B
1
r+1 B
2
r+1 B
3
r+1
Figure 30 : Sche´ma de CLEFIA
A` chaque tour, il utilise deux fonctions de Feistel diffe´rentes, quoique construites de la meˆme
manie`re, F0 et F1 illustre´es en Figure 31. Chacune se compose de trois e´tapes :
– un  xor  avec une cle´ de tour ;
– 4 s-boxes de 8 bits vers 8, en paralle`le, dont l’ordre est diffe´rent d’une fonction a` l’autre, plus
pre´cise´ment (S1, S0, S1, S0) pour F0 et (S0, S1, S0, S1) pour F1 (CLEFIA utilise deux s-boxes
diffe´rentes S0 et S1 donne´es en annexe A.iii) ;
– deux applications line´aires de diffusion, MC0 pour F0 et MC1 pour F1, de type MixColumns
(application line´aire sur les corps finis).
B0r B
1
r
S0S1S0S1
MC0
B0r+1
K1r
B2r B
3
r
S1S0S1S0
MC1
B2r+1
K2r
Figure 31 : Les fonctions de tours F0 et F1 de CLEFIA.
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3 DFA sur un sche´ma de Feistel classique un ge´ne´ralise´
Le chemin d’attaque usuel pour une attaque de type DFA sur un sche´ma Feistel se fait sur le
dernier tour, comme dans les DFA classiques [11] sur le DES, pre´sente´es en annexe B ii.a.
Le chemin d’attaque est illustre´ en Figure 32, il est re´pe´te´ pour chaque bloc de cle´ de tour Kλr .
D’un point de vue formalisme des attaques physiques, nous avons : OS =
(
Bir, B
i∗
r
)
et OR = ∆Bor .
Bjr−1, B
j∗
r−1 B
i
r−1, B
i∗
r−1
F
Bor , B
o∗
r
Kλr
Figure 32 : Sche´ma d’attaque de type DFA dans un sche´ma de Feistel classique ou ge´ne´ralise´
Ainsi, nous avons la relation suivante :
∆Bor = B
o
r ⊕Bo∗r
= F (Bir−1,Kλr )⊕F (Bi∗r−1,Kλr )⊕∆Bjr−1 . (14)
Ne´anmoins, il existe le cas ou` la cle´ de tour est xore´e a` la fin de la fonction de Feistel. Dans ce cas
pre´cis nous avons :
∆Bor = F
(
Bir−1
)⊕Kλr ⊕F (Bi∗r−1)⊕Kλr ⊕∆Bjr−1
= F (Bir−1)⊕F (Bi∗r−1)⊕∆Bjr−1 .
Il n’y a plus de de´pendance avec la cle´ de tour, il faut donc trouver un autre chemin d’attaque ;
c’est par exemple le cas de SIMON [86] ou de Piccolo [87].
Un autre cas a` ge´rer est lorsque Bir−1 et B
i∗
r−1 sont masque´s. Il n’est alors pas possible de les
obtenir directement. C’est le cas pour l’algorithme Piccolo. Il existe des solutions a` ce proble`me,
seulement il ne faut pas oublier de le prendre en compte. Ces cas particuliers ne sont pas pris en
compte dans notre e´tude.
Les attaques physiques e´tant de type diviser pour re´gner, le bloc de cle´ cible Kλr est partitionne´
en Γ fragments (un par s-box). Au final, la cle´ de tour est donc de´compose´e en Λ blocs Kλr , eux-
meˆmes partitionne´s en Γ fragments Kλ,γr .
Une hypothe`se sur Kλ,γr est note´e k et sa valeur exacte est note´e kˆ.
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4 Notre approche
Cette e´tude porte sur la recherche du bloc Ber ide´al pour injecter une faute mono-bit. L’empla-
cement est ide´al pour injecter les fautes lorsque le nombre de fautes ne´cessaires pour retrouver la
cle´ est minimal. Autrement dit, ce que nous souhaitons c’est attaquer un maximum de fragments
sur un maximum de blocs de cle´ a` chaque faute injecte´e. Nous souhaitons avoir une bonne diffusion
de la faute, de manie`re a` influencer un maximum de fragments de blocs de cle´. D’ou`, a priori, la
recherche du registre ide´al de´pend de deux choses :
1. la structure ge´ne´rale du sche´ma de Feistel classique ou ge´ne´ralise´,
2. la fonction de Feistel.
4.1 Raisonnement au niveau du sche´ma
4.1.1 De´lai de diffusion
Le bloc Bi0 influence le bloc B
j
r si B
i
0 apparaˆıt effectivement dans l’expression de B
j
r vu comme
fonction de B00 , · · · , Bb−10 .
Bi0 a diffuse´ au tour r si B
i
0 influence tous les B
j
r pour j ∈ [[0,b− 1]].
Si tous les blocs Bi0 ont diffuse´ au tour r, on dit que le sche´ma de Feistel a atteint l’e´tat
de pleine diffusion, c’est-a`-dire que tous les blocs en sortie Bjr de´pendent de tous les blocs en
entre´e Bi0.
L’e´tat de pleine diffusion du GFN pre´sente´ en exemple dans la Figure 27 est illustre´ en Figure 33.
F F F F
F F F F
F F F F
F F F F
F F F F
F F F F
F F F F
F F F F
Figure 33 : Figure illustrant l’e´tat de plein diffusion d’un GFN.
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De´finition 45 : Le nombre minimal de tours requis pour atteindre la pleine diffusion est appele´
de´lai de (pleine) diffusion, il est note´ d.
La diffusion dans les GFNs a e´te´ e´tudie´ notamment par Suzaki et Minematsu [84].
En partant du dernier tour, il n’est pas pertinent d’injecter des fautes au dela` du de´lai de diffusion.
Au dela`, la faute est en effet propage´e a` tous les blocs comme au de´lais de diffusion, mais son e´tude
est plus complexe. Notre e´tude s’inte´resse donc aux blocsBer , avec e ∈ [[0,b−1]], r ∈ [[r−(d+1), r−1]],
ou` e indique l’indice du bloc ou` la faute mono-bit est injecte´e.
4.1.2 Repre´sentation matricielle du sche´ma
Des repre´sentations matricielles des sche´mas de Feistel ont e´te´ propose´es par Kim et al. dans [88]
puis par Berger et al., dans [81]. Notre repre´sentation est une adaptation de ces travaux a` nos
besoins.
Soit D = N∪{−∞}, (D,max,+) un dio¨ıde commutatif idempotent 2. C’est a` dire (D,max,+) est
un demi-anneau car max n’est pas inversible. C’est un dio¨ıde car la relation induite par la premie`re
loi max est une relation d’ordre (a ≤ b s’il existe c tel que max(a, c) = b). Il est commutatif car les
deux lois le sont et idempotent car max(x, x) = x. L’e´le´ment neutre pour la loi max est −∞ et 0
celui de la loi +. Nous remarquons que −∞ est absorbant pour la loi +.
Cet objet mathe´matique peu usuel permet de repre´senter des degre´s de polynoˆmes, en attri-
buant la valeur −∞ au degre´ du polynoˆme nul. Plus pre´cise´ment dans notre cas il s’agit de degre´
de polynoˆme en F .
Soient M1 et M2 deux matrices a` coefficients dans D, il est utile de redonner les ope´rations de
base sur ce type de matrice 3.
– Le produit par un scalaire a, M3 = a ·M1 est donc la somme au sens mathe´matique classique
avec ce scalaire :
M3(i, j) = M1(i, j) + a
– La somme, M3 = M1 +M2 est le maximum sur les coefficients :
M3(i, j) = max (M1(i, j),M2(i, j))
– Le produit M3 = M1 ·M2 est donc le max sur les sommes des coefficients :
M3(i, j) = max06l6l−1(M1(i, l) + M2(l, j)) ou l est le nombre de lignes de M1 et donc de
colonnes de M2.
Ainsi, un sche´ma de Feistel peut eˆtre repre´sente´ a` l’aide d’une matriceM a` coefficients dans D.
– M(i, j) = 1 si Bir+1 = F(Bjr)⊕ · · · c’est a` dire Bjr influence Bir+1 par une fonction de Feistel
F .
– M(i, j) = 0 si Bir+1 = Bjr ou Bir+1 = · · · ⊕Bjr c’est a` dire Bjr influence Bir+1 directement.
– M(i, j) = −∞ sinon.
Apre`s n tours Mn(i, j) est le plus grand nombre de fonctions F traverse´es pour aller de Bj
a` Bi. En d’autres termes, il existe d’autres chemins reliant Bj a` Bi, mais le nombre de fonctions
traverse´es est infe´rieur ou e´gal a` Mn(i, j) Les polynoˆmes n’ont pas de coefficient ne´gatif, c’est
pourquoi, apre`s n tours Mn(i, j) est le nombre de fonctions F traverse´es.
2. Des rappels d’alge`bre sont pre´sente´s en annexe C i.
3. Les matrices repre´sentant des sche´mas de Feistel ge´ne´ralise´s sont des matrices carre´es. Par conse´quent, Il n’y
a pas de condition spe´ciale sur les dimensions
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Il est important de faire remarquer l’ine´galite´ suivante :
Mn(i, j) 6= (M(i, j))n .
Par exemple, la matrice M ci-dessous est la matrice associe´e au sche´ma de´fini en Figure 27.
M =

1 0 −∞ −∞ −∞ −∞ −∞ −∞
−∞ −∞ 0 −∞ −∞ −∞ −∞ −∞
−∞ −∞ 1 0 −∞ −∞ −∞ −∞
−∞ −∞ −∞ −∞ 0 −∞ −∞ −∞
−∞ −∞ −∞ −∞ 1 0 −∞ −∞
−∞ −∞ −∞ −∞ −∞ −∞ 0 −∞
−∞ −∞ −∞ −∞ −∞ −∞ 1 0
0 −∞ −∞ −∞ −∞ −∞ −∞ −∞

4.1.3 Utilisation de la forme matricielle
Pour qu’un bloc Kλr puisse eˆtre attaque´ a` l’aide d’injections de fautes, il faut que le bloc B
i
r−1
en entre´e de la fonction de Feistel Fr soit faute´. Il faut donc que le bloc sur lequel la faute a e´te´
injecte´e influence le bloc d’entre´e de la fonction de Feistel.
Soit Ber le bloc dans lequel est injecte´e une faute. Soit V un vecteur de taille b valant −∞
sauf a` l’indice de bloc e, a` cet indice sa valeur est 0. Le produit matrice vecteur VF de´fini dans
l’e´quation (15) permet de savoir pour chaque bloc en sortie du dernier tour, s’il est faute´ et par
combien de fonctions de tour est passe´e l’erreur qu’il rec¸oit. La puissance r− (r+ 1) correspond au
nombre de tours a` parcourir entre le tour r et la sortie.
VF =Mr−(r+1) · V . (15)
Si l’indice i correspondant au bloc Bir−1 nous observons :
– −∞ : alors le bloc n’est pas faute´,
– 0 : le bloc contient la faute mono-bit,
– x ∈ N : le bloc est faute´ et la faute est passe´ x fois dans une fonction de Feistel.
Ce produit permet entre autres de de´finir pour chaque faute le nombre nλ de blocs de cle´ attaque´.
4.2 Raisonnement au niveau de la fonction de Feistel
Il est important de rappeler que dans une fonction de Feistel, une couche de non-line´arite´ est
requise ; ce sont les Γ s-boxes. Ainsi, chaque bloc de cle´ est de´coupe´ en Γ fragments (un par s-box).
Cette division a un fort impact sur la propagation d’une faute. L’e´tude de la fonction de Feistel
doit permettre d’identifier combien de fragments de cle´ sont attaque´s a` chaque faute injecte´e. Ce
nombre est note´ nγ .
L’e´tude de la fonction de Feistel doit e´galement permettre de retrouver la diffe´rentielle :
∆Bjr−1
= Bjr−1 ⊕Bj∗r−1 .
En effet, Bjr−1 pouvant eˆtre faute´, il est important de connaˆıtre les diffe´rentes valeurs possibles de
la diffe´rentielle afin d’utiliser l’e´quation (14).
L’e´tude qui suit est en fait une e´tude de la diffusion des bits dans la fonction de Feistel.
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4.2.1 Nombre de fragments de bloc de cle´ attaque´s
La premie`re question est :  combien de fragments de cle´ peuvent eˆtre attaque´s ?  C’est-a`-dire
combien d’entre´es de s-boxes sont faute´es. En regardant la fonction de Feistel, il est possible de
savoir quels bits de sortie peuvent eˆtre faute´s avec l’injection d’une faute mono-bit.
Les bits en entre´es des s-boxes sont line´airement de´pendants des bits d’entre´e de la fonction de
Feistel, il est possible de de´duire quelles s-boxes sont faute´es a` la fonction de Feistel suivante.
Le nombre de fragments de cle´ attaque´s pour une faute injecte´e, note´ nγ , peut eˆtre e´value´, a`
partir de la diffusion des bits dans la fonction de Feistel. La i-e`me coordonne´e VF (i) du vecteur VF
indiquant le nombre de passages dans la fonction nγ , peut eˆtre calcule´.
Attention, il faut aussi regarder le passage dans la fonction de Feistel cible´e ; c’est-a`-dire le de´but
de la fonction de Feistel. Par exemple dans le cas du DES, un unique bit faute´ en entre´e de fonction
de Feistel peut impacter jusqu’a` 2 s-boxes a` cause de l’expansion E.
4.2.2 Recherche de la diffe´rentielle ∆Bjr−1
Si la faute n’est pas propage´e dans Bjr−1, la diffe´rentielle ∆Bjr−1 est nulle. Sinon elle est inconnue,
ce qui pose soucis dans l’e´quation (14). La j-e`me coordonne´e VF (j) du vecteur VF indique si B
j
r−1
a e´te´ faute´ ou non, mais aussi combien de fois la faute est passe´e par une fonction de Feistel.
L’e´tude de la diffusion des bits dans une fonction de Feistel et la connaissance du nombre de
passage dans celle-ci, permettent d’e´valuer le nombre de bits potentiellement faute´s dans Bjr−1.
Par exemple, si la faute n’est passe´e dans aucune fonction de Feistel, la diffe´rentielle ∆Bjr−1
est
mono-bit, il y a autant de diffe´rentielles possibles que de bits dans un bloc. Dans le cas du DES, 32
diffe´rentielles ∆Bjr−1
sont possibles. Cependant, cette approche peut eˆtre ame´liore´e en recherchant
le bit faute´ de Be∗r . La seule diffe´rentielle connue est celle observe´e sur le dernier tour. Pour cela un
nouveau vecteur est introduit :
WF =Mr−r · V =M · VF .
La valeur minimale positive de WF , min(WF ) correspond au bloc qui contient la diffe´rentielle
non nulle la plus simple (la moins diffuse´e par les fonctions de tour). Diffe´rents cas sont alors
possibles Si min(WF ) = 0, une faute mono-bit est observe´e sur la diffe´rentielle ∆Bmin(WF )r , la faute
a juste e´te´ recopie´e, ainsi l’erreur de Be∗r est connue. Pour une faute mono-bit, l’e´nume´ration de
toutes les diffe´rentielles possibles a` la sortie de la fonction de Feistel est pertinente. En effet, toutes
les diffe´rentielles ne sont pas possibles. Ainsi, si min(WF ) = 1, connaˆıtre ∆Bmin(WF )r permet de
restreindre l’ensemble des bits faute´s possibles de Be∗r . Si min(WF ) = 2, la meˆme approche est
encore envisageable. Au dela` de 2 passages par la faute dans la fonction de Feistel, tous les bits en
sortie sont susceptibles d’eˆtre faute´s, sinon c’est que la fonction de Feistel a de mauvaises proprie´te´s
de diffusion. De plus, l’algorithme de recherche des diffe´rences a une complexite´ exponentielle en
nombre de fonctions traverse´es.
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4.3 Raisonnement au niveau s-box
Dans ce paragraphe, nous re´duisons le chemin d’attaque au niveau des s-boxes, en conside´rant
que les sous-fonctions de la fonction de tour F situe´es avant le xor avec la cle´ sont connues et que
seules les s-boxes ne sont pas line´aires. Nous nous ramenons a` l’e´quation (16) ou x, x∗ et ∆y sont
connus.
S(x⊕ kˆ)⊕ S(x∗ ⊕ kˆ) = ∆y . (16)
L’ide´e est de s’inspirer des me´thodes de la cryptanalyse diffe´rentielle classique. La de´monstration
qui suit est compose´e de re´sultats bien connus que l’on retrouve nouement dans [89, 90, 6, 91, 92, 93]
En reprenant l’e´quation (16) nous posons e = x⊕ x∗, nous avons alors l’e´quation suivante :
S(x⊕ kˆ)⊕ S(x⊕ e⊕ kˆ) = ∆y . (17)
D’une expe´rience a` l’autre, les valeurs de x, e et ∆y varient tandis que kˆ reste constant.
Nous recherchons le nombre minimal n d’expe´riences (injections de fautes), tel qu’e´tant donne´s :
x0, · · · , xn−1, e0, · · · , en−1 et ∆y0 , · · · ,∆yn−1 , il n’y ait qu’une seule cle´ qui ve´rifie les n e´quations (17).
La s-box S est une fonction boole´enne de Fq2 dans F
q′
2 . Soit u ∈ Fq2 et v ∈ Fq
′
2 , l’ensemble des
entre´es de la s-box telles que si la diffe´rence a est applique´e en entre´e, la diffe´rence b est observe´e
en sortie, est note´ Su,v. En d’autres termes :
Su,v = {z ∈ Fq2/S(z)⊕ S(z ⊕ u) = v} . (18)
Par syme´trie de l’e´quation (18), le cardinal #Su,v est pair. Cet ensemble Su,v est de´fini par :
∀u ∈ Fq2\{0} et ∀v ∈ Fq
′
2 .
Le logarithme en base 2 de la taille maximum des ensembles Su,v est note´ δ.
δ = log2 max
u6=0, v
#Su,v
2δ = max
u 6=0, v
#Su,v
Puisque les Su,v ne sont pas tous vides et sont tous de cardinal pairs, cela implique que δ ≥ 1.
Plus ge´ne´ralement : δ ≥ q− q′. En effet, soit une diffe´rence en entre´e a 6= 0 quelconque fixe´e, alors :∑
v∈Fq′2
#Su,v = 2q .
Donc, il existe un v tel que :
#Su,v ≥ 2
q
2q′
et donc δ ≥ q − q′ .
D’autre part, si z est tire´ uniforme´ment dans Fq2 alors :
Pr (z ∈ Su,v) = #Su,v
2q
≤ 2δ−q .
Ainsi, k est solution de l’e´quation (17) si et seulement si x⊕ k ∈ Se,∆y . Ce qui implique que le
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nombre de solutions de l’e´quation (17) est #Se,∆y .
L’ensemble des z tel que z ⊕ x ∈ Sei,∆yiest note´ x ⊕ ∆e,∆y . Alors k est solution de (17) si et
seulement si k ∈ x⊕ Se,∆y .
Pour n expe´riences, nous nous inte´ressons a` la probabilite´ suivante :
Pr
(
k ∈
n−1⋂
i=0
(xi ⊕ Sei,∆yi )
)
.
Les fautes ei sont inde´pendantes les unes aux autres. Les ∆yi et les xi inde´pendantes et iden-
tiquement distribue´es. C’est-a`-dire que ce sont des variables ale´atoires qui suivent toutes la meˆme
loi de probabilite´ et sont mutuellement inde´pendantes, nous avons :
Pr
(
k ∈
n−1⋂
i=0
(
xi ⊕ Sei,∆yi
))
=
n−1∏
i=0
Pr
(
k ∈ (xi ⊕ Sei,∆yi )
)
≤ 2n(δ−q) .
Par ailleurs, la probabilite´ cherche´e est au moins e´gale a` 2−q car il y a une solution au proble`me.
Le nombre n de fautes recherche´, est tel que 2n(δ−q) ≤ 2−q d’ou` 4 :
n ≥
⌈
q
q − δ
⌉
. (19)
En pratique, il existe principalement deux cas possibles :
– La s-box est bijective (q bits vers q bits), optimale pour la diffe´rentielle, plus pre´cise´ment
avec δ aussi petit que possible typiquement : q = 4 ou q = 8. δ ≥ 1. Cependant, a` l’heure
actuelle les seuls exemples connus atteignant cette borne sont pour q impair ou pour q = 6.
En revanche, beaucoup d’exemples de s-boxes avec δ = 2 sont connus. Le cas q = 4 a e´te´
bien e´tudie´, comme le montrent les classifications de Leander et Poschmann [94] et de Saa-
rinen [95]. Il est aujourd’hui facile de trouver une s-box 4 × 4 avec un δ minimal. L’autre
cas usuel de s-box bijective est le cas q = 8. Si leur classification reste un proble`me ouvert a`
l’heure actuelle, de nombreux exemples de s-box avec δ = 2 existent, la plus connue e´tant la
s-box de l’AES (de´crit en chapitre I paragraphe 1.4.2) 5.
– La s-box n’est pas bijective (q bits vers q′ bits). C’est le cas du DES avec des s-boxes (6 bits
vers 4 bits), alors δ ≥ 6− 4 = 2 ; n = 2. Cependant, a` cause de leur structure, les s-boxes du
DES n’atteignent pas cette borne, mais ve´rifient en fait δ = 4, ce qui donne n = 3.
De manie`re ge´ne´rale, avec les parame`tres q et q′ utilise´s, en pratique, il est toujours possible de
calculer δ en un temps raisonnable.
4. dxe repre´sente la partie entie`re supe´rieure.
5. Nous rappelons que l’AES ne suit pas un sche´ma de Feistel.
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Maintenant que se passe-t-il quand il y a une incertitude sur la valeur ∆y ? Il s’agit du cas de
l’e´quation (20), avec n∆ le nombre de ∆y possibles :
S(x⊕ kˆ)⊕ S(x⊕ e⊕ kˆ) = ∆y1 ou · · · ou ∆yn∆ . (20)
Puisque a` une diffe´rence d’entre´e u fixe´e, les ensembles Su,v sont disjoints deux a` deux nous avons :
Pr
(
z ∈
n∆⋃
i=1
Su,vi
)
=
n∆∑
i=1
P [z ∈ Su,vi ] .
Comme dans le cas ou` il y a seulement un ∆y, k est solution de l’e´quation (20) si et seulement si :
k ∈ x ⊕
n∆⋃
i=1
Se,∆yi .
L’union des hypothe`ses de fragments de cle´ ve´rifiant des e´quations de type (20) n’est pertinente
que si elle est plus restreinte que l’ensemble de toutes les hypothe`ses K.⋃
i
(x⊕ Se,∆yi)  K .
Pour n expe´riences nous avons :
Pr
k ∈ n−1⋂
j=0
(
xj ⊕
n∆⋃
i=1
Sej ,∆yj,i
) = n−1∏
j=1
Pr
(
k ∈ xj ⊕
n∆⋃
i=1
Sej ,∆yj,i
)
. (21)
Par conse´quent, nf le nombre minimum de fautes pour re´cupe´rer la cle´ est le plus petit n dans
l’e´quation pre´ce´dente (21) tel que le terme soit infe´rieure a` 2−q. Plus pre´cise´ment (avec n∆ le
nombre moyen de ∆y possibles), nous avons :
nf =
⌈
q
q − δ − log2 n∆
⌉
. (22)
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5 Algorithme et re´sultats
5.1 Algorithme
Cette partie de´crit la me´thode pour se´lectionner le meilleur bloc dans lequel injecter des fautes
mono-bit pour un algorithme de chiffrement base´ sur sche´ma de Feistel classique ou ge´ne´ralise´.
L’algorithme 2 de´crit notre proce´dure ; il prend en entre´e la fonction de Feistel F et la matrice
M repre´sentant le sche´ma.
Pour tous les blocs concerne´s, c’est-a`-dire les Ber avec e ∈ [[0,b− 1]] et r ∈ [[r− (d+ 1), r− 1]],
il retourne le nombre de fragments de cle´ et le nombre de diffe´rentielles a` prendre en compte.
Algorithme 2 Retourne des informations pertinentes a` la se´lection du meilleur bloc dans lequel
injecter des fautes mono-bit pour que l’attaque soit optimise´e, c.a`.d injecter le moins de fautes
possibles.
Entre´e : F , M
Sortie : Ber avec leur nλ, les nγ , les n∆ et nf , associe´s
1: Calculer d le de´lai de diffusion a` l’aide de M.
2: De´duire Γ de F .
3: Pour 0 a` d (nombre de passages dans un F) faire :
4: Calculer le nγ associe´.
5: Calculer le n∆ associe´.
6: Fin de boucle pour
7: Pour Ber e ∈ [[0,b]], r ∈ [[r− (d+ 1), r− 1]] faire :
8: Cre´er un vecteur −∞ V de taille b
9: V (i)← 0
10: VF ←Mr−(r+1) · V
11: De´duire nλ
12: Pour tous les blocs Kλr concerne´s faire :
13: Identifier le bloc d’entre´e de Bir−1 et le bloc xore´ de B
j
r−1
14: De´duire nγ de VF (i)
15: Si VF (j) 6= −∞ alors :
16: Si VF (j) ≥ 2 alors :
17: Retirer le fragment de la liste Kλr .
18: Sinon
19: De´duire le nombre des ∆Bjr−1
possibles.
20: Si min(W ) ≤ 1 alors :
21: Re´duire le nombre des ∆Bjr−1
possibles.
22: Fin de si
23: De´duire les diffe´rentielles n∆.
24: Si n∆ ≥ #{k} alors :
25: Retirer le fragment de la liste Kλr .
26: Fin de si
27: Fin de si
28: Fin de si
29: Calculer nf avec la formule (22).
30: Fin de boucle pour
31: Fin de boucle pour
Pour chaque bloc e´tudie´ comme candidat a` la faute injecte´e, l’algorithme commence par de´finir
le nombre nλ de blocs de cle´ attaque´s. Puis pour chacun des blocs K
λ
r , l’algorithme calcule le
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nombre de fragments attaque´s (optimal et minimal). Ensuite si VF (j) 6= −∞, c’est a` dire si le
bloc xore´ en sortie de fonction de Feistel Bjr−1 est faute´, une premie`re estimation du nombre de
diffe´rentielles possibles est donne´e. Puis, l’algorithme re´utilise le sche´ma de Feistel pour identifier
le blocs le moins influence´ (influence´ quand meˆme) par les fautes, pour re´duire encore le nombre de
diffe´rentielles possibles. Si le nombre de diffe´rentielles ne permet plus d’e´liminer des cle´, Kλ,γr n’est
plus conside´re´ comme un fragment de cle´ attaque´. Pour finir, le nombre de fautes ne´cessaires nf
pour retrouver les fragments de cle´, en fonction du nombre n∆ (nombre moyen) de diffe´rentielles
∆y, est calcule´.
Cet algorithme donne une premie`re ide´e sur ou` injecter les fautes, il ne dit pas quel bloc est le
meilleur. Rien n’empeˆche de trouver une attaque encore plus performante qui tire parti de certaines
spe´cificite´s de l’algorithme, venant ame´liorer nos re´sultats. Par ailleurs, une e´tude similaire avec des
fautes multi-bits est a` envisager en perspective.
5.2 Re´sultats sur les exemples
L’algorithme 2 a e´te´ code´ en magma et a permis de tester notre approche sur diffe´rents exemples.
Dans cette partie les matrices sont a` coefficients dans le dio¨ıde, avec les conventions faites en
section 4.1.2. Les −∞ sont remplace´s par des  .  (point) pour plus de lisibilite´.
5.2.1 DES
Le DES a e´te´ choisi car c’est le plus connu des sche´mas de Feistel classique.
Dans le cadre de notre e´tude :
– le nombre de tour est r = 16 ;
– le nombre de blocs est b = 2 ;
– le de´lai de diffusion est d = 2 ;
– la matrice de diffusion M est la suivante :
M =
(
. 0
0 1
)
– le nombre de blocs de cle´ a` attaquer est : Λ = 1 (Bir−1 = R15 et ∆Bjr−1 = ∆L15) ;
– le nombre de fragments de blocs de cle´ (le nombre de s-box) est : Γ = 8 ;
– le nombre moyen de fautes pour retrouver un fragments de cle´ avec des e´quations de type (16)
est : n = 3.
L’e´tude de la diffusion dans la fonction de Feistel est la suivante :
– du fait de l’expansion E, un bit modifie´ en entre´e de fonction de Feistel peut impacter jusqu’a`
2 s-boxes ;
– une des proprie´te´s des s-boxes du DES (P3) exprime le fait que modifier un bit en entre´e
implique d’en modifier au moins deux en sortie ;
– la permutation P est telle que les bits en sortie des s-boxes d’un tour sont re´partis sur 4
s-boxes diffe´rentes a` l’entre´e du tour suivant.
En re´sume´, si la faute n’est passe´e dans aucune fonction de Feistel, 2 s-boxes peuvent quand meˆme
eˆtre impacter. Le passage de la faute dans une seule fonction de Fesitel implique qu’il y a 2 a` 8 bits
faute´s en sortie, ce qui induit 32 ∗ (256− 1− 8) diffe´rentielles possibles.
Inversement, le passage dans une fonction de Feistel est assez caracte´ristique pour que l’obser-
vation des bits faute´s en sortie permette de diminuer le nombre des 32 diffe´rentielles en entre´e a`
87
IV. Injection de fautes et GFN 5. Algorithme et re´sultats
seulement 2.
Dans l’exemple du DES, on e´limine l’e´tude d’injection de fautes dans L15 qui ne permet pas
d’attaquer la cle´. Les re´sultats de notre analyse sont dans le Tableau 16 ou` nγ est le nombre de
fragments de blocs de sous-cle´ attaque´s et n∆ est le nombre d’hypothe`ses sur ∆L15 .
blocs VF WF nγ n∆
R15 or L14 (., 0) (1, 0) 1 ≤ nγ ≤ 2 1
R14 or L13 (0, 1) (2, 1) 2 ≤ nγ ≤ 8 2
R13 (1, 2) (3, 2) 2 ≤ nγ ≤ 8 32 ∗ 247 = 1504
Tableau 16 : Re´sultats sur le DES
Notre e´tude montre qu’il est plus judicieux d’injecter des fautes dans R14 pour le DES. Pourtant,
Biham et Shamir ont montre´ dans [11] que pour le DES, l’attaque est plus efficace en injectant la
faute dans R13. Pour justifier ce re´sultat, ils ont e´tudie´ la fonction de Feistel en profondeur, tandis
que notre approche est ge´ne´rique. Notre approche confirme que, si nous sommes en mesure de
re´duire le nombre d’hypothe`ses sur ∆L15 , davantage de fragments de cle´ sont attaque´s en injectant
les fautes sur R13 plutoˆt que sur R14.
De plus, l’e´tude de Rivain dans [18], montre qu’en injectant les fautes au tour 12,11,10 et 9 (au
dela` du de´lai de diffusion), l’attaque ne´cessite davantage de fautes.
5.2.2 MIBS
Cet algorithme est choisi en exemple car comme le DES il n’est de´coupe´ qu’en deux blocs, ainsi
c’est surtout sur la fonction de Feistel que se joue notre e´tude. De plus, contrairement au DES, ses
s-boxes sont bijectives. Ce qui est plus classique.
Dans le cadre de notre e´tude :
– le nombre de tour est : r = 32 ;
– le nombre de blocs est : b = 2 ;
– le de´lai de diffusion est : d = 2 ;
– la matrice de diffusion M est la suivante :
M =
(
1 0
0 .
)
– le nombre de blocs de cle´ a` attaquer : Λ = 1 (Bir−1 = L31 et ∆Bjr−1 = ∆R31) ;
– le nombre de fragments de blocs de cle´ (le nombre de s-boxes) est : Γ = 8 ;
– le nombre moyen de fautes pour retrouver un fragment de cle´ avec des e´quations de type (16)
est : n = 2.
La diffusion par la fonction de Feistel pre´serve le de´coupage en nibbles de´fini par les s-boxes de
MIBS. L’e´tude de la diffusion dans la fonction de Feistel est la suivante :
– fauter un bit en entre´e implique fauter une s-box et donc jusqu’a` 4 bits ;
– si la faute est passe´e dans une fonction de Feistel, il y a alors 5 ou 6 fragments de cle´ attaque´s ;
– si nous observons un re´sultat faute´ (faute passe´e une fois dans la fonction de Feistel) nous
pouvons en de´duire quelle s-box e´tait faute´e et par conse´quent, il y a 4 bits susceptibles de
contenir la faute en entre´e ;
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– si la faute est passe´e dans plus d’une fonction de Feistel, tous les fragments sont attaque´s.
Les re´sultats de notre analyse sont dans le Tableau 17 ou` nγ est le nombre de fragments de
blocs de sous-cle´ attaque´s et n∆ est le nombre d’hypothe`ses sur ∆R31 . Comme pour le DES, il n’y
a qu’un bloc de cle´, car il s’agit d’un sche´ma de Feistel classique.
Blocs VF WF nγ n∆
L31 or R30 (0, .) (0, 1) 1 1
L30 or R29 (1, 0) (1, 2) 5 ≤ nγ ≤ 6 4
L29 (2, 1) (2, 3) 8 112
Tableau 17 : Re´sultats sur le MIBS
Les re´sultats indiquent qu’il est pre´fe´rable d’attaquer en L30, mais l’attaquant ne cible pas tous
les fragments a` la fois.
En L29, au contraire, tous les fragments sont attaque´s. Cependant, le nombre de diffe´rentielles
possibles sur ∆R31 est grand. Une e´tude plus approfondie en L29 permettrait peut-eˆtre de diminuer
le nombre de diffe´rentielles, mais elle n’est pas triviale.
5.2.3 TWINE
Cet exemple est choisi car il est l’exact inverse du DES et de MIBS dans notre e´tude, la fonction
de Feistel ne change rien au de´coupage toute l’e´tude se fait sur le sche´ma de Feistel lui-meˆme.
Dans le cadre de notre e´tude :
– le nombre de tour est : r = 36 ;
– le nombre de blocs est : b = 16 ;
– le de´lai de diffusion est : d = 8 ;
– la matrice de diffusion M est la suivante :
1 0 . . . . . . . . . . . . . .
. . 0 . . . . . . . . . . . . .
. . . . . . . . . . 1 0 . . . .
. . . . . . 0 . . . . . . . . .
. . 1 0 . . . . . . . . . . . .
0 . . . . . . . . . . . . . . .
. . . . . . . . 1 0 . . . . . .
. . . . 0 . . . . . . . . . . .
. . . . . . 1 0 . . . . . . . .
. . . . . . . . . . 0 . . . . .
. . . . . . . . . . . . 1 0 . .
. . . . . . . . . . . . . . 0 .
. . . . 1 0 . . . . . . . . . .
. . . . . . . . 0 . . . . . . .
. . . . . . . . . . . . . . 1 0
. . . . . . . . . . . . 0 . . .

– le nombre de blocs de cle´ a` attaquer est : Λ = 8 ;
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– le nombre de fragments de blocs de cle´ (le nombre de s-box) Γ = 1 ;
– le nombre moyen de fautes pour retrouver un fragment de cle´ avec des e´quations de type (16)
est : n = 2.
La fonction de Feistel de TWINE n’est compose´e que d’un xor de cle´ et d’une seule s-box
(nγ = 1). De ce fait, l’e´tude de celle-ci est tre`s simple : soit le bloc est faute´ soit il ne l’est pas. De
plus, si nous observons la sortie d’un bloc faute´ par une faute passe´e dans une seule fonction de
Feistel, cela laisse les 4 bits en entre´e possibles. Donc, si la faute de Bj∗r−1 n’est passe´e que dans une
seule fonction de Feistel, il y a n∆ = 14 diffe´rentielles possibles, voire 7 si la faute est connue.
Par conse´quent, il existe trois cas favorables :
1. Bjr−1 n’est pas faute´ : n∆ = 1 ;
2. Bjr−1 contient exactement la valeur de la faute : n∆ = 1 si la valeur de la faute est connue,
sinon n∆ = 4 ;
3. Bjr−1 est passe´ dans exactement une fonction de Feistel : n∆ = 7 si la valeur de la faute est
connue, sinon n∆ = 14.
Les re´sultats de´taille´s sont donne´s en annexes E.i, car il y a beaucoup de cas a` e´nume´rer (8 tours
et 8 blocs soient 64 cas).
Le meilleur registre pour l’injection de fautes sur TWINE, est alors celui ou` les fautes atteignent
la plupart des fonctions de Feistel ; a` condition que les diffe´rentielles respectives soient dans l’un
des trois cas ci-dessus.
Notre algorithme propose les Bi31 en l’entre´e des fonctions de tours comme meilleur candidat.
De cette fac¸on, il est possible d’attaquer simultane´ment nλ = 5 blocs de cle´ sur le dernier tour.
Dans cette configuration, quatre diffe´rentielles ∆Bjr−1
sont connues (n∆ = 1) et pour le dernier cas :
n∆ = 7.
Injecter les fautes plus toˆt dans l’algorithme (tour 30 et avant) ne permet d’attaquer au plus
que 4 blocs de cle´, ce qui n’est pas aussi inte´ressant que le cas pre´ce´dent. En effet, plus de blocs
sont faute´s, cependant le nombre de diffe´rentielles possibles n’est plus re´duit significativement.
Injecter les fautes plus tard dans l’algorithme (tour 32 et apre`s) ne permet d’attaquer que 3
blocs de cle´ a` la fois.
5.2.4 CLEFIA
CLEFIA est choisi comme exemple de  juste milieu  entre les sche´mas de Feistel classiques a`
2 blocs et fonction de Feistel conse´quente et les GFN a` nombreux blocs et petite fonction de Feistel.
L’e´tude se fait avec de la diffusion dans la fonction de Feistel et e´tude de la diffusion au niveau du
sche´ma de Feistel. Il est l’exemple type ou` notre e´tude doit habilement me´langer la diffusion dans
la fonction de Feistel et e´tude de la diffusion au niveau du GFN.
Dans le cadre de notre e´tude :
– le nombre de tour est : r = 18 ou 22 ou 26, cela de´pend de la taille de la cle´, pour notre e´tude
nous avons choisi r = 18 ;
– le nombre de blocs est : b = 4 ;
– le de´lai de diffusion est : d = 4 :
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– la matrice de diffusion M est la suivante :
M =

1 0 . .
. . 0 .
. . 1 0
0 . . .

– le nombre de blocs de cle´ a` attaquer est : Λ = 2 ;
– le nombre de fragments de blocs de cle´ (le nombre de s-box) est : Γ = 4 ;
– e nombre moyen de fautes pour retrouver un fragment de cle´ avec des e´quations de type (16)
est : n = 2.
L’e´tude de la diffusion dans la fonction de Feistel est la suivante :
– chaque bit d’entre´e de la fonction impacte exactement une seule s-box.
– modifier un bit en entre´e signifie modifier 1 a` 8 bits en sortie (car les s-boxes sont bijectives) ;
– si la faute a traverse´ une fonction de Feistel, alors toutes les s-boxes sont impacte´es (par les
proprie´te´s de diffusion des matrices MC0 et MC1 de CLEFIA) ;
– en observant une sortie de fonction, et supposant qu’un seul bit d’entre´e est faute´, il est pos-
sible de de´duire quelle s-box est faute´e et ainsi la faute d’entre´e est re´duite a` 8 possibilite´s.
Les re´sultats de´taille´s sont donne´s en annexes E.ii, un re´sume´ est en Tableau 18.
Blocs B VF WF nλ nγ n∆
B017 (0, ., ., .) (0, 1, ., .) 1 (1, 0) (1,−)
B016 (1, ., ., 0) (1, 2, ., 0) 1 (4, 0) (1,−)
B015 (2, ., 0, 1) (2, 3, 0, 1) 2 (4, 1) (1, ≤ 127)
B014 (3, 0, 1, 2) (3, 4, 1, 2) 2 (4, 4) (4, grand)
B013 (4, 1, 2, 3) (4, 5, 2, 3) 2 (4, 4) (946, grand)
Tableau 18 : Re´sultats de l’analyse sur CLEFIA
Les re´sultats indiquent que l’injection dans B017 n’est pas optimale. En effet, si l’injection est
faite un tour plus toˆt B016, cela permet d’attaquer plus de blocs de cle´s simultane´ment. Ce constat a
de´ja` e´te´ expose´ dans l’attaque mene´e par Chen et al. [96] ou` 18 fautes sont ne´cessaires pour re´aliser
l’attaque.
Si un attaquant souhaite attaquer deux blocs de cle´s en meˆme temps, l’un des deux a une
diffe´rentielle non triviale. Le cas B015 est encore ge´rable, mais une seule s-box de la deuxie`me
fonction est attaque´e, c’est le choix de Takahashi et Fukunaga dans [97]. L’e´tude approfondie des
fonctions de CLEFIA leur permet de re´duire significativement le nombre de fautes ne´cessaires pour
re´aliser leur attaque. Ce re´sultat est en ade´quation avec notre analyse et permet de conclure qu’il
est pre´fe´rable d’injecter la faute sur B15.
D’autre part, une attaque pourrait eˆtre mene´e en ciblant B014, cela permettrait d’attaquer les 8
blocs a` la fois, pour cela, une meilleure e´tude de la fonction de Feistel reste a` mener.
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6 Conclusion
Les travaux de ce chapitre ont e´te´ publie´s a` FDTC 2014.
Il a e´te´ mis en e´vidence que certains blocs des sche´mas de Feistel ge´ne´ralise´s, sont plus pertinents
que d’autres dans le choix d’injection de fautes mono-bit, en vue de retrouver la cle´ de chiffrement.
Une me´thode ge´ne´rique pour identifier ces blocs a e´te´ pre´sente´e. Elle peut eˆtre utilise´e dans le cas
ou` l’attaquant est face a` un algorithme de type GFN peu connu. Cette e´tude peut eˆtre e´galement
utilise´e par les concepteurs afin d’anticiper les attaques et de prote´ger leur circuit en conse´quence.
Le caracte`re ge´ne´rique de la me´thode propose´e implique que l’e´valuation de la vulne´rabilite´ n’est
pas optimale, mais elle peut eˆtre affine´e par des connaissances pre´cises sur l’algorithme cible´.
Cette me´thode a e´te´ imple´mente´e en Magma et ainsi teste´e sur diffe´rents algorithmes (DES,
TWINE, MIBS et CLEFIA). Les re´sultats obtenus montrent que notre e´tude est donc en ade´quation
avec les travaux de´ja` mene´s sur ces diffe´rents exemples.
Les perspectives pour cette e´tude sont les suivantes :
– e´tendre l’e´tude aux fautes multi-bits ;
– e´tendre l’e´tude a` la re´tro-conception (les re´sultats du chapitre suivant montrent que l’e´tude
fonctionne dans le cas du DES).
– affiner l’analyse de la diffusion dans la fonction de Feistel ;
– e´tendre l’e´tude aux sche´mas de Feistel tel que Piccolo ou` la cle´ est xore´e en fin de fonction de
Feistel.
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1 E´tat de l’Art sur la re´tro-conception sur de pseudo-DES
Notre e´tude porte sur la recherche de s-boxes d’un pseudo-DES. Retrouver une s-box S signifie
pour toute entre´e x, connaˆıtre la sortie y qui lui est associe´e, S(x) = y. La cle´ de chiffrement est
connue.
Toujours dans l’ide´e de limiter le nombre de fautes injecte´es, comme dans le chapitre IV, l’ob-
jectif est de trouver un registre optimise´ dans lequel injecter des fautes mono-bit. Comme explique´
pre´ce´demment dans cette the`se, le but est de limiter le nombre d’injections de fautes pour re´aliser
l’attaque. Ce qui joue un roˆle capital dans les attaques FIA, comme l’expliquent Sakiyama et al.
dans [44]. Pour la re´tro-conception, cette optimisation est d’autant plus cruciale ; en effet l’attaquant
peut n’avoir qu’un seul circuit a` disposition. Si le circuit se retrouve endommage´ par l’injection de
fautes, l’attaque est de facto conside´re´e comme e´choue´e.
1.1 Attaque SCARE
Avant de parler de l’attaque FIRE sur pseudo DES, l’attaque SCARE sur pseudo-DES est
pre´sente´e a` l’aide du formalisme. Cette attaque peut permettre de finaliser une attaque FIRE. Dans
ce cas, il s’agit d’une attaque a` deux niveaux ; cet exemple d’attaque est illustre´ en annexe B.ii.c.
L’attaque de type SCARE sur le DES a e´te´ pre´sente´e dans [98].
La diffe´rence avec une attaque SCA classique re´side dans la nature et la taille de la cible. Les s-
boxes du DES sont des fonctions boole´ennes b6→4, ce qui donne 24·2
6
= 2256 hypothe`ses. Il n’est alors
pas possible de prendre en conside´ration toutes les hypothe`ses. L’astuce pre´sente´e dans l’attaque
SCARE est de de´composer les fonctions s-boxes en fonctions boole´ennes b2→1 ; pour cela un masque
doit eˆtre applique´ en entre´e et un autre en sortie. Il existe exactement 16 fonctions boole´ennes b2→1,
ce qui rend le  diviser pour re´gner possibles. Ces fonctions pre´sente´es par Knuth dans [99], sont
de´crites dans le Tableau 19.
indices de b b(1, 1) b(1, 0) b(0, 1) b(0, 0) Nom E´quation boole´enne
0 0 0 0 0 Zero 0
1 0 0 0 1 Nor2 A+B
2 0 0 1 0 And2B A ·B
3 0 0 1 1 NotB B
4 0 1 0 0 And2A B ·A
5 0 1 0 1 NotA A
6 0 1 1 0 Xor2 A⊕B
7 0 1 1 1 Nand2 A ·B
8 1 0 0 0 And2 A ·B
9 1 0 0 1 XNor2 A⊕B
10 1 0 1 0 A A
11 1 0 1 1 Or2B A+B
12 1 1 0 0 B B
13 1 1 0 1 Or2A B +A
14 1 1 1 0 Or2 A+B
15 1 1 1 1 One 1
Tableau 19 : Les fonctions boole´ennes b2→1
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– Les s-boxes de´compose´es en plusieurs fonctions boole´ennes b2→1.
La cible est une fonction boole´enne b2→1. K = b2→1.
L’ensemble des hypothe`ses possibles K est l’ensemble des 16 fonctions boole´ennes de´crites
dans le Tableau 19.
– OS = C, l’observable stimulus est le texte chiffre´.
– OR = Conso, l’observable re´action est une mesure de consommation de courant.
– R = f ◦ g avec :
f = conso consommation de courant.
g = (⊕K16) ◦ E ◦ IP
Le chemin d’attaque est illustre´ en Figure 34.
– Rm = m ◦ g, avec :
m = HW .
– Le distingueur est une corre´lation.
L15 R15
E
K16
S8S7S6S5S4S3S2S1
P
R16L16
conso
Figure 34 : Chemin d’attaque de SCARE
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1.2 Premie`re attaque FIRE
L’attaque pre´sente´e dans ce chapitre, est une ame´lioration de l’attaque FIRE de San Pedro et
al. [100]. Une attaque similaire a e´te´ pre´sente´e dans [101] sur des sche´mas de Feistel, cependant
leur e´tude n’inclut pas le DES. Leur re´sultats sont e´value´s sur un Twofish-like crypto-syste`me.
L’algorithme d’origine, le Twofish est de´crit dans [102]. En moyenne, ils ont besoin de 234 fautes
mono-octet.
Dans l’attaque de San-Pedro, une faute mono-bit est injecte´e dans R15. Par conse´quent il y a
au plus 2 bits de diffe´rence, entre x l’entre´e des s-boxes et x∗ l’entre´e faute´e des s-boxes. Comme
pour les attaques de DFA classique, C et C∗ sont connus donc L16, R16, L∗16 et R
∗
16 aussi. La cle´
n’e´tant pas une inconnue, les entre´es des s-boxes x et x∗ sont connues.{
x = E(R15)⊕K16 = E(L16)⊕K16
x∗ = E(R∗15)⊕K16 = E(L∗16)⊕K16
(23)
Les sortie faute´es et non faute´es (y and y∗) des s-boxes ne peuvent eˆtre calcule´es car L15 est
inconnu.
y = P−1(R16 ⊕ L15)
y∗ = P−1(R∗16 ⊕ L15)
Cependant, L15 n’e´tant pas faute´, la diffe´rentielle ∆y = y ⊕ y∗ en sortie des s-boxes peut eˆtre
calcule´e :
∆y = P
−1(R16 ⊕R∗16 ⊕ L15 ⊕ L15) .
Donc :
∆y = P
−1(R16 ⊕R∗16) .
Ainsi, dans une attaque de type FIRE seules les entre´es x, x∗ et la diffe´rentielle en sortie ∆y des
s-boxes sont connues. Pour chacune des 8 s-boxes, nous avons Si(xi)⊕Si(x∗i ) = ∆yi , pour i ∈ [[1, 8]].
En conside´rant la relation entre deux entre´es de s-boxes, nous avons :
Si(xi0)⊕ Si(xi1) = ∆yi . (24)
Certaines relations mathe´matiques permettent d’ame´liorer l’attaque. Soient xi0 , xi1 et xi2 trois
entre´es de s-box Si, alors :
Si(xi0)⊕ Si(xi1) = ∆yi
Si(xi0)⊕ Si(xi2) = ∆′yi
}
⇒ Si(xi1)⊕ Si(xi2) = ∆yi ⊕∆′yi . (25)
Les relations (24) ne permettent pas de retrouver yi and y
∗
i . L’attaque ne permet pas de de´finir les
fonctions s-boxes. Les s-boxes sont dites de´finies a` une translation pre`s. Pour une s-box donne´e,
la connaissance d’un couple entre´e sortie (xi, yi) suffit alors a` de´finir toute la s-box. L’attaque doit
encore tester 16 valeurs pour une sortie de chaque s-box, soit 168 = 232 hypothe`ses pour retrouver
toutes les s-boxes. Pour cette raison, une attaque FIRE sur les s-boxes d’un DES doit finir en
exhaustive ou en SCARE (voir annexe B ii.c).
Dans l’attaque [100] pour retrouver une s-box a` une translation pre`s, 130 fautes sont ne´cessaires,
soit au total 130 · 8 = 1040 fautes pour de´finir a` une translation pre`s les 8 s-boxes.
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En reprenant les notations du Formalisme, la description de l’attaque FIRE de San Pedro et
al. [100] est la suivante.
– K = ∆y, ou` ∆y = S(x⊕ x∗)
Il y a 15 hypothe`ses k.
– OS = (L16, L
∗
16), l’observable stimuli est la partie de gauche du couple chiffre´, chiffre´ faute´,
apre`s IP .
– OR = R
∗
16 ⊕R16, l’observable re´action est la diffe´rentielle de la partie de droite apre`s IP .
– R = g ◦ f
avec f =  processus d’injection de fautes et
g = P ◦ (⊕K16) ◦ E
Le chemin d’attaque est illustre´ en Figure 35.
– Rm = g ◦mi, avec :
mi = ⊕2i, i ∈ [[0, 5]].
– Le distingueur est un crible.
L15 R15, R
∗
15
E
S8S7S6S5S4S3S2S1
P
∆y
R16, R
∗
16L16, L
∗
16
K16
 
Figure 35 : Chemin d’attaque de FIRE
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2 Notre attaque FIRE
Dans cette section, nous pre´sentons en de´tails notre attaque ame´liore´e, qui a pour but de limiter
le nombre de fautes mono-bits injecte´es.
2.1 Injection de fautes sur R14 pour une meilleure diffusion
Dans le chapitre pre´ce´dent (IV), il a e´te´ montre´ qu’il est plus inte´ressant d’attaquer la cle´ du
DES sur R14 que sur R15. Cette e´tude e´tend le re´sultat a` la re´tro-conception des s-boxes.
La valeur de la faute injecte´e sur R∗14 est mono-bit et note´e e.
e = R14 ⊕R∗14 .
La Figure 36 pre´sente les deux derniers tours du DES et l’emplacement de la faute.
L14 R14, R
∗
14
 
E
K15
S8S7S6S5S4S3S2S1
P
R15, R
∗
15L15, L
∗
15
E
K16
S8S7S6S5S4S3S2S1
P
∆y
R16, R
∗
16L16, L
∗
16
x, x∗
Figure 36 : Injection de la faute dans R14
Les diffe´rentes e´tapes de la diffusion des bits sont de´taille´es et illustre´es en Figure 37.
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1.
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4.
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Figure 37 : Les diffe´rentes e´tapes importantes de la diffusion de la faute injecte´e
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1. L’expansion E duplique la moitie´ des bits de R14 (Case 1 de la Figure 37). Deux s-boxes
peuvent avoir une entre´e faute´e au tour 15.
2. Un bit en sortie des s-boxes peut fauter jusqu’a` 4 bits en sortie. Combine´ a` l’expansion, il
peut y avoir jusqu’a` 8 bits faute´s en sortie des s-boxes du tour 15 (Case 2 de la Figure 37).
3. La permutation P du tour 15 vient me´langer les 8 bits qui peuvent eˆtre faute´s et les re´partir
sur les diffe´rentes s-boxes du tour suivant (Case 3 de la Figure 37).
4. L’expansion du tour 16 va dupliquer a` nouveau les bits faute´s, soient jusqu’a` 16 bits faute´s
(Case 4 de la Figure 37).
Injecter la faute sur R14 permet bien de diffuser a` toutes les s-boxes du tour 16.
De plus une faute mono-bit est rarement comple`tement uniforme. Si certains bits sont moins
souvent impacte´s par les injections de fautes, il est alors possible que certaines s-boxes soient plus
complique´es a` retrouver que d’autres, dans l’attaque FIRE initiale [100]. En injectant la faute
mono-bit sur R14 ce proble`me non ne´gligeable disparaˆıt graˆce a` la diffusion.
2.2 Les inconve´nients de la diffusion de la faute : une diffe´rentielle de
sortie inconnue.
Comme explique´ dans le chapitre IV, les attaques par injection de fautes de type DFA, dans les
sche´mas de Feistel, se font sur le dernier tour. Les entre´es des s-boxes x et x∗, R16, L16, R∗16 et L
∗
16
sont connues et calcule´es comme dans l’e´quation (23). Cependant, la faute est diffuse´e en L∗15. Ce
proble`me est illustre´ en Figure 38a.
R∗14 = L
∗
15 6= L15
donc :
∆y = P
−1(R16 ⊕R∗16 ⊕ L15 ⊕ L∗15)
= P−1(R16 ⊕R∗16 ⊕ e) .
∆y est inconnue. Nous calculons alors ∆R16 .
∆z = P
−1(∆R16) = P
−1(R16 ⊕R∗16) (26)
Du fait que L∗15 = L15 ⊕ e et e non nulle, ∆z 6= ∆y. Pour reprendre les notations du chapitre sur
les sche´mas de Feistel : VF = (0, 1). La faute a juste e´te´ recopie´e sur L15.
∆y = ∆z ⊕ P−1(e) (27)
Retrouver e n’est pas impossible. En effet, en reprenant les notations du chapitre pre´ce´dent (IV),
nous observons WF = (1, 2). L’e´tude est donc possible.
Nous nous inte´ressons aux ∆xi = xi ⊕ x∗i , les diffe´rentielles en entre´e des s-boxes. Elles sont
connues comme le montre la Figure 38b. Plusieurs configurations sont possibles, celle ou` la faute
est retrouve´e et celle ou` la faute n’est pas retrouve´e.
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(a) Le proble`me de la faute diffuse´e sur L15
L14 R14, R
∗
14
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K15
S8S7S6S5S4S3S2S1
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∗
15L15, L
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E
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S8S7S6S5S4S3S2S1
P
∆y
R16, R
∗
16L16, L
∗
16
∆x
(b) ∆x est connue
Figure 38 : Connaissance au dernier tour
2.2.1 Cas ou` e est de´couverte
Pour une s-box Si donne´e, si les entre´es xi et x
∗
i sont e´gales, alors yi = y
∗
i , autrement dit :
∆xi = 0⇒ ∆yi = 0 . (28)
Soit ∆zi les 4 bits de ∆z au niveau de la s-box Si. Si ∆xi = 0 et ∆zi 6= 0, alors e = P (∆zi). Le
bit faute´ est le bit de ∆zi qui est e´gal a` 1 a` la permutation P
−1 pre`s. Alors les diffe´rentielles de
sortie ∆yi de toutes les s-boxes sont connues. En pratique, nous avons observe´ que pour 1000 fautes
mono-bit et ale´atoires sur R14, ce cas arrive dans 56% des cas.
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2.2.2 Cas ou` e reste inconnue
Dans ce paragraphe les fautes possibles sont liste´es. L’hypothe`se d’erreur e tel que HW (ej) = 1
est note´e ej , plus pre´cise´ment seul le bit j est a` 1 :
e = (0 · · · 0︸ ︷︷ ︸
0···j−1
1︸︷︷︸
j
0 · · · 0︸ ︷︷ ︸
j+1···31
)2
Il s’agit du cas ou` il n’y a pas de couple : (diffe´rentielle en entre´e nulle, sortie non nulle) c.a`.d
∆xi = 0 avec ∆zi 6= 0. Il est possible de remonter la diffe´rentielle jusqu’a` la sortie des s-boxes de
l’avant dernier tour, comme illustre´ dans la Figure 39. Ceci est possible car L14 n’est pas faute´.
L14 R14, R
∗
14
 
E
K15
S8S7S6S5S4S3S2S1
P
∆y
R15, R
∗
15L15, L
∗
15
E
K16
S8S7S6S5S4S3S2S1
P
R16, R
∗
16L16, L
∗
16
Figure 39 : Remonte´e au tour 15
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La diffe´rentielle ∆xi 6= 0 indique quelles s-boxes ont une sortie faute´e a` l’avant dernier tour. Le
Tableau 20 pre´sente une sorte de diffusion inverse´e, pour chacun des bits en entre´e des s-boxes du
tour 16. Cela permet de savoir quelles s-boxes sont faute´es au tour 15.
round 16 \ bits 1 2 3 4 5 6
∆x1 S7 S4 S2 S5 S6 S8
∆x2 S6 S8 S3 S7 S5 S1
∆x3 S5 S1 S4 S6 S7 S2
∆x4 S7 S2 S5 S8 S3 S1
∆x5 S3 S1 S2 S6 S4 S8
∆x6 S4 S8 S7 S1 S3 S5
∆x7 S3 S5 S4 S8 S2 S6
∆x8 S2 S6 S3 S1 S7 S4
Tableau 20 : Provenance des 6 bits de ∆xi en fonction des s-boxes du tour 15.
Finalement il y a deux cas : une ou deux s-boxes ont une sortie faute´e au tour 15.
a) Deux s-boxes ont une sortie faute´e
Une s-box ayant une sortie faute´e implique obligatoirement une entre´e faute´e. Si l’attaquant
observe deux s-boxes avec des sorties faute´es a` l’avant dernier tour, uniquement 2 bits de R∗14
peuvent eˆtre a` l’origine de ces sorties faute´es, elles sont note´es j1 et j2. Le Tableau 21 indique la
re´partition des bits d’un registre R en fonction des entre´es des s-boxes du meˆme tour. Il y a deux
erreurs possibles sur R∗14 qui sont : ej1 and ej2 . Soient deux hypothe`ses pour ∆y au dernier tour :
∆y = ∆z ⊕ P−1 (ej1) ou ∆z ⊕ P−1 (ej2) .
Nous remarquons que sur les 8 s-boxes, 6 diffe´rentielles ∆yi sont connues.
S1 32 1 2 3 4 5
S2 4 5 6 7 8 9
S3 8 9 10 11 12 13
S4 12 13 14 15 16 17
S5 16 17 18 19 20 21
S6 20 21 22 23 24 25
S7 24 25 26 27 28 29
S8 28 29 30 31 32 1
Tableau 21 : Expansion E : les bits en fonction des entre´es des s-boxes
Prenons un exemple pour illustrer nos propos, supposons que les bits suivants ne sont pas nuls :
6 de ∆x1 , 4 de ∆x2 , 1 et 4 de ∆x4 . Le Tableau 20 indique qu’au tour 15 les s-boxes S7 et S8 ont
une sortie faute´e. Le Tableau 21 indique que seuls les bits 28 et 29 de R14 sont a` la fois en entre´e
de S7 et de S8. Il n’y a que deux fautes possibles e : e28 ou e29. La permutation inverse nous donne
la position de ces bits dans ∆z.
P−1({28, 29}) = {6, 22}
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Ainsi il y a bien 2 diffe´rentielles possibles :
∆y = ∆z ⊕ P−1 (e28) ou ∆z ⊕ P−1 (e29) .
De plus pour Si, i ∈ {1, 3, 4, 5, 7, 8}, ∆yi = ∆zi .
b) Une seule s-box a une sortie faute´e
A l’avant dernier tour, observer une seule s-box avec une sortie faute´e, ne veut pas dire qu’une
seule s-box a une entre´e faute´e. En effet, les s-boxes du DES sont de 6 bits vers 4, ainsi elles ne sont
pas bijectives puisque l’ensemble d’arrive´e est plus petit que l’ensemble de de´part. Une s-box peut
eˆtre faute´e en entre´e et pas en sortie. Le Tableau 21 indique qu’une s-box partage deux bits d’entre´e
avec ses voisines. Ainsi, l’observation d’une sortie de s-box faute´e Si peut en re´alite´ correspondre
a` deux s-boxes faute´es en entre´e : soit Si−1 et Si ou Si et Si+1 1. Par conse´quent, il y a 6 bits
faute´s possibles sur R14 : ej1 , ej2 , ej3 , ej4 , ej5 et ej6 . Il s’agit des 6 bits d’entre´e de Si. Soient deux
hypothe`ses pour ∆y au dernier tour :
∆y = ∆z ⊕ P−1 (ej1) ou ∆z ⊕ P−1 (ej2) ou · · · ou ∆z ⊕ P−1 (ej6)
Nous remarquons que sur les 8 s-boxes, 2 diffe´rentielles ∆yi sont connues.
Par exemple, si nous observons que les bits suivants sont non nuls : 6 de ∆x4 , 2 de ∆x5 et 3 de
∆x7 . Le Tableau 20 indique qu’au tour 15, seule S1 a une sortie faute´e. Le Tableau 21 indique que
les bits {32, 1, 2, 3, 4, 5} de R14 de´finissent l’entre´e de S1. Il y a 6 fautes possibles e : e32, e1, e2, e3,
e4 et e5. La permutation inverse nous donne la position de ces bits dans ∆z.
P−1({32, 1, 2, 3, 4, 5}) = {25, 16, 7, 20, 21, 29}
Ainsi, il y a bien 6 diffe´rentielles possibles :
∆y =

∆z ⊕ P−1 (e1) ou
∆z ⊕ P−1 (e2) ou
∆z ⊕ P−1 (e3) ou
∆z ⊕ P−1 (e4) ou
∆z ⊕ P−1 (e5) ou
∆z ⊕ P−1 (e32)
.
De plus pour Si, i ∈ {1, 3}, ∆yi = ∆zi .
1. E´videmment la nume´rotation des s-boxes est circulaire, c.a`.d S1−1 = S8 et S8+1 = S1. En d’autres termes
apre`s S8 nous reprenons a` S1
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2.3 Utilisation des proprie´te´s des s-boxes
Les s-boxes d’un pseudo DES ne sont pas a priori, n’importe quelle fonction boole´enne b{0,1}6→{0,1}4 .
C’est pourquoi, nous pouvons prendre en compte quelques proprie´te´s des s-boxes afin d’ame´liorer
notre attaque. Les proprie´te´s utilise´es sont P1 et P3 (introduite au chapite I, section 1.4.1.b).
P3 implique qu’une faute mono-bit en entre´e de s-box change au minimum 2 bits en sortie. Dans
le paragraphe 2.2.2.b, cela re´duit le nombre de bits potentiellement faute´s de 6 a` 2. En effet, le cas
ou` une s-box est faute´e en entre´e et non en sortie n’existe plus.
En reprenant l’exemple du paragraphe 2.2.2. a. Il n’y a plus que 2 fautes possibles e : e2 e3 qui
sont les deux bits se trouvant exclusivement en entre´e de S1. La permutation inverse nous donne la
position de ces bits dans ∆z.
P−1({2, 3}) = {7, 20}
Ainsi, il y a 2 diffe´rentielles possibles :
∆y = ∆z ⊕ P−1 (e2) ou ∆z ⊕ P−1 (e3) .
De plus pour Si, i ∈ {1, 3, }, ∆yi = ∆zi . Cette proprie´te´ P3 simplifie l’e´tude, il y a au maximum
deux diffe´rentielles possibles ∆y.
La proprie´te´ P1 implique que dans une s-box, sur une meˆme ligne, toutes les valeurs sont
diffe´rentes. Si 15 cases d’une ligne sont connues, la valeur de la 16e`me case manquante est la valeur
manquante de l’intervalle entier [[0, 15]]. La proprie´te´ P1 re´duit le nombre de s-boxes possibles a`
(16!)4·8 ≈ 21376. Il est naturel de penser que 4 · 16 − 1 = 63 relations sont ne´cessaires pour de´finir
une s-box a` une translation pre`s. Cependant ,P1 implique que 14 relations ade´quates suffisent a`
de´finir une ligne. Finalement, 4 · 14 = 56 relations sont suffisantes.
P1 permet e´galement d’e´liminer de fausses hypothe`ses de diffe´rentielles ∆yi . En effet, soient xi0
et xi1 deux entre´es associe´es a` la meˆme ligne telles que :
Si(xi0) = yi0 6= yi1 = S(xi1) .
∀xi2 , tel que Si(xi2) = yi2 , nous avons :
Si(xi0)⊕ Si(xi2) = yi0 ⊕ yi2 6= yi1 ⊕ yi2 = Si(xi1)⊕ Si(xi2) .
En pratique pour une relation, telle que xi0 6= xi1 les proprie´te´s suivantes sont ve´rifie´es :
– si xi0 , xi1 sont sur une meˆme ligne et xi2 une entre´e diffe´rente de xi0 et xi1 alors :
Si(xi0)⊕ Si(xi1) = ∆yi ⇒
{
Si(xi0)⊕ Si(xi2) 6= ∆yi
Si(xi1)⊕ Si(xi2) 6= ∆yi
. (29)
– si xi0 et xi1 sont respectivement sur les lignes l et l
′ et soient xi2 6= xi0 sur l et xi3 6= xi1 sur
l′ alors :
Si(xi0)⊕ Si(xi1) = ∆yi ⇒
{
Si(xi0)⊕ Si(xi3) 6= ∆yi
Si(xi1)⊕ Si(xi2) 6= ∆yi
. (30)
Dans la premie`re attaque FIRE [100], P1 n’est pas exploite´e comple`tement et les proprie´te´s (29)
et (30) ne le sont pas du tout.
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2.4 Description de notre attaque en utilisant le Formalisme
Dans ce paragraphe nous de´crivons notre attaque via le formalisme pre´sente´ en chapitre II.
– K = ∆y la cible est une diffe´rentielle de sortie des s-boxes.
– OS = (L16, L16∗), l’observable stimulus est le couple.
– OR = ∆R15 , l’observable re´action est la diffe´rentielle sur R15.
– R = f ◦ g, avec :
f =  processus d’injection de fautes et
g = E ◦ (⊕K16) ◦ Si ◦ P
– Rm = f ◦ g, avec :
m = ⊕2i, i ∈ [[0, 3]].
– Le distingueur est un crible combine´ d’un algorithme de propagation de contraintes.
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3 Imple´mentation et re´sultats
3.1 Re´alisation de l’attaque en pratique
3.1.1 Repre´sentation a` l’aide de graphes
Pour simplifier les e´quations, nous conside´rons que pour chaque faute e nous avons la relation
suivante avec j variant de 1 a` 2 :
Si(xi)⊕ Si(x∗i ) = ∆yi ∈ {∆zj ⊕ ej} . (31)
Dans les s-boxes, les relations entre les entre´es et les diffe´rentielles possibles en sortie, peuvent
eˆtre repre´sente´es par 8 graphes disjointsGi, un pour chaque s-box. Les nœuds d’un graphe repre´sentent
les 64 diffe´rentes valeurs d’entre´e d’une s-box Si. Deux nœuds sont relie´s par une arreˆte ponde´re´e,
de sorte que leur poids soit e´gal au nombre de ∆yi possibles pour ces 2 entre´es. Avant d’avoir
commence´ l’attaque, toutes les diffe´rentielles sont possibles. Le poids d’une arreˆte est alors e´gal a`
16, ou 15 si l’arreˆte connecte deux entre´es de la meˆme ligne. L’attaque se termine lorsque le poids
de chaque arreˆte est e´gale a` 1. De manie`re plus ge´ne´rale, le poids total d’un tel graphe a` la fin de
l’attaque vaut :
∑63
i=1 i = 2016.
3.1.2 Algorithme
L’algorithme 3 : Attaque s’exe´cute jusqu’a` ce que les s-boxes soient retrouve´es c.a`.d que les 8
graphes Gi, i ∈ [[1, 8]] aient un poids total de 2016. Chaque re´sultat d’une injection d’une faute e
donne un ensemble d’e´quations de type (31) note´ (eqei), i est associe´ au nume´ro de la s-box et e a`
la faute. Ces e´quations (eqei) sont de´termine´es graˆce aux hypothe`ses de fautes possibles (ligne 7)
trouve´es en reprenant l’e´tude de la sous-section 2.2. Ces e´quations sont stocke´es dans la liste L
(ligne 2). Puis, chaque graphe Gi, i ∈ [[1, 8]] est mis a` jour avec (eqei) graˆce a` l’algorithme 4 : Mise
a` jour graph (ligne 12).
Algorithme 3 Attaque : Injecte des fautes mono-bit jusqu’a` ce que les s-boxes soient de´finies a`
une translation pre`s.
Sortie : 8 graphes Gi, i ∈ [[1, 8]] de poids total 2016, un pour chacune des 8 s-boxes.
1: Initialiser les 8 graphes Gi.
2: Cre´er une liste vide L d’ensemble d’e´quations (31).
3: Tant que tous les Gi n’ont pas un poids total de 2016 faire :
4: Injecter une faute mono-bit sur R14.
5: Observer le nouveau couple (C,C∗) .
6: Calculer x, x∗ avec e´quation (23) et ∆z avec (26).
7: Lister les hypothe`ses sur la faute ej .
8: De´crire les e´quations (31) : (eqei) pour chaque s-box.
9: Ajouter les e´quations (eqei) (31) a` L.
10: Pour i = 1 a` 8 faire :
11: Si (eqei) n’est pas de´ja` dans L alors :
12: Mise a` jour graph((eqei), Gi,L).
13: Fin de si
14: Fin de boucle pour
15: Fin de boucle
16: Retourne les 8 graphes Gi.
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L’algorithme 4 travaille sur les relations (31) associe´es a` une s-box Si. Une relation (31) contient
2 entre´es xi et x
′
i et une liste de ∆yi possibles. Si il n’y a qu’une seule diffe´rentielle ∆yi possible les
proprie´te´s (25) et (29) ou (30) peuvent eˆtre applique´es.
Par ailleurs nous donnons les pre´cisions suivantes sur l’algorithme.
– (ligne 6) Mettre a` jour mutuellement L avec (eqtmp) signifie que : si il existe une autre
e´quation dans L avec les meˆmes entre´es, le nombre de ∆yi possible peut eˆtre simplifie´ ; sinon
(eqtmp) doit juste eˆtre ajoute´e a` L.
– (ligne 7) Mettre a` jour Gi avec (eqtmp) signifie que seules les ∆yi liste´es dans (eqtmp) restent
assigne´es a` l’arreˆte reliant le nœud xi au nœud x
′
i. Le poids de l’arreˆte passe a` 1 ou 2.
– (ligne 9) Appliquer dans Gi la proprie´te´ (25) signifie utiliser la proprie´te´ (25) pour trouver de
nouvelle(s) relation(s) (31).
– (ligne 11 et 13)Appliquer dans Gi la proprie´te´ (29) ou (30) : ou (30) signifie utiliser la pro-
prie´te´ (29) ou (30) pour trouver de nouvelles relations (31).
Algorithme 4 Mise a` jour graph : Stocke et traite les relations pour une s-box donne´e
Entre´e : 1 graphe Gi, i ∈ [[1, 8]]
L liste des e´quations (31) connues.
eqi une e´quation (31) pour la s-box Si.
Sortie : Le graphe Gi, et la liste L mis a` jour.
1: Cre´er une liste vide L′ d’e´quations 31.
2: Ajouter eqi a` L′.
3: Tant que L′ n’est pas vide faire :
4: Prendre la premie`re e´quation 31 de L′ elle est note´e (eqtmp).
5: Si (eqtmp) est une toute nouvelle relation dans L alors :
6: Mettre a` jour mutuellement L et (eqtmp).
7: Mettre a` jour Gi avec (eqtmp).
8: Si dans (eqtmp), la diffe´rentielle ∆yi est connue alors :
9: Appliquer dans Gi la proprie´te (25).
10: Si xi et x
′
i sont sur la meˆme ligne alors :
11: Gi la proprie´te´ (29).
12: Sinon
13: Appliquer dans Gi la proprie´te´ (30).
14: Fin de si
15: Fin de si
16: Stocker les nouvelles relations (31) dans L′.
17: Fin de si
18: Retirer (eqtmp) dans L′.
19: Fin de boucle
3.1.3 Injection des fautes en pratique
Cibler pre´cise´ment R14 peut sembler difficile. En pratique, le plus souvent il est possible de
savoir si la faute se produit dans le dernier ou l’avant dernier tour ou encore avant (voir le chapitre
pre´ce´dent IV). Si L16 a plus de 8 bits faute´s, alors la faute a e´te´ injecte´e avant R14, et doit eˆtre
e´limine´e de notre campagne d’acquisitions. Sinon, L16 contient strictement moins de 9 bits faute´s,
la faute a bien e´te´ injecte´e dans R14. Nous remarquons que si L16 contient seulement un bit faute´,
la faute peut avoir e´te´ injecte´e dans R15.
Bien qu’une telle faute apporte moins d’information qu’une dans R14 (permet d’attaquer moins
de s-box a` la fois), elle peut tout de meˆme eˆtre exploite´e.
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Dans le but de valider le mode`le de faute expe´rimentalement, l’attaque a e´te´ re´alise´e en pratique
en suivant le protocole de´crit en [103]. Le circuit choisi est une carte a` puces en technologie CMOS
130 nm, fonctionnant a` 66 MHz avec une tension d’alimentation de 1.3 V. Le DES imple´mente´ dans
ce circuit est la version classique (c.a`.d il s’agit des s-boxes originales). Un tour de DES correspond
a` un cycle d’horloge. Les s-boxes sont imple´mente´es en portes logiques et non en ROM. Il est a`
savoir que dans une telle conception, le chemin critique de´pend des s-boxes, car elles sont compose´es
de plusieurs couches de portes.
L’expe´rience consiste a` re´duire la source de courant pour fauter les calculs du DES. La campagne
constitue´e de 1000 textes. Pour chaque valeur d’intensite´ re´duite, le DES a donc e´te´ exe´cute´ 1000
fois. A priori, plus l’intensite´ fournie est faible, plus il y a de fautes. Les re´sultats sont trie´s selon
deux crite`res :
– la proportion de textes chiffre´s faute´s,
– la proportion de textes chiffre´s faute´s, issus d’une faute mono-bit.
Pour calculer ces me´triques, une version logicielle (Matlab) du DES a e´te´ programme´e, dans la-
quelle tous les bits des registres peuvent eˆtre inverse´s. Il y a donc 64× 16 emplacements possibles,
correspondant aux 64 bits des registres LR et aux 16 tours. Si pour une de ces positions, le DES en
logiciel retourne les meˆmes textes chiffre´s que ceux obtenus expe´rimentalement, alors il est confirme´
que la faute injecte´e est bien mono-bit. Bien suˆr, la proportion de chiffre´s incorrects est plus grande
que la proportion de chiffre´s incorrects cause´s par une faute mono-bit. Cette diffe´rence est appele´e
 multiple-errors .
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Figure 40 : Proportion de chiffre´s faute´s et proportion de chiffre´s faute´s dus a` une faute mono-bit.
Les re´sultats sont illustre´s en Figure 40. Le DES commence a` retourner des chiffre´s faute´s avec
une faible diminution de l’intensite´. Cependant, le circuit reste fonctionnel, et ainsi l’intensite´ peut
eˆtre diminue´e petit a` petit. Les fautes mono-bit apparaissent entre 825 et 820 mV.
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3.2 Re´sultats
3.2.1 Re´sultats ge´ne´raux
Nous avons simule´ 1000 attaques avec Matlab. Le tableau 22 donne les statistiques du nombre
de fautes ne´cessaires pour retrouver les s-boxes a` une translation pre`s. Notre e´tude montre qu’on
a besoin en moyenne de 234 fautes pour de´finir les s-boxes a une translation pre`s. C’est 4, 45 fois
moins de fautes que l’attaque pre´ce´dente [100], qui a besoin de 130 fautes par s-box soit 1040 fautes
au total. Les proprie´te´s P1 et P3 sur les s-boxes permettent de re´duire significativement le nombre
de fautes. Sans elles, en moyenne, 423 fautes sont ne´cessaires. Ce qui est toujours 2, 45 fois mieux
que la pre´ce´dente attaque. La proprie´te´ P1 re´duit de manie`re significative le nombre de fautes en
re´duisant le nombres d’hypothe`ses sur la faute injecte´e. La proprie´te´ P1 simplifie le nombre de
diffe´rentielles possibles en sortie des s-boxes.
Outils statistiques sans P1 et P3 avec seulement P3 avec P1 et P3
moyenne 423, 07 280, 57 234, 76
e´cart type 63, 30 47, 43 34, 08
me´diane 413 272 231
minimum 313 187 168
maximum 654 511 394
Tableau 22 : Statistiques sur 1000 attaques, du nombre de fautes ne´cessaires pour retrouver les
s-boxes a` une translation pre`s
De plus, en pratique, pour 10000 fautes injecte´es dans R14, la valeur de ∆y est retrouve´e dans
56% des cas.
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Figure 41 : Nombre de nouvelle(s) relation(s) (31) obtenue(s) a` chaque faute injecte´e
Nous choisissons d’e´tudier le de´tail d’une attaque qui a abouti au bout de 244 fautes monobit. La
Figure 41 donne le nombre de nouvelles relations (31) obtenues a` chaque faute injecte´e. Au de´but ,il
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y en a tre`s peu, entre 2 et 8. Ce nombre commence a` augmenter de manie`re significative autour de
la 60e`me faute. Le maximum est obtenu aux alentours de la 110e`me faute. Les pics s’expliquent par
l’utilisation des diffe´rentes proprie´te´s. Nous remarquons que certaines fautes apportent beaucoup
plus de relations que d’autres. Aux environs de la 130e`me faute, certaines injections n’apportent plus
aucune information. Puis, peu avant la 210e`me faute plus aucune injection n’apporte de relations
jusqu’a` la dernie`re faute.
L’algorithme de l’attaque attend une faute pertinente par rapport a` l’information qu’il a de´ja`.
3.2.2 Recherche exhaustive
Le paragraphe pre´ce´dent montre que les dernie`res fautes apportent moins voir plus aucune
information. Dans ce paragraphe, nous proposons une nouvelle ide´e : stopper l’attaque avant qu’elle
ne se termine et finir en recherche exhaustive. L’ide´e est de limiter encore plus le nombre de fautes
injecte´es.
Si l’Algorithme 3 Attaque est stoppe´ avant la fin, le poids total des graphes est diffe´rent de
2016. Certaines arreˆtes ont un poids diffe´rents de 1. Il reste donc des hypothe`ses a` faire pour
retrouver les s-boxes a` une translation pre`s. Les proprie´te´s (25), (29) et (30), permettent d’e´liminer
de nouvelles hypothe`ses a` chaque hypothe`se faite sur un ∆yi . Afin de parcourir le moins d’hypothe`ses
l’utilisation de l’algorithme de Kruskal [104] est ade´quate. Cet algorithme (de Kruskal) recherche
l’arbre recouvrant de poids minimum. Ici, le poids repre´sente le nombre d’hypothe`ses sur les ∆yi
qu’il reste a` tester. Ainsi nous espe´rons que le poids soit le plus petit possible. Cet algorithme
optimise parfaitement notre recherche.
Le Tableau 23 pre´sente les re´sultats pour un nombre donne´s d’injections de fautes mono-bit.
L’e´tude statistique a e´te´ mene´e en re´pe´tant 100 fois attaques. Le Tableau 23 donne pour commencer
le nombre de s-boxes en moyenne qui sont de´finies a` une translation pre`s. La colonne suivante indique
le nombre maximum de hypothe`ses qu’il reste pour retrouver les s-boxes a` une translation pre`s. Nous
avons choisi la me´diane plutoˆt que la moyenne car la pre´sence de valeurs extreˆmes alte`rent cette
dernie`re. La troisie`me et dernie`re colonne donne une estimation du nombre moyen d’hypothe`ses au
total pour de´finir les s-boxes comple`tement. Nous rappelons que notre attaque de´finit les s-boxes a`
une translation pre`s, il reste toujours 232 hypothe`ses a` tester a` la fin.
Nombre Moyenne du nombre Me´diane du maximal Nombre maximum
de fautes de s-boxes qui du nombre d’hypothe`ses d’hypothe`ses
sont de´finies pour de´finir les s-boxes au total pour
a` une translation pre`s a` une translation pre`s de´finir les s-boxes
120 0, 04 4, 549 · 1042 2174
140 0, 89 9, 5105 · 1014 282
160 2, 76 62208 247
180 4, 53 16 236
200 6, 06 8 235
220 6, 93 4 233
240 7, 5 0 232
Tableau 23 : Re´sultats pour 100 attaques avec diffe´rents nombres de fautes
Selon la puissance de calcul qu’un attaquant a a` sa disposition, il peut avoir besoin d’injecter
moins de 234 fautes. Par exemple, avec une puissance de calcule de 247, 160 suffisent a` retrouver les
s-boxes d’un pseudo DES. Nous rappelons que la recherche exhaustive des s-boxes sans l’attaque
FIRE est impossible car cela repre´sente : 24×2
6×8 = 22048 hypothe`ses.
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C’est a` l’attaquant de choisir le juste compromis entre le risque d’endommager son circuit en
re´alisant trop d’injections de fautes et le temps de calcul qui lui reste pour sa recherche finale en
exhaustif.
4 Conclusion
Dans ce chapitre, nous avons pre´sente´ l’ame´lioration d’une attaque FIRE sur un pseudo-DES ou`
les s-boxes sont modifie´es, pre´sente´e a` Chip-to-Cloud 2013 [31] puis publie´e a` FPS 2013 [32]. Notre
attaque se´lectionne un registre pertinent pour injecter des fautes mono-bit, ici R14 plutoˆt que R15.
Ce choix est en parfaite ade´quation avec le chapitre IV. L’utilisation de certaines proprie´te´s des
s-boxes ame´liore nettement l’attaque.
Finalement nous avons besoin de 234 fautes pour retrouver les s-boxes, soit 4, 44 fois moins que
l’attaque de re´fe´rence. Il reste ne´anmoins une recherche exhaustive a` mener a` la fin de l’attaque.
Par ailleurs, nous avons fait remarquer qu’un attaquant peut toujours finir en exhaustif meˆme avec
moins de 234 fautes. En effet, avec une puissance de calcul suffisante, nous pouvons encore re´duire
volontairement le nombre de fautes dans une attaque, en choisissant de s’arreˆter a` un nombre de
fautes fixe´.
De plus, l’e´tude d’une attaque par injection de fautes sur R13 a e´te´ e´voque´e. Cependant, la faute
passe alors deux fois dans la fonction de Feistel, le nombre d’hypothe`ses a` faire sur la faute injecte´e
est beaucoup plus important. De plus, il devient plus difficile de reconnaˆıtre les fautes injecte´es sur
R13 que celles injecte´es sur R14, c’est pourquoi l’attaque comple`te n’a pas e´te´ mene´e.
Une perspective est d’e´tendre les travaux expose´s en chapitre IV a` la re´tro-conception de tous
les sche´mas de Feistel classiques et ge´ne´ralise´s.
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Conclusion
Le sujet principal de cette the`se porte sur l’e´laboration d’un formalisme unifiant les attaques
physiques mate´rielles. Les objectifs atteints, par notre formalisme sont :
– la pre´sentation d’une unique me´thode pour de´crire les attaques physiques (chapitre II),
– l’e´laboration d’un outil de comparaison, teste´ en pratique (chapitre II),
– la conception de nouvelles attaques (chapitres III et V),
– l’e´bauche d’une e´tude ge´ne´rique des attaques potentielles sur un circuit (chapitre IV).
Dans le chapitre II, une unique me´thode pour de´crire les attaques physiques de manie`re struc-
ture´e, dans un cadre mathe´matique a e´te´ expose´e. Ainsi, la description d’une attaque physique
repose sur une de´composition en trois e´tapes (campagne, pre´dictions, confrontation) et diffe´rents
parame`tres (deux observables, un chemin d’attaque, un ou des mode`le(s) et un distingueur). Les
avantages majeurs d’une telle de´composition sont :
– pouvoir e´tudier une attaque en de´tails et non uniquement dans sa globalite´,
– remanier les parame`tres d’attaques de´ja` existantes, pour en construire de nouvelles.
Dans ce meˆme chapitre II, un outil de comparaison des attaques physiques, a e´te´ conceptualise´,
puis teste´ en pratique sur un circuit. L’outil de comparaison repose sur les deux premie`res e´tapes
de la description des attaques.
La description des attaques actuelles via le formalisme a permis de constater que les attaques
n’utilisant que des mesures sont relativement rares. Ainsi, le but du chapitre III est de retrouver
la cle´ de chiffrement d’un AES, sans utiliser ni texte clair, ni texte chiffre´, ni template. Seules des
mesures de consommation de courant ou EM, aux instants strate´giques sont exploite´es.
Les difficulte´s de ce type d’attaque se de´finissent en deux points :
1. la de´tection des points d’inte´reˆt,
2. le passage des mesures aux poids de Hamming.
Dans ce chapitre, deux approches portant sur la prise en compte des erreurs lie´es a` l’estimation des
poids de Hamming, ont e´te´ pre´sente´es :
1. une approche par acceptation des erreurs,
2. une approche par infe´rence Baye´sienne.
L’attaque pouvant se faire a` n’importe quel tour, il est possible d’affiner les re´sultats obtenus en
utilisant les relations du KeyExpansion.
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Dans l’ide´e d’e´laborer un ge´ne´rateur syste´matique d’attaques, au chapitre IV, le cas particulier
des sche´mas de Feistel ge´ne´ralise´s a e´te´ e´tudie´. L’e´tude porte sur des attaques par injection de
faute mono-bit pour retrouver la cle´ de chiffrement. Il a e´te´ mis en e´vidence que certains blocs
des GFN, sont plus pertinents que d’autres. Une me´thode pour identifier ces blocs a e´te´ pre´sente´e.
Le caracte`re ge´ne´rique de celle-ci implique que l’e´valuation de la vulne´rabilite´ n’est pas optimale.
Cependant, elle peut eˆtre affine´ par des connaissances pre´cises sur l’algorithme cible´. Cette me´thode
a e´te´ imple´mente´e en magma et ainsi teste´e sur diffe´rents algorithmes GFN : DES, TWINE, MIBS
et CLEFIA. Les re´sultats obtenus ont montre´ que notre e´tude est en ade´quation avec l’e´tat de l’Art
des attaques par injection de fautes sur ces algorithmes. Ces travaux ont e´te´ publie´s a` FDTC 2014.
Pour finir, dans le chapitre V, une nouvelle attaque utilisant les re´sultats du chapitre IV pour
faire de la re´tro-conception est pre´sente´e. Il s’agit de l’ame´lioration d’une attaque de type FIRE
sur un pseudo-DES dont les s-boxes sont modifie´es. L’ide´e est d’injecter des fautes mono-bit dans
R14 plutoˆt que R15. L’utilisation de certaines proprie´te´s des s-boxes ame´liore nettement l’attaque.
Finalement, nous avons besoin de 234 fautes pour retrouver les s-boxes soit 4, 44 fois moins que
l’attaque de re´fe´rence. Il reste ne´anmoins une recherche exhaustive a` mener a` la fin de l’attaque.
Par ailleurs, avec une puissance de calcul importante, il est possible de re´duire volontairement le
nombre de fautes. Cette attaque a e´te´ pre´sente´e a` Chip-to-Cloud 2013 [31] et publie´e a` FPS 2013 [32].
Finalement le formalisme a e´te´ pre´sente´ a` Chip-to-Cloud 2013 [29] et a e´te´ publie´ sur ePrint [30].
Il a e´galement fait l’objet d’une publication a` PROOFS 2014.
L’un des objectifs importants du formalisme est la recherche syste´matique d’attaques. Dans les
chapitres III et V, des attaques issues du formalisme ont e´te´ pre´sente´es. Par ailleurs, le chapitre IV
pre´sente une e´tude syste´matique d’attaques. La cre´ation d’un ge´ne´rateur de toutes les attaques
reste en perspective.
D’autres perspectives sont l’adaptation du formalisme a` la cryptographie asyme´trique ; mais
e´galement l’e´criture formalise´e des contre-mesures existantes.
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A Pre´cisions sur les algorithmes de chiffrement
i Tableaux du DES
58 50 42 34 26 18 10 2
60 52 44 36 28 20 12 4
62 54 46 38 30 22 14 6
64 56 48 40 32 24 16 8
57 49 41 33 25 17 9 1
59 51 43 35 27 19 11 3
61 53 45 37 29 21 13 5
63 55 47 39 31 23 15 7
Tableau 24 : Permutation Initiale IP
S1 32 1 2 3 4 5
S2 4 5 6 7 8 9
S3 8 9 10 11 12 13
S4 12 13 14 15 16 17
S5 16 17 18 19 20 21
S6 20 21 22 23 24 25
S7 24 25 26 27 28 29
S8 28 29 30 31 32 1
Tableau 25 : Expansion E
16 7 20 21
29 12 28 17
1 15 23 26
5 18 31 10
2 8 24 14
32 27 3 9
19 13 30 6
22 11 4 25
Tableau 26 : Tableau de Permutation P
15 1 8 14 6 11 3 4 9 7 2 13 12 0 5 10
3 13 4 7 15 2 8 14 12 0 1 10 6 9 11 5
0 14 7 11 10 4 13 1 5 8 12 6 9 3 2 15
13 8 10 1 3 15 4 2 11 6 7 12 0 5 14 9
Tableau 27 : S-box 2 du DES
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10 0 9 14 6 3 15 5 1 13 12 7 11 4 2 8
13 7 0 9 3 4 6 10 2 8 5 14 12 11 15 1
13 6 4 9 8 15 3 0 11 1 2 12 5 10 14 7
1 10 13 0 6 9 8 7 4 15 14 3 11 5 2 12
Tableau 28 : S-box 3 du DES
7 13 14 3 0 6 9 10 1 2 8 5 11 12 4 15
13 8 11 5 6 15 0 3 4 7 2 12 1 10 14 9
10 6 9 0 12 11 7 13 15 1 3 14 5 2 8 4
3 15 0 6 10 1 13 8 9 4 5 11 12 7 2 14
Tableau 29 : S-box 4 du DES
2 12 4 1 7 10 11 6 8 5 3 15 13 0 14 9
14 11 2 12 4 7 13 1 5 0 15 10 3 9 8 6
4 2 1 11 10 13 7 8 15 9 12 5 6 3 0 14
11 8 12 7 1 14 2 13 6 15 0 9 10 4 5 3
Tableau 30 : S-box 5 du DES
12 1 10 15 9 2 6 8 0 13 3 4 14 7 5 11
10 15 4 2 7 12 9 5 6 1 13 14 0 11 3 8
9 14 15 5 2 8 12 3 7 0 4 10 1 13 11 6
4 3 2 12 9 5 15 10 11 14 1 7 6 0 8 13
Tableau 31 : S-box 6 du DES
4 11 2 14 15 0 8 13 3 12 9 7 5 10 6 1
13 0 11 7 4 9 1 10 14 3 5 12 2 15 8 6
1 4 11 13 12 3 7 14 10 15 6 8 0 5 9 2
6 11 13 8 1 4 10 7 9 5 0 15 14 2 3 12
Tableau 32 : S-box 7 du DES
13 2 8 4 6 15 11 1 10 9 3 14 5 0 12 7
1 15 13 8 10 3 7 4 12 5 6 11 0 14 9 2
7 11 4 1 9 12 14 2 0 6 10 13 15 3 5 8
2 1 14 7 4 10 8 13 15 12 9 0 3 5 6 11
Tableau 33 : S-box 8 du DES
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ii Pre´cision sur l’AES

2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2

Figure 42 : Matrice du MixColumn MC
x y x y x y x y x y
0 99 1 124 2 119 3 123 4 242
5 107 6 111 7 197 8 48 9 1
10 103 11 43 12 254 13 215 14 171
15 118 16 202 17 130 18 201 19 125
20 250 21 89 22 71 23 240 24 173
25 212 26 162 27 175 28 156 29 164
30 114 31 192 32 183 33 253 34 147
35 38 36 54 37 63 38 247 39 204
40 52 41 165 42 229 43 241 44 113
45 216 46 49 47 21 48 4 49 199
50 35 51 195 52 24 53 150 54 5
55 154 56 7 57 18 58 128 59 226
60 235 61 39 62 178 63 117 64 9
65 131 66 44 67 26 68 27 69 110
70 90 71 160 72 82 73 59 74 214
75 179 76 41 77 227 78 47 79 132
80 83 81 209 82 0 83 237 84 32
85 252 86 177 87 91 88 106 89 203
90 190 91 57 92 74 93 76 94 88
95 207 96 208 97 239 98 170 99 251
100 6 101 77 102 51 103 133 104 69
105 249 106 2 107 127 108 80 109 60
110 159 111 168 112 81 113 163 114 64
115 143 116 146 117 157 118 56 119 245
120 188 121 182 122 218 123 33 124 16
125 255 126 243 127 210 128 205 129 12
130 19 131 236 132 95 133 151 134 68
135 23 136 196 137 167 138 126 139 61
140 100 141 93 142 25 143 115 144 96
145 129 146 79 147 220 148 34 149 42
150 144 151 136 152 70 153 238 154 184
155 20 156 222 157 94 158 11 159 219
160 224 161 50 162 58 163 10 164 73
165 6 166 36 167 92 168 194 169 211
170 172 171 98 172 145 173 149 174 228
175 121 176 231 177 200 178 55 179 109
180 141 181 213 182 78 183 169 184 108
185 86 186 244 187 234 188 101 189 122
190 174 191 8 192 186 193 120 194 37
195 46 196 28 197 166 198 180 199 198
200 232 201 221 202 116 203 31 204 75
205 189 206 139 207 138 208 112 209 62
210 181 211 102 212 72 213 3 214 246
215 14 216 97 217 53 218 87 219 185
220 134 221 193 222 29 223 158 224 225
225 248 226 152 227 17 228 105 229 217
230 142 231 148 232 155 233 30 234 135
235 233 236 206 237 85 238 40 239 223
240 140 241 161 242 137 243 13 244 191
245 230 246 66 247 104 248 65 249 153
250 45 251 15 252 176 253 84 254 187
255 22
Tableau 34 : Le tableau repre´sentant la sbox de l’AES ou` x est une entre´e et y une sortie
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iii Pre´cision sur CLEFIA
.0 .1 .2 .3 .4 .5 .6 .7 .8 .9 .a .b .c .d .e .f
0. 57 49 d1 c6 2f 33 74 fb 95 6d 82 ea 0e b0 a8 1c
1. 28 d0 4b 92 5c ee 85 b1 c4 0a 76 3d 63 f9 17 af
2. bf a1 19 65 f7 7a 32 20 06 ce e4 83 9d 5b 4c d8
3. 42 5d 2e e8 d4 9b 0f 13 3c 89 67 c0 71 aa b6 f5
4. a4 be fd 8c 12 00 97 da 78 e1 cf 6b 39 43 55 26
5. 30 98 cc dd eb 54 b3 8f 4e 16 fa 22 a5 77 09 61
6. d6 2a 53 37 45 c1 6c ae ef 70 08 99 8b 1d f2 b4
7. e9 c7 9f 4a 31 25 fe 7c d3 a2 bd 56 14 88 60 0b
8. cd e2 34 50 9e dc 11 05 2b b7 a9 48 ff 66 8a 73
9. 03 75 86 f1 6a a7 40 c2 b9 2c db 1f 58 94 3e ed
a. fc 1b a0 04 b8 8d e6 59 62 93 35 7e ca 21 df 47
b. 15 f3 ba 7f a6 69 c8 4d 87 3b 9c 01 e0 de 24 52
c. 7b 0c 68 1e 80 b2 5a e7 ad d5 23 f4 46 3f 91 c9
d. 6e 84 72 bb 0d 18 d9 96 f0 5f 41 ac 27 c5 e3 3a
e. 81 6f 07 a3 79 f6 2d 38 1a 44 5e b5 d2 ec cb 90
f. 9a 36 e5 29 c3 4f ab 64 51 f8 10 d7 bc 02 7d 8e
Tableau 35 : s-box 1 de CLEFIA en hexade´cimal
.0 .1 .2 .3 .4 .5 .6 .7 .8 .9 .a .b .c .d .e .f
0. 6c da c3 e9 4e 9d 0a 3d b8 36 b4 38 13 34 0c d9
1. bf 74 94 8f b7 9c e5 dc 9e 07 49 4f 98 2c b0 93
2. 12 eb cd b3 92 e7 41 60 e3 21 27 3b e6 19 d2 0e
3. 91 11 c7 3f 2a 8e a1 bc 2b c8 c5 0f 5b f3 87 8b
4. fb f5 de 20 c6 a7 84 ce d8 65 51 c9 a4 ef 43 53
5. 25 5d 9b 31 e8 3e 0d d7 80 ff 69 8a ba 0b 73 5c
6. 6e 54 15 62 f6 35 30 52 a3 16 d3 28 32 fa aa 5e
7. cf ea ed 78 33 58 09 7b 63 c0 c1 46 1e df a9 99
8. 55 04 c4 86 39 77 82 ec 40 18 90 97 59 dd 83 1f
9. 9a 37 06 24 64 7c a5 56 48 08 85 d0 61 26 ca 6f
a. 7e 6a b6 71 a0 70 05 d1 45 8c 23 1c f0 ee 89 ad
b. 7a 4b c2 2f db 5a 4d 76 67 17 2d f4 cb b1 4a a8
c. b5 22 47 3a d5 10 4c 72 cc 00 f9 e0 fd e2 fe ae
d. f8 5f ab f1 1b 42 81 d6 be 44 29 a6 57 b9 af f2
e. d4 75 66 bb 68 9f 50 02 01 3c 7f 8d 1a 88 bd ac
f. f7 e4 79 96 a2 fc 6d b2 6b 03 e1 2e 7d 14 95 1d
Tableau 36 : s-box 2 de CLEFIA en hexade´cimal
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B Autres exemples d’attaques de´crites avec le formalisme
i Autres exemples sur l’AES
i.a Attaque par injection de fautes sur K10
– K = Kl,c9 , la cible est un octet de la cle´ du tour 9.
– OS = C, l’observable stimulus est le texte chiffre´.
– OR = C
∗, l’observable re´action est le chiffre´ faute´.
– R = g4 ◦ (f ◦ g3) ◦ g2 ◦ f ◦ g1, avec :
f =  processus d’injection de fautes
g1 = SB
−1 ◦ SR−1 ◦ ⊕
g2 = SR ◦ SB
g3 = identite´, si le cible n’est pas un octet de la premie`re colonne, sinon g3 = SB
et g4 = ⊕.
– Rm = g ◦mi, avec :
mi = ⊕2i, i ∈ [[0, 7]].
– Le distingueur est un crible.
i.b Attaque hybride : la DBA
La DBA (Differential Behaviour Analysis) pre´sente´e en [20] est une attaque hybride comme
la FSA (chapitre II section 3.3).
– K = Kl,c10 , la cible est un octet ou un bit de la cle´ du tour 10.
– OS = C, l’observable stimulus est le texte clair.
– OR = comportement, l’observable re´action est la variable binaire le re´sultat est faute´ ou non.
– R = g2 ◦ f ◦ g1, avec :
f =  processus d’injection de fautes,
g1 = SB
−1 ◦ SR−1 ◦ ⊕ et g2 = ⊕ ◦ SR ◦ SB.
– Rm = g2 ◦m ◦ g1, avec :
m = test ◦ (collage a` a), a ∈ [[0, 255]].
avec test la fonction boole´enne de test d’e´galite´ entre C et C∗.
– Le distingueur est une corre´lation.
i.c Attaque SCARE sur pseudo-AES
L’attaque est pre´sente´e dans [24]. Elle a pour cible, la s-box de l’AES fonction boole´enne b8→8.
– K = b, la cible est une fonction boole´enne b8 → 1. Il y a donc 256 valeurs possibles
– OS = T , l’observable stimulus est le texte clair.
– OR = Conso, l’observable re´action est la consommation de courant.
– R = f ◦ g, avec :
f = conso
et g = ⊕K0.
– Rm = m ◦ g, avec :
m = HW .
– Le distingueur est une corre´lation.
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ii Autres exemples sur le DES
ii.a Attaque de type DFA le DES
La DFA classique sur le DES est pre´sente´ en [11].
– K = K16, la cible est 6 bits de la cle´ du dernier tour.
– OS = (L16, L
∗
16), l’observable stimulus est la partie de gauche du couple chiffre´, chiffre´ faute´,
apre`s IP .
– OR = R
∗
16 ⊕R16, l’observable re´action est la diffe´rentielle de la partie de droite apre`s IP .
– R = g ◦ f , avec :
f =  processus d’injection de fautes et
g = P ◦ Si ◦ ⊕ ◦ E.
– Rm = g ◦m, avec :
mi = ⊕2i, i ∈ [[0, 5]].
– Le distingueur est un crible.
ii.b Attaque SCA le DES
– K = K1, la cible est un fragment de 6 bits de la cle´ du tour 1 (une entre´es de s-box Si.
– OS = T , l’observable stimulus est le texte clair.
– OR = Conso, l’observable re´action est la consommation de courant en sortie des s-boxes.
– R = f ◦ g, avec :
f = conso, consommation de courant et
g = Si ◦ ⊕ ◦ E ◦ IP .
– Rm = m ◦ g, avec :
m = HW .
– Le distingueur est une corre´lation ou une diffe´rence de moyenne.
ii.c Attaque de re´tro-conception a` deux niveaux d’e´tapes
Cet exemple est un exemple de re´tro-conception combinant une attaque FIRE classique avec une
attaque SCARE. Ces attaques sont pre´sente´es en de´tails dans le chapitre V. Pour re´sumer, le but
est de retrouver les s-boxes d’un pseudo-DES. L’attaque FIRE permet uniquement de retrouver
les diffe´rentielles en sortie ∆y = S(x ⊕ x∗). Ainsi l’attaque doit se finir de manie`re exhaustive.
Cependant, un autre choix est possible utiliser une attaque SCARE. L’attaque pre´sente´e ici, est
donc une attaque a` deux niveaux (voir chapitre II section 2.4).
1. Premie`re e´tape :
– K1 = ∆y, ou` ∆y = S(x⊕ x∗).
Il y a 15 hypothe`ses k.
– O1S = (L16, L
∗
16), l’observable stimulus est la partie de gauche du couple chiffre´, chiffre´ faute´,
apre`s IP .
– O1R = R
∗
16 ⊕R16, l’observable re´action est la diffe´rentielle de la partie de droite apre`s IP .
– R = g ◦ f , avec :
f =  , processus d’injection de fautes et
g = P ◦ (⊕K16) ◦ E.
Le chemin d’attaque est illustre´ en Figure 35.
– R1m = g ◦mi avec :
mi = ⊕2i, i ∈ [[0, 5]].
– Le distingueur est un crible.
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2. Deuxie`me e´tape :
– K2 = y la cible est une valeur de sortie d’une s-box pour une entre´e x fixe´e. Il y a 16
hypothe`ses possibles.
– O2S = (R0,∆y), l’observable stimulus est le premier registre de droite et la diffe´rentielle
correspondante.
– O2R = Conso, l’observable re´action est la consommation de courant.
– R2 = f ◦ g, avec :
f = conso
et g = ⊕∆y(⊕K0) ◦ E,
ou` ∆y = S(x⊕ x′) = K1 avec x′ les bits concerne´s de K0 ⊕ E(R0).
– R2m = m ◦ g avec :
m = HW .
– Le distingueur est une corre´lation.
C Rappels mathe´matiques
i Rappels d’alge`bre
De´finition 46 : (D,×, a), est un mono¨ıde si :
1. ∀(x, y) ∈ D2, x× y ∈ D (stabilite´) ;
2. ∀(x, y, z) ∈ D3, x× (y × z) = (x× y)× z (associativite´) ;
3. ∃ a ∈ D,∀x ∈ D,x× a = a× x = x (existence d’un e´le´ment neutre).
De´finition 47 : On dit que (D,+,×, 0, 1) est un dio¨ıde si :
1. (D,+, 0) est un mono¨ıde commutatif ;
2. (D,×, 1) est un mono¨ıde ;
3. × est distributif par rapport a` + ;
4. 0 est un e´le´ment absorbant pour ×, c’est-a`-dire que x× 0 = 0× x = 0 pour tout x ∈ D ;
5. La relation ≤ de´finie pour tout (x, y) ∈ D2 par x ≤ y s’il existe z ∈ D tel que x+ z = y, est
une relation d’ordre.
Si l’on omet le dernier point, la structure de´finie est un demi-anneau.
De´finition 48 : Un dio¨ıde (D,+,×, 0, 1) est idempotent si : ∀x ∈ D x+ x = x .
ii Rappels de probabilite´
ii.a Notion d’inde´pendance
De´finition 49 : X et Y sont inde´pendants ⇔ Pr(X ∩ Y ) = Pr(X) · Pr(Y ) .
De´finition 50 : En statistique, des variables inde´pendantes et identiquement distribue´es (iid)
sont des variables ale´atoires qui ont toutes la meˆme loi de probabilite´, mais sont inde´pendantes.
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ii.b Formules diverses
• SoitX une variable ale´atoire discre`te, pouvant prendre nx valeurs et de moyenne µx. L’espe´rance
de X est alors :
E(X) =
nx∑
x=1
x · Pr(X = x) .
La variance de X est alors :
Var(X) =
1
nx
·
nx∑
x=1
(x− µx)2 .
• Soit X une variable ale´atoire continue de densite´ de probabilite´ Fx. L’espe´rance de X est
alors :
E(X) =
∫
xFx(x)dx .
La variance de X est alors :
Var(X) =
∫
(x− E(X))2 · Fx(x)dx .
• Soient deux variables ale´atoires X et Y la covariance est :
Cov = E(X − E(X)) · E(Y − E(Y )) .
ii.c Proprie´te´s de l’e´cart type
Proprie´te´ P7 : L’e´cart type est toujours positif ou nul, celui d’une constante est nul. L’e´cart
type d’une variable ale´atoire X a` laquelle a e´te´ ajoute´e une constante est e´gal a` l’e´cart type de la
variable X. Cette proprie´te´ est nomme´e invariance par translation.
Proprie´te´ P8 : L’e´cart type d’une variable ale´atoire X multiplie´e par une constante est e´gal a` la
valeur absolue de la constante multiplie´e par l’e´cart type de la variable. Cette proprie´te´ est nomme´e
invariance par dilatation.
ii.d Loi de probabilite´ totale
Pour un syste`me exhaustif (fini ou de´nombrable) d’e´ve´nements (Yi) , et si quel que soit i,
Pr(Yi) 6= 0, alors on a les formules de probabilite´s totales suivantes :
Pr(X) =
∑
i
Pr(X|Yi) · Pr(Yi) . (32)
Pr(X|Z) =
∑
i
Pr(X|Yi) · Pr(Yi|Z) . (33)
La formule adapte´e a` Z continue donne :
Pr(X|Z) =
∑
i
Pr(X|Yi) · FY (Yi|Z) . (34)
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ii.e Formules de Bayes
Les formules de Bayes pour des variables discre`tes sont les suivantes :
Pr(X|Y ) = Pr(X ∩ Y )
Pr(Y )
. (35)
Pr(X|Y ) = Pr(Y |X)Pr(X)
Pr(Y )
. (36)
La formule de Bayes si les variables sont continues est la suivante :
FX(x|Y = y) = FY (y|X = x)FX(x)
FY (y)
. (37)
Si X est discre`te et Y continue, les formules de Bayes donnent :
Pr(X = x|Y = y) = FY (y|X = x)Pr(X = x)
FY (y)
. (38)
FY (y|X = x) = Pr(X = x|Y = y)FY (y)
Pr(X = x)
. (39)
D Infe´rence Baye´sienne et de´tection des PoI
Nous proposons une autre me´thode pour la de´tection de PoI : une me´thode par infe´rence
baye´sienne. Cette analyse permet de retrouver les PoI pour une entre´e et sortie de s-box. Elle est
donc incomple`te car il manque un point de´pendant de la cle´ (celui avant le AddRoundKey). Ici X
est le l’entre´e de la s-box et Y la sortie. Soit une campagne dont les courbes sont compose´es de n
points.
Pour chaque couple d’instant de mesures (i1, i2) avec i1 < i2 (soit
n(n−1)
2 possibilite´s), les couples
de mesures (h′1, h
′
2)0≤i<n sont extraits avec h
′
1 mesure´ au temps i1 et h
′
2 mesure´ au temps i2.
Soit la fonction boole´enne bs-box retournant 1 si les instants (i1, i2) correspondent a` l’entre´e et
a` la sortie d’une s-box, 1 sinon. Nous cherchons a` e´valuer la probabilite´ de l’e´ve`nement bs-box = 1.
Pour cela, il est possible d’utiliser l’infe´rence baye´sienne.
Pr(bs-box = 1|{(h′1, h′2)i} =
∏
i FH′X ,H′Y ((h
′
1, h
′
2)i|bs-box = 1) · Pr(bs-box = 1)
FHX′,HY ′({(h′1, h′2)i}
. (40)
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E Re´sultats bruts de l’e´tude sur les GFN
i TWINE
V = (0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 8
VF = (8, 5, 6, 3, 6, 7, 4, 5, 4, 5, 6, 3, 6, 3, 4, 5)
WF = (8, 9, 6, 7, 6, 7, 4, 5, 4, 5, 6, 7, 6, 7, 4, 5)
V = (0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 7
VF = (7, 4, 5, 2, 5, 6, 3, 4, 3, 4, 5, 2, 5, 2, 3, 4)
WF = (7, 8, 5, 6, 5, 6, 3, 4, 3, 4, 5, 6, 5, 6, 3, 4)
V = (0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 6
VF = (6, 3, 4, 1, 4, 5, 2, 3, 2, 3, 4, 1, 4,−∞, 2, 3)
WF = (6, 7, 4, 5, 4, 5, 2, 3, 2, 3, 4, 5, 4, 5, 2, 3)
V = (0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 5
VF = (5, 2, 3,−∞, 3, 4, 1,−∞,−∞, 2, 3, 0, 3,−∞, 1, 2)
WF = (5, 6, 3, 4, 3, 4, 1, 2,−∞, 2, 3, 4, 3, 4, 1, 2)
V = (0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 4
VF = (4,−∞, 2,−∞,−∞, 3,−∞,−∞,−∞, 1, 2,−∞, 2,−∞, 0, 1)
WF = (4, 5, 2, 3,−∞, 3,−∞,−∞,−∞, 1, 2, 3, 2, 3, 0, 1)
V = (0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 3
VF = (3,−∞,−∞,−∞,−∞, 2,−∞,−∞,−∞,−∞, 1,−∞, 1,−∞,−∞, 0)
WF = (3, 4,−∞,−∞,−∞, 2,−∞,−∞,−∞,−∞, 1, 2, 1, 2,−∞, 0)
V = (0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 2
VF = (2,−∞,−∞,−∞,−∞, 1,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞)
WF = (2, 3,−∞,−∞,−∞, 1,−∞,−∞,−∞,−∞,−∞,−∞, 0, 1,−∞,−∞)
V = (0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 1
VF = (1,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
WF = (1, 2,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
V = (0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 0
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VF = (0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
WF = (0, 1,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
V = (−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 8
VF = (6, 3, 8, 5, 4, 5, 6, 3, 6, 7, 4, 5, 4, 5, 6, 3)
WF = (6, 7, 8, 9, 4, 5, 6, 7, 6, 7, 4, 5, 4, 5, 6, 7)
V = (−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 7
VF = (5, 2, 3, 4, 3, 4, 5, 2, 5, 2, 7, 4, 3, 4, 5, 6)
WF = (5, 6, 3, 4, 3, 4, 5, 6, 5, 6, 7, 8, 3, 4, 5, 6)
V = (−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 6
VF = (4,−∞, 2, 3, 2, 3, 4, 5, 4, 1, 2, 3, 6, 3, 4, 1)
WF = (4, 5, 2, 3, 2, 3, 4, 5, 4, 5, 2, 3, 6, 7, 4, 5)
V = (−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 5
VF = (3, 4,−∞, 2, 5, 2, 3,−∞, 3,−∞, 1, 2, 1,−∞, 3, 0)
WF = (3, 4,−∞, 2, 5, 6, 3, 4, 3, 4, 1, 2, 1, 2, 3, 4)
V = (−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 4
VF = (2,−∞, 4,−∞,−∞, 1, 2,−∞,−∞, 3,−∞,−∞, 0, 1, 2,−∞)
WF = (2, 3, 4, 5,−∞, 1, 2, 3,−∞, 3,−∞,−∞, 0, 1, 2, 3)
V = (−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 3
VF = (1,−∞,−∞,−∞,−∞, 0,−∞,−∞, 1,−∞, 3,−∞,−∞,−∞,−∞, 2)
WF = (1, 2,−∞,−∞,−∞, 0,−∞,−∞, 1, 2, 3, 4,−∞,−∞,−∞, 2)
V = (−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 2
VF = (0,−∞,−∞,−∞,−∞,−∞,−∞, 1,−∞,−∞,−∞,−∞, 2,−∞,−∞,−∞)
WF = (0, 1,−∞,−∞,−∞,−∞,−∞, 1,−∞,−∞,−∞,−∞, 2, 3,−∞,−∞)
V = (−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 1
VF = (−∞, 0,−∞,−∞, 1,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
WF = (−∞, 0,−∞,−∞, 1, 2,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
V = (−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 0
VF = (−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
WF = (−∞,−∞, 0, 1,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
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V = (−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 8
VF = (6, 7, 4, 5, 8, 5, 6, 3, 6, 3, 4, 5, 4, 5, 6, 3)
WF = (6, 7, 4, 5, 8, 9, 6, 7, 6, 7, 4, 5, 4, 5, 6, 7)
V = (−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 7
VF = (5, 2, 7, 4, 3, 4, 5, 2, 5, 6, 3, 4, 3, 4, 5, 2)
WF = (5, 6, 7, 8, 3, 4, 5, 6, 5, 6, 3, 4, 3, 4, 5, 6)
V = (−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 6
VF = (4, 1, 2, 3, 2, 3, 4, 1, 4,−∞, 6, 3, 2, 3, 4, 5)
WF = (4, 5, 2, 3, 2, 3, 4, 5, 4, 5, 6, 7, 2, 3, 4, 5)
V = (−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 5
VF = (3,−∞, 1, 2, 1,−∞, 3, 4, 3, 0,−∞, 2, 5, 2, 3,−∞)
WF = (3, 4, 1, 2, 1, 2, 3, 4, 3, 4,−∞, 2, 5, 6, 3, 4)
V = (−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 4
VF = (−∞, 3,−∞, 1, 4,−∞, 2,−∞, 2,−∞, 0, 1,−∞,−∞, 2,−∞)
WF = (−∞, 3,−∞, 1, 4, 5, 2, 3, 2, 3, 0, 1,−∞,−∞, 2, 3)
V = (−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 3
VF = (−∞,−∞, 3,−∞,−∞,−∞, 1,−∞,−∞, 2,−∞,−∞,−∞, 0, 1,−∞)
WF = (−∞,−∞, 3, 4,−∞,−∞, 1, 2,−∞, 2,−∞,−∞,−∞, 0, 1, 2)
V = (−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 2
VF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞, 2,−∞,−∞,−∞,−∞, 1)
WF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0, 1, 2, 3,−∞,−∞,−∞, 1)
V = (−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 1
VF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞, 1,−∞,−∞,−∞)
WF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞, 1, 2,−∞,−∞)
V = (−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 0
VF = (−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
WF = (−∞,−∞,−∞,−∞, 0, 1,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 8
VF = (4, 5, 6, 3, 6, 3, 8, 5, 4, 5, 6, 3, 6, 7, 4, 5)
WF = (4, 5, 6, 7, 6, 7, 8, 9, 4, 5, 6, 7, 6, 7, 4, 5)
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V = (−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 7
VF = (3, 4, 5, 6, 5, 2, 3, 4, 7, 4, 5, 2, 5, 2, 3, 4)
WF = (3, 4, 5, 6, 5, 6, 3, 4, 7, 8, 5, 6, 5, 6, 3, 4)
V = (−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 6
VF = (2, 3, 4, 1, 4,−∞, 6, 3, 2, 3, 4, 1, 4, 5, 2, 3)
WF = (2, 3, 4, 5, 4, 5, 6, 7, 2, 3, 4, 5, 4, 5, 2, 3)
V = (−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 5
VF = (−∞, 2, 3, 4, 3,−∞, 1, 2, 5, 2, 3,−∞, 3, 0, 1,−∞)
WF = (−∞, 2, 3, 4, 3, 4, 1, 2, 5, 6, 3, 4, 3, 4, 1, 2)
V = (−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 4
VF = (−∞,−∞, 2,−∞, 2,−∞, 4,−∞, 0, 1, 2,−∞,−∞, 3,−∞, 1)
WF = (−∞,−∞, 2, 3, 2, 3, 4, 5, 0, 1, 2, 3,−∞, 3,−∞, 1)
V = (−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 3
VF = (−∞,−∞,−∞, 2,−∞,−∞,−∞, 0, 3,−∞, 1,−∞, 1,−∞,−∞,−∞)
WF = (−∞,−∞,−∞, 2,−∞,−∞,−∞, 0, 3, 4, 1, 2, 1, 2,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 2
VF = (−∞,−∞,−∞,−∞, 0,−∞, 2,−∞,−∞,−∞,−∞,−∞,−∞, 1,−∞,−∞)
WF = (−∞,−∞,−∞,−∞, 0, 1, 2, 3,−∞,−∞,−∞,−∞,−∞, 1,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 1
VF = (−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞, 1,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
WF = (−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞, 1, 2,−∞,−∞,−∞,−∞,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 0
VF = (−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
WF = (−∞,−∞,−∞,−∞,−∞,−∞, 0, 1,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 8
VF = (4, 5, 6, 7, 6, 3, 4, 5, 8, 5, 6, 3, 6, 3, 4, 5)
WF = (4, 5, 6, 7, 6, 7, 4, 5, 8, 9, 6, 7, 6, 7, 4, 5)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 7
VF = (3, 4, 5, 2, 5, 2, 7, 4, 3, 4, 5, 2, 5, 6, 3, 4)
WF = (3, 4, 5, 6, 5, 6, 7, 8, 3, 4, 5, 6, 5, 6, 3, 4)
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V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 6
VF = (2, 3, 4, 5, 4, 1, 2, 3, 6, 3, 4,−∞, 4, 1, 2, 3)
WF = (2, 3, 4, 5, 4, 5, 2, 3, 6, 7, 4, 5, 4, 5, 2, 3)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 5
VF = (1,−∞, 3, 0, 3,−∞, 5, 2, 1, 2, 3,−∞, 3, 4,−∞, 2)
WF = (1, 2, 3, 4, 3, 4, 5, 6, 1, 2, 3, 4, 3, 4,−∞, 2)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 4
VF = (−∞, 1,−∞, 3, 2,−∞, 0, 1, 4,−∞, 2,−∞, 2,−∞,−∞,−∞)
WF = (−∞, 1,−∞, 3, 2, 3, 0, 1, 4, 5, 2, 3, 2, 3,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 3
VF = (−∞,−∞, 1,−∞, 1,−∞, 3,−∞,−∞, 0,−∞,−∞,−∞, 2,−∞,−∞)
WF = (−∞,−∞, 1, 2, 1, 2, 3, 4,−∞, 0,−∞,−∞,−∞, 2,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 2
VF = (−∞,−∞,−∞, 1,−∞,−∞,−∞,−∞, 2,−∞, 0,−∞,−∞,−∞,−∞,−∞)
WF = (−∞,−∞,−∞, 1,−∞,−∞,−∞,−∞, 2, 3, 0, 1,−∞,−∞,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 1
VF = (−∞,−∞,−∞,−∞,−∞,−∞, 1,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞)
WF = (−∞,−∞,−∞,−∞,−∞,−∞, 1, 2,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 0
VF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
WF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0, 1,−∞,−∞,−∞,−∞,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 8
VF = (6, 3, 4, 5, 4, 5, 6, 3, 6, 3, 8, 5, 4, 5, 6, 7)
WF = (6, 7, 4, 5, 4, 5, 6, 7, 6, 7, 8, 9, 4, 5, 6, 7)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 7
VF = (5, 2, 3, 4, 3, 4, 5, 6, 5, 2, 3, 4, 7, 4, 5, 2)
WF = (5, 6, 3, 4, 3, 4, 5, 6, 5, 6, 3, 4, 7, 8, 5, 6)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 6
VF = (4, 5, 2, 3, 6, 3, 4,−∞, 4, 1, 2, 3, 2, 3, 4, 1)
WF = (4, 5, 2, 3, 6, 7, 4, 5, 4, 5, 2, 3, 2, 3, 4, 5)
130
Annexes E. Re´sultats bruts de l’e´tude sur les GFN
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 5
VF = (3,−∞, 5, 2,−∞, 2, 3, 0, 3, 4, 1,−∞, 1, 2, 3,−∞)
WF = (3, 4, 5, 6,−∞, 2, 3, 4, 3, 4, 1, 2, 1, 2, 3, 4)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 4
VF = (2,−∞,−∞,−∞, 0, 1, 2,−∞, 2,−∞, 4,−∞,−∞, 1,−∞, 3)
WF = (2, 3,−∞,−∞, 0, 1, 2, 3, 2, 3, 4, 5,−∞, 1,−∞, 3)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 3
VF = (1,−∞,−∞, 0,−∞,−∞,−∞, 2, 1,−∞,−∞,−∞, 3,−∞,−∞,−∞)
WF = (1, 2,−∞, 0,−∞,−∞,−∞, 2, 1, 2,−∞,−∞, 3, 4,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 2
VF = (−∞, 1,−∞,−∞, 2,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
WF = (−∞, 1,−∞,−∞, 2, 3, 0, 1,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 1
VF = (−∞,−∞, 1,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞)
WF = (−∞,−∞, 1, 2,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞)
r− (d+ 1) = 0
VF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞)
WF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0, 1,−∞,−∞,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞)
r− (d+ 1) = 8
VF = (6, 3, 4, 5, 4, 5, 6, 7, 6, 3, 4, 5, 8, 5, 6, 3)
WF = (6, 7, 4, 5, 4, 5, 6, 7, 6, 7, 4, 5, 8, 9, 6, 7)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞)
r− (d+ 1) = 7
VF = (5, 6, 3, 4, 7, 4, 5, 2, 5, 2, 3, 4, 3, 4, 5, 2)
WF = (5, 6, 3, 4, 7, 8, 5, 6, 5, 6, 3, 4, 3, 4, 5, 6)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞)
r− (d+ 1) = 6
VF = (4, 1, 6, 3, 2, 3, 4, 1, 4, 5, 2, 3, 2, 3, 4,−∞)
WF = (4, 5, 6, 7, 2, 3, 4, 5, 4, 5, 2, 3, 2, 3, 4, 5)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞)
r− (d+ 1) = 5
VF = (3, 0, 1,−∞, 1, 2, 3,−∞, 3,−∞, 5, 2,−∞, 2, 3, 4)
WF = (3, 4, 1, 2, 1, 2, 3, 4, 3, 4, 5, 6,−∞, 2, 3, 4)
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V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞)
r− (d+ 1) = 4
VF = (2,−∞, 0, 1,−∞,−∞,−∞, 3, 2,−∞,−∞, 1, 4,−∞, 2,−∞)
WF = (2, 3, 0, 1,−∞,−∞,−∞, 3, 2, 3,−∞, 1, 4, 5, 2, 3)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞)
r− (d+ 1) = 3
VF = (−∞, 2,−∞,−∞, 3,−∞, 1,−∞,−∞,−∞,−∞, 0,−∞,−∞, 1,−∞)
WF = (−∞, 2,−∞,−∞, 3, 4, 1, 2,−∞,−∞,−∞, 0,−∞,−∞, 1, 2)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞)
r− (d+ 1) = 2
VF = (−∞,−∞, 2,−∞,−∞,−∞,−∞,−∞,−∞, 1,−∞,−∞,−∞,−∞, 0,−∞)
WF = (−∞,−∞, 2, 3,−∞,−∞,−∞,−∞,−∞, 1,−∞,−∞,−∞,−∞, 0, 1)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞)
r− (d+ 1) = 1
VF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 1,−∞,−∞,−∞,−∞, 0)
WF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 1, 2,−∞,−∞,−∞, 0)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞)
r− (d+ 1) = 0
VF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞,−∞)
WF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0, 1,−∞,−∞)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞)
r− (d+ 1) = 8
VF = (4, 5, 6, 3, 6, 3, 4, 5, 4, 5, 6, 7, 6, 3, 8, 5)
WF = (4, 5, 6, 7, 6, 7, 4, 5, 4, 5, 6, 7, 6, 7, 8, 9)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞)
r− (d+ 1) = 7
VF = (3, 4, 5, 2, 5, 2, 3, 4, 3, 4, 5, 6, 5, 2, 7, 4)
WF = (3, 4, 5, 6, 5, 6, 3, 4, 3, 4, 5, 6, 5, 6, 7, 8)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞)
r− (d+ 1) = 6
VF = (2, 3, 4,−∞, 4, 1, 2, 3, 2, 3, 4, 5, 4, 1, 6, 3)
WF = (2, 3, 4, 5, 4, 5, 2, 3, 2, 3, 4, 5, 4, 5, 6, 7)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞)
r− (d+ 1) = 5
VF = (1, 2, 3,−∞, 3, 0,−∞, 2, 1,−∞, 3, 4, 3,−∞, 5, 2)
WF = (1, 2, 3, 4, 3, 4,−∞, 2, 1, 2, 3, 4, 3, 4, 5, 6)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞)
r− (d+ 1) = 4
VF = (0, 1, 2,−∞, 2,−∞,−∞, 1,−∞,−∞,−∞, 3, 2,−∞, 4,−∞)
WF = (0, 1, 2, 3, 2, 3,−∞, 1,−∞,−∞,−∞, 3, 2, 3, 4, 5)
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V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞)
r− (d+ 1) = 3
VF = (−∞, 0, 1,−∞, 1,−∞,−∞,−∞,−∞,−∞,−∞, 2,−∞,−∞, 3,−∞)
WF = (−∞, 0, 1, 2, 1, 2,−∞,−∞,−∞,−∞,−∞, 2,−∞,−∞, 3, 4)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞)
r− (d+ 1) = 2
VF = (−∞,−∞, 0,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 1,−∞,−∞, 2,−∞)
WF = (−∞,−∞, 0, 1,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 1,−∞,−∞, 2, 3)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞)
r− (d+ 1) = 1
VF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞, 1,−∞)
WF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞,−∞, 1, 2)
V = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞)
r− (d+ 1) = 0
VF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0,−∞)
WF = (−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞,−∞, 0, 1)
ii CLEFIA
V = (0,−∞,−∞,−∞)
r− (d+ 1) = 4
VF = (4, 1, 2, 3)
WF = (4, 5, 2, 3)
V = (0,−∞,−∞,−∞)
r− (d+ 1) = 3
VF = (3, 0, 1, 2)
WF = (3, 4, 1, 2)
V = (0,−∞,−∞,−∞)
r− (d+ 1) = 2
VF = (2,−∞, 0, 1)
WF = (2, 3, 0, 1)
V = (0,−∞,−∞,−∞)
r− (d+ 1) = 1
VF = (1,−∞,−∞, 0)
WF = (1, 2,−∞, 0)
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V = (0,−∞,−∞,−∞)
r− (d+ 1) = 0
VF = (0,−∞,−∞,−∞)
WF = (0, 1,−∞,−∞)
V = (−∞,−∞, 0,−∞)
r− (d+ 1) = 4
VF = (2, 3, 4, 1)
WF = (2, 3, 4, 5)
V = (−∞,−∞, 0,−∞)
r− (d+ 1) = 3
VF = (1, 2, 3, 0)
WF = (1, 2, 3, 4)
V = (−∞,−∞, 0,−∞)
r− (d+ 1) = 2
VF = (0, 1, 2,−∞)
WF = (0, 1, 2, 3)
V = (−∞,−∞, 0,−∞)
r− (d+ 1) = 1
VF = (−∞, 0, 1,−∞)
WF = (−∞, 0, 1, 2)
V = (−∞,−∞, 0,−∞)
r− (d+ 1) = 0
VF = (−∞,−∞, 0,−∞)
WF = (−∞,−∞, 0, 1)
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F Rappel des notations et acronymes par ordre alphabe´tique
i Acronymes
– AES : Advanced Encryption Standard.
– ALU : Arithmetic Logic Unit.
– CPU : Central Processing Unit.
– CPA : Correlation Power Analysis.
– DBA : Differential Behaviour Analysis.
– DES : Data Encryption Standard.
– DFA : Differential Fault Analysis.
– FIA : Fault Injection Analysis.
– FIRE : Fault Injection Reverse Engineering.
– fgpa : Field-Programmable Gate Array.
– FSA : Fault Sensitive Analysis.
– GFN : Generalized Feistel Network.
– NICV : Nomalized Inter-Class Variance.
– NIST : National Institute of Standards and Technology.
– PoI : Points d’inte´reˆt
– SCA : Side Channel Analysis.
– SCARE : Side Channel Attack Reverse Engineering.
ii Notations
– A : variable ou constante.
– a : une constante.
– B : de´signe un bloc.
– b : les blocs d’un GFN sont nume´rote´s de 0 a` b.
– b : de´signe une fonction boole´enne.
– C : texte chiffre´.
– C : consommation parfaite.
– C′ : consommation avec un bruit de mesure.
– c : indice de colonne du state de l’AES.
– clk : horloge.
– ck : compteur associe´e a` l’hypothe`se k.
– Conso : mesure de consommation de courant.
– conso : consommation de courant, la fonction physique.
– Cor : corre´lation.
– Cov : covariance.
– D : dio¨ıde.
– D = N ∪ {−∞}
– d : de´lais de diffusion.
– E : fonction d’expansion du DES.
– E : espe´rance mathe´matique.
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– EM : e´mission d’ondes e´lectromagne´tiques.
– EM : mesure d’e´mission d’ondes e´lectromagne´tiques.
– em : e´mission d’ondes e´lectromagne´tiques (la fonction physique).
– erf : fonction d’erreur de Gauss.
– f : fonction physique.
– F : fonction.
– F : fonction de tour ou de Feistel.
– Gi : graphe associe´e a` la s-box Si.
– g : fonction.
– H : entropie.
– HD : distance de Hamming.
– HW : poids de Hamming.
– HX = HW (X).
– H ′X : mesure de HX .
– hx = HW (X = x).
– I : information mutuelle.
– i : de´signe un indice.
– IP : permutation initiale du DES.
– J et j : de´signe des indices.
– K : cle´ de chiffrement
– K : ensemble des hypothe`ses k.
– K : cible d’une attaque.
– k : hypothe`se sur la cible.
– kˆ : valeur re´elle de la cible.
– kd : hypothe`se retourne´e par le distingueur.
– K{(hx,hy)i}i∈[[1,n]] : ensemble des hypothe`ses K intersecte´ des hypothe`ses de cle´ possibles pour
les n couples de poids de Hamming (hx, hy)i.
– L : registre gauche d’un sche´ma de Feistel.
– L et L′ : listes.
– l : indice de ligne.
– l : nombre de lignes.
– M : nombre de valeurs diffe´rentes pour les OR dans une campagne.
– Mi : une matrice
– m : de´signe un ou un ensemble de mode`les.
– M : matrice de diffusion.
– MC : MixColumn.
– N : cardinal de P
– N : loi normale.
– n : de´signe une taille de campagne ou d’e´chantillons.
– nf nombre de fautes pour retrouver les fragments de cle´.
– n∆ : nombre de diffe´rentielles.
– nγ : nombre de fragments de cle´ attaque´s.
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– nλ : nombre de blocs de cle´ attaque´s.
– oˆ = oJ : re´sultat de la premie`re expe´rience.
– OS : observable stimulus.
– OR : observable re´action.
– oJ : valeurs possibles des OR pour une campagne finie.
– P : permutation du DES.
– P : ensemble des pre´dictions possibles.
– P : probabilite´ d’obtenir θ succe`s.
– p = Pr(ρi2 = ρi1) : probabilite´ d’erreur de Θp.
– phw : probabilite´ d’estimer correctement un poids de Hamming.
– Pm,k : pre´diction pour l’ensemble de mode`le(s) m et l’hypothe`se k.
– Pr : de´signe une probabilite´.
– q et q′ des nombres de bits.
– R : registre droit d’un sche´ma de Feistel.
– R : chemin d’attaque.
– Rm : chemin d’attaque the´orique associe´ au(x) mode`le(s) m.
– r : les tours d’un algorithmes de chiffrement par blocs sont nume´rote´s de 0 a` r.
– S : s-box.
– Su,v = {x ∈ Fq2/S(x)⊕ S(x⊕ u) = v}
– SB : SubBytes.
– SR : ShiftRow.
– T : texte clair.
– t : temps.
– tclk : pe´riode d’horloge.
– tMax : temps du bit qui a le chemin le plus long pour aller d’un registre a` un autre.
– ts : temps pendant lequel la donne´e doit rester stable.
– U : vecteur de compteur.
– U” : vecteur de compteur  randomomise´ .
– Uk : vecteur de compteur the´orique pour la cle´ k.
– Uphw : vecteur adapte´ a` l’erreur de mesure.
– u : diffe´rence applique´ en entre´e d’une s-box.
– V : vecteur associe´e a` un tour faute´ d’un sche´ma de Feistel.
– VF =Mr−(r+1) · V
– v : sortie de s-box avec diffe´rence u en entre´e.
– V ar : variance.
– W : variable ale´atoire de´finissant le bruit.
– w : e´ve´nement de W .
– WF =Mr−r · V
– X : variable ale´atoire.
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– X : univers de X.
– x : e´ve´nement de X.
– Y : variable ale´atoire.
– Y : univers de Y .
– y : e´ve´nement de Y .
– z : variables
– α : constante.
– β : constante.
– Γ : nombre de s-box dans un GFN.
– γ : indice de fragment de bloc de cle´.
– ∆ : diffe´rentielle entre faute´ et non faute´, ∆a = a⊕ a∗.
– δ = log2 maxu6=0, v #Su,v
–  : une expe´rience.
– θ : nombre moyen d’appels a` Θm pour retrouver kˆ.
– Θm : oracle associe´ a` Rm.
– Θp : oracle probabiliste.
– σ : e´cart type.
– ρi : valeurs possibles des Pm,kˆ pour une campagne finie.
– ρˆ = ρI : re´sultat de la deuxie`me expe´rience.
– µ : de´signe une moyenne.
– ⊕ : fonction xor.
– ∗ : faute´.
– # : cardinal.
–  : injection de faute (fonction physique).
– ∝ : proportionnel.
138
Bibliographie
[1] Auguste Kerckhoffs. La cryptographie militaire. Journal des sciences militaires, 9(1) :5–38,
1883.
[2] Whitfield Diffie and Martin Hellman. New directions in cryptography. Information Theory,
IEEE Transactions on, 22(6) :644–654, 1976.
[3] Claude E. Shannon . Communication Theory of Secrecy Systems. Bell system technical
journal, 28(4) :656–715, 1949.
[4] U.S Departement of commerce / national Institute of standards and Technology. Data En-
cryption Standart DES. Federal Information Processing Standards Publication, 1999.
[5] Ernest F. Brickell,Judy H Moore and M.R. Purtill. Structure in the S-Boxes of the DES. In
Advances in Cryptology—CRYPTO’86, pages 3–8. Springer, 1987.
[6] ClaudeCarlet . Vectorial Boolean functions for cryptography. Boolean Models and Methods
in Mathematics, Computer Science, and Engineering, 134 :398–469, 2010.
[7] NIST. Specification for the Advanced Encryption Standard. FIPS PUB 197, 197, November
2001.
[8] Eli Biham and Adi Shamir. Differential cryptanalysis of DES-like cryptosystems. Journal of
CRYPTOLOGY, 4(1) :3–72, 1991.
[9] Nicolas Courtois and Gregory V. Bard. Algebraic cryptanalysis of the data encryption stan-
dard. In Cryptography and Coding, pages 152–169. Springer, 2007.
[10] Fre´de´ric Raynal. Attaques et mesures de protection des SI, volume base documentaire :
42313210. Editions T.I., 2014. fre.
[11] Eli Biham and Adi Shamir. Differential Fault Analysis of Secret Key Cryptosystems. In
CRYPTO, pages 513–525, 1997.
[12] Christophe Giraud. DFA on AES. In H. Dobbertin and V. Rijmen and A. Sowa, editor,
Advanced Encryption Standard - AES, volume 3373 of Lecture Notes in Computer Science,
pages 27–41. Springer, 2005.
[13] Gilles Piret and Jean-Jacques Quisquater. A differential fault attack technique against SPN
structures, with application to the AES and Khazad. In C.D. Walter, editor, Cryptographic
Hardware and Embedded Systems − CHES 2003, volume 2779 of Lecture Notes in Computer
Science, pages 77–88. Springer, 2003.
[14] Ronan Lashermes, Guillaume Reymond, Jean-Max Dutertre, Jacques Fournier, Bruno Robis-
son and Assia Tria. A DFA on AES Based on the Entropy of Error Distributions. In FDTC,
pages 34–43, 2012.
[15] Michael Tunstall, Debdeep Mukhopadhyay and Subidh Ali. Differential Fault Analysis of the
Advanced Encryption Standard Using a Single Fault, 2011.
139
Bibliographie
[16] Mukhopadhyay, Debdeep. An Improved Fault Based Attack of the Advanced Encryption
Standard. In Preneel, Bart, editor, Progress in Cryptology AFRICACRYPT 2009, volume
5580 of Lecture Notes in Computer Science, pages 421–434. Springer Berlin / Heidelberg,
2009.
[17] Christophe Clavier. Secret external encodings do not prevent transient fault analysis. Cryp-
tographic Hardware and Embedded Systems-CHES 2007, pages 181–194, 2007.
[18] Matthieu Rivain. Differential Fault Analysis on DES Middle Rounds. In CHES, pages 457–
469, 2009.
[19] Yang Li, Kazuo Sakiyama, Shigeto Gomisawa, Toshinori Fukunaga, Junko Takahashi and
Kazuo Ohta. Fault Sensitivity Analysis. In CHES, volume 6225, pages 320–334, 2010.
[20] Bruno Robisson and Pascal Manet. Differential Behavioral Analysis. In CHES, pages 413–426,
2007.
[21] Julia Borghoff, Lars R. Knudsen, Gregor Leander and Krystian Matusiewicz. Cryptanalysis
of C2. In Advances in Cryptology-CRYPTO 2009, pages 250–266. Springer, 2009.
[22] Christophe Clavier. An improved SCARE cryptanalysis against a secret A3/A8 GSM algo-
rithm. Information Systems Security, pages 143–155, 2007.
[23] Christophe Clavier and Antoine Wurcker . Reverse Engineering of a Secret AES-like Cipher
by Ineffective Fault Analysis. In Fault Diagnosis and Tolerance in Cryptography (FDTC),
2013 Workshop on, pages 119–128, 2013.
[24] Matthieu Rivain and Thomas Roche. SCARE of Secret Ciphers with SPN Structures. In
Advances in Cryptology - ASIACRYPT 2013 - 19th International Conference on the Theory
and Application of Cryptology and Information Security, Bengaluru, India, December 1-5,
2013, Proceedings, Part I, pages 526–544, 2013.
[25] Amine Dehbaoui. Analyse Se´curitaire des E´manations E´lectromagne´tiques des Circuits
Inte´gre´s. PhD thesis, Montpellier 2, 2011.
[26] Driss Aboulkassimi, Michel Agoyan, Laurent Freund, Jacques J. A. Fournier, Bruno Robisson
and Assia Tria. ElectroMagnetic analysis (EMA) of software AES on Java mobile phones. In
WIFS, pages 1–6, 2011.
[27] Lo¨ıc Zussa, Jean-Max Dutertre, Jessy Cle´die`re and Assia Tria. Power supply glitch induced
faults on FPGA : An in-depth analysis of the injection mechanism. In IOLTS, pages 110–115,
2013.
[28] Lo¨ıc Zussa, Jean-Max Dutertre, Jessy Cle´die`re and Bruno Robisson. Analysis of the fault
injection mechanism related to negative and positive power supply glitches using an on-chip
voltmeter. In HOST, pages 130–135, 2014.
[29] He´le`ne Le Bouder, Bruno Robisson and Assia Tria. A Unified Formalism for Side-Channel
and Fault Attacks on Cryptographic Circuits. In Chip-to-Cloud Security Forum, 2013.
[30] He´le`ne Le Bouder , Ronan Lashermes , Yanis Linge , Bruno Robisson and Assia Tria. A
Unified Formalism for Physical Attacks. Cryptology ePrint Archive, Report 2014/682, 2014.
http://eprint.iacr.org/.
[31] He´le`ne Le Bouder, Sylvain Guilley , Bruno Robisson and Assia Tria. Fault Injection to Reverse
Engineer DES-like Cryptosystems. In Chip-to-Cloud Security Forum, 2013.
[32] He´le`ne Le Bouder, Sylvain Guilley, Bruno Robisson and Assia Tria. Fault Injection to Reverse
Engineer DES-Like Cryptosystems. In FPS, pages 105–121, 2013.
[33] Silvio Micali and Leonid Reyzin. Physically Observable Cryptography. Cryptology ePrint
Archive, Report 2003/120, 2003.
140
Bibliographie
[34] Stefan Mangard, Elisabeth Oswald and Franc¸ois-Xavier Standaert. One for All - All for One :
Unifying Standard DPA Attacks. Cryptology ePrint Archive, Report 2009/449, 2009.
[35] Franc¸ois-Xavier Standaert, Franc¸ois Koeune and Werner Schindler . How to compare pro-
filed side-channel attacks ? In Applied Cryptography and Network Security, pages 485–498.
Springer, 2009.
[36] Franc¸ois-Xavier Standaert, Tal G Malkin, and Moti Yung. A formal practice-oriented model
for the analysis of side-channel attacks. IACR e-print archive, 134, 2006.
[37] Franc¸ois-Xavier Standaert, Tal Malkin and Moti G Yung. A unified framework for the analysis
of side-channel key recovery attacks. In Advances in Cryptology-Eurocrypt 2009, pages 443–
461. Springer, 2009.
[38] Stefan Mangard, Elisabeth Oswald and Franc¸ois-Xavier Standaert. One for all–all for one :
unifying standard differential power analysis attacks. IET Information Security, 5(2) :100–
110, 2011.
[39] Abdelaziz M Elaabid and Sylvain Guilley. Practical improvements of profiled side-channel
attacks on a hardware crypto-accelerator. In Progress in Cryptology–AFRICACRYPT 2010,
pages 243–260. Springer, 2010.
[40] Carolyn Whitnall, Elisabeth Oswald and Franc¸ois-Xavier Standaert. The myth of generic
DPA... and the magic of learning. IACR Cryptology ePrint Archive, 2012 :256, 2012.
[41] Julien Doget, Emmanuel Prouff, Matthieu Rivain and Franc¸ois Xavier Standaert. Univariate
side channel attacks and leakage modeling. Journal of Cryptographic Engineering, 1(2) :123–
144, 2011.
[42] Ingrid Verbauwhede, Dusko Karaklajic and Jo¨rn-Marc Schmidt. The Fault Attack Jungle-
A Classification Model to Guide You. In Fault Diagnosis and Tolerance in Cryptography
(FDTC), 2011 Workshop on, pages 3–8. IEEE, 2011.
[43] Amir Moradi, Mohammad T Manzuri Shalmani and Mahmoud Salmasizadeh. A generalized
method of differential fault attack against AES cryptosystem. In Cryptographic Hardware
and Embedded Systems-CHES 2006, pages 91–100. Springer, 2006.
[44] Kazuo Sakiyama and Yang Li and Mitsugu Iwamoto and Kazuo Ohta. Information-Theoretic
Approach to Optimal Differential Fault Analysis. IEEE Transactions on Information Foren-
sics and Security, 7(1) :109–120, 2012.
[45] Emmanuel Prouff and Matthieu Rivain. Masking against Side-Channel Attacks : A Formal
Security Proof. In EUROCRYPT, volume 7881, pages 142–159. Springer, 2013.
[46] Werner Schindler. Advanced stochastic methods in side channel analysis on block ciphers in
the presence of masking. Journal of Mathematical Cryptology, 2(3) :291–310, 2008.
[47] Houssem Maghrebi, Olivier Rioul, Sylvain Guilley and Jean-Luc Danger. Comparison between
Side-Channel Analysis Distinguishers. In ICICS, pages 331–340, 2012.
[48] Julien Doget, Emmanuel Prouff, Matthieu Rivain, and Franc¸ois-Xavier Standaert, Franc¸ois-
Xavier. Univariate side channel attacks and leakage modeling. Journal of Cryptographic
Engineering, 1(2) :123–144, 2011.
[49] Paul C. Kocher and Joshua Jaffe and Benjamin Jun. Differential Power Analysis. In CRYPTO,
pages 388–397, 1999.
[50] Eric Brier, Christophe Clavier and Francis Olivier. Correlation Power Analysis with a Leakage
Model. In CHES, pages 16–29, 2004.
[51] Benedikt Gierlichs, Lejla Batina and Pim Tuyls. Mutual Information Analysis - A Universal
Differential Side-Channel Attack. IACR Cryptology ePrint Archive, 2007 :198, 2007.
141
Bibliographie
[52] Lejla Batina, Benedikt Gierlichs, Emmanuel Prouff, Matthieu Rivain, Franc¸ois-Xavier Stan-
daert and Nicolas Veyrat-Charvillon. Mutual Information Analysis : a Comprehensive Study.
J. Cryptology, 24(2) :269–291, 2011.
[53] Emmanuel Prouff and Matthieu Rivain. Theoretical and Practical Aspects of Mutual Infor-
mation Based Side Channel Analysis. In ACNS, pages 499–518, 2009.
[54] Daniel Pe´rez Palomar and Sergio Verdu`. Gradient of Mutual Information in Linear Gaussian
Channels. In Information Theory, IEEE Transactions, volume 52, 2006.
[55] Amir Moradi, Nima Mousavi, Christof Paar and Mahmoud Salmasizadeh. A Comparative
Study of Mutual Information Analysis under a Gaussian Assumption. In WISA, pages 193–
205, 2009.
[56] Annelie Heuser, Sylvain Guilley and Olivier Rioul. A Theoretical Study of Kolmogorov-
Smirnov Distinguishers : Side-Channel Analysis vs. Differential Cryptanalysis. IACR Cryp-
tology ePrint Archive, 2014 :8, 2014.
[57] Carolyn Whitnall, Elisabeth Oswald and Luke Mather . An exploration of the kolmogorov-
smirnov test as a competitor to mutual information analysis. In Smart Card Research and
Advanced Applications, pages 234–251. Springer, 2011.
[58] Youssef Souissi, Maxime Nassar, Sylvain Guilley, Jean-Luc Danger and Florent Flament.
First Principal Components Analysis : A New Side Channel Distinguisher. In ICISC, pages
407–419, 2010.
[59] Franc¸ois-Xavier Standaert and Ce´dric Archambeau. Using Subspace-Based Template Attacks
to Compare and Combine Power and Electromagnetic Information Leakages. In CHES, pages
411–425, 2008.
[60] Suresh Balakrishnama and Aravind Ganapathiraju. Linear Discriminant Analysis - A Brief
Tutorial. Institute for Signal and Information Processing, Mississippi State University, 1998.
[61] Eric Briers, Christophe Clavier and Francis Olivier. Optimal Statistical Power Analysis. IACR
Cryptology ePrint Archive, 2003 :152, 2003.
[62] Alessandro Barenghi, Luca Breveglieri, Israel Koren and David Naccache. Fault Injection
Attacks on Cryptographic Devices : Theory, Practice, and Countermeasures. Proceedings of
the IEEE, 100(11) :3056–3076, 2012.
[63] Carolyn Whitnall and Elisabeth Oswald. A fair evaluation framework for comparing side-
channel distinguishers. Journal of Cryptographic Engineering, 1(2) :145–160, 2011.
[64] Stefan Dziembowski and Krzysztof Pietrzak . Leakage-resilient cryptography. In Foundations
of Computer Science, 2008. FOCS’08. IEEE 49th Annual IEEE Symposium on, pages 293–
302. IEEE, 2008.
[65] Stefan Mangard . Hardware countermeasures against DPA–a statistical analysis of their
effectiveness. In Topics in Cryptology–CT-RSA 2004, pages 222–235. Springer, 2004.
[66] Shivam Bhasin, Jean-Luc Danger, Sylvain Guilley and Zakaria Najm. NICV : Normalized
Inter-Class Variance for Detection of Side-Channel Leakage. Cryptology ePrint Archive, Re-
port 2013/717, 2013. http://eprint.iacr.org/.
[67] Yanis Linge, Ce´cile Dumas and Sophie Lambert-Lacroix . Using the Joint Distributions of
a Cryptographic Function in Side Channel Analysis. In In preparation. See IACR E-print.
Citeseer, 2014.
[68] Ce´dric Archambeau, Eric Peeters, Franc¸ois-Xavier Standaert and Jean-Jacques Quisquater.
Template attacks in principal subspaces. In Cryptographic Hardware and Embedded Systems-
CHES 2006, pages 1–14. Springer, 2006.
142
Bibliographie
[69] Mathieu Renauld and Franc¸ois Xavier Standaert. Algebraic side-channel attacks. In Infor-
mation Security and Cryptology, pages 393–410. Springer, 2011.
[70] Mathieu Renauld, Franc¸ois-Xavier Standaert and Nicolas Veyrat-Charvillon. Algebraic side-
channel attacks on the AES : Why time also matters in DPA. In Cryptographic Hardware
and Embedded Systems-CHES 2009, pages 97–111. Springer, 2009.
[71] Frederik Armknecht and Matthias Krause. Algebraic attacks on combiners with memory. In
Advances in Cryptology-CRYPTO 2003, pages 162–175. Springer, 2003.
[72] Yanis Linge. E´tudes cryptographiques et statistiques de signaux compromettants. PhD thesis,
2014.
[73] Stefan Mangard, Elisabeth Oswald and Thomas Popp. Power Analysis Attacks - Revealing
the Secrets of Smart Cards. Springer Verlag, 2007.
[74] David Barber. Bayesian Reasoning and Machine Learning. Cambridge University Press,
04-2011 edition, 2011. In press.
[75] Nicolas Veyrat-Charvillon, Benoˆıt Ge´rard, Mathieu Renauld and Franc¸ois-Xavier Standaert.
An Optimal Key Enumeration Algorithm and Its Application to Side-Channel Attacks. In
Selected Areas in Cryptography, pages 390–406, 2012.
[76] Robert G Gallager . Low-density parity-check codes. Information Theory, IRE Transactions
on, 8(1) :21–28, 1962.
[77] Michel Agoyan, Jean-Max Dutertre, David Naccache, Bruno Robisson and Assia Tria. When
Clocks Fail : On Critical Paths and Clock Faults. In CARDIS, pages 182–193, 2010.
[78] Michel Agoyan,Jean-Max Dutertre, Amir-Pasha Mirbaha, David Naccache, Anne-Lise Ribotta
and Assia Tria. How to flip a bit ? In IOLTS, pages 235–239, 2010.
[79] Amine Dehbaoui and Jean-Max Dutertre, Bruno Robisson and Assia Tria. Electromagnetic
transient faults injection on a hardware and a software implementations of AES. In Fault
Diagnosis and Tolerance in Cryptography (FDTC), 2012 Workshop on, pages 7–15. IEEE,
2012.
[80] Yuliang Zheng, Tsutomu Matsumoto and Hideki Imai. On the Construction of Block Ciphers
Provably Secure and Not Relying on Any Unproved Hypotheses. In Advances in Cryptology
- CRYPTO ’89, volume 435 of LNCS, pages 461–480. Springer, 1989.
[81] Thierry Berger P., Marine Minier and Gae¨l Thomas. Extended Generalized Feistel Networks
using Matrix Representation. In Selected Areas in Cryptography - SAC 2013, volume 8282 of
LNCS. Springer, 2013.
[82] Maryam Izadi, Babak Sadeghiyan, Seyed Saeed Sadeghian and Hossein Arabnezhad Khanooki.
MIBS : A New Lightweight Block Cipher. In Juan A. Garay, Atsuko Miyaji and Akira Otsuka,
editor, CANS, volume 5888 of LNCS, pages 334–348. Springer, 2009.
[83] Tomoyasu Suzaki, Kazuhiko Minematsu, Sumio Morioka and Eita Kobayashi. TWINE : A
Lightweight Block Cipher for Multiple Platforms. In Selected Areas in Cryptography - SAC
2012, volume 7707 of LNCS, pages 339–354. Springer, 2012.
[84] Tomoyasu Suzaki and Kazuhiko Minematsu. Improving the Generalized Feistel. In FSE,
volume 6147 of LNCS, pages 19–39. Springer, 2010.
[85] Taizo Shirai, Kyoji Shibutani, Toru Akishita, Shiho Moriai and Tetsu Iwata. The 128-Bit
Blockcipher CLEFIA (Extended Abstract). In Alex Biryukov, editor, FSE, volume 4593 of
LNCS, pages 181–195. Springer, 2007.
[86] Ray Beaulieu, Douglas Shors, Jason Smith, Stefan Treatman-Clark, Bryan Weeks and Louis
Wingers. The SIMON and SPECK Families of Lightweight Block Ciphers. IACR Cryptology
ePrint Archive, page 404, 2013.
143
Bibliographie
[87] Kyoji Shibutani, Takanori Isobe, Harunaga Hiwatari, Atsushi Mitsuda, Toru Akishita and
Taizo Shirai. Piccolo : An Ultra-Lightweight Blockcipher. In Cryptographic Hardware and
Embedded Systems - CHES 2011, volume 6917 of LNCS, pages 342–357. Springer, 2011.
[88] Kim, Jongsung and Hong, Seokhie and Sung, Jaechul and Lee, Sangjin and Lim, Jongin and
Sung, Soohak. Impossible differential cryptanalysis for block cipher structures. In Progress
in Cryptology-INDOCRYPT 2003, pages 82–96. Springer, 2003.
[89] Anne Canteaut. Attaques de cryptosyste`mes a` mots de poids faible et construction de fonctions
t-re´silientes. PhD thesis, 1997.
[90] Contribution a` la recherche de fonctions boole´ennes hautement non line´aires, et au marquage
d’images en vue de la protection des droits d’auteur. PhD thesis.
[91] Kaisa Nyberg . On the construction of highly nonlinear permutations. In Advances in Cryp-
tology—EUROCRYPT’92, pages 92–98. Springer, 1993.
[92] Kaisa Nyberg . Differentially uniform mappings for cryptography. In Advances in crypto-
logy—Eurocrypt’93, pages 55–64. Springer, 1994.
[93] Florent Chabaud and Serge Vaudenay . Links between differential and linear cryptanalysis.
In Advances in Cryptology—EUROCRYPT’94, pages 356–365. Springer, 1995.
[94] Gregor Leander and Axel Poschmann. On the Classification of 4 Bit S-Boxes. In WAIFI,
volume 4547 of LNCS, pages 159–176. Springer, 2007.
[95] Markku-Juhani O Saarinen. Cryptographic Analysis of All 4 x 4 - Bit S-Boxes. Cryptology
ePrint Archive, Report 2011/218.
[96] Hua Chen, Wenling Wu and Dengguo Feng. Differential fault analysis on CLEFIA. In
Information and communications security, pages 284–295. Springer, 2007.
[97] Junko Takahashi, and Toshinori Fukunaga. Improved differential fault analysis on CLEFIA.
In Fault Diagnosis and Tolerance in Cryptography, 2008. FDTC’08. 5th Workshop on, pages
25–34. IEEE, 2008.
[98] Re´my Daudigny, Herve´ Ledig, Fre´de´ric Muller and Fre´de´ric Valette :. SCARE of the DES.
In Applied Cryptography and Network Security, pages 19–33. Springer, 2005.
[99] Donald E. Knuth. The Art of Computer Programming, Volume 4A : Combinatorial Algo-
rithms, Part 1. Pearson Education India, 2011.
[100] Manuel San Pedro, Mate Soos and Sylvain Guilley. FIRE : fault injection for reverse engi-
neering. Information Security Theory and Practice. Security and Privacy of Mobile Devices
in Wireless Communication, pages 280–293, 2011.
[101] Tang Ming, Qiu Zhenlong, Deng Hui, Liu Shubo and Zhang Huanguo. Reverse Engineering
Analysis Based on Differential Fault Analysis Against Secret S-boxes. China Communications,
9 :10, 2012.
[102] Bruce Schneier, John Kelsey, Doug Whiting, David Wagner, Chris Hall and Niels Ferguson.
Twofish : A 128-bit block cipher. NIST AES Proposal, 15, 1998.
[103] Nidhal Selmane, Sylvain Guilley and Jean-Luc Danger. Practical setup time violation attacks
on AES. In Dependable Computing Conference, 2008. EDCC 2008. Seventh European, pages
91–96. IEEE, 2008.
[104] Joseph B. Kruskal. On the Shortest Spanning Subtree of a Graph and the Traveling Salesman
Problem. Proceedings of The American Mathematical Society, 7 :48–48, 1956.
144
École Nationale Supérieure des Mines
de Saint-Étienne
NNT : Communiqué le jour de la soutenance
Hélène LE BOUDER
A FORMALISM FOR PHYSICAL ATTACKS ON CRYPTOGRAPHIC 
DEVICE AND ITS EXPLOITATION TO COMPARE AND RESEARCH 
NEWS ATTACKS
Speciality : Microelectronics
Keywords : physical attacks, formalism, side channel, faults injection, power 
analysis, symmetric cryptography,  generalized Feistel network, FIRE ,reverse-
engineering...
Abstract : This PhD thesis is about physical cryptanalysis of blocks ciphers.
A cryptographic algorithm is thinking securely designed, it may be vulnerable 
to physical attacks. Physical  attacks are a real threat,  even for cryptographic 
algorithms proved secure mathematically. There are divided in two families: the 
side channel attacks which are are based on observations of the circuit
behaviour during the computation, and the fault injection attacks which consist 
in disturbing the circuit behaviour in order to alter the correct progress of the 
algorithm.  There  are  used  to  target  the  cipher  key  or  reverse  engineer  the 
algorithm.  The  improvement  of  our  formalism is  to  unify  the  two  families 
Unifying the different attacks under a same formalism allows to deal with them 
with common tools; and compare them its a success of the formalism. A generic 
method to assess the vulnerability to differential fault analysis of generalized 
Feistel  networks  are  presented.  And  an  extension  of  this  work  is  used  to 
improve a FIRE attack on DES-like cryptosystem with customized s-boxes.
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 UN  FORMALISME  UNIFIANT  LES  ATTAQUES  PHYSIQUES  SUR 
CIRCUITS CRYTOGRAPHIQUES ET SON EXPLOITATION AFIN DE 
COMPARER ET RECHERCHER DE NOUVELLES ATTAQUES.
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Mots clefs : Attaques physiques, Formalisme, Attaque par observation, Injection de faute, 
Consommation de courant, Cryptographie symétrique, Schémas de Feistel généralisés, rétro-
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Résumé :
Cette thèse se situe dans la cryptanalyse physique des algorithmes de chiffrement par blocs.
Un algorithme cryptographique est conçu pour être mathématiquement robuste. Cependant, 
une fois implémenté dans un circuit, il est possible d'attaquer les failles de ce dernier.
Par opposition à la cryptanalyse classique, on parle alors d'attaques physiques. Celles-ci ne 
permettent pas d'attaquer l'algorithme en soi, mais son implémentation matérielle. Il existe 
deux  grandes  familles  d'attaques  physiques  différentes  :  les  attaques  par  observation  du 
circuit durant le chiffrement, et les attaques par injections de fautes, qui analysent l'effet d'une 
perturbation intentionnelle sur le fonctionnement du circuit. Les attaques physiques ont deux 
types d'objectifs : rechercher la clé ou faire de la rétro-conception (retrouver une partie d'un 
algorithme de chiffrement privé, ex : s-boxes modifiées). 
 Bien que leurs principes semblent distincts, cette thèse présente un formalisme qui 
permet d'unifier toutes ces attaques.  L'idée est de décrire les attaques physiques de façon 
similaire,  afin  de  pouvoir  les  comparer.  De  plus,  ce  formalisme  a  permis  de  mettre  en 
évidence de nouvelles attaques. Des travaux novateurs ayant pour objet de retrouver la clé de 
chiffrement d'un AES, uniquement avec la consommation de courant  ont été menés.
Une nouvelle attaque de type FIRE (Fault Injection for Reverse Engineering) pour retrouver 
les s-boxes d'un pseudo DES est également présentée dans la thèse.
Ce travail a abouti sur une réflexion plus générale, sur les attaques par injections de fautes 
dans les schémas de Feistel classiques et généralisés.
