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We study the transport through the Kitaev chain with incommensurate potentials coupled to two
normal leads by the numerical operator method. We find a quantized linear conductance of e2/h,
which is independent to the disorder strength and the gate voltage in a wide range, signaling the
Majorana bound states. While the incommensurate disorder suppresses the current at finite voltage
bias, and then narrows the linear response regime of the I − V curve which exhibits two plateaus
corresponding to the superconducting gap and the band edge respectively. The linear conductance
abruptly drops to zero as the disorder strength reaches the critical value 2gs+2∆ with ∆ the p-wave
pairing amplitude and gs the hopping between neighbor sites, corresponding to the transition from
the topological superconducting phase to the Anderson localized phase. Changing the gate voltage
also causes an abrupt drop of the linear conductance by driving the chain into the topologically
trivial superconducting phase, whose I − V curve exhibits an exponential shape.
I. INTRODUCTION
It is well known that the resonant tunneling through a
localized level results in a quantized conductance1, which
was observed in the transport through quantum dots2.
Recently, researchers3 found that the resonant tunnel-
ing with a quantized conductance also happens in the
presence of Majorana bound states, providing a way of
detecting the Majorana fermions4. From then on, there
is a growing interest in the study of the quantum trans-
port through the systems that accommodate Majorana
bound states5–10.
The Majorana fermion is a proposed charge-neutral
particle of its own antiparticle4, which continuously at-
tracts the efforts of searching for its existence in na-
ture11–16, due to its potential application in topologi-
cal quantum computation20,21. The Majorana fermions
were predicted to emerge as the edge quasi-particle ex-
citations of the topological superconductors13–16. Some
proposals have been introduced for observing the Majo-
rana fermions in these systems, e.g., by the topological
Josephson effect (see Ref.17–19 for recent progress). But
no experiments realized these proposals up to now. Law
et al.
3 proposed a method for detecting the Majorana
bound states in topological superconductors by the ef-
fect of the resonant Andreev reflection across a junction
between a normal metal and a topological superconduc-
tor, which contributes a quantized conductance of 2e2/h.
Recent experimental results22–24 are qualitatively consis-
tent with the existence of Majorana bound states in these
systems. However, the observed zero bias peak in exper-
iments does not exclusively signal the Majorana bound
states7–9,25, mainly because the experiments were con-
ducted in real materials where the disorder is unavoid-
able and may induce additional zero bias peak. To bet-
ter understand the experimental results, it is necessary
to study the effect of disorder26 on the transport through
topological superconductors.
Compared to the random disorder, the disorder pro-
duced by incommensurate potentials can induce a fi-
nite transition from extended states to Anderson local-
ized states in one-dimensional incommensurate lattices27.
Due to its good controllability, the incommensurate po-
tential has been experimentally engineered with ultra-
cold atoms loaded in 1D bichromatic optical lattices28,
simulating intensive study of the localization properties
of quasi-periodic systems29,30. Particularly, the effect of
incommensurate potentials on the one-dimensional topo-
logical superconductors has also been theoretically stud-
ied31,32. As a prototype model for describing the one-
dimensional topological superconductors, the Kitaev’s p-
wave superconductor model has been widely used as an
effective model in current theoretical studies from vari-
ous aspects20,31–33. Its realization in cold atom quantum
wires is discussed by Jiang et al.33 . Furthermore, Fulga
et al.
34 discussed the possibility of realizing the Kitaev
chain in experiments by a chain of quantum dots coupled
to superconductors. The incommensurate potentials can
be produced by well tuning the gate voltages applied to
different dots. Another different proposal is by using the
quantum wires16, while the incommensurate potentials
can be generated electrically35.
The Kitaev’s model20 describes a p-wave topological
superconductor. The recent study31,32 discovered that
in the presence of incommensurate potentials the system
undergoes a quantum phase transition from the super-
conducting phase to the Anderson localized phase as the
strength of disorder increasing. This conclusion is sup-
ported by the energy spectra and the calculation of the
topological invariant. However, the study of the trans-
port through a junction containing the Kitaev chain with
incommensurate potentials is still lack. In this paper, we
employ the numerical operator method36 to study this
2problem. Our results clarify the effect of incommensu-
rate disorder on the transport through topological su-
perconductors, and provide information of distinguishing
the different phases by the feature of the current-voltage
curves. Furthermore, the study of transport theory and
experiment for transition from the metal to the localized
state in one-dimensional setups has never been carried
out before since the traditional one-dimensional Ander-
son model has no a finite transition. The transport anal-
ysis in our paper fills this gap.
The rest of paper is organized as follows. In Sec. II, we
briefly review the Kitaev’s p-wave superconductor model
with incommensurate potentials, introduce our junction
model for studying the transport, and discuss the details
of the numerical operator method. We present the results
of the current-voltage curves and the linear conductance
as the gate voltage is zero in Sec. III, and those as the
gate voltage deviates from zero in Sec. IV. Sec. V is a
short summary.
II. MODEL AND METHOD
A. Kitaev chain with incommensurate potentials
The Hamiltonian describing the Kitaev chain with in-
commensurate potentials is written as
Hˆsc =−
L−2∑
i=0
gs(cˆ
†
i cˆi+1 + h.c.) + ∆
L−2∑
i=0
(cˆ†i cˆ
†
i+1 + h.c.).
+
L−1∑
i=0
Vicˆ
†
i cˆi,
(1)
where L denotes the length of the chain, gs the hopping
amplitude, ∆ the p-wave pairing amplitude induced by a
RF field in cold atom systems33 or by the proximity ef-
fect in solid state systems34, and Vi = Vg + Vd cos(2piiα)
the incommensurate potential varying at each lattice site.
In the expression of Vi, Vg denotes the gate voltage or
the overall shift of the energy levels, Vd the strength
of disorder, and α an irrational number taken to be
α = (
√
5 − 1)/2 in the present study. This Hamil-
tonian20 describes a p-wave topological superconductor
supporting zero-energy Majorana bound states localized
at the edges of the chain for Vd < (2gs + 2∆). As
Vd > (2gs+2∆) the system experiences a quantum phase
transition32 from the topological superconducting phase
to the Anderson localized phase.
The Hamiltonian (1) can be diagonalized as
Hˆsc =
L∑
n=1
λn
(
ηˆ†nηˆn − 1/2
)
, (2)
by introducing a Bogoliubov-de Gennes (BdG) transfor-
mation ηˆn =
∑L−1
i=0
(
un,icˆi + vn,icˆ
†
i
)
, where λn denotes
FIG. 1. The schematic diagram of the transport setup. Two
normal leads are connected to the edge sites of a Kitaev chain.
the quasi-particle energy, and un,i and vn,i can be ob-
tained by numerically solving the corresponding BdG
equations. In order to obtain the tunneling current in the
following, we need to calculate the ground-state correla-
tion functions C0,0i,j = 〈cˆicˆj〉, C0,1i,j = 〈cˆicˆ†j〉, C1,0i,j = 〈cˆ†i cˆj〉
and C1,1i,j = 〈cˆ†i cˆ†j〉 (see the appendix A for more details),
written in terms of the amplitude of the BdG transfor-
mation as
C0,0i,j =
L∑
n=1
vn,iun,j, C0,1i,j =
L∑
n=1
vn,ivn,j ,
C1,0i,j =
L∑
n=1
un,iun,j , C1,1i,j =
L∑
n=1
un,ivn,j .
(3)
B. Transport through the Kitaev chain
To study the transport through the Kitaev chain with
incommensurate potentials, we locate it between two
single-channel normal leads (the N-S-N structure has
been used with random disorder9), described by the
Hamiltonians
HˆL = −gl
−2∑
i=−∞
(cˆ†i cˆi+1 + h.c.) (4)
and
HˆR = −gl
∞∑
i=L
(cˆ†i cˆi+1 + h.c.) (5)
respectively, where gl is the hopping amplitude in the
leads. The leads L and R are coupled to the left and right
edge sites of the Kitaev chain respectively (see Fig. 1 for
the schematic diagram of the setup). The Hamiltonian
describing the coupling between the leads and the chain
is expressed as
HˆV = gc(cˆ
†
−1cˆ0 + cˆ
†
L−1cˆL + h.c.), (6)
where gc is the coupling strength. Then the total Hamil-
tonian of the transport setup is
Hˆ = Hˆsc + HˆL + HˆR + HˆV , (7)
where Hˆsc is described by Eq. (1).
3We study the tunneling current from the left lead to
the chain, expressed as
IL(t) =− 〈dNˆL
dt
〉
=− 2gcIm〈cˆ†−1(t)cˆ0(t)〉,
(8)
and that from the chain to the right lead, expressed as
IR(t) =〈dNˆR
dt
〉
=− 2gcIm〈cˆ†L−1(t)cˆL(t)〉.
(9)
In this paper, the two leads are in different chemical
potentials, being µL = V/2 and µR = −V/2 respectively,
where V is the voltage bias. We take the wide band
limit in the leads and the intermediate coupling strength
between the leads and the chain by setting gl = 10gs and
gc = gs.
C. The numerical operator method
The numerical operator method36 is employed to cal-
culate IL(t) and IR(t). For simplicity, we define the syn-
onyms dˆj1 = cˆ
†
j and dˆj0 = cˆj in this subsection.
We first solve the Heisenberg equation d
dt
dˆjs(t) =
i[Hˆ, dˆjs(t)] to obtain the expressions of cˆ
†
−1(t), cˆ0(t),
cˆ†L−1(t) and cˆL(t). Since Hˆ is quadratic, the solution
is supposed to be
dˆjs(t) =
∑
ks′
Wjs,ks′ (t)dˆks′ . (10)
Analytically solving the propagators Wjs,ks′ (t) is diffi-
cult in the presence of disorder, however, they can be
obtained through the numerical calculation iteratively.
From dˆjs(t+∆t) = e
iHˆ∆tdˆjs(t)e
−iHˆ∆t and Eq. (10), we
have∑
ks′
Wjs,ks′ (t+∆t)dˆks′
=
∑
ks′
Wjs,ks′ (t)
(
dˆks′ + i∆t[Hˆ, dˆks′ ]
+
(i∆t)2
2
[Hˆ, [Hˆ, dˆks′ ]] +O(∆t
3)
)
,
(11)
where the time step ∆t is set to be small enough so that
the terms O(∆t3) can be neglected. Wjs,ks′ (t+∆t) can
then be expressed as a linear function of Wjs,ks′ (t):
Wjs,ks′ (t+∆t) =Wjs,ks′ (t) + i∆t
∑
ls′′
Wjs,ls′′ (t)Gls′′,ks′
− ∆t
2
2
∑
ls1,ms2
Wjs,ls1 (t)Gls1,ms2Gms2,ks′ ,
(12)
where the coefficients Gks1,ls2 are defined by the com-
mutator [Hˆ, dˆks1 ] =
∑
ls2
Gks1,ls2 dˆls2 . We work out the
propagatorWjs,ks′ (t) at an arbitrary time by an iterative
algorithm starting from t = 0 when Wjs,ks′ (0) = δj,kδs,s′
and moving forward ∆t at each step. The error caused by
a finite ∆t is in the order O(∆t3) in our calculation. One
can keep the higher order terms O(∆tn) with n > 2 in
Eq. (11) so as to reduce the error to the order O(∆tn+1).
This makes it possible to use a larger ∆t without reduc-
ing the precision of the result. But, in practice, we find
that keeping to the order O(∆t2) is efficient enough for
our purpose.
At each step, we store all the non-zero propagators
Wjs,ks′ (t) and use them to calculate the propagators at
next step. The number of non-zero propagators increases
with the step quickly. So we apply a truncation scheme
to keep only a fixed number of non-zero propagators (the
number is denoted byM) with the largest magnitudes at
each step. This truncation scheme is necessary for keep-
ing the computing resource within a reasonable amount.
The value of M is determined empirically. In this pa-
per, setting M to several tens of thousands is enough for
obtaining the current with the relative error below 10−5.
Then we substitute the solution in Eq. (10) into
Eqs. (8) and (9), and express the currents as
IL(t) = −2gc
∑
j,s,j′,s′
Im [W−11,js(t)W00,j′s′(t)] 〈dˆjsdˆj′s′〉,
IR(t) = −2gc
∑
j,s,j′,s′
Im [WL−1,1,js(t)WL0,j′s′(t)] 〈dˆjsdˆj′s′〉.
(13)
Here the correlation function is 〈dˆjsdˆj′s′〉 = Cs,s
′
j,j′ as 0 ≤
j, j′ ≤ L − 1. And as j and j′ are both in the lead L or
R, we have

〈dˆj1dˆj′0〉 = sin((j − j
′)θ)
pi(j − j′)
〈dˆj0dˆj′1〉 = δj,j′ − sin((j − j
′)θ)
pi(j − j′)
(14)
with θ = arccos(−V/4gl) as j, j′ < 0 or θ = arccos(V/4gl)
as j, j′ ≥ L. The correlation function is zero in all the
other cases.
To demonstrate the power of our method, we com-
pare it with exact diagonalization at Vg = Vd = 0 (see
more details in appendix B). The comparison shows that,
for the long relaxation time of currents, our method
gives better performance than the exact diagonalization
method.
What are interesting in experiments are the station-
ary currents IL = limt→∞ IL(t) and IR = limt→∞ IR(t).
In practice, we obtain IL and IR from IL(t) and IR(t)
respectively at the times much larger than the current
relaxation time. As shown in Fig. 2, IL(t) and IR(t)
quickly relax to their stationary values within a few os-
cillations in the absence of disorder. While at a large
disorder strength, the current relaxes slowly, since the
4 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0  50  100  150  200  250  300  350
Cu
rre
nt
 (g
s)
Time t (1/gs)
Vd=3gs, Vg=0, IL
Vd=3gs, Vg=0, IR
Vd=0, Vg=0, IL
Vd=0, Vg=0, IR
Vd=0, Vg=2.5gs, IL
Vd=0, Vg=2.5gs, IR
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0  1  2  3  4  5  6
Voltage (gs)
Cu
rre
nt
 (g
s)
FIG. 2. The evolution of the currents after the coupling be-
tween the leads and the Kitaev chain is switched on at the
time t = 0. The p-wave pairing amplitude and the voltage
bias are set to ∆ = V = gs. We compare the left and right
currents IL(t) and IR(t) at different disorder strength Vd and
gate voltage Vg, represented by different types of points. The
solid lines are the guide for the eyes. The left and right cur-
rents coincide well with each other except for Vd = 3gs and
Vg = 0. [Inset] The I − V curve obtained at ∆ = gs and
Vd = Vg = 0, in which case there is a single I −V curve since
IL = IR.
disorder blocks the movement of electrons (see the curves
titled Vd = 3gs in Fig. 2).
We obtain the stationary currents IL and IR at dif-
ferent voltage biases and plot the corresponding current-
voltage (I − V ) curves (see the inset of Fig. 2 for an ex-
ample). The linear conductance is the slope of the I −V
curve at V = 0, and in practice is got by calculating the
ratio of the current to the voltage bias at small V in the
linear response regime:
G = lim
V→0
Iα
V
, (15)
where α = L,R.
III. TRANSPORT AT ZERO GATE VOLTAGE
A. The resonant tunneling via Majorana bound
states
As Vd < 2gs + 2∆, the Kitaev chain is in the super-
conducting phase. The voltage drops only at the inter-
faces between the chain and the leads, but not inside
the chain. The chemical potential of the chain is fixed
to (µL + µR)/2 = 0, i.e., the chain is grounded. The
pair of Majorana bound states locates exactly at zero
energy, inside the transmission window [−V/2, V/2]. So
we observe the linear conductance of e2/h independent
to the disorder strength Vd (see the top panel of Fig. 3),
the same conductance as that of the resonant tunneling
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FIG. 3. [Top panel] The conductance IL/V = IR/V at V =
0.005gs as a function of the disorder strength Vd, read out
from the I − V curves (for the cases of given Vd see Fig. 4).
The p-wave pairing amplitude is ∆ = gs and the gate voltage
is Vg = 0. This conductance is just the linear conductance
except for the points close to the critical point Vd = 4gs,
where the linear response regime is smaller than V = 0.005gs.
[Bottom panel] Energy spectra of the Kitaev chain at the same
parameters under the open boundary condition. Only the
quasi-particle energies λn ≥ 0 are shown due to the particle-
hole symmetry. The energy gap closes at the point Vd = 4gs
(not clearly seen in the figure because the gap close to the
transition point is too small), coinciding with the result in
Ref.32
through a single level without the spin degrees of free-
dom. The linear conductance disregarding the disorder
is protected by the superconducting gap, which isolated
the Majorana bound states from those in the bands (see
the energy spectra in the bottom panel of Fig. 3). In
the transmission window, there are only a pair of Ma-
jorana states left, which locate at the two edges of the
chain, coupled strongly to the left and right leads. The
Majorana states participate in shuttling the electrons, re-
sulting in the quantized conductance, which signals the
resonant tunneling via the Majorana bound states.
Law et al. predicted in 2009 that the linear con-
ductance of the junction between a normal lead and a
topological superconductor is 2e2/h due to the resonant
Andreev reflection3. Our result coincides exactly with
theirs. The current goes across two junctions in our
model, each of which contributes a resistance of h/(2e2)
according to Law et al., so that the total conductance of
the two parallel-connected junctions is exactly e2/h.
Furthermore, a quantized conductance excludes the
possibility of the chain’s being in the normal metal phase.
In Fig. 4, we show the current-voltage curves of the sys-
tem in different phases. The linear conductance is the
slope of the I−V curve at the origin. We see that the lin-
ear conductance of the normal metal phase (∆ = Vd = 0)
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FIG. 4. We plot the I − V curves in the clean topological
superconducting phase at ∆ = gs, Vd = 0 (daggers) , in the
disordered topological superconducting phase at ∆ = gs, Vd =
3gs with IL (full dots) and IR (full squares) separately repre-
senting the left and right currents, in the normal metal phase
at ∆ = 0, Vd = 0 (crosses), and in the Anderson localized
phase at ∆ = 0, Vd = 3gs (stars). At ∆ = gs, Vd = 3gs, we
also rotate the chain by 180◦ and reconnect it to the leads,
and plot the corresponding left (empty circles) and right cur-
rents (empty squares) respectively. The solid lines are the
guide for the eyes. The left and right currents are the same,
except for ∆ = gs, Vd = 3gs. At ∆ = gs, Vd = 3gs, the left
and right currents exchange with each other as we rotate the
chain by 180◦, which is shown by the fact that the full squares
(dots) fit well with the empty circles (squares).
is obviously lower than that of the topological supercon-
ducting phase (∆ = gs, Vd = 0). Even a chain in the nor-
mal metal phase also has scattering states around zero
energy, but these states are not localized at the edges.
In fact, the coupling strength of these states to the leads
scales as 1/
√
L where L denotes the chain length, be-
coming infinitesimal in the thermodynamic limit, while,
the Majorana states locate always at the edges and cou-
ple strongly to the leads, independent to the size of the
chain. So the resonant tunneling can happen via the
Majorana states, but not via the scattering states of the
normal metal phase.
B. The transition from the topological
superconducting phase to the Anderson localized
phase
As the disorder strength Vd increases but keeps in the
range (0, 2gs + 2∆), the linear conductance keeps invari-
ant. But as Vd > 2gs + 2∆, the chain is driven into the
Anderson localized phase, in which all the quasi-particle
states are localized and then the chain is insulating. As
a result, the linear conductance abruptly drops to zero
as Vd crosses the critical point 2gs+2∆, as shown in the
top panel of Fig. 3.
We observe the transition from the superconducting
phase to the insulating phase not only in the linear con-
ductance but also in the energy spectra. In the bottom
panel of Fig. 3, we see that the superconducting gap grad-
ually decreases as Vd increasing. The gap totally closes
at the critical point, indicating the phase transition, and
then reopens again. The linear conductance keeps e2/h
before the gap closes. But beyond the critical point, the
zero-energy modes (the Majorana bound states) dimin-
ish, and the localized states open an energy gap37. The
diminish of the zero-energy modes leads to a zero linear
conductance.
In Fig. 3, we see that the drop of the linear conduc-
tance happens in the range [3.5gs, 4.5gs], but not exactly
at the critical point Vd = 4gs as expected by the phase
transition theory. We ascribe this smooth transition to
two reasons. First, the Kitaev chain in our calculation
is finite with a length of L = 50, but the nonanalytic
behavior happens only in the thermodynamic limit. Sec-
ond, in our calculation we take the conductance at small
voltage bias (V = 0.005gs in Fig. 3) to be approximately
the linear conductance. Around the critical point, the
linear response regime is very small (we do observe the
shrink of the linear response regime in Fig. 4 as the dis-
order strength is closer to the critical point), so that the
voltage bias that we choose is beyond the linear response
regime.
C. The current-voltage curves of different phases
We compare the current-voltage curves of the normal
metal phase, the topological superconducting phase and
the Anderson localized phase in Fig. 4. Beyond the linear
response regime, the I − V curves also show abundant
features that distinguish different phases.
In the normal metal phase, the current increases lin-
early with the voltage bias in a wide range, and then
turns into a plateau at the point V = 4gs, which is
just the width of the conduction band of the chain. The
plateau indicates the limit of the current that the chain
can carry. The linear response regime of the topological
superconducting phase (the curve titled ∆ = gs, Vd = 0
in Fig. 4) is thinner than that of the normal metal phase.
In the topological superconducting phase, as the voltage
bias increasing, the current quickly runs into the first
plateau associated with the superconducting gap. Within
the superconducting gap there lie only a pair of Majorana
bound states exactly at zero energy, then the current will
not increase any more as the voltage bias is beyond the
width of the zero-mode levels since no new levels enter
into the transmission window. Around V = 4gs, the
current increases again and runs into the second plateau
coinciding with that in the normal metal phase, due to
the participation of the bulk states in the electron trans-
port (see the energy spectrum at ∆ = gs and Vd = 0 in
Fig. 3).
As the disorder strength increasing to Vd = 3gs, the
linear conductance (the slope of the I − V curve at the
6origin) keeps invariant, but the current at finite voltage
is suppressed. The two-plateau structure is also clear
in the I − V curve, but their heights are significantly
smaller. Especially, the reduction of the current at the
first plateau reflects the shrink of the linear response
regime and then the width of the zero-mode levels. The
disorder narrows the linear response regime, indicating
that purifying the sample can improve the temperature
for observing the quantized conductance, which is com-
parable with the width of the zero-mode levels.
In the presence of disorder, the left and right currents
deviate from each other, even their slopes at the origin
keep the same. The reason of IL 6= IR at finite voltage
is that the p-wave pairing interaction breaks the conser-
vation of the electron number (IL = IR is guaranteed at
∆ = 0). At the same time, the incommensurate poten-
tials break the left-right symmetry of the Kitaev chain.
If rotating the chain by 180◦ and then connecting it to
the leads again, we see that the left and right currents
exchange with each other (see Fig. 4).
In the Anderson localized phase, the chain is insulating
with all the quasi-particle eigenstates localized. At ∆ = 0
and Vd = 3gs, we see that the current is approximately
zero in the whole range of voltage bias, reflecting the lack
of a scattering state which can shuttle the electrons from
the left lead to the right lead.
IV. TRANSPORT AT A BIASED GATE
VOLTAGE
An important feature of the Majorana state in the
topological superconducting systems is that its energy is
fixed to zero. In contrast, the energy of the quasi-particle
states in the topologically trivial phase can be adjusted
by the gate voltage applied to the system. For example,
in the transport through a quantum dot in the Coulomb
blockade regime, the linear conductance depends on the
gate voltage and shows a series of Lorentzian peaks. How-
ever, in our model, the energy of the Majorana state is
fixed inside the transmission window [−V/2, V/2], then
the resonant tunneling through it should not be affected
by the gate voltage to the chain. This feature distin-
guishes the transport through the topological supercon-
ducting phase from that through the topologically trivial
phase without zero modes.
To verify this feature of the Majorana state, we apply
a non-zero gate voltage Vg, and find that the linear con-
ductance does keep the quantized value e2/h disregarding
the gate voltage as it is in a certain range. But the lin-
ear conductance abruptly drops to zero as Vg is outside
this range. In the top panel of Fig. 5, we see that the
conductance plateau is in the range Vg ∈ [−2gs, 2gs] at
Vd = 0, while in the range Vg ∈ [−3gs, 3gs] at Vd = 3gs,
as ∆ = gs.
The plateau structure of the conductance function in
fact reflects the quantum phase transition from the topo-
logical superconducting phase to the topologically trivial
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FIG. 5. [Top panel] The conductance IL/V = IR/V as a
function of the gate voltage at ∆ = gs, Vd = 0 and V =
0.02gs (empty circles) and at ∆ = gs, Vd = 3gs and V =
0.005gs (solid circles). The lines are the guides for the eyes. In
both cases, the sharp drop of the conductance happens at the
critical point dividing the topological superconducting phase
and the topologically trivial superconducting phase. [Middle
panel] Energy spectra of the Kitaev chain at ∆ = gs, Vd = 0
under the open boundary condition. [Bottom panel] Energy
spectra of the Kitaev chain at ∆ = gs, Vd = 3gs under the
open boundary condition.
superconducting phase. In the middle and bottom panels
of Fig. 5, we show the energy spectra of the Kitaev chain
varying with Vg at Vd = 0 and Vd = 3gs respectively. The
common feature of the energy spectra is that there exists
the zero modes accompanied by a finite energy gap in a
range of Vg. In this range, the chain is a topological su-
perconductor with a pair of Majorana bound states sup-
porting the resonant tunneling. The energy gap closes at
the boundary of the topological superconducting phase,
and then reopens as Vg is outside the topological super-
conducting phase, accompanied by the diminish of the
zero modes which results in a zero linear conductance.
In Fig. 5, we see that the points where the energy gap
closes are Vg = ±2gs for Vd = 0 and Vg = ±3gs for
Vd = 3gs, coinciding well with the critical points where
the conductance changes.
And we signal the topologically trivial superconducting
phase also by its I − V curve, which exhibits an expo-
nential shape (see Fig. 6). The exponential I − V curve
always indicates a gap in the system, which is in fact the
superconducting gap. The shape of the I − V curve in
the trivial superconducting phase is quite different from
that in the Anderson localized phase, even the linear con-
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FIG. 6. The I − V curves in the topological supercon-
ducting phase (labeled by ∆ = gs, Vd = 0, Vg = 0), in
the topologically trivial superconducting phase (labeled by
∆ = gs, Vd = 0, Vg = 2.5gs), and in the Anderson localized
phase (labeled by ∆ = 0, Vd = 3gs, Vg = 0).
ductances in the two phases are both zero. In the super-
conducting phase, the chain can carry a strong current
as the voltage bias overcomes the gap. But in the An-
derson localized phase, the current keeps zero even at a
large bias, because all the states are localized and cannot
carry the current.
V. CONCLUSIONS
In this paper, we employ the numerical operator
method to study the transport through the Kitaev chain
with incommensurate potentials located between two
normal leads. We find a quantized linear conductance of
e2/h as the chain is in the topological superconducting
phase, independent to the disorder strength or the gate
voltage applied to the chain. By studying the energy
spectra of the chain, we find that the quantized conduc-
tance results from the resonant tunneling via the Ma-
jorana bound states lying exactly at the center of the
transmission window and protected by an energy gap.
While increasing the disorder strength or changing the
gate voltage, at some critical point, the linear conduc-
tance abruptly drops to zero, corresponding to the tran-
sition of the chain into the Anderson localized phase or
the topologically trivial superconducting phase respec-
tively. At the transition point, the energy gap closes, and
then reopens with the zero modes diminishing. The dif-
ferent phases can be distinguished by their I −V curves.
The I − V curve of the normal metal phase has a sin-
gle plateau, while that of the topological superconduct-
ing phase has two, corresponding to the superconducting
gap and the band edge respectively. The linear response
regime of the topological superconducting phase is small
compared to that of the normal metal phase, and is fur-
ther shallowed by the disorder. The I − V curves of
the Anderson localized phase and the topologically trivial
phase both have a zero slope at the origin. However, the
latter exhibits an exponential shape signaling the super-
conducting gap, while the former is approximately zero in
the whole range of voltage because all the quasi-particle
states are localized.
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Appendix A: The calculation of the correlation
functions and the energy spectra in the Kitaev chain
To calculate the ground-state properties of the Kitaev
chain, we re-express the Hamiltonian (1) in a matrix
form:
Hˆsc =
1
2
(
cˆ†0 · · · cˆ†L−1cˆ0 · · · cˆL−1
)
HBDG


cˆ0
...
cˆL−1
cˆ†0
...
cˆ†L−1


,
(A1)
where the Bogoliubov-de Gennes matrix is written in
blocks as HBDG =
(
hˆ ∆ˆ
−∆ˆ −hˆ
)
with hˆi,j = δi,jVi −
gsδi,j+1 − gsδi,j−1 and ∆ˆi,j = δi,j−1∆− δi,j+1∆.
We diagonalize the Bogoliubov-de Gennes
matrix, and re-express the Hamiltonian into
Hˆsc =
∑L
n=1 λn
(
ηˆ†nηˆn − 1/2
)
, where ηˆn =∑L−1
i=0
(
un,icˆi + vn,icˆ
†
i
)
and λn ≤ 0 denotes the
quasi-particle energy in the negative energy branch. The
energy spectrum λn and the coefficients un,i and vn,i
satisfy the eigen equation
HBDG


un,0
...
un,L−1
vn,0
...
vn,L−1


= λn


un,0
...
un,L−1
vn,0
...
vn,L−1


, (A2)
and are determined by a numerical diagonalization rou-
tine.
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FIG. 7. The comparison between exact diagonalization and
numerical operator method. We choose Vd = Vg = 0, ∆ = gs
and V = gs. The left and right lead currents are the same in
this case.
In the ground state, the negative single-particle lev-
els are all occupied while the positive ones are empty,
so that 〈ηˆ†nηˆn′〉 = δn,n′ as 1 ≤ n, n′ ≤ L. We then
obtain the four types of correlation functions by using
the inverse Bogoliubov-de Gennes transformation cˆi =∑L
n=1
(
un,iηˆn + vn,iηˆ
†
n
)
. The correlation functions are
expressed as
C0,0i,j =
L∑
n=1
vn,iun,j, C0,1i,j =
L∑
n=1
vn,ivn,j ,
C1,0i,j =
L∑
n=1
un,iun,j, C1,1i,j =
L∑
n=1
un,ivn,j .
(A3)
Appendix B: The comparison between exact
diagonalization and numerical operator method
To demonstrate the power of our method, we compare
the result by the numerical operator method with that
by the exact diagonalization method. In exact diagonal-
ization, we take the length of each normal lead to be
1000. The currents by two different methods are plot-
ted in Fig. 7. It is clear that the current by numerical
operator method coincides very well with that by exact
diagonalization in short time period. However, the cur-
rent by exact diagonalization starts to oscillate as time
increasing, the so-called finite size problem. While the I-t
curve by numerical operator method still keeps smooth.
The numerical operator method conquers the finite size
problem by setting two infinite leads at very beginning,
and is especially appropriate for studying the currents in
the presence of disorder when the long relaxation time of
currents (see Fig. 2) prevents exact diagonalization from
reaching the stationary currents.
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