Abstract. This paper presents Prospector, an adaptive meta-search layer, which performs personalized re-ordering of search results. Prospector combines elements from two approaches to adaptive search support: (a) collaborative web searching; and, (b) personalized searching using semantic metadata. The paper focuses on the way semantic metadata and the users' search behavior are utilized for user-and group-modeling, as well as on how these models are used to re-rank results returned for individual queries. The paper also outlines past evaluation activities related to Prospector, and discusses potential applications of the approach for the adaptive retrieval of multimedia documents.
Introduction
The phenomenal growth of the web in the past decade has resulted in an unprecedented amount of information being available in accessible electronic form, and this trend can only be expected to strengthen in coming years. This proliferation of information, though, has rendered locating the items of information that are indeed interesting to a user an increasingly difficult task. To address the needs of modern web searching, several approaches have been proposed and practically applied that improve upon traditional term-matching information retrieval techniques.
Significant innovations include the works reported in [1] and [5] that have exploited document connectivity information to significantly improve retrieval quality. More recently, other researchers have sought to exploit context as a means of supplementing vague queries and so "guiding" search [6] . A different line of work has looked at clustering techniques as a way to impose order on a collection of search results, with a view to identifying different conceptual groupings of results [3] [4] .
In the realm of collaborative search systems, which utilize the collective experiences of like-minded groups of users to improve upon search results, a representative and widely acclaimed system is I-SPY [8] [9] . I-SPY implements an adaptive collaborative search technique that enables it to selectively re-rank search results according to the learned preferences of a community of users. Effectively I-SPY actively promotes results that have been previously favored by community members during related searches so that the most relevant results are at the top of the result list [8] . I-SPY monitors user selections or "hits" for a query and builds a model of query-page relevance based on the probability that a given page will be selected by the user when returned as a result to a specific query.
Along a different line of work, researchers have addressed the use of semantic metadata to represent user interest profiles and adapt searches so that results better fit those profiles. Two such systems based on metadata provided by the Open Directory Project 1 are the ones described in [10] , and [2] . The first paper describes Persona, a system which utilizes ODP metadata for creating taxonomies of user interests and disinterests and tree coloring to represent user profiles. Taxonomy nodes visited are 'colored' by the number of times they have been visited, by user ratings if available, and by the URLs associated with the node [10] . In the second paper, Chirita et al. [2] have used ODP metadata to create user profiles, and then used various approaches to calculating the distance between a given search result item and the user's profile, to decide that item's rank. Users pre-select ODP categories that they are interested in for the creation of their profiles; the system does not have an adaptive component, so these profiles do not evolve over time. The distance calculation approaches range from ones based primarily on graph node distances, to a version of the PageRank [1] algorithm modified to include a measure of the semantic similarity between nodes in a taxonomy. User-based experiments have shown that these approaches to search personalization deliver superior results to their non-personalized counterparts [2] . This paper presents the Prospector system [7] , an adaptive meta-search layer on top of mainstream search engines. Prospector implements a hybrid approach, whereby: (a) ODP ontological metadata is used as the basis for dynamically maintained models that capture the search preferences of individuals; and, (b) group models are created and maintained alongside the individual user models, and subsequently used to improve upon search results of individuals belonging to a group.
The Prospector system
Prospector is a generic front-end to mainstream search engines. There have been two versions of the system so far, the first described in [7] and the second in this paper. The most important difference between the two versions is the employment of custom probabilistic algorithms for the modeling and adaptation processes, which are described herein (the previous version used item weighting algorithms). This change has brought about: (a) improved system effectiveness in adaptively reordering search results for individuals and thematic groups; and (b) increased comprehensibility by end users of result item relevance ratings, and of their own models / profiles. Here, as well as in [7] , we present the system running on top of the Google search engine. Due to space restrictions, we only provide a brief overview of system interactivity here, focusing on features that have changed since the first version. A more complete account of the interactive aspects of the system can be found in [7] .
In Prospector, a basic anonymous search returns exactly the same results as a search made directly on the Google site. Adaptivity comes into play in two guises: firstly, while still remaining anonymous, the user can have the results re-ranked by the system, according to thematically-based group models; and, secondly, users can register (and log in), progressively building up their personal interest profile, which is then used to automatically re-rank search results.
Modeling of search behavior in Prospector takes place on the basis of ODP metadata. Group modeling, in the first two versions of the system, has used a fixed set of groups, one for each of the top-level categories in ODP. In compensation to the absence of dynamically determined groups, the system allows users to define the "degree of affiliation" to these groups, through the definition of their level of interest in the respective thematic categories (see Fig.1-a) . Immediately after the creation of the user profile, which in turn results in the creation of a corresponding user model, the user can perform queries and have the results re-ranked according to their individual user model, as well as according to the models of groups that the user is interested in (see Fig.1-b) . Users are able to rate individual search result items, either from within the results' page ( Fig.1-b) , or using the controls in the "rating frame" which appears when they follow the link of a search result item ( Fig.1-c) . Finally, Prospector allows users to both inspect and manipulate their personal model, to better and faster fine-tune it to their search preferences ( Fig.1-d) .
As already mentioned, Prospector is an effort to create a hybrid web search support layer, which uses concepts and techniques both from collaborative web searching, and from semantically enriched result filtering / re-ordering, to achieve high levels of personalization of search results. The rest of the paper will provide a detailed view of the modeling and adaptation algorithms used in the system, as well as on the preliminary conclusions we have drawn from our work on the system thus far.
3 Ontology-based modeling of search behavior
Basic concepts
Before we proceed to presenting the modeling and re-ranking algorithms used in Prospector, we need to establish the basic concepts used.
To start with, both user and group models in Prospector are, in effect, overlay models over the ODP category ontology 2 . Specifically, the models are structured hierarchically following the topic relations in the ODP ontology, and each node in a user-or group-model contains the probability that the user or group, respectively, are interested in items (web sites) that are associated with the node's category. A category "path" is the branch in the hierarchy that has a specific category as its end node.
Based on the above, the following conventions are used in the rest of this paper: U denotes the set of all system users. G denotes the set of top-level ODP categories used by Prospector as groups. When a user first registers in the system, they are presented with a form in which they specify their level of interest in each of these categories / groups using a 5-point scale. This value is denoted as Interest(u, g), (the current user), and ; the value space for Interest(u, g) is therefore {0, 1, 2, 3, 4, 5}, with a value of zero signifying no interest in the respective category / group.
Using the above, we define AverageInterest(g) to be:
where N is the number of users for whom Interest(u, g) > 0. In other words, AverageInterest(g), is the average interest value for g, over all users that have any interest in g.
This, in turn, is used to determine the influence of group models on the individual user model, and vice versa. This value is encapsulated in an influence coefficient:
where, again, N is the number of users for whom Interest(u, g) > 0. Note that for a given user, this coefficient is defined for all groups in which the user has expressed interest in, and is quite likely to differ for each such group.
We use R to denote the set of search result items returned by a query q, and c(r) (or, simply, c) to denote the primary ODP category associated with a search result item r, with R r ∈ . This category is derived as follows. Let C(r) be the set of all ODP categories associated with result item r. For each category ) (r C c ∈ , Items(c) denotes the total numbers of items (links, PDF documents, RSS feeds, etc.) associated with that category. The strategy used in the current version of Prospector is to use the category with the highest number of items associated with it, i.e.,
Finally, for an ODP category c, we define Depth(c) to be the number of path elements that the category comprises (e.g., Depth("Top/Computers/Software") = 3).
User modeling using search result item ratings
As already seen, users have the possibility to rate a specific search result r. Such ratings modify the probability that the user is interested in the respective category c(r) -denoted as c for brevity. The desiderata for probability modifications in this context are: the first few ratings for a category should have "immediate" effects, making the system quickly converge to the user's preferences with respect to the category at hand; for categories with well-established user preferences (e.g., categories with many negative ratings), an "opposite" rating, i.e., a rating that goes against the usual user ratings for the category, should not have major effects on the probability.
To attain the desired behavior, the probability P(u, c) that user u is interested in items associated with the ODP category c is defined as follows:
Where, positive(u, c) is defined as the sum of the number of positive ratings made by user u for items in category c, minus the sum of the number of negative ratings made by user u for items in category c. The value of positive(u, c) is constrained to the space [-5 .. 5]. The actual amount by which the probability in the user model changes is then:
, where
before and P after refer to P(u, c), after and before the user rating a respectively.
When a rating is made, not only the probability for the specific search result item's category is modified, but also the probabilities of all categories that are its ancestors. In other words, ratings for items in a category affect the entire category "path". The effects of a rating are scaled to reflect the distance of path nodes from the actual category for which the rating was made -closer nodes are affected more than distant ones. Thus, for all categories c' that are ancestors of c, and for a rating a we have:
To apply this propagating modification approach, it is of course necessary that the user model contains the entire path that corresponds to a category. If the path does not exist prior to a rating, it is created and populated on the fly using "bootstrap" probabilities derived from the models of groups that the user is interested in, and from the user's own model, if the later contains any segment of the path. The approach to deriving probability values in this context is the same as the one used for predicting values for unrated categories, and is discussed in section 4 below.
Group modeling using search result item ratings
When a rating is made, the group models for all groups / categories that the user is interested in are also modified. In essence, user ratings have similar effects on group models as they do for user models, but these effects are scaled to reflect both the user's own interest in a group, and the number of users that are interested in that group. The rest of this section will provide formal definitions for the above.
To start with, we define P(g, c) to be the probability that a user that is highly interested in group g (i.e., has an interest value of 5 for g) will be interested in items associated with the ODP category c. When the system starts for the first time, all group models are initialized to reflect a high interest in all categories that are subcategories of that group (i.e., P(g, c) = 1.0, when c=g).
When a rating is made for a category c, by user u, then for all groups g that u is interested in, P(g, c') (where c' is an ancestor of c, including c itself) is modified as follows:
where, denotes the modification in P(g, c') that would have resulted if an imaginary user u ) , ' , ( a c u P g Δ g representing the entire group had made the rating a. is calculated using a formula similar to the one in equation (4) 
with increment(a) given the value of 0.1 for positive ratings and -0.1 for negative ratings. Note that as equation (6) suggest, the propagating modification approach is used for group models in the same way as for individual user models.
Ontology-based reordering of search results
The re-ranking of results is based on the probability that a given result will be of interest to a given user. The process of determining this is as follows: When a user performs a search, result items r that correspond to sites that exist in the dataset are associated with a category c(r), as described in section 3.1 above. P(u, r) denotes the probability that user u is interested in item r. This probability is defined as follows: − If the item r cannot be associated with an ODP category, then P(u, r) = 0.5 − If the user's individual model already includes a value for c(r) (on the basis of previous user ratings), that value is used verbatim − If the user's individual model does not include a value for c(r), then derive a value from the models of groups in which the user is interested, as well as from the user's own model, if the later contains values for ancestor categories of c In the context of the third of the above cases, the following definitions are made: P group (u, c) denotes the probability that user u is interested in category c, as derived from the models of groups in which the user is interested; P inherited (u, c) denotes the probability that user u is interested in category c, as calculated from the user's own model, using ancestor categories of c. P predicted (u, c) which denotes the overall predicted probability that user u is interested in category c, is then defined as:
can be modified to favor predictions based on group models or predictions based on the user's own model. In the current version of Prospector, its value has been set to 0.75 (thus favoring groups), but its effect has not been experimentally validated at the time of writing. If either of P group (u, c) or P inherited (u, c) are not available, then the other one is used exclusively. If neither of them are available, a "default" probability of 0.5 is used instead. In the above equation, P group (u, c) is defined as:
where g i are all the groups in which user u is interested. P inherited (u, c) is defined as:
where c i are all the ancestor categories of c for which there already exists a node in the model.
Note that P predicted (u, c) is also used when "bootstrapping" a user model node, as described in section 3.2 above. When bootstrapping occurs within group models, an appropriately modified version of P inherited (u, c) is used instead.
Evaluation activities
The version of the Prospector system described in this paper underwent formative user-centered evaluation at the University of Twente. Three different evaluation methods were applied in this study: thinking aloud, interviews and questionnaires. Data logs of the participants' activity in the system (including searching, viewing and rating results, inspecting and modifying their model, etc.) were also collected. A full report of evaluation activities and obtained results is being prepared for separate publication. Below we summarize the most important, preliminary, findings.
During the evaluation, 32 participants were given the task of searching for youth hostels and museums of modern art in large European cities. These tasks have been chosen because the related information is relatively easy to find and is presented on many websites categorized by ODP. Thus, a user profile that ensures a high degree of personalization on these topics can be created in a small amount of time. For one city, the information had to be found with Google, for four cities with Prospector.
For the Google searches, and the last (fully personalized) Prospector searches, for a youth hostel and a museum of modern art, the participants had to rate the perceived relevance of the five highest ranked search results on a 7-point Likert scale, ranging from very irrelevant to very relevant. In the case of the youth hostel search the average Google relevance score (M = 5.24, SD = .92) did not differ from the average, fully personalized, Prospector relevance score (M = 5.08, SD = .96), t(30) = .64, n.s. In the case of the museum of modern art search, the Google relevance score, (M = 3.69, SD = 1.24) did differ from the fully personalized Prospector relevance score (M = 2.78, SD = 1.09), t(31) = 3.93, p <.001. Note that the latter scores are on the negative side of the scale, indicating that this appeared to be a difficult search for the participants.
The thinking-aloud protocols provided us with several causes for these results, the most important one being the effects of the ODP category 'news', which appeared to cause problems for the generation of appropriately personalized results. Many users had a high interest in news and scored it as such on their interest page. However, when they search for information that is not related to news (e.g., a youth hostel in Oslo) they are presented with search results focusing on (possibly outdated) news which interfere with their search goal. This happened particularly during the searches for museums of modern art. Although there is no easy solution to this problem, a possible approach would be to categorize news only as such on the basis of the age of the respective page (e.g., not older than 10 days); this would be more in line with users' perception of 'news'.
Other results derived from this study include the following: − The current incarnation of the rating frame above each opened search result appears to feel "unnatural" to some users. Participants forgot to use it as they are used to working with the browser's back button, or did not use it correctly. For instance, they went back with the 'Result OK! Take me back' option and then removed the site with the 'Unsuitable' button. Consequently, the generation of the user model suffered from incorrect and / or missing usage data. − The ODP categories, associated with a site, are sometimes wrong, which may influence the success of personalization. Sometimes, this is also affected by the exact URL used to refer to a site. For instance, the URL "en.wikipedia.org" is associated with 5 categories (i.e., "Arts / Television / Programs / Children's / Sesame Street"). None of these is indicative of the fact that Wikipedia is a free, online encyclopedia. In contrast, the URL "en.wikipedia.org/" (note the slash at the end of the URL), is associated with only one category: "Computers / Open Source / Open Content / Encyclopedias / Wikipedia". This issue resulted in users having a misrepresentation of (dis)interests in their user models, with ratings being assigned to wrong or irrelevant categories. This, in turn, sometimes resulted in unexpected results, with low relevance to the user's real interests. − The wording of ODP categories brings along some serious problems when users indicate their interests or alter their user profile. Participants said they found the categories vague and needed more information about their meaning in order to indicate their interests or alter their profile properly. As a result, the success of personalization suffers: people may interpret categories wrong and create an incorrect user profile.
Conclusions and discussion
This paper has presented the second version of the Prospector system, which uses thematic ontologies from the ODP project, and a set of custom probabilistic algorithms for the adaptive reordering of search results on the basis of user-and group-models. Evaluation results have been very valuable in the iterative design process, leading to the currently under development third generation of Prospector, which addresses most of the issues mentioned in the previous section. The proposed approach seeks to combine two sources of information for improving on the relevance of search results: (a) semantic information about the result items, and (b) individual-and group oriented-preferences and interests in thematic categories that directly relate to the aforementioned semantic information. Furthermore, it has been designed to operate at a meta-search level, being largely agnostic of the underlying search engine, and of the attributes of the items being searched (other than their thematic categories of course, and the relationships between those). These characteristics make this approach applicable "on top" of any user-oriented search system that maintains such semantic information for the items in its index, including multimedia search systems. The strengths of the approach lie with: the involvement of the user community in establishing the affinity of specific items to specific themes; and, the fact that the quality of system results increases with the number of individuals that use it, and with the number of ratings made by each individual.
The work we have done so far in applying this approach on open corpus document search with Prospector has provided a number of valuable lessons that should be heeded in any future work in this direction:
− The approach works best in contexts where disambiguation (due, e.g., to synonymity / homonimity issues) is required to provide relevant search results. − The quality of the semantic information available for searchable items is of paramount importance. In this context, the correctness of existing semantic information is more central to the operation of the system, than the non-existence of said information. In other words, we have seen that the system can "cope" with missing pieces of categorization information better than with erroneous ones. − The dependency on the availability of valid semantic information may render this approach inappropriate for employment in open corpora with little (if any) such information present. A better fit is envisaged for closed corpora, where semantic information is already available, or can be readily and progressively provided by the users of the search system. This would include systems where users can "tag" items in a structured or semi0structured manner.
