Abstract
Forecasting (WRF) model (Skamarock et al., 2008) to provide a complete set of meteorological 188 data needed for emissions and air quality simulations.
189
There are seven key input environment variables and two key output environment variables in 190 our implementation of BDSNP. Table S1 lists their names and corresponding functionalities. considered as an additional fertilization rate, and τ is decay time, which is 4 months for fertilizer
214
( 1 ) and 6 months for deposition ( 2 ) (Hudman et al. 2012).
215
BDSNP uses a Poisson function to represent the dependence of emission rates on soil moisture The pulsing term for emissions when rain follows a dry period is
In this equation, l dry is the length of the dry period that preceded the rain and c = 0.068 hour -1
225
defines the exponential decay of the pulse.
226
Beyond this basic implementation of the above stated BDSNP framework into CMAQ, there 
Soil biome map over CONUS

233
The original implementation of BDSNP used the global soil biome data from the GEOS-Chem,
234
with emission factors for each biome under dry/wet conditions taken from Steinkamp and 235 Lawrence (2011) (Appendix Table A1 ). Our implementation in CMAQ uses a finer resolution
236
(12 km) soil biome map over CONUS. The map is generated from the 30-arc-second 
260
The classification of simulation domain into arid and non-arid region with consistent resolution 261 is also included in our implementation. Figure B1 shows the distribution of arid (red) and non- was consistent throughout the WRF-BDSNP-CMAQ modeling framework (see Figure 1 ).
302
Meteorology data were produced through the WRF Model nudged to National Centers for shows that the predicted versus observed fit becomes slightly closer to 1:1 (Figure 10 ).
384
Numerical Mean Bias (NMB) and Numerical Mean Error (NME) improve from -28.5% to -385 26.4% and 34.6% to 33.6%, respectively.
386
In contrast to the PM 2.5 results, the updated soil NO scheme yields mixed impacts on model 387 performance for maximum daily average 8-hour (MDA8) ozone at the targeted 16 CASTNET 388 sites (Table 3 and Figure 11 ). For the 11 agricultural/prairie sites, replacement of YL with
389
BDSNP with new inputs increases NMB from 7.6% to 14.1% and NME from 15.7 to 19.3%
390
( Table 3) (Fig. S5) . Overestimation of O 3 is due to higher NO emissions, as 395 these regions comprise of mostly NO x limited rural locations.
396
At the California CASTNET sites, BDSNP enhances model performance in simulating observed
397
MDA8 ozone (Table 3 ). This can be seen in the NMB, NME, MAGE, and RMSE comparisons 398 between YL and BDSNP, though updating BDSNP to the newer inputs does not enhance 399 performance (Table 3) . 
415
Our results imply that the higher soil NO emissions from our updated BDSNP module shifts the 416 ozone photochemistry to a less strongly NO x -limited regime.
Conclusions
419
Our BDSNP implementation represents a substantial update from the YL scheme for estimating 
427
Sensitivities to different input datasets were examined using our offline BDSNP module to material Figure S4 ).
433
We compared CMAQ tropospheric NO 2 column densities to OMI observations as spatial 434 averages, focusing on regions sensitive to the switch from YL to our updated BDSNP scheme.
435
Temporal average of OMI and CMAQ simulated NO 2 column densities was done over the OMI overall improvement in bias from ~ 13% to 10% and in error from ~ 17 % to 15% (Table 3) . N to water run-off from wet or moist soils.
465
We analyzed how the soil NO schemes affect the sensitivity of MDA8 ozone to anthropogenic scheme than YL, with 1-2 ppbv differences over parts of California and the Midwest (Figure 12 ).
472
The shift occurs because our updated BDSNP schemes have higher soil NO in these regions, Table   809 1 for other aspects of model configuration. in CMAQ NO 2 column after temporal averaging at OMI overpass time.
