In this paper, we consider the problem of constraint management in Linear Periodic (LP) systems using Reference Governors (RG). First, we introduce the periodic-invariant maximal output admissible sets for LP systems. We extend the earlier results in the literature to Lyapunov stable LP systems with output constraints, which arise in RG applications. We show that, while the invariant sets for these systems may not be finitely determined, a finitely-determined inner approximation, which is periodically invariant, can be obtained by constraint tightening. We then analyze the geometric and algebraic relationship between these sets and show that these sets are related via simple transformations, implying that it suffices to compute only one of them for real-time applications. This greatly reduces the memory burden of RG (or other similar constraint management strategies), at the expense of an increase in processing requirements. We present a thorough analysis of this trade-off. In the second part of this paper, we present two RG formulations, and discuss their properties and algorithms for their computation. Numerical simulations demonstrate the efficacy of the approach.
Introduction
Linear periodic systems arise in many important practical applications, such as aerospace (e.g. Johnson, 1994; Psiaki, 2001; Wiśniewski & Blanke, 1999) , wind turbines (e.g. Dugundji & Wendell, 1983) , xerography (e.g. Ching et al., 2010; Eun et al., 2013) , economic systems (e.g. de Lima, 2001) , and multi-rate systems (e.g. Gondhalekar & Jones, 2009; Vaidyanathan, 1993) . The study of periodic systems dates back to the 1800s, when Faraday studied periodic differential equations arising in physics (Faraday, 1831) . The most rigorous theory of linear periodic systems is due to Floquet in 1883, who described stability conditions and invariant representations of periodic systems (Floquet, 1883) .
In the control literature, numerous approaches for control of periodic systems have been developed. Controllability and eigenvalue assignment are addressed in Brunovsky (1969) and Kabamba (1986) . Methods for stabilisation are provided in Bittanti and Bolzern (1985) , Colaneri, De Souza, and Kucera (1998) , De Souza and Trofino (2000) ; and Bittanti and Colaneri (2001) . Methods, such as iterative learning control and repetitive control, for disturbance rejection and tracking of repetitive and multi-pass processes are described in Arimoto, Kawamura, and Miyazaki (1984) , Chen and Wen (1999) , and Wang, Gao, and Doyle (2009) . Reference Bittanti and Colaneri (2000) contains a detailed summary of invariant representations of periodic systems. For a complete modern treatment of periodic systems and their control methods, please see Bittanti and Colaneri (2009) . Recently, with the availability of high speed computers, many optimisation-based and predictive control methods, such as the Model Predictive Control (MPC), have been developed for periodic systems pre-designed linear tracking controller, the output y(t) refers to the constrained output (not the tracking output), r(t) refers to the reference signal to be tracked, v(t) is the governed reference, and x is the measured state (or an estimate obtained from an observer). The idea behind RG is to first characterise the set of all initial states and inputs that prevent constraint violation for all times. This set is referred to as the maximal output admissible set (MAS) and is computed offline. The reference governor then solves a computationally inexpensive linear programme at every timestep to select a setpoint such that the system state belongs to MAS and, therefore, the output satisfies the constraints for all times. Because of the benefits and successes of RG for LTI systems, in this paper, we develop a rigorous RG theory for constraint management of linear periodic systems.
Previously, MAS for periodic systems was characterised for asymptotically stable systems. Specifically, it is shown in Freuer et al. (2010) , , ; and Blanchini and Ukovich (1993) that, in contrast to LTI systems, which only require one set to describe MAS, periodic systems require N sets, where N is the system period. However, the relationship between these sets remains unexplored. In this paper, we first extend the earlier results in the literature to the case of systems that are Lyapunov stable but not asymptotically stable, which arise in RG applications. We then present an in-depth investigation of geometric and algebraic properties of MAS, where we show that the N sets that describe MAS are related via simple transformations, with the implication that only one of them needs to be stored in memory for real-time applications. This greatly reduces the memory footprint of RG, at the expense of an increase in processing requirements. We present an analysis of this trade-off between memory and processing requirements (i.e. 'space-time' trade-off, as commonly referred to in the computer science community). In the second part of this paper, we formulate two reference governor designs for periodic systems, and present their properties, feasibility criteria, as well as algorithms for their computation. The novelty of these formulations is that, unlike standard reference governors, these formulations exploit the periodicity of the system, while maintaining recursive feasibility within the period. We present numerical simulations to compare the two designs.
In sum, the original contributions of this paper are: (i) the development of the MAS theory for Lyapunov-stable periodic systems, (ii) the investigation of geometric and algebraic properties of MAS, (iii) the analysis of the space-time trade-off in RG applications, and (iv) the exposition of two novel RG solutions for constraint management of periodic systems. Complete definitions, proofs, and algorithms are included, with the hope that both practitioners and researchers can find the results of this paper self-contained and accessible.
The paper is organised as follows. Section 2 describes the system equations, discusses stability and invariant representations of periodic systems, and states the standing assumptions in the paper. Section 3 presents the results on the maximal output admissible sets. Section 4 presents the results on the reference governor formulations. Section 5 concludes with a brief summary and topics for future work.
Notations throughout this paper are standard. R and Z + denote the set of real numbers and non-negative integers, respectively. All matrices are assumed to have real entries. The identity matrix in R n×n is denoted by I n . The ith standard basis vector in R n (i.e. vector of all 0's except 1 in the ith place), is denoted by e i . The vector of all 1's (of appropriate dimensionality) is denoted by 1, and the matrix, or vector, of all 0's (of appropriate dimensionality) is denoted by 0. Superscript denotes matrix transpose. The Euclidean spaces are equipped with the standard 2-norm: x 2 = x T x. Open and closed sets are defined by the topology induced by the 2-norm. The interior of a set A is denoted by int(A). All vector inequalities of the form Ax ≤ b are to be interpreted component-wise. The modulo operator (i.e. remainder after division) is denoted by mod. Specifically, mod(t, N) , with t an integer and N a strictly positive integer, is computed as mod(t, N) = t − N × floor(t ÷ N), where floor(x) rounds x to the nearest integer less than or equal to x. Note that, by convention, mod(t, N) is positive and mod(N, N) = 0.
Preliminaries
Consider the discrete-time linear N-periodic system
where t ∈ Z + is the discrete time variable, x(t) ∈ R n is the state, y(t) ∈ R p is the constrained output, and matrices A(t) ∈ R n×n and C(t) ∈ R p×n are periodic with period N, i.e. A(t + N) = A(t) and C(t + N) = C(t). We assume that the system starts from the initial condition x(t 0 ) = x 0 . Systems with inputs, which arise in RG applications, can also be represented in this form by using an appropriate dynamic model of the inputs, as shown in Section 4. In this paper, we refer to the intra-period time-steps as timeslots. Specifically, the system is in the kth timeslot if t satisfies mod(t, N) = k. To simplify notation, define A k and C k to be A(t) and C(t) during the kth timeslot, i.e.
Clearly, A(t) = A mod(t,N) and C(t) = C mod(t,N) .
The output, y(t), is required to satisfy the constraint
for all t ≥ t 0 , with Y k being a collection of given constraint sets. An important consequence of the system periodicity is that the dynamics are time-invariant with respect to a whole-period time-delay. That is, if the output of the system starting from the initial condition x(t 0 ) = x 0 is given by some function y 1 (t), t ≥ t 0 , then the output of the system starting from
Stability
In general, stability of periodic systems cannot be inferred from the individual A k 's; rather, stability must be analyzed by studying the system behaviour over an entire period. Specifically, let (t, τ ) denote the state transition matrix (Chen, 2012) of the system at time t ∈ Z + , starting from time τ ∈ Z + , τ < t. The state transition matrix over one period, i.e. (τ + N, τ ) , is referred to as a monodromy matrix. This matrix describes the evolution of the system state, starting from any initial condition at time τ , after one period. The eigenvalues of the monodromy matrix, λ i , are instrumental in determining the stability properties of the periodic system, see Bittanti and Colaneri (2009) . Specifically, it is known that these eigenvalues do not depend on the starting time τ , and that the periodic system is asymptotically stable iff these eigenvalues are within the unit disk, i.e. |λ i | < 1. In this paper, with some abuse of notation, we denote the monodromy matrix starting from τ = 0 by :
Based on the above, the periodic system is asymptotically stable iff the eigenvalues of are within the unit disk.
System lifting
A convenient approach for analysis and design of a periodic system is to convert it to a time-invariant representation. This is accomplished by lifting the system into a space with a higher input/output dimensionality (for details, see Bittanti & Colaneri, 2000) . Specifically, define the lifted state, ξ , as the system state sampled once every period and the lifted output, y, as the vectorised system outputs over one period. Since there are N timeslots, there are N distinct lifted systems. For example, sampling the states at timeslot 0, we define:
The dynamics of the lifted system are described by
where is the monodromy matrix defined in (3) and
We refer to the lifted system with states sampled at timeslot k as the kth lifted system. Clearly, each lifted system is a timeinvariant system, whose output is exactly the outputs of the original system over one period stacked in a vector. Since the system matrix of (5) is the monodromy matrix, it follows that the lifted systems are stable iff the original periodic system is stable. While computations are usually more efficient on the original periodic system, the lifted system is useful for proving theoretical results, as addressed in this paper.
Assumptions
The standing assumptions of this paper are listed below. Note that these assumptions are extensions of the standard assumptions in the literature of reference governors for LTI systems (for more details, please see Gilbert et al., 1995; Gilbert & Tan, 1991) . (A1) We assume that the system matrices are in the form:
where d ∈ Z + indicates the number of eigenvalues at λ = 1 with equal algebraic and geometric multiplicities. This form arises in predictive methods such as reference governors, wherein the inputs are held constant over the prediction horizon (see Section 4). It is easy to show that, given the form of A k and C k above, lifted system (5) is also triangular and has the form
where the partitioning of and C is dimensionally consistent. We further assume that: (A2) All eigenvalues of s are inside the open unit disk, which implies that the periodic system is Lyapunov stable. If d = 0, the system is, in fact, asymptotically stable. Note that unstable systems are not considered because reference governors are applied to closed loop systems that have been prestabilised with a tracking controller (see Figure 1) ; (A3) The pair (C, ) is observable; (A4) The constraint sets Y 0 , . . . , Y N−1 are compact polytopes defined by:
where S k ∈ R q k ×p , q k ∈ Z + . Note that, without loss of generality, the right hand side of (9) is taken to be 1, which satisfies 0 ∈ int(Y k ). For the lifted system (5), the output constraint set is the Cartesian product of the individual constraint sets: which, given (9) , becomes:
where S is the block diagonal matrix with S 0 , . . . , S N−1 on the diagonal.
Periodic invariant sets
The concept of invariant sets is central to many predictive control techniques, including reference governors (see, e.g. Gilbert & Kolmanovsky, 1999; Gilbert & Tan, 1991) . For LTI systems, the set of all initial conditions that lead to constraint satisfaction for all time is an invariant set referred to as the maximal output admissible set (MAS) (Gilbert & Tan, 1991) . In periodic systems, the situation is more complicated, because the set depends on the timeslot from which the dynamics start. As a result, periodic systems possess N invariant sets that are cyclically related, as discussed below. In Freuer et al. (2010) and , these N sets have been characterised for asymptotically stable periodic systems. In this section, we first extend the earlier results to the case of Lyapunov stable systems, which is central to reference governors. We achieve this by lifting the periodic system into an LTI representation and applying the results from the literature of LTI systems. The difficulty in obtaining this new extension is in the way the steady-state constraint must be tightened to ensure finite determinism and cyclic invariance, as we will show. There are also several subtleties, which we point out. After this extension, we study the geometric and algebraic relationship between these sets, which has not been investigated in the past. We will achieve this via several lemmas and theorems, as well as a detailed discussion and a numerical example.
Definition 3.1:
The sets k , k ∈ Z + , are called the maximal output-admissible sets (MAS) for system (1) if, starting from any initial condition in k at time k, the output satisfies the constraints for all future times, that is, ∀x(k) ∈ k , we have that
Since the periodic system is time-invariant with respect to a whole-period delay (see Section 2), it follows that k are periodic as well, i.e. k = k+N , ∀k. Therefore, in this paper, we only consider the first N sets: 0 , . . . , N−1 .
From Definition 3.1 and the above argument, it follows that
(11) The above also implies that k 's are periodic invariant sets for system (1), because, starting from any k , the system state returns to that k after one period.
To determine k 's, define the sequence of sets
Each j k describes the set of all initial states in the kth timeslot such that the output satisfies the constraints for times starting from t = k until t = j. Since j k are bounded and decreasing, the limit set exists; k is precisely the limit set:
The computation of k above is based on expressing the output y(t) explicitly as a function of the initial state,
From (1), we have that
denotes the left matrix multiplication. Thus, the constraint
To make these arguments clearer, we specialise the above to the case of 0 :
Similar characterisations can be found for 1 , . . . , N−1 . An important question arises regarding the computation of k . In order to characterise and store k on a computer, it is important for it to be finitely determined. If this is the case, the matrices in (13) would be finite dimensional. This issue is addressed in the following theorems.
Definition 3.2:
The set k is said to be finitely determined if there exists a finite j * such that ∀j ≥ j * ,
From this definition, it follows that if such j * exists, then
In addition, k are convex, compact sets and satisfy 0 ∈ int( k ).
Proof:
The proof is straightforward by noting that the kth lifted system and the original system (1) starting from timeslot k describe the same outputs; therefore, k is also the MAS of the kth lifted system. Application of the LTI results in Gilbert and Tan (1991) to the kth lifted system proves the theorem.
If the periodic system is not asymptotically stable (i.e. d ≥ 1 in (8)), k may or may not be finitely determined. If it is not, a finitely determined inner approximation of k can be obtained by tightening the steady state constraint. This is a generalisation of the results for LTI systems reported in Gilbert and Tan (1991) . The novelty here is that, since the system is periodic, the steady state of the lifted system (5), (8) must be considered. However, a question arises: how can we tighten the steady state constraints for each k to ensure that a cyclicity similar to (11) holds? We investigate this below.
Consider the 0th lifted system. To simplify notation, define the matrix :
The steady state output of the 0th lifted system starting from initial condition x 0 is given by y ss lim t→∞ y(t) = x 0 . Define the set ss that corresponds to the tightened constraint y ss ∈ (1 − )Y, for some ∈ (0, 1):
Then, for each k ∈ {0, . . . , N − 1}, k defined below is an inner approximation of k and is finitely determined:
To prove this fact, we need the following lemma:
Lemma 3.4: The set ss defined in (15) is independent of the timeslot at which the state is sampled in the lifting process.
Proof: Let y and z be the lifted outputs of the 0th and kth lifted system, 1 ≤ k ≤ N − 1:
Lyapunov stability implies that y(t + 1) − y(t) → 0 as t → ∞. This observation, together with the definition of y, implies that y(t) is N-periodic at steady-state. Therefore, z(t) must be a permutation of y(t). This suggests that lifting the system by sampling the state at a different timeslot leads to a reshuffling of the inequalities in (15), which does not change the set. Proof: Similar to Theorem 3.3, we apply the lifting process to obtain the kth lifted system. We note that, according to Lemma 3.4, ss defines a tightened steady state constraint for the kth lifted system. Applying the LTI results in Gilbert and Tan (1991) to the lifted system with the tightened steady state proves the theorem.
Note that the above ideas indicate that the same tightened steady-state set should be used to define all k 's. This idea will be leveraged below to study the relationship between k 's.
According to the above theorems and the form of the inequalities in (13), for asymptotically stable periodic systems (i.e. d = 0 in (8)), the k 's can be represented by polytopes of the form
where H k is a finite-dimensional matrix. If the periodic system is Lyapunov stable with d ≥ 1, the k 's may or may not be finitely determined. In this situation, we use k 's instead. These sets can be represented by polytopes of the form
where H k and h k are finite-dimensional matrices. Note from (15), (16) that all rows of h k are equal to 1 except the rows that correspond to the tightened steady state (15), which are equal to 1 − . Remark 3.1: Suppose system (1) is Lypaunov stable and k 's are not finitely determined. When characterising k , should not be chosen too small as the number of inequalities required to describe k may approache infinity as tends to zero. On the other hand, should not be chosen too large, because k would become a conservative inner approximation of k , which could lead to loss of performance in control applications. Therefore, a trade-off between performance and complexity must be made. Now that we have established finite determinism of k 's, we are ready to investigate their relationship. As we will show, the novel outcome of this investigation is that only one of these sets needs to be computed and stored for real-time applications. We begin with the following theorem, which describes the nested relationship between k 's.
Theorem 3.6: Assume that system (1) is asymptotically stable
Proof: Let k be any index between 1 and N−1. By (11), we have that
Since both of these inequalities must hold, k−1 can be characterised as stated in the theorem. The case of k = 0 is proven in the same way except k−1 must be replaced by N−1.
Next, we prove the Lyapunov-stable case, which is somewhat more complicated. We first need a lemma: Lemma 3.7: For all ∈ (0, 1), the sets k are related by
Proof: Due to the position of 0's and I d in and A k , we have that A k = , ∀k. Let k be any index from 0 to N−2. From (15), (16), we have that 
Proof: Similar to the proof of Theorem 3.6, let k be any index between 1 and N−1. By Lemma 3.7, we have that
Since both of these inequalities must hold, k−1 can be characterised as stated in the theorem. The case of k = 0 is proven in the same way except k−1 must be replaced by N−1 in the above.
According 
The above results have three important implications. The first implication is that when using either k or k for realtime control, not all H k 's and h k 's need to be stored in memory. Instead, only H 0 and h 0 must be stored, together with the matrices that arise in the corollary. Second, it can be seen from Corollary 1 that the sets 1 , . . . , N−1 are geometrically related to 0 via simple transformations: to obtain k , the set 0 is first scaled and rotated. Then, new half spaces are introduced and, finally, the new half spaces are intersected with the scaled and rotated 0 . Note that the scaling and rotation are determined by the inverse of the product of A k 's that multiply H 0 in the last rows of H k 's in Corollary 1. If the inverse does not exist, the resulting transformation will be unbounded in one or more directions. These ideas are illustrated in Figure 2 for the following example 1 :
, C 0,1,2 = 1 1 .
(18) In the above example, it can be confirmed that the monodromy matrix is Schur; so, the system is asymptotically stable and assumptions (A1)-(A4) are all satisfied. Please see the figure caption for more details.
The third implication of the above results, which pertains to finite determinism of k and k , is stated formally in the following theorem. From a theoretical standpoint, this is perhaps one of the most important results of this section. Recall that k is finitely determined for asymptotically stable systems, but may or may not be finitely determined for Lyapunov stable systems. Its inner approximation, k , on the other hand, is always finitely determined. 
The third and fourth statements are also true for k 's.
Proof:
We prove here the fourth statement. The first three follow directly from the fourth. By Theorems 3.6 and 3.8, k−1 is obtained from the intersection of the half-space corresponding to the prediction step t = k−1 (i.e. S k−1 C k−1 x ≤ 1) with the polytope corresponding to the prediction steps t ≥ k (i.e. if the admissibility index of k is j , N) . The other direction of the inequality can be proven similarly, by rearranging the above into j * ( i ) − mod(k − i, N) ≤ j * ( k ) and switching the variables i and k.
The above shows that the admissibility index of k 's and k 's, and, hence, the number of halfspaces required to represent them (i.e. their complexity), are closely related to each other. In fact, these sets do not exist independently; rather, they are geometrically and algebraically linked together as described by the above theorems and corollaries.
Finally, for the sake of completeness, below we present an algorithm for computing 0 (or 0 for Lyapunov-stable systems). The sets 1 , . . . , N−1 can be computed using Corollary 1.
Algorithm 3.1:
Outputs: H 0 and h 0 such that 0 = {x : H 0 x ≤ h 0 }. (3), (6), (10), (14) and set If M > 1 or the problem is unbounded, y i is not redundant, so augment y i and 1 to H 0 and h 0 : 
Remark 3.2:
Note that the periodic system in (1) can be thought of as a special case of an uncertain/time-varying system described by:
y(t) =Ĉ(t)x(t)
whereÂ andĈ belong to the convex hall of the matrices A k and C k . That is,Â(t) ∈ conv{A k },Ĉ(t) ∈ conv{C k }. Using this modelling assumption, a 'robust' MAS can be constructed by considering every permutation of A k , C k in every step of the prediction horizon, as it is done in Kerrigan (2000) . This approach leads to a single MAS, instead of N (i.e. 0 , . . . , N−1 ). However, this set will belong to the intersection of all k 's and will, thus, be overly conservative. As a result, it is preferred to exploit the periodicity of the system, as is done in this section.
Reference governors for linear periodic systems
In this section, we use the results of Section 3 to introduce two reference governor (RG) formulations for linear periodic systems.
Consider the system shown in Figure 1 , whose 'closed-loop plant' is a single-input multi-output N-periodic system:
where k = mod(t, N). For ease of exposition, bars have been introduced over the system matrices. As we shall see shortly, variables without bars will indicate augmented dynamics. It is assumed that the closed loop plant contains a stabilising tracking controller. Hence, the above periodic system is asymptotically stable. The output, y, is required to satisfy the constraint y
(t) ∈ Y mod(t,N) , similar to (9). The role of RG is to select v(t), at every t, to ensure that: (i) y(t) ∈ Y mod(t,N) for all t, and (ii) v(t) is as close to r(t) as possible to minimise loss of tracking performance. Note that the second equation in (19) allows for a direct feedthrough from v(t) to y(t)
, which is only possible in a sampled data system if the selected v(t) is applied to the system without any delays or computational overhead. We allow this for simplicity.
In the LTI case (Gilbert & Tan, 1991) 1) ), where κ ∈ [0, 1] is the time constant and is computed by solving the following linear programme: max κ∈ [0, 1] (x(0), v(−1) ) belongs to MAS. Therefore, κ = 0 is always a feasible solution of the linear programme because, with κ = 0, v(t) = v(t − 1), which is part of the augmented dynamics. This implies that RG is recursively feasible.
, RG uses the MAS of an augmented system defined by the original dynamics augmented with constant input dynamics: v(t + 1) = v(t). In real time, RG computes v(t) to be r(t) passed through a low pass filter with a variable time constant. Specifically, v(t) = v(t − 1) + κ(r(t) − v(t −

κ subject to (x(t), v(t)) belonging to the MAS of the augmented system, where x is the measured (or observed) state and v(t) is given by the above filter equation. If v(t) = r(t) is a feasible input, then κ = 1 and v(t) = r(t). If significant constraint violation is predicted, then κ = 0 and v(t) = v(t − 1). It is assumed that, at the initial time, v(−1) is chosen such that
For periodic systems, RG can be developed in a similar manner. As we show, the main difference with the LTI case is that, at every timestep, RG must employ the MAS at the current timeslot, i.e. mod(t,N) . Furthermore, we exploit the periodicity of the system to create richer formulations of RG for periodic systems. Below, we present two novel formulations, discuss their stability and recursive feasibility, present algorithms for their computation, and highlight their differences.
Formulation 1 -fixed input
The first formulation, similar to RG for LTI systems, assumes constant input dynamics: v(t + 1) = v(t). Defining x aug = [x , v] , the augmented system has the form (1), (7), where
The above augmented system is Lyapunov stable. Thus, we compute k using Algorithm 3.1 and Corollary 1, for some 0 < 1. Now, the reference governor can be implemented in real time by either updating v(t) at the beginning of the period, i.e. at t = iN, i ∈ Z + , or updating v(t) at every t. The former implementation is simpler and only requires 0 , but it has the downside that any changes to v(t) will only occur at timeslot 0, potentially causing a delay in the system that could be as large as N−1 samples. Therefore, we only explore the latter implementation: at every time t, RG computes v(t) as
where κ is computed by solving the linear programme
Note that x(t) (measured or estimated), v(t − 1), and r(t) are known parameters in the above linear programme. The properties of Formulation 1 are summarised in the following theorem. N) . Then, Formulation 1 enjoys the following properties:
Theorem 4.1: Suppose at the initial time, t 0 , v(t
0 − 1) is selected such that (x(t 0 ), v(t 0 − 1)) ∈ mod(t 0 ,
(1) At every time t, the solution of the optimisation problem in (22) exists and is unique, which implies that v(t) in (21) is uniquely determined and that Formulation 1 is recursively feasible; (2) The output constraints are satisfied for all time: y(t) ∈ Y mod(t,N) , ∀t ≥ t 0 ; (3) v(t) is pointwise-in-time optimal with respect to tracking performance; (4) For a constant r(t) = r, we have that v(t) and x(t) converge as t → ∞, x(t) is bounded for all t ≥ t 0 , and |v(t)| ≤ |r|, ∀t ≥ t 0 .
Proof:
In (21)- (22), setting κ = 0 leads to v(t) = v(t − 1).
Thus, if (x(t), v(t − 1)) ∈ mod(t,N) , it follows that (x(t), v(t)) ∈ mod(t,N)
. Since k 's are computed with v(t + 1) = v(t) as part of the augmented dynamics, it follows that κ = 0 (i.e. v(t) = v(t − 1) or equivalently v(t + 1) = v(t)) remains a feasible solution of (22) for all time. This implies that the constraint set of (22) is non-empty. Because (22) is a linear programme (and, hence, convex) , with a compact non-empty constraint set, the solution of (22) exists and is unique. This proves the first part. The second part follows from the definition of k 's. To show the third part, note that, since κ is maximised at every time t, v(t) is pushed as close to r(t) as possible at every timestep. This means that (22) finds the optimal solution that minimises the loss of tracking performance at every timestep. To prove the last part, note that v(t) is a low pass filtered version of r(t) (with variable time constant). Therefore, for a constant r(t) = r, we have that v(t) converges and that |v(t)| ≤ |r|, ∀t. Since the periodic system is Lyapunov stable, it follows that x(t) converges and is bounded as well.
Algorithm for computing Formulation 1:
We now present an efficient algorithm for solving (22) . Note that the constraints in (22) can be equivalently written as (x(t), N) . To simplify notation, let τ = mod(t, N) denote the current timeslot. Representing τ by τ = {x : H τ x ≤ h τ }, and partitioning H τ as H τ = [H τ x , H τ v ], the constraints in (22) become:
. (23) The ith row of the above is in the form κa i ≤ b i . Note that, because of recursive feasibility, we have that ( (22) can be solved by iteratively looping through all the inequalities in (23) and finding the maximum κ ∈ [0, 1] that satisfies all the inequalities. This leads to the following algorithm for solving (22):
Inputs: terminate. Otherwise, go to step 2.
Note that the above algorithm terminates in finite, known time. In fact, the number of iterations is equal to the number of rows of H τ , which is known a priori. With this simple algorithm, there is no need for an advanced solver such as interior point or simplex.
Numerical considerations and space-time trade-offs: According to Corollary 1, instead of storing all H k 's and h k 's in memory, it suffices to only store H 0 , h 0 , and few other matrices that arise in the corollary. This reduces the memory burden of the RG, at the expense of an increase in processing requirements. We now make these claims concrete. The notations and assumptions in this analysis are as follows. We let N, as before, denote the system period and let n and p denote the dimensions of x and y in (19), respectively. We assume that H 0 is computed using Algorithm 3.1 and H 1 , . . . , H N−1 are computed using Corollary 1 without any additional inspection of redundancy. We denote the number of rows of H 0 by m, which, together with (20), implies that H 0 is an m × (n + 1) matrix. We further assume that the control loop runs on a single processor without parallelisation. For simplicity, we assume that S k is q × p, i.e. q k = q, ∀k in (9). Finally, we refer to the approach of storing all H k 's and h k 's in memory as 'complete storage' and that of storing only H 0 and h 0 and the matrices that arise in Corollary 1 as 'partial storage'.
Recall from Section 3 that all rows of h k 's are equal to 1 except the rows that correspond to the tightened steady state (15), which are equal to 1 − . Therefore, h k 's do not need to be stored in memory. Instead, it suffices to store the value of and the row numbers in which 1 − appears. For this reason, we do not consider h k 's in this analysis.
Using the matrices in Corollary 1, under complete storage, a total of Nm(n + 1) + N(N−1) 2 q(n + 1) floating point numbers are required to represent all H k 's. Under partial storage, however, it can be shown that m(n + 1) + N(N−1) 2 q(n + 1) + (N − 1)(n)(n + 1) floating points are needed. Subtracting the latter expression from the former yields the memory savings due to partial storage:
In most processors, floating points are represented by 32 bits (4 byte). Therefore, Total memory saved = 4(N − 1)(n + 1)(m − n) bytes. (24) Clearly, if m > n, memory savings are positive. Therefore, partial storage should only be used for systems in which m > n (which is typically the case). Furthermore, the gains are linear in N and m, implying that partial storage yields significant gains for large N and m.
The above memory savings come at the expense of additional processing burden. To investigate, we begin with an example scenario: assume the current timeslot is τ = N − 1. Using Corollary 1 and the structure of A k in (20), we can express H τ x ,
The first row of the above must be stored regardless of partial or complete storage. Therefore, the disadvantage of partial storage is that the matrices H 0xĀτ and H 0xBτ + H 0v must be computed in real time. However, note that H τ x is used in (23) as a product H τ x x. This implies that H 0xĀτ appears in (23) as the product H 0xĀτ x. Therefore, instead of computing H 0xĀτ , the product A τ x can first be computed (this requires n 2 multiplications and n(n − 1) additions) and the result can be used in the calculations in (23), which requires the same number of arithmetic operations regardless of partial or complete storage. The computation of H 0xBτ + H 0v requires mn multiplications and mn additions. It can be shown that the numbers found above are the same for all timeslots τ = 0, . . . , N − 1. Therefore, as compared with complete storage, partial storage increases the total number of multiplications and additions by Additional arithmetic operations :
in each timestep. To illustrate the above, Figure 3 shows the memory savings, (24), versus the additional processing burden, (25), due to the partial storage approach. The plots are generated for N = 3, two n's, and several values of m. Clearly, the savings in memory are associated with an increase in processing burden. Furthermore, as seen by the slope of the lines, smaller n's lead to the greatest savings. Using this figure and equations (24), (25), an The left and right plots show the response of the first and second formulations, respectively. In both plots, the applied reference signal is a step from 0 to 0.15 at t = 10 followed by a step down to 0.05 at t = 26. The dashed black lines represent the constraint. As can be seen, the unconstrained (i.e. ungoverned) output (red curve) violates the constraints. However, the constrained output (i.e. governed output, shown by blue curve) satisfies the constraint in both cases. Note that Formulation 1 exploits periodicity only in its use of k . In Formulation 2, however, periodicity is also exploited in v(t). As a result of this additional complexity, v(t) more closely follows r(t), which is desired. (a) Formulation 1 (Fixed input) and (b) Formulation 2 (Periodic input).
engineering decision can be made as to whether or not the partial storage approach would be beneficial for the application at hand.
Numerical Example: The performance of this RG formulation is illustrated on a numerical example obtained using Matlab. The matricesĀ k ,C k are the same as A k , C k in (18), S k are the same as those in (18), and N = 3, B 0 = (−2, 1) ,
For the purpose of illustration, it is assumed that all states are accurately measured. The response for a pulse input r(t) is shown in Figure 4a . As can be seen, the RG successfully shapes the reference signal to prevent constraint violation. Note that, for this simple example, m = 22, so Algorithm 4.1 converges in 22 iterations. Furthermore, under complete storage, 846 byte of memory are required to store k 's, whereas under partial storage, only 384 byte are required. This is a 54% improvement, which comes at the cost of an increase in the number of real-time multiplications and additions by 94.
Formulation 2 -periodic input
A second, richer formulation of RG can be developed by taking full advantage of the periodic nature of the system. Specifically, introduce v 0 (t), . . . , as N new states and let v(t) = v mod(t,N) (t) (i.e. v(t) is periodically assigned to v k 's). To compute the MAS, we assume v k 's are all dictated by constant dynamics: . . . , v N−1 ] , the augmented system has the form (1), where
The vectors e 1 , . . . , e N are the standard basis vectors in R N . The sets k can be computed for this system using Algorithm 3.1 and Corollary 1, for some 0 < 1.
Let the current timeslot be denoted by τ = mod (t, N) . In this formulation, at each t, RG updates only v τ , leaving the remaining v k 's unchanged. Specifically, at each timestep, RG solves the following linear programme in the variable κ: . . . , N − 1, and r(t) are known parameters in this optimisation programme. Once the optimal κ is found, RG updates v τ and applies the updated value to v(t) as follows:
To solve the above optimisation problem, the constraints can be simplified and an algorithm similar to Algorithm 4.1 can be developed. Since the approach is similar to that used in the first formulation, we do not present these results for the sake of brevity.
Properties of Formulation 2: The sets k 's are computed with v k (t + 1) = v k (t) as part of the augmented dynamics. ∀k) is always feasible. Therefore, using similar reasoning as Formulation 1, it can be verified that Formulation 2 has similar attractive properties as Formulation 1. To formally state the properties, define the lifted reference and the lifted input: v(tN + 1) , . . . , v(tN + N − 1) ] . For this formulation, the partial storage approach also leads to memory savings at the expense of additional computing needs:
Theorem 4.2: Suppose at the initial time
Total memory savings = 4(N − 1)(n + 3)(m − n) bytes Additional arithmetic operations : n(6m + 2n − 1) Clearly, the trends are similar to those in Formulation 1.
The performance of this RG is illustrated in Figure 4 (b) for the same r(t) used in the example in Section 4.1 (shown in Figure 4(a) ). In contrast to Formulation 1, this formulation takes advantage of the periodicity of the system to more effectively shape v(t) to prevent constraint violation. Specifically, the governed reference is allowed to vary and repeat periodically within the period, leading to v(t)'s that are closer to r(t). Note that, for this example, m is computed to be 24, so an extension of Algorithm 4.1 for this formulation would converge in 24 iterations. Furthermore, under complete storage, 1560 byte of memory are required to store k 's, whereas under partial storage, only 680 byte are required. This is a an improvement of 880 bytes (56% improvement), which comes at the cost of an increase in the number of real-time multiplications and additions by 294.
Remark 4.1:
A comparison between Formulations 1 and 2 is in order. Suppose the reference signal is constant, i.e. r(t) = r 0 . Then, Formulation 1 results in v(t)'s that converge to a constant value, whereas Formulation 2 results in v(t)'s that may periodically repeat at steady state. Therefore, from a practical standpoint, Formulation 2 is advantageous in situations where different setpoints are desired in different timeslots. Examples are multi-rate systems and cyclic control systems, where a distinct plant is controlled in each timeslot. From an implementation perspective, Formulation 1 augments the dynamics with one additional state whereas Formulation 2 introduces N new states. This implies that the memory and computational overhead of Formulation 2 are higher. For instance, in the example presented in Figure 4 , under complete storage, Formulation 1 requires 846 bytes of memory to store k 's, whereas Formulation 2 requires 1560 bytes, an increase by 84%.
Remark 4.2:
The ideas presented in this paper can be extended to multi-input periodic systems, wherein v(t) and r(t) are vectors of dimension greater than 1. However, care must be taken with the formulation of RG in these cases. Following Formulation 2, one can let
where κ is now a diagonal matrix with κ 0 , . . . , κ g−1 on the diagonals, with g being the dimension of v. The values of κ i are obtained by solving an optimisation problem. One may be tempted to maximise κ i as a proper extension of the single variable case. However, this formulation is not robust as it may lead to non-unique, jumping solutions. Therefore, we suggest using a quadratic programme instead. For example, one could minimise v i − r i 2 subject to κ i ∈ [0, 1] and the state and input belonging to the periodic MAS of the augmented system. An explicit quadratic programming solver (i.e. using multiparametric programming) would compute v(t) for this RG. Note that this reasoning is similar to the case of vector reference governors (Garone et al., 2017) , where, rather than a linear programme, a quadratic programme is solved to optimise κ over multiple channels.
Robustness considerations
The RG design introduced thus far requires exact knowledge of the system in order to successfully enforce the constraints. Specifically, it has been assumed that there are no modelling errors (i.e. the period of the system and the system matrices are known precisely), the state of the system is known exactly (i.e. no observer has been required to estimate the states), and no disturbances affect the system. These assumptions do not hold in practical control systems. Indeed, in the presence of uncertainties and disturbances, the RG formulations above may not successfully enforce the constraints due to the incorrect output prediction provided by k 's or incorrect state estimation provided by the observer. It is, therefore, important to robustify the RG formulations against these modelling errors.
The literature of RG for LTI systems handles model uncertainties and disturbances by 'shrinking' the MAS to account for the worst-case realisation of the uncertainties and disturbances. This builds a robustness margin in the design, leading to a robust formulation of the RG. More specifically, the following state equation is typically used:
where d is an unknown additive disturbance andˆis used to denote uncertain matrices. The disturbance is typically assumed to be set-bounded, i.e. d ∈ W with W being a compact polytopic set. The uncertain matrixÂ is assumed to belong to the convex hall of given matrices A i :Â ∈ conv{A i }. Using this modelling approach, the parametric uncertainties can be explicitly captured in the uncertain matrixÂ, and additive uncertainties can be captured in the disturbance vector d(t).
To take the uncertain matrices into account, MAS is constructed by considering every permutation of A i in every step of the prediction horizon, see Kerrigan (2000) for details. Because of its combinatorial nature, this approach leads to a complex description of MAS, but the complexity can be reduced using the numerical techniques outlined in Gilbert and Kolmanovsky (1999) . The disturbance d is taken into account by shrinking MAS using Pontryagin set subtraction. The basic idea is to eliminate the disturbance from the formulation by considering its worst-case realisation at every time-step, see Kolmanovsky and Gilbert (1998) for details. If an observer is needed to estimate the states, the worst-case observer error is computed to robustify MAS, see Kalabić (2015) for details.
The above techniques can be employed to create robust RG formulations for periodic systems as well. The idea is to lift the periodic system and apply the above techniques to the lifted system. This leads to a 'robust' version of k 's, which will be used in the periodic RG formulations to guarantee constraint satisfaction. Since this extension is not difficult, we will not dwell on it in this paper and will instead present the details and examples in a future publication.
Conclusions
This paper considers reference governors and maximal output admissible sets (MAS) for linear periodic systems. We extended the earlier results in the literature to the case of Lyapunov stable periodic systems with output constraints, showing that an inner approximation of MAS for these systems is finitely determined. Furthermore, we studied the relationship between these sets and showed that they are related via simple transformations. The significance of this result is that, instead of all N sets, only one needs to be computed and stored in memory for the purpose of control. This reduces the memory requirements of a reference governor scheme, at the expense of additional computing requirements. We presented a thorough analysis of this trade-off. We also presented the relationship between these (polytopic) sets in terms of the number of faces required to describe them (i.e. the admissibility index). In the second part, we presented two RG formulations, discussed their feasibility criteria and implementation, and illustrated their efficacy using numerical simulations. It was shown that both formulations are recursively feasible, stable, and pointwise-in-time optimal with respect to tracking.
Future work includes: robust RG for periodic systems under unknown disturbances, robust RG for periodic systems under polytopic uncertainty, RG with output feedback, RG applied to periodic schemes such as iterative learning control and repetitive control, and extension of the work to command governors and other reference management schemes. A practical application will appear in a future publication.
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