In this paper, a new method that enables the visualisation of multi-attribute design problem solutions is presented. The Hyper-Radial Visualisation (HRV) method provides the decision-maker with the ability to perform real-time tradeoff investigations by incorporating weight preferences and uncertainty representations. In these problems, designers must consider potentially complex tradeoff decisions in order to choose a point or set of points with which to proceed. Designers can investigate the performance space under different weights and/or uncertainty conditions through a two-dimensional visual representation. This allows a more informed and efficient method to find promising solutions for the designer, thereby significantly reducing the time required for tradeoff analysis in a complex design process. This paper presents the HRV method, along with the results and discussion of different case problems with varying dimensionalities to demonstrate the method's viability and usefulness.
Introduction
When an engineering model is characterised by more than one objective function to be minimised, these problems are referred to as Multi-objective Optimisation Problems (MOPs). Typically, most design optimisation problems can be posed as a MOP. The general mathematical form of MOPs can be stated as shown in Equation (1) (Rao, 1991) . 
While designers can find multiple solutions to Equation (1), only a few of these solutions will have practical value for the designer. The true challenge with MOPs is to be able to identify the most useful and desirable solution or solution set from amongst the Pareto set. The obtained Pareto set is characterised by having an equally good set of solutions, and creates an additional decision making process for the designer (Pareto, 1906) . Pareto optimum solutions are also known as non-dominated solutions or non-inferior solutions. The region defined by the Pareto optimum solutions is referred to as the Pareto frontier. When MOPs have more than three objectives, there is no longer a Pareto surface but rather a multidimensional hyperspace surface. In this situation, the set of Pareto optimum solutions can be referred to as the Hyperspace Pareto Frontier (HPF) (Agrawal et al., 2006) . Since the set of Pareto optimum solutions typically consists of many solutions, this makes it difficult to choose a single best solution. Designers must consider additional preference information in order to distinguish between the Pareto solutions. As a result, designers need a tool to enable them to choose their final solution(s) from these potential designs -a method that enables intuitive trade-off studies.
Motivation
The success of a design process is characterised by the identification of all the available solutions and the subsequent selection of the best one (Hazelrigg, 1998) . It is then important to assist the decision maker in this selection process. However, many design processes are complex in nature, and therefore create a complex trade-off process. One challenge is to considerably reduce the time necessary to find the trade-off solution. Using a visualisation technique in order to help the decision maker during this trade-off process is supported by the manner humans acquire information. Seventy-five percent of human attention is focused on sight and the remaining 25% is shared by hearing, smell, touch and taste (Laird, 1985) . Hence, visualisation would provide decision makers with qualitative data that would improve the solution selection process (Helig, 1992) . In a two-dimensional visualisation environment, decisions can be made intuitively in order to find the most suitable solution corresponding to designers' preferences. However, most real world problems are multi-dimensional (greater than 2-D) and the visualisation of such a design space is a very challenging task.
Several methods have been developed in order to provide the decision maker with a visual representation. Parallel coordinates (Inselberg and Dimsdale, 1990; Inselberg, 1997) is often used to represent multiple objective functions and Pareto solutions. However, as the number of solutions available grows and the number of objective functions increase, the representation becomes less intuitive since the visualisation becomes incredibly dense.
The Hyperspace Diagonal Counting (HSDC) method is based on a diagonal counting concept that maps the n-dimensional Pareto frontier to 2 or 3-dimensional data (Agrawal et al., 2005) . It can visualise an HPF in an intuitive and succinct way. However, the HSDC method has a drawback in that it does not maintain a neighbourhood when creating solutions. That is, when collapsing the n-dimensional data onto 2 or 3 dimensions, not all of the n-dimensional neighbourhoods are maintained in the lower dimensions. Moreover, different grouping schemes cause different HPF visualisations for the same problem.
Additional techniques exist such as Graph Morphing (Winer and Bloebaum, 2002a-b) , where the designers assign two or three design variables to a Cartesian coordinate system and change the values of the remaining variables interactively (e.g., through slider bars) in order to observe and understand how they affect the design problem. This approach is limited by dimensionality, as it becomes difficult to interactively explore the space with too many slider bars. Cloud Visualisation (Eddy and Lewis, 2001 ) allows designers to view all previously generated design information with this information presented as a cloud of Pareto points. However, since all spaces are displayed in separate windows that are linked, the functionality is compromised for large numbers of functions, since it becomes tedious to work with too many windows.
Physical Programming Visualisation (Helig, 1992) allows the designer to observe the performance metrics, defined by the decision maker, without directly dealing with the design variable values. Mattson and Messac (2003) and Mattson et al. (2004) use a Pareto filter to reduce the Pareto set from numerous disparate design concepts into a smaller and effective Pareto set, termed the Smart Pareto Filter. Unfortunately, the use of the s-Pareto filter does not eliminate the issues pertaining to the visualisation of multidimensional Pareto set for high dimensional problems. Multidimensional Visualisation (Ribarsky et al., 1994) uses glyph plots, brushing, and a scatter plot matrix for its interface. This allows the designers to focus on important variables in a MOP by using different shapes, colours, orientation and several other options offered by 'glyph' objects.
Another approach is to help the decision maker in allowing to perform changes 'on the fly' to steer the analysis to a solution (Winer and Bloebaum, 2002a-b) . This 'design by shopping' (Balling, 1999) process first explores the design space to then find the optimal solution. A visual steering command can be used in order to help the designers to guide them to a solution in an efficient manner. However, the designers may have no knowledge of their preferences, complicating such an interactive approach.
The Trade Space Exploration approach (Yukish et al., 2007) uses a combination of glyph, histogram, scatter, scatter matrix, and parallel coordinate plots to enable a designer to interactively shop for a design amongst thousands of design alternatives. This is the most comprehensive set of approaches proposed thus far for trade space exploration, and includes a steering mechanism for design generation. However, these visualisations are still limited by the numbers of performance criteria (e.g., objective functions) that can be handled simultaneously, with most of the tools dependent upon series of 2-D performance comparisons that can become challenging for large numbers of objective functions.
All these techniques, which are essentially used as methods of solution validation and subsequent concept selection, become cumbersome for very large problems. Hence, a multidimensional visualisation capability that facilitates intuitive design concept selection for larger problems is one of the most critical requirements in the field of multi-objective optimisation. In this paper, a visualisation methodology termed the Hyper-Radial Visualisation (HRV) Method is developed in which an HPF can be visualised in an intuitive way for a preference space of any dimension. The method allows for a quick representation of the available solutions in a MOP, and also incorporates the preferences defined by the decision maker using a weighting procedure. Furthermore, an uncertainty representation can be incorporated after the generation of attributes in order to account for aleatory and epistemic uncertainty associated with preference choices, thus allowing a more informed and responsible decision-making process. Finally, the possibility of performing changes 'on the fly' allows the method to be used as a steering paradigm as well as a visual tool to present information relevant to the decision maker. Figure 1 shows a flowchart of the HRV Method with Uncertainty. Pareto points can be found using any desirable method. The first step involves a decision on the part of the designer as to whether to include uncertainty. While the details of this are included later in this paper, it is important to understand the basic concept here. If uncertainty is to be incorporated, the existing Pareto points are compared to the new criteria developed to capture the uncertainty and then a filtered subset of the original Pareto points is created for subsequent use. Next, the designer must decide whether to incorporate explicit preferences into the problem, which would emphasise one or more objective function over the others. Once this is accomplished, the visualisation of the remaining Pareto points, with or without weightings is generated. The visualisation is then used to accomplish the trade-off analysis. In the next section, the details of the HRV method are presented. 
The hyper-radial visualisation method
The HRV method uses a radial calculation concept in which a hyper-radius is calculated. Figure 2 shows that for every point in two dimensional space there is a corresponding point on a line. Equation (2) is used to calculate the hyper-radius of each data point, where n represents the dimensionality of the performance space (i.e., the number of objective functions in the MOP). In order to create a meaningful representation for multiple objective functions that have different values and units, it is necessary to first normalise each objective function using Equation (3). 
In addition to normalising each objective function, the result of the hyper-radial calculation also must be normalised, so that the visualisation will be associated with axes from [0, 1] . Hence, the Hyper-Radial Calculation (HRC) value is shown in Equation (4). For n-objective functions, the HRC value is: 
To illustrate the concept further, consider the n-objective sample data in Equation (5), corresponding to Pareto point j (of a total of q Pareto points). These objective functions are grouped into two sets in Equation (6). The designer controls the way in which objectives are grouped in this method. This is discussed in greater detail later in the paper. 
Next, each objective function is normalised as in Equation (3), and is then substituted into Equation (4) by group (i.e., there will be an HRC calculation for each group). Finally, the n-objective sample data can be represented by Equation (7), and the two dimensional data set, [HRC1, HRC2], can be plotted in 2-D. By doing this, s functions are represented by the HRC1 hyper-radial value, while (n-s) functions are represented by the HRC2 value. 
One advantage of the HRV method is that the Utopia point in an HPF visualisation represented by the HRV method is the origin, for any minimisation problem (the minimum value of every objective function must be zero after being normalised). From the definition of the Utopia point, the Utopia point is a combination of the minimum value of each objective function. Hence, in the HRV, the Utopia point will become a null vector ([0 0 … 0]) which must, by definition, be the origin. This allows designers to have a reference point in the visualisation process.
Since the origin of an HRV visualisation is the Utopia point, Pareto points that are close to the origin have small radius values, which translates into small objective function values. For minimisation problems, these are likely to be the Pareto points the designers would be interested in for final selection, given an equal preference weighting of all objective functions. Figure 3 shows a n-dimensional Pareto Frontier visualised in a two dimensional figure using the HRV (i.e., Axis 1 represents some number of original objective functions and Axis 2 represents the rest). The known Pareto points are distributed in the gray area, and the black bold line is the frontier of the HPF visualisation. Mathematically, every arc that uses the origin as its circle centre can be considered to be indifference curve (Miettinen, 1999) . For the case of four specific indifference curves (i.e., IC 1 , IC 2 , IC 3 and IC 4 ), the points on IC 2 are more desirable than those on IC 3 , and the points on IC 3 are more desired than those on IC 4 . Therefore, the best solution is the point on the frontier of the HPF representation that is tangent to the smallest valued indifference curve. In this way, it is possible to quickly identify 'good' regions and solutions in the n-D preference space, regardless of numbers of objective functions or numbers of Pareto points. The issue of imposing preferences, which is explored in this paper by means of weight coefficients, is addressed at a later time. The HRV Method can be used in multiple ways to enable implementation of trade-off studies. There are three key issues that must be addressed prior to using the HRV as a decision-making tool. First, it is critical to understand how different objective function groupings (i.e., into the HRC1 and HRC2) will impact the visualisation. Second, there must be a way to incorporate designer preferences so that trade-offs can be explored quickly and efficiently. Third, uncertainties must be captured and represented in such a way as to provide more information to the designer during decision-making. We will address these three issues in the next three sections.
Normalisation of the HRV-based visualisation
Before the HPF can be visualised using the HRV, the designer must decide how to group the objective functions. In one case, there may be an equal number of functions allocated to each axis (e.g., two to one and two to the other). The end result will be a visualisation with circular indifference curves, which would represent an unbiased visualisation. However, in a second case, there may be an unequal number of functions, which would necessitate different numbers of objective functions being represented in HRC1 than HRC2 (e.g., two to one and three to the other). This would produce an elliptical set of indifference curves, with a biased visualisation. In order to always have circular indifference curves, the visualisation can be normalised by normalising the HRC1 and HRC2 values. The two cases of groupings are discussed in the next section.
Equal groupings of objective functions
For an HPF to be visualised in two dimensions, with an equal number of objective functions assigned to each HRC, the radius of each represented Pareto point can be described using Equation (8). For an unbiased representation (e.g., resulting in circular indifference curves), (n-s) must equal s, which means there are an equal number of objective functions represented by HRC1 as are represented by HRC2. 
In this case, different combinations of objective functions will result in the same radius and will therefore lie on the same indifference curve. This is demonstrated in Equation (9) and shown in Figure 4 . This means that any grouping of the objective functions will always provide the same radius in the HRV and will lie somewhere on the same indifference curve. Hence, a designer can group the objective functions into equal numbers in any way with no resulting negative impact on the visualisation.
Combination scheme 1:
Combination scheme 2: (F 1 F r+2 F 3 F 4 …F r ) versus (F r+1 F 2 F r+3 F r+4 …F 2r ).
Unequal groupings of objective functions
For the case in which there is an odd number of objective functions (for (n-s) ≠ s or even for a case where the designer chooses to assign objective functions unequally to HRC1 and HRC2), a q-dimensional dummy objective function can be added so as to remove the inherent bias introduced by unequal numbers. Such a function is a q-dimensional vector (associated with the q Pareto points) with all its components equal to zero (Jeffreys and Jeffreys, 1988) . The impact of adding such a dummy objective function will be to maintain the circular indifference curves, so as to avoid obtaining a skewed elliptical visualisation ( Figure 5 ). The inclusion of this dummy objective function will in no way change the results of the visualisation in that a ranking of Pareto points by radius value will still remain the same even after this normalisation of the visualisation space. Hence, even in the case where objective functions are grouped unequally, the simple addition of dummy objective functions will enable a normalisation of the visualisation so that the way in which the functions are grouped will not change the indifference curve on which a Pareto point lies. There are multiple ways in which designer preferences might be included in the visualisation in order to better enable decision-making and trade-off exploration. The first method introduced is a weighting approach while the second uses ranges to define highly desirable, desirable, tolerable, undesirable, or highly undesirable ranges for the objective functions.
Preference by weights
In this research, a weighting procedure is introduced to enable designers to incorporate their preferences by assigning different weights to each objective function, prior to the calculation of the HRC values. The weighting procedure developed for the HRV method is shown in Equation (10), and the characteristics of these weights are shown in Equation (11). The resulting two-dimensional data set, [HRCW1, HRCW2], becomes the HPF visualisation coordinates of each Pareto point. 
Preference by ranges
A concept borrowed from the Physical Programming approach for multi-objective optimisation (Messac, 1996) can be applied here to specify ranges for each objective function and classify them as: Highly Desirable (HD); Desirable (D); Tolerable (T); Undesirable (U); or Highly Undesirable (HU). An example of how these preferences can map to objective function ranges is shown in Table 1 . The actual ranges would be decided by the designer. Table 1 The preference ranges specified by equal ranges
Range of objective function Preference
Lower limit (0%) < 20% Highly Desirable (HD)
Upper limit (100%) Highly Undesirable (HU) In this way, each objective function value associated with a Pareto point will have a preference label (e.g., F1-HD, F2-T, F3-U, etc.). The designer could then explore the set of Pareto points by specifying what preferences might be acceptable. By setting minimum standards for each objective function, the designer can then obtain a reduced set of Pareto points to explore further (Chiu and Bloebaum, 2008) . This is particularly important when uncertainties are considered, since one type of uncertainty might be on the quality of the attribute itself (i.e., the objective function), while another might be on the ranges that the designer prescribed. This is explored in greater detail in the next section.
Uncertainty incorporation in hyperspace Pareto frontier visualisations

Attribute uncertainty
The use of uncertainty in the presented method is left to the designer's discretion, and is incorporated if he decides it is appropriate. In order to effectively represent uncertainty, the designer has the ability to apply it separately and independently to each objective function depending on the information available. Since uncertainty representation is associated with the attributes once the alternatives have been generated, its incorporation takes place before the HRV method (recall Figure 1) . Figure 6 illustrates how the uncertainty is incorporated in the overall method, in the case in which ranges are used to assign preference labels to the objective functions. Three arbitrary original Pareto points (Point 1, 2 and 3) depicted in the top portion of the figure, are modified into distributions, as shown in the bottom portion of the figure. It is assumed that the designer is aware of the uncertainty present in the previously generated Pareto sets. Hence, the designer must provide a percent confidence value, d i , for each of the objective attributes from the selected Pareto sets. This value is used to compute boundary values for each attribute, F i_min and F i_max , which is then used to model the uncertainty. The next step is to define the type of distribution that will be applied to the corresponding objective function. Finally, the generated sets of Pareto points are superimposed into the attribute preferences (defined by the designer) ranging from highly desirable to highly undesirable and the probability calculation is performed in order to proceed with the selection.
The uncertainty feature is used as a filtering tool, which will eliminate the Pareto points that do not satisfy the designer's criteria. By defining the percent probability that a certain objective has to at least satisfy, the use of the computed cumulative distribution function for each attribute set allows the comparison of the computed value to the one given by the designer. At the end of the process, the new filtered Pareto points are used and the HRV method is applied to represent them.
The following outline presents how this selection process takes place, and illustrates the probability calculation on three arbitrary attributes.
Selection process overview
Step 1
Prompt the designer for the percent deviation, d i , where i = number of objective function, of each objective function's attributes and compute the corresponding range bounds. Equation (12) 
Having defined the upper and lower boundaries, the bounds are used to generate a number of points in between in order to shift from a single point to a set of points ( Figure 6 ). The accuracy and performance of the method depend on the number of points generated.
Step 2
The designer specifies which range rating will be selected and what the probability, PR, value of the rating will be for each objective function to satisfy. The method interprets the given information as follows: PR percent of being at least 'rating' (e.g., 80% of being at least Tolerable). This provides a reference for the method from which the method determines the set of points that are selected for the probability calculation. Consider a case in which all the attribute values that are at least 'Desirable' would be selected when no uncertainty is applied. Figure 7 illustrates a hypothetical uncertainty definition for an objective function i where the designer decides to keep all the attributes that satisfy the following condition: 'x% of being at least Desirable'. This uncertainty separates the preference range in 3 parts. The first range (range 1) corresponds to the attributes having a 100% probability of satisfying the designer's criteria. Range 2 corresponds to the attributes that are located in between the last point having a 100% probability of being 'Desirable' (B1) and the first point that will have a 0% probability of being 'Desirable' (B2). Range 3 corresponds to the attributes having a 0% probability of satisfying the designer's criteria, and as a result the attributes located there are automatically discarded. Range 2 represents all the attributes for the objective function i that are selected by the method to then have a probability check as well as the point of reference that will be used for the cumulative distribution function (for the hypothetical case, it corresponds to the threshold value between 'Desirable' and 'Tolerable').
Figure 7
Attributes selection process prior to the probability calculations (see online version for colours)
Point 1 Point 2 Point 3
Figure 8 illustrates how the probability percentage is obtained for each of the three arbitrary points from Figure 6 . The calculation of the probability percentage is explained in more details in the next paragraph. Equation (13) represents the ratio between the area A and the total area A + B, where A and B represent respectively the area under the distribution function before the boundary T, and the area under the same distribution function after the boundary T. The area A + B represents the total area under the distribution. However the equation used to calculate the probability of the distribution is the cumulative distribution function for the selected distribution. The probability is:
.
Step 3 Figure 8(b) represents the general case of the probability calculation (using a normal distribution). For a given objective function F i , an arbitrary point located in Range 2 (Point 2 from Figure 7 ) is selected for probability comparison. The necessary values are computed using the previously defined d i for the given objective function. The boundary T is used as the reference point in the cumulative distribution function and its probability is calculated and finally compared to the previously defined probability value PR. The cumulative distribution function determines the probability of all the points for a given objective and compares it to the one defined by the designer. If PR > PFi for a given point, it is infeasible and is discarded. If PR ≤ PFi, this point is kept. Having sorted out the infeasible points under uncertainty, the remaining Pareto points are represented as a HPF using the HRV method. However, this process does not account for uncertainty in the previously defined attribute preferences, and the designer might be uncertain about the actual extent of those ranges, thus making it necessary to allow the designer in modifying 'on the fly' those values in order to provide better information. This situation is described in the next section.
Range uncertainty
The designer could also be uncertain about the range thresholds, and should be able to perform modifications to the threshold values 'on the fly'. Figure 9 represents an initial range definition of ratings that was defined by the designer. However, the designer has the possibility of modifying the ratings if further investigate of their influence on the general behaviour of the selection process is required or is there is uncertainty about the exact value. The original boundary between Desirable and Tolerable is represented by T, and the modified one is T′. The probability comparison process is modified since the boundary T is changed by the designer, thus resulting in new probabilities for the attributes. After modifying this value, the same process as described in the previous section is performed and a new set of probabilities are computed and stored, allowing comparison with the previously generated ones. The designer is also able to define upper and lower limits to the thresholds and obtain upper and lower limits on the probabilities to be calculated and provided to the designer in order to have more valuable information. 
Applications and discussion of results
In this section, three sets of investigations are described, in order to demonstrate the viability and usability of the HRV Method with Uncertainty. The first investigation pertains to the inclusion of designer preferences using weights. As part of this study, two separate cases were further investigated pertaining to the impact of equal groupings of objective functions and unequal groupings. Following this investigation and discussion of results is an investigation into the impact of incorporating uncertainty into the HRV Method. 
Impact of incorporating preferences using weightings
A four objective function problem is used to demonstrate the preference incorporation by weighting procedure. This sample problem has 1384 non-dominated Pareto solutions generated by a Multi-Objective Genetic Algorithm (MOGA) (Eddy and Lewis, 2001 ). The problem statement is shown in Equation (14). 
Case 1 pertains to the situation in which there is an unequal distribution of objective functions to HRC1 versus HRC2. Case 2 pertains to a situation in which the objective functions are equally allocated to the HRC1 and HRC2. The associated study focuses on how different weightings will impact the resulting HRV visualisation, as well as how these weights influence the radius of the Pareto points. It is important to understand how imposing different weight values will impact the radius in each case. This is addressed in the sections below.
Test case 1 -unequal objective functions
This case represents a situation in which a designer knows that the objective function, F4, is more important than the others (i.e., the designer prefers lower values of F4). Hence, the designer has assigned F4 to a separate HRC value from the other objective functions. Further, the designer weights the F4 more heavily than the other objective functions, thereby shifting the resulting visualisation. A variety of weight settings can be explored quickly and efficiently through an interactive change in the weight values. At any time, the designer can zoom into the HRV space to see a reduced region with more clarity. Additionally, a subset of a region of interest can always be selected with all Pareto points outside that region being filtered out. Further, detailed information about specific Pareto points, such as design variable information, can be obtained at any time merely by clicking on that particular point in the HRV. This type of interactive visualisation is particularly important for decision-making and provides a vehicle to the designer to explore trade-offs between thousands of Pareto points and large numbers of objective functions. In Figure 10 , F1, F2 and F3 are aggregated in HRC1 and F4 is represented by HRC2. There are two biases in this case. There is the inherent bias due to the unequal number of objective functions in each group and there is also an imposed bias due to the user-defined value of the weight for F4, W4. Since the weights sum to one, an increase in W4 results in a corresponding decrease to the weights, W1, W2 and W3. The detailed weight assignments are shown in each figure. It should be noted that W4 is emphasised in this case over the other weights, so as to ensure that the designer preferred objective function, F4, is emphasised. The result is that those Pareto points with the 'best' F4 values, while still maintaining acceptable values for the other objective functions, are shifted so that they have smaller radius values and fall closer to the Utopia point. As a separate note, since F4 is represented by itself in HRC2, a weight value of W4 = 0 would result in all Pareto points falling somewhere on the HRC1 axis.
From Figure 10 (a) to Figure 10 (c), it is seen that the increase in W4 makes the HPF visualisations change, due to the corresponding change in radius value for each Pareto point (recall Equation (10)). In other words, a different Pareto point is found to have the minimum radius in each of these figures. The location of the minimum radius Pareto point is indicated in each figure by an arrow. Figure 11 shows how increasing the W4 weighting impacts the objective function values associated with the minimum radius points for each of the Weighting Cases A-E. From the figure, as W4 increases, the value of F4 decreases as well, while the square sum of the other objective function values increase (for equal weights). The square sum is used as a convenient measure to indicate overall trends of a group of objective functions associated with a single HRC. This means that Pareto points with smaller F4 values end up being selected (i.e., have the smallest radius) due to the shift in emphasis.
Figure 11
The sorting results by using weighting procedure in the four-objective problem (F1F2F3 versus F4) (see online version for colours) Table 2 shows the index number of the Pareto point corresponding to the minimum radius values in each of the different weighting cases. The normalised F values associated with each of these Pareto points are also provided, as is the square sum for each of the objective function groupings. It is critical to note that while the square sum of the objectives F1, F2 and F3 increases when their weights (W1, W2 and W3) decrease, this says nothing about the behaviour of each individual objective function. While these results correspond to what one would expect, it becomes more difficult to see trends when changing multiple weights simultaneously. 
Test case 2 -equal objective functions
In Figure 12 , F1 and F2 are grouped together on the X-axis (HRC1), with F3 and F4 grouped on the Y-axis (HRC2). In the cases to be explored here, it is assumed that F1 and F2 are considered to be of equal importance to one another, but of greater importance than F3 and F4. Hence, F1 and F2 are emphasised at the same time with the same weights. In a more general case, designers can incorporate their preferences by assigning different weights to each objective function. Figures 12(a) to 12(c) show how increasing the weight changes the HPF visualisations. The goal here is to demonstrate that a designer can use the HRV to sort through thousands of Pareto points quickly and efficiently. A simple change in weightings, which can occur on the fly through a slider bar, shifts the visualisation. The HRV visualisation changes since the weights create a change in the radius associated with each Pareto point (Equation 10). The impact of these higher weights on F1 and F2 is that the HRV representation becomes stretched and shifts so that the minimum radius Pareto points will be those with the smaller values of F1 and F2. The Pareto point with the smallest radius value is indicated in the figures by an arrow. Figure 13 shows that the square sum value of the emphasised objectives (F1 and F2) decrease when their weights increase. As previously mentioned, while it will always be true that the square sum of the emphasised objectives will decrease as the weights for those objectives increase, it is not possible to make any statement about how any individual objective function will change. As an example, the sorting results of F4 show a continued decrease at first before eventually increasing slightly in value, although the square sum of F3 and F4 continue to increase consistently. 
Figure 13
The sorting results by using weighting procedure in the four-objective problem (F1F2 versus F3F4) (see online version for colours) Table 3 shows quite clearly that different Pareto points are obtained initially as the weights are changed. However, as W1 and W2 increase to orders of magnitude larger than W3 and W4, the same Pareto point ends up having the minimum radius. Pareto point 1293 is closest to the Utopia point for each of the last three weighting cases. 
Discussion of preference incorporation using weights
The research results suggest that designers wishing to emphasise a single objective function over all others should group all other objective functions together on one axis (HRC1) with the objective function of primary interest on the remaining axis (HRC2). This will ensure an automatic bias towards the objective function of greatest importance.
Further, that objective function should be weighted heavily so as to ensure the visualisation results will further emphasise that objective. When designers wish to emphasise more than one objective function simultaneously, these should be grouped together. The resulting radius of these objective functions (and square sum of these objective functions) will decrease with increasing weight values. When designers choose to assign weights in order to incorporate preferences, there is a need to represent uncertainties. The necessity to account for uncertainty in the decision making process is important since the reality of engineering design is that designers cannot know everything and furthermore cannot represent everything with certainty. Thus, there is a need to incorporate uncertainties associated with the attributes once the alternatives have been generated in order to allow a more informed and responsible decision-making process. The way in which uncertainty is included in this selection approach is addressed in the next section.
Impact of uncertainty incorporation
Results associated with two test cases are reported in this article. The first is the same four objective function problem used in the previous section to demonstrate the impact of weightings as preferences. The second is a five objective function problem with almost 12 000 Pareto points.
Test case 1 -four objective function problem
The first test problem is the same as the one that is used in Section 5 to demonstrate the concept of the weighting procedure. As observed, the results of the Pareto point with the minimum radius changes when the weight assignment changes. Here, this problem is used to illustrate the effect of uncertainty on the HRV visualisation and resulting minimum radius Pareto point. Table 4 represents the uncertainty that is defined for the different cases investigated in this study. Figure 14 (d) illustrates how the uncertainty is applied in a more focused area of the performance space and how the sorting process due to the incorporation of uncertainty filtered out the less desirable Pareto points. However, the designer has to keep in mind that some combinations of uncertainty definition can lead to no feasible Pareto points, in which case the final visualisation would result in an empty graph. Furthermore, after the uncertainty filtering process has been completed, the use of the weights will result in the same behaviour as for the plots without any uncertainty applied. This is demonstrated in Figure 15 , wherein different weightings are applied to the reduced set of Pareto points associated with Case C. This case study illustrated how the method can effectively filter out the non-feasible Pareto points as uncertainty is incorporated into the objective. The next test cases show the effectiveness of the method in problems of various complexities.
Test case 2 -five objective function problem
This five-objective problem comes from a collaborative project with a major automotive manufacturer and includes five objectives, eleven design variables, and three constraints Gurnani et al., 2005) . The objective functions represent technical performance attributes for a passenger vehicle and the design variables represent geometric parameters of the vehicle. The constraints provide some basic physical and technical requirements and limitations. This problem has 11 885 non-dominated Pareto points, and these points are represented by the HRV method in an unbiased way. Since the problem has five objective functions, a dummy objective, F6, is added to create an equal division of objective functions between HRC1 and HRC2. The weight corresponding to F6, W 6 , will be zero due to the use of dummy objective function. Table 5 represents the uncertainty that is defined for the three cases investigated (Case A-C). In the 'Distribution type' row, U stands for a uniform distribution being applied and N stands for a normal distribution. In the 'Selected range' row, HD stands for Highly Desirable, D for Desirable, T for Tolerable, U for Undesirable and HU for Highly Undesirable. 
Conclusions
Engineering success is greatly dependent on the trade-off decisions that are made in the design process. In the case of multi-objective optimisation, with potentially large numbers of objective functions and large numbers of Pareto solutions, it is critical to be able to explore the inherent trade-offs efficiently and effectively. The HRV method presented here provides a mechanism for designers to quickly and intuitively visualise all the available options in a multi-dimensional performance space. Designer preferences can be incorporated through the assignment of different weightings, which can be changed interactively. Further, the influence of uncertainty on the Pareto solutions can be easily explored through a filtering process.
