Abstract. We introduce the oriented Brauer-Clifford and degenerate affine oriented Brauer-Clifford supercategories. These are diagrammatically defined monoidal supercategories which provide combinatorial models for certain natural monoidal supercategories of supermodules and endosuperfunctors, respectively, for the Lie superalgebras of type Q. Our main results are basis theorems for these diagram supercategories. We also discuss connections and applications to the representation theory of the Lie superalgebra of type Q.
1. Introduction 1.1. Overview. Let k denote a fixed ground field 1 of characteristic not two. In this paper we study certain monoidal supercategories; that is, categories in which morphisms form Z 2 -graded k-vector spaces, the category has a tensor product, and compositions and tensor products of morphisms are related by a graded version of the interchange law (see Section 2 for more details). While enriched monoidal categories have been the object of study for some time, it is only recently that monoidal supercategories have taken on a newfound importance thanks to the role they play in higher representation theory. To name a few examples, they appear explicitly or implicitly in the categorification of Heisenberg algebras [RS] , "odd" categorifications of Kac-Moody (super)algebras (e.g. [EL, KKO1, KKO2] ), the definition of super Kac-Moody categories [BE1] , and in various Schur-Weyl dualities in the Z 2 -graded setting (e.g. [KT] ).
In this paper we introduce two monoidal supercategories. They are the oriented Brauer-Clifford supercategory OBC and the degenerate affine oriented BrauerClifford supercategory AOBC. They are defined by generators and relations. For both monoidal supercategories the generating objects are ↑ and ↓. Hence, objects in both OBC and AOBC can be viewed as finite words in ↑ and ↓ (we write 1 for the unit object). For OBC the generating morphisms are the three even morphisms : 1 →↑↓, :↓↑→ 1, :↑↑→↑↑, and one odd morphism :↑→↑. For AOBC the generating morphisms are the those of OBC along with an even morphism :↑→↑. These generating morphisms are subject to an explicit list of local relations (see Definitions 3.2 and 3.7 for details). In Section 3 we explain how more complicated diagrams can be interpreted as morphisms in OBC and AOBC. For example, here are two diagrams which correspond to morphisms in Date: March 23, 2018. Research of the first author was partially supported by NSF grant DMS-1700905. Research of the third author was partially supported by NSA grant H98230-11-1-0127. 2010 Mathematics Subject Classification: 17B10, 18D10. 1 More generally, one could take k to be a commutative ring. See Section 6.2.
(1.1)
In particular, it will be obvious that the Hom-spaces in OBC and AOBC are spanned by the set of all such diagrams they contain. As is usually the case, the difficulty is in identifying a subset of these diagrams which form a basis. The main results of this paper are contained in Theorems 3.4 and 3.9 in which we provide a diagrammatic basis for the morphism spaces of these supercategories, and Theorem 7.1 in which we provide bases for the cyclotomic quotients of AOBC.
Motivation and applications.
Let us describe the motivation for these supercategories and some consequences of the aforementioned basis theorems. Let q = q(n) = A B B A A, B are n × n matrices with entries in k .
Put a Z 2 -grading on q = q0 ⊕ q1 by setting q0 (resp. q1) to be the subspace of matrices with B = 0 (resp. A = 0). Then q is the Lie superalgebra of type Q, where the Lie bracket given by the graded version of the commutator bracket. See Section 4.1 for details. The representations in type Q do not have a classical analogue. Despite the important early work done by Penkov-Serganova and others to obtain character formulas and other information (see [PS, Bru1] and references therein), the representation theory in type Q remain mysterious. For example, only very recently the structure of category O for q became clear thanks to the work of Chen [Che] , Cheng-Kwon-Wang [CKW] , and Brundan-Davidson [BD2, BD3] .
Since the enveloping superalgebra of q, U (q), is a Hopf superalgebra, one can consider the tensor product of q-supermodules and the duals of finite-dimensional q-supermodules. Let V denote the natural supermodule for q; that is, column vectors of height 2n with the action of q given by matrix multiplication. Using the Hopf structure we can then form tensor products of V and its dual, V * . For brevity, let us write V ↑ = V and V ↓ = V * and, more generally, given a word a in ↑ and ↓, let V a denote the tensor product of the corresponding supermodules (e.g.
The full subsupercategory of all q-supermodules obtained in this way is a natural object of study.
Moreover, the translation superfunctors given by tensoring with V 's and V * 's are a key tool in much of the progress made in the study of type Q representations. That is, an important role is played by the full subsupercategory of endosuperfunctors of the form V a ⊗ − as a ranges over all finite words in ↑ and ↓. Given the importance of these endosuperfunctors, it is of interest to understand this supercategory.
By design OBC and AOBC, respectively, are combinatorial models for these two supercategories. Specifically, there is a monoidal superfunctor Φ : OBC → q-supermodules given on objects by Φ(a) = V a . When k is characteristic zero, this superfunctor is full (see Theorem 4.1). That is, there is a surjective superalgebra homomorphism End OBC (a) → End q(n) (V a ) (1.2) which, moreover, is an isomorphism whenever the length of a is less than or equal to n (see Remark 4.2). It follows from our basis theorem that End OBC (↑ r ) is isomorphic to the (finite) Sergeev superalgebra introduced in [Ser2] (see Corollary 3.5). For arbitrary a, End OBC (a) is isomorphic to the walled Brauer-Clifford superalgebra introduced by Jung-Kang [JK] (see Corollary 3.6). The fact that (1.2) is an isomorphism whenever the length of a is less than or equal to n recovers [JK, Theorem 3.5] . We should point out the definitions given in [JK] are global in nature. For example, it is not a priori clear their intricate rule defines an associative product. In contrast, our diagrammatic description for these superalgebras involves only local relations and leads to significant simplifications.
Analogously, there is a monoidal superfunctor from AOBC to the supercategory of endosuperfunctors of q-supermodules, Ψ : AOBC → End(U (q) -smod), given on objects by Ψ(a) = V a ⊗−. When k is characteristic zero this superfunctor is faithful "asymptotically" in the sense that given any nonzero morphism in AOBC, its image under Ψ is nonzero as long as n is sufficiently large. Indeed, this observation is key to proving the basis theorems. We reduce to showing that the induced map
is injective for n sufficiently large (e.g. n ≥ r). This in turn is proven by introducing a certain q(n)-supermodule M (which we call the generic Verma supermodule) and proving that the induced map of superalgebras
is injective.
As an application, in Section 4.4 we use Ψ to compute a family of central elements in U (q). By the basis theorem End AOBC (1) is known to be a polynomial ring in ∆ 1 , ∆ 3 , ∆ 5 , . . . where ∆ k is defined by (3.28). In Section 4.4 we explicitly compute the central element corresponding to Ψ(∆ k ) for each k and show that they are essentially the central elements first introduced by Sergeev [Ser1] after the application of the antipode of U (q) (see Proposition 4.6).
1.3. Cyclotomic quotients. Fix nonnegative integers a, b and m i ∈ k for each 1 ≤ i ≤ a. Using this data fix the polynomial of degree ℓ := 2a + b given by f (t) = t relations and provide basis theorems. The key difference is that we choose to work with the supercategories, whereas they work with superalgebras. In Section 7.2 we explain the connection between these two approaches and show their superalgebras are specializations of endomorphism superalgebras in our supercategories. To do so, we construct explicit superalgebra maps from the Gao-Rui-Song-Su superalgebras to the endomorphism superalgebras of our supercategories. Using our bases theorems, one can check that the images under those superalgebra maps of the so-called regular monomials in the superalgebras of Gao-Rui-Song-Su are bases of the appropriate endomorphism superalgebras. Whence, our basis theorems imply the linear independence of the corresponding basis theorems of Theorem 5.15 and Theorem 6.10] ). These arguments cannot merely be reversed in order to obtain our basis theorems from those in [GRSS1] . The main obstacle comes from the fact that our endomorphism superalgebras do not come equipped with nice descriptions via generators and relations. Indeed, without already having a basis theorem for the supercategory, it is difficult to extract a full system of generators and relations for the endomorphism superalgebras from the defining generators and relations for the monoidal supercategory. Hence, providing a well-defined superalgebra map from our endomorphism superalgebras to the superalgebras of Gao-Rui-Song-Su is not an easy task. In particular, we are unable to conclude Theorem 6.3 from [GRSS1, Theorem 5.14] nor Theorem 7.1 from [GRSS1, Theorem 6 .10].
1.5. Future directions. There are a number of interesting questions yet to be considered. For example, in his PhD thesis, Reynolds showed that the locally finite-dimensional representations of a certain specialization of the oriented Brauer category provide a categorification of the tensor product of a highest weight representation and lowest weight representation for a Kac-Moody Lie algebra of type A [Rey] . See [Bru2] for the quantum version of this story. We expect similar results to hold for OBC where the categorification is of a representation for a Kac-Moody algebra of type B. Another natural question is to extend the results of this paper from the classical to the quantum setting. There is a quantized enveloping superalgebra, U q (q), which is a Hopf superalgebra and one can ask for quantum analogues of OBC and AOBC. The quantum walled Brauer-Clifford superalgebras were already introduced in [BGH + ]. In a third direction, there should be representations of AOBC and its cyclotomic quotients related to the representations of finite Wsuperalgebras of type Q and to an expected higher level mixed Schur-Weyl-Sergeev duality (see [BCNR, Section 4.6] where this is explained for type A). So far as the authors are aware, this theory has yet to be developed.
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Monoidal supercategories
In this section we give a brief introduction to monoidal supercategories following [BE2, §1] . We refer the reader to loc. cit. for more details and further references.
2.1. Superspaces. Let k be a fixed ground field of characteristic not two. A superspace V = V0 ⊕ V1 is a Z 2 -graded k-vector space. As we will also have Zgradings we reserve the word degree for later use and instead refer to the parity of an element. That is, elements of V0 (resp. V1) are said to have parity0 or to be even (resp. parity1 or odd ). Given a homogeneous element v ∈ V we write |v| ∈ Z 2 for the parity of the element. Given two superspaces V and W , the set of all linear maps Hom k (V, W ) is naturally Z 2 -graded by declaring that
. Let svec and svec denote the categories of all superspaces with Hom svec (V, W ) = Hom k (V, W ) and
Given superspaces V and W , the tensor product V ⊗ W as vector spaces is also naturally a superspace with Z 2 -grading given by declaring |v ⊗ w| = |v| + |w| for all homogeneous v ∈ V and w ∈ W . The tensor product of linear maps between superspaces is defined via (f ⊗g)(v⊗w) = (−1) |g||v| f (v)⊗g(w). This gives svec (but not svec) the structure of a monoidal category with 1 = k (viewed as superspace concentrated in even parity). The graded flip map v⊗w → (−1) |v||w| w⊗v gives svec the structure of a symmetric monoidal category. Here and elsewhere we write the formula only for homogeneous elements with the general case given by extending linearly.
2.2. Monoidal supercategories. By a supercategory we mean a category enriched in svec. Similarly, a superfunctor is a functor enriched in svec. Given two superfunctors F, G : A → B, a supernatural transformation η : F → G consists of η a,ε ∈ Hom B (F a, Ga) ε for each object a ∈ A and ε ∈ Z 2 such that
ε|f | Gf • η a,ε for every f ∈ Hom A (a, b). We will write η a = η a,0 + η a,1 ∈ Hom B (F a, Ga). The space of all supernatural transformations from F to G is given the structure of a superspace by declaring a supernatural transformation η to be even (resp. odd ) if η a,1 = 0 (resp. η a,0 = 0) for all objects a.
Given two supercategories A and B, there is a supercategory A⊠B whose objects are pairs (a, b) of objects a ∈ A and b ∈ B and whose morphisms are given by the tensor product of superspaces Hom A⊠B ((a, b) 
with composition defined using the symmetric braiding on svec:
. This can be used to give the category scat of all supercategories the structure of a monoidal category.
By a monoidal supercategory we mean a supercategory A equipped with a superfunctor − ⊗ − : A ⊠ A → A, a unit object 1, and even supernatural isomorphisms A braided monoidal supercategory is a monoidal supercategory A equipped with a svec-enriched version of a braiding. More precisely, let T : A ⊠ A → A denote the superfunctor defined on objects by (a, b) → b ⊗ a and on morphisms by f ⊗ g → (−1) |f ||g| g ⊗ f . A braiding on a A is a supernatural isomorphism γ : − ⊗ − → T satisfying the usual hexagon axioms. A symmetric monoidal supercategory is a braided monoidal supercategory A with γ Given a monoidal supercategory A and an object a ∈ A, by a (left) dual to a we mean an object a * equipped with homogeneous evaluation and coevaluation morphisms ev a : a * ⊗ a → 1 and coev a : 1 → a ⊗ a * , respectively, in which ev a and coev a have the same parity and satisfy the super version of the usual adjunction axioms. For example, given a finite-dimensional superspace V with homogeneous basis {v i | i ∈ I}, then V * = Hom k (V, k) with evaluation and coevaluation given by f ⊗ v → f (v) and 1 → i∈I v i ⊗ v * i respectively, where v * i ∈ V * is defined by v * i (v j ) = δ i,j . A monoidal supercategory in which every object has a (left) dual is called (left) rigid.
The following examples will be relevant for what follows.
(i) Any k-linear monoidal category can be viewed as a monoidal supercategory in which all Hom-spaces are concentrated in parity0. If the category is braided, symmetric braided, or rigid, then it still is as a supercategory. (ii) The tensor product and braiding defined in Section 2.1 give svec the structure of a symmetric monoidal supercategory with 1 = k (viewed as a superspace concentrated in parity0). The symmetric braiding γ V,W : V ⊗ W → W ⊗ V is given by the graded flip map. The full subsupercategory of finitedimensional superspaces is rigid. (iii) Given a Lie superalgebra g = g0 ⊕ g1 over a field k of characteristic not two, let g -smod denote the supercategory of all g-supermodules. That is, superspaces M = M0 ⊕ M1 with an action by g which respects the grading in the sense that
for all homogeneous x ∈ g, m ∈ M , and m ′ ∈ M ′ and the graded flip map provides a symmetric braiding. The unit object 1 is the ground field k with trivial g-action. In this way g -smod is a symmetric monoidal supercategory. The full subsupercategory of finite-dimensional g-supermodules is rigid with the action given on M * by (x.f )(m) = −(−1) |x||f | f (x.m). (iv) Given a supercategory A let End(A) denote the supercategory whose objects are all superfunctors A → A with supernatural transformations as morphisms. We give End(A) the structure of a monoidal supercategory with 1 = Id as follows. The tensor product of two superfunctors F, G : A → A is defined by composition
• F θ a,ε2 for each object a ∈ A and ε ∈ Z 2 . The coherence maps are the obvious ones.
When working with monoidal supercategories it will sometimes be convenient to use the following notation. Given objects a and b in a monoidal supercategory, we write ab := a ⊗ b. We will also write a r := a ⊗ · · · ⊗ a or simply as f when the objects are left implicit. Notice that the convention used in this paper is to read diagrams from bottom to top. The products of morphisms f ⊗ g and f • g are given by horizontal and vertical stacking respectively:
Pictures involving multiple products should be interpreted by first composing horizontally, then composing vertically. For example,
because of the super-interchange law :
In terms of string calculus, the super-interchange law implies
2.4. Graded and filtered superspaces. By a graded superspace we mean a kvector space V equipped with a decomposition V = (i,ε)∈Z×Z2 V i,ε . We write V i = V i,0 ⊕ V i,1 for the elements of V that are homogeneous of degree i. Given two graded superspaces V and W , we write Hom k (V, W ) i,0 (resp. Hom k (V, W ) i,1 ) for the space of all k-linear maps that map V j,ε to W j+i,ε (resp. W j+i,ε+1 ) for each (j, ε) ∈ Z × Z 2 . We let gsvec and gsvec denote the supercategories of all graded superspaces with
There is a natural way to give gsvec (resp. gsvec) the structure of a monoidal supercategory (resp. monoidal category) with
By a filtered superspace we mean a superspace V = V0 ⊕ V1 equipped with a filtration · · · ⊆ V ≤i,ε ⊆ V ≤i+1,ε ⊆ · · · such that (i,ε)∈Z×Z2 V ≤i,ε = 0 and (i,ε)∈Z×Z2 V ≤i,ε = V ε for each ε ∈ Z 2 . We write V ≤i = V ≤i,0 ⊕ V ≤i,1 for the elements of V that are filtered degree i. Given two filtered superspaces V and W , we write Hom k (V, W ) ≤i,0 (resp. Hom k (V, W ) ≤i,1 ) for the space of all k-linear maps that map V ≤j,ε to W ≤j+i,ε (resp. W ≤j+i,ε+1 ) for each (j, ε) ∈ Z × Z 2 . We let fsvec and fsvec denote the supercategories of all filtered superspaces with
There is a natural way to give fsvec (resp. fsvec) the structure of a monoidal supercategory (resp. monoidal category) with
Every graded superspace V can be viewed as a filtered superspace by setting
On the other hand, given a filtered superspace V , we write gr V for the associated graded superspace with (gr V ) i,ε := V ≤i,ε /V ≤i−1,ε for each (i, ε) ∈ Z × Z 2 . Given filtered superspaces V and W , a map f ∈ Hom k (V, W ) ≤i,ε induces a map gr i,ε f ∈ Hom k (gr V, gr W ) i,ε in an obvious way.
2.5. Graded and filtered supercategories. By a graded (resp. filtered ) supercategory we mean a category enriched in gsvec (resp. fsvec). Similarly, a graded (resp. filtered ) superfunctor is a functor enriched in gsvec (resp. fsvec). By a graded monoidal supercategory we mean a monoidal supercategory that is graded in such a way that f ⊗ g is homogeneous of degree i + j whenever f and g are homogeneous of degree i and j respectively. Similarly, a filtered monoidal supercategory is a monoidal supercategory that is filtered in such a way that f ⊗ g has filtered degree i + j whenever f and g have filtered degree i and j respectively.
Given a filtered supercategory A, the associated graded supercategory gr A is the supercategory with the same objects as A and with Hom gr A (a, b) := gr Hom A (a, b). The composition in gr A is induced from the composition in A. Similarly, given a filtered superfunctor F : A → B we write gr F : gr A → gr B for the associated graded superfunctor defined in the obvious way.
For example, gsvec and fsvec are graded and filtered monoidal supercategories respectively. Note that gr fsvec and gsvec are not the same, but there is a faithful superfunctor Γ : gr fsvec → gsvec which maps a filtered superspace to its associated graded superspace and maps
The degenerate affine oriented Brauer-Clifford supercategory
In this section we define the monoidal supercategories OBC and AOBC. First, however, we recall the definition of the supercategory OB from [BCNR] . Our definitions will make use of the string calculus for strict monoidal supercategories (see Section 2.3). In particular, each of the supercategories mentioned above admit a diagrammatic description. The objects in each of these supercategories are ⊗-generated by two objects denoted ↑ and ↓. Hence, the set of all objects can be identified with the set ↑, ↓ of all finite words in the letters ↑ and ↓. The string diagrams for these supercategories will be made with oriented strings with an upward (resp. downward) string corresponding to the object ↑ (resp. ↓). For example, a diagram of the form ? ? corresponds to a morphism ↑↓↓↑→↑↓↑↓↑. We will describe classes of diagrams which give bases for the Hom-spaces of OBC and AOBC. In this section we will show these diagrams indeed span the appropriate Hom-spaces. Proof that the diagrams are linearly independent will be given in Section 6.
3.1. The oriented Brauer category. In [BCNR] the oriented Brauer category is defined diagrammatically and then a presentation is given in terms of generators and relations [BCNR, Theorem 1.1] . We take the latter description as our definition and view it as a supercategory concentrated in parity0.
Definition 3.1. The oriented Brauer supercategory OB is the k-linear strict monoidal supercategory generated by two objects ↑, ↓ and three even morphisms : 1 →↑↓, :↓↑→ 1, :↑↑→↑↑ subject to the following relations:
Note that the last relation is the assertion that there is another distinguished generator :↑↓→↓↑ which is a two-sided inverse to := .
(3.3)
We define rightward cups/caps and downward crossings in OB as follows:
An oriented Brauer diagram with bubbles of type a → b is any string diagram obtained by stacking (vertically and horizontally) the defining generators of OB along with the diagrams (3.3) and (3.4) in such a way that the result can be interpreted as a morphism in Hom OB (a, b). For example, here are two oriented Brauer diagrams with bubbles of type
(3.5)
The term bubble refers to any component of such a diagram without an endpoint. In the examples above, the left diagram has two bubbles whereas the right has none. An oriented Brauer diagram refers to an oriented Brauer diagram with bubbles that has no bubbles. We say that two oriented Brauer diagrams are equivalent if they are of the same type and one diagram can be obtained from the other by continuously deforming its strands, possibly moving them through other strands and crossings, but keeping endpoints fixed. Moreover, we say two oriented Brauer diagrams with bubbles are equivalent if they have the same number of bubbles and their underlying oriented Brauer diagrams (without bubbles) are equivalent. For example, the left (resp. right) diagram in (3.5) is equivalent to the following digram on the left (resp. right):
Of course, any morphism in OB can be realized as a k-linear combination of oriented Brauer diagrams with bubbles. It follows from [BCNR, Theorem 1.1] that two oriented Brauer diagrams with bubbles represent the same morphism in OB if and only if they are equivalent. Moreover, the set of all equivalence classes of oriented Brauer diagrams with bubbles of type a → b is a basis for Hom OB (a, b).
As explained in [BCNR, §1] , OB is a rigid symmetric monoidal supercategory. Briefly, the symmetric braiding on OB is the obvious one given on generating objects by the crossings , , , . Moreover, the generating objects are dual to one another with evaluation and coevaluation maps given by , and , respectively.
3.2. The oriented Brauer-Clifford supercategory. Adjoining "Clifford generators" to OB results in the following:
Definition 3.2. The oriented Brauer-Clifford supercategory OBC is the k-linear strict monoidal supercategory generated by two objects ↑, ↓; three even morphisms : 1 →↑↓, :↓↑→ 1, :↑↑→↑↑; and one odd morphism :↑→↑ subject to (3.1) and (3.2), and the following relations:
Note that the last relation in (3.6) makes use of the rightward cup defined by (3.4).
We define the downward analogue of as follows:
There is an obvious monoidal superfunctor OB → OBC which allows us to view equivalence classes of oriented Brauer diagrams with bubbles as morphisms in OBC. We define an oriented Brauer-Clifford diagram (resp. with bubbles) to be an oriented Brauer diagram (resp. with bubbles) with finitely many 's on its segments, where segment refers to a connected component of the diagram obtained when all crossings and local extrema are deleted. For example, here are two oriented Brauer-Clifford diagrams of type ↓↑↑↑↓↓→↑↓↑↓↑↓:
With (3.7) in mind, we can interpret any oriented Brauer-Clifford diagram with bubbles as a morphism in OBC.
Since is odd, we must keep the super-interchange law in mind when sliding 's along strands. For example, by (2.1) we have
However, the following result shows that 's are allowed to freely slide along cups/caps and pass through crossings.
Proposition 3.3. The following relations hold in OBC:
(3.14)
Proof. The left of (3.9) is verified below. The right of (3.9) is similar. = .
Next, we prove (3.11)-(3.14). In (3.11)-(3.14) the right equality is obtained from the left by composing on top and bottom with , , , and , respectively. The left of (3.11) is one of the defining relations of OBC. The left of (3.12) is verified below:
Similarly, the left of (3.13) (resp. (3.14)) follows from (3.3) (resp. (3.4)) and the left of (3.11) (resp. (3.12)). Finally, we verify the left of (3.10) below. = .
The right of (3.10) is similar.
Next, we will flesh out more of the diagrammatic nature of OBC. However, before doing so we pause to point out that (3.11)-(3.14) imply the symmetric braiding on OB extends to a supernatural isomorphism for OBC. In particular, OBC inherits the structure of a rigid symmetric monoidal supercategory from OB.
We have a downward analogue of the left relation in (3.6):
(3.15)
In particular, it follows that every oriented Brauer-Clifford diagram with bubbles can be reduced, up to sign, to a diagram with the same underlying oriented Brauer diagram and at most one on each strand. For example, the two diagrams in (3.8) represent the same morphism in OBC. Additionally, we have an even analogue of the right relation in (3.6). Indeed,
Since char k = 2, the computation above implies
It follows that any oriented Brauer-Clifford diagram with at least one bubble reduces to zero in OBC. Hence, the Hom-spaces in OBC are spanned by oriented BrauerClifford diagrams (without bubbles) that have at most one on each strand. Next, we refine this spanning set:
We say that an oriented Brauer-Clifford diagram is normally ordered if ⋄ it has at most one on each strand; all 's are on outward-pointing boundary segments (i.e. segments which intersect the boundary at a point that is directed out of the picture); ⋄ all 's which occur on upwardly oriented segments are positioned at the same height; similarly, all 's which occur on downwardly oriented segments are positioned at the same height.
For example, in (3.8) the diagram on the right is normally ordered and the one on the left is not. We say that two normally ordered oriented Brauer-Clifford diagrams are equivalent if their underlying oriented Brauer diagrams are equivalent (see Section 3.1) and their corresponding strands have the same number of 's on them. Note that two equivalent normally ordered oriented Brauer-Clifford diagrams correspond to the same morphism in OBC. Moreover, it follows from the discussion above that the Hom-spaces in OBC are spanned by normally ordered oriented Brauer-Clifford diagrams. In fact, we have:
Theorem 3.4. For any a, b ∈ ↑, ↓ the superspace Hom OBC (a, b) has basis given by equivalence classes of normally ordered oriented Brauer-Clifford diagrams of type a → b.
It is possible to give a straightforward combinatorial proof of Theorem 3.4. However, we omit such a proof since Theorem 3.4 is a consequence of our basis theorem for AOBC as explained in Section 3.4.
Meanwhile, let us point the following consequence of Theorem 3.4. For r ≥ 1, let C r denote the Clifford algebra generated by c 1 , . . . , c r , subject to the relations c 2 i = 1 and c i c j = −c j c i for i = j. We view C r as a superalgebra by declaring the generators to be odd. Let kΣ r denote the group algebra of the symmetric group on r letters viewed as a superalgebra concentrated in parity0. Then the (finite) Sergeev superalgebra is Ser r = C r ⊗ kΣ r (3.17) as a superspace with C r ⊗ 1 ∼ = C r and 1 ⊗ kΣ r ∼ = kΣ r as subsuperalgebras and with mixed relation wc i = c w(i) w for i = 1, . . . , r and all w ∈ Σ r . Corollary 3.5. For r ≥ 1,
Proof. The Sergeev superalgebra is generated by s 1 , . . . , s r−1 , c 1 , . . . , c r subject to s
From this it follows that there is a well defined superalgebra map
given by
Using Theorem 3.4 it is straightforward to see that ϕ is an isomorphism. In particular, a direct count shows that there are 2 r (r!) normally ordered oriented Brauer diagrams of type ↑ r →↑ r which matches the dimension of Ser r .
More generally, given nonnegative integers r, s, let BC r,s denote the walled Brauer-Clifford superalgebra. This superalgebra was introduced in [JK] where it is denoted B r,s and called the walled Brauer superalgebra. Our notation and terminology is chosen so as to be consistent with that of [BGH + ]. In the next result we assume k contains √ −1.
Corollary 3.6. Let a be a word consisting of r ↑'s and s ↓'s. Then
as superalgebras.
Proof. We first note that if a and b are two words with r ↑'s and s ↓'s, then
The isomorphism is given by applying suitable symmetric braidings for OBC. Consequently, assume a =↓ s ↑ r . By [JK, Theorem 5 .1], BC r,s is generated by even generators s 1 , . . . , s r−1 , s r+1 , . . . , s r+s−1 , e r,r+1 and odd generators c 1 , . . . , c r+s subject to an explicit set of relations. By checking relations we see that there is a superalgebra map α :
. . , r − 1;
r+s−i i−r−1 r , i = r + 1, . . . , r + s.
As for the previous theorem one can use Theorem 3.4 to verify that α is an isomorphism. We leave the details to the reader.
3.3. The supercategory AOBC. We now introduce an affine version of OBC.
Definition 3.7. The degenerate affine oriented Brauer-Clifford supercategory AOBC is the k-linear strict monoidal supercategory generated by two objects ↑, ↓; four even morphisms : 1 →↑↓, :↓↑→ 1, :↑↑→↑↑, :↑→↑; and one odd morphism :↑→↑ subject to (3.1), (3.2), (3.6), and the following relations:
We define a dotted oriented Brauer-Clifford diagram (resp. with bubbles) to be an oriented Brauer diagram (resp. with bubbles) with finitely many 's and 's on its segments. For example, (1.1) shows two dotted oriented Brauer-Clifford diagrams with bubbles of type ↓ 2 ↑ 2 →↓ 2 ↑ 3 ↓. Given a nonnegative integer k, we will draw a labeled by k to denote k 's on a strand; that is, the vertical composition of k 's or k 's. For example, the diagram on the right of (1.1) could have been drawn as 2 3
We can interpret any dotted oriented Brauer-Clifford diagram with bubbles as a morphism in AOBC, and the Hom-spaces in AOBC are certainly spanned by all dotted oriented Brauer-Clifford diagrams with bubbles. For all a, b ∈ ↑, ↓ and each k ∈ Z we let Hom AOBC (a, b) ≤k,0 (resp. Hom AOBC (a, b) ≤k,1 ) denote the k-span of all dotted oriented Brauer-Clifford diagrams with bubbles of type a → b having at most k 's and an even (resp. odd) number of 's. This gives AOBC the structure of a filtered monoidal supercategory (see Section 2.5). Given a dotted oriented Brauer-Clifford diagram with bubbles, d, we will write deg(d) for the number of 's appearing in d. For example, deg(d) = 7 when d is either of the diagrams in (1.1).
Definition 3.8. A dotted oriented Brauer-Clifford diagram with bubbles is normally ordered if ⋄ removing all bubbles and all 's results in a normally ordered oriented Brauer-Clifford diagram; ⋄ each bubble has zero 's and an odd number of 's, are crossing-free, counterclockwise, and there are no other strands shielding it from the rightmost edge of the picture;
⋄ each is either on a bubble or on an inward-pointing boundary segment; ⋄ whenever a and a appear on a segment that is both inward and outwardpointing, the appears ahead of the in the direction of the orientation.
For example, in (1.1) the diagram on the right is normally ordered and the one on the left is not. We say that two normally ordered dotted oriented Brauer-Clifford diagrams with bubbles are equivalent if their underlying oriented Brauer diagrams with bubbles are equivalent and their corresponding strands have the same number of 's and 's. We can now state our main result:
Theorem 3.9. For any a, b ∈ ↑, ↓ the superspace Hom AOBC (a, b) has basis given by equivalence classes of normally ordered dotted oriented Brauer-Clifford diagrams with bubbles of type a → b.
3.4. Consequences of Theorem 3.9 for OBC. For this subsection we assume Theorem 3.9. Let OB(0) denote the quotient of OB obtained by requiring (3.16). Then the Hom-spaces in OB(0) have a basis given by equivalence classes of oriented Brauer diagrams without bubbles. Moreover, there are obvious monoidal superfunctors
We saw in Section 3.2 that the Hom-spaces in OBC are spanned by normally ordered oriented Brauer-Clifford diagrams. It follows from Theorem 3.9 that the image of the equivalence classes of normally ordered oriented Brauer-Clifford diagrams under (3.20) are linearly independent in AOBC, whence they are linearly independent in OBC. Theorem 3.4 follows. Moreover, it follows that the monoidal superfunctors in (3.20) are both faithful.
3.5. Normally ordered diagrams span. In Section 3.2 we showed that normally ordered oriented Brauer-Clifford diagrams span the Hom-spaces in OBC. The goal of this subsection is to show that normally ordered dotted oriented Brauer-Clifford diagrams with bubbles span the Hom-spaces in AOBC. We start with an analogue of Proposition 3.3 for AOBC. In the proof, we will make use of Proposition 3.3 without reference.
Proposition 3.10. The following relations hold in AOBC:
Proof. The proof of (3.21) is similar to that of (3.9). In (3.23), (3.24), (3.25), and (3.26) the right equality is obtained from the left by composing on top and bottom with , , , and respectively. The left of (3.23) is one of the defining relations of AOBC. The left of (3.24) is verified below: Proofs for the left equalities in (3.25) and (3.26) are similar. Finally, we verify the right of (3.22) below. = .
The left of (3.22) is similar.
Note that (3.9)-(3.10) and (3.21)-(3.22) allow us to draw 's and 's on local extrema of strands in dotted oriented Brauer-Clifford diagrams with bubbles without ambiguity. We will do so whenever convenient.
We have a downward analogue of the left relation in (3.18):
Before proving that normally ordered dotted oriented Brauer-Clifford diagrams with bubbles span arbitrary Hom-spaces in AOBC, we first consider diagrams of type 1 → 1. In this case we must show the superalgebra End AOBC (1) is generated by ∆ 1 , ∆ 3 , ∆ 5 , . . . where
First, note that Propositions 3.3 and 3.10 can be used to express any dotted oriented Brauer-Clifford diagram with bubbles of type 1 → 1 in terms of crossing-free unnested bubbles. For example,
Moreover, we can express any clockwise bubble in terms of counterclockwise ones using computations similar to the following: 
whenever k is a nonnegative odd integer. Now, using (3.6), (3.15), (3.18), and (3.27) we can reduce the number of 's on any bubble to zero or one. Finally, the following proposition shows that the only nonzero counterclockwise bubbles with at most one are ∆ 1 , ∆ 3 , ∆ 5 , . . ., whence they generate End AOBC (1).
Proposition 3.12. The following relations hold in AOBC for any nonnegative integer k:
Proof. The left relation when k = 0 follows from the right of (3.6). If k > 0 the left relation follows from the calculation below since char k = 2:
The right relation follows from the calculation below:
The following lemma implies that normally ordered oriented Brauer-Clifford diagrams with bubbles span the Hom-spaces of AOBC. First, remove pairs of 's appearing on the same strand until each strand has at most one . Next, freely slide each bubble to the right of the picture and redraw them so that they are crossing-free and counterclockwise, without changing the number of 's and 's appearing on each bubble. Finally, on every non-bubble strand freely slide all 's (resp. 's) until they lie on an outward-pointing (resp. inward-pointing) segment. 
Connection to representations of Lie superalgebras of type Q
We next explain how the supercategories OBC and AOBC are connected with the representations of the Lie superalgebras of type Q. In what follows we assume that √ −1 is an element of k. This is only for convenience. In particular, the arguments in Section 6.2 imply the basis theorems hold in general.
4.1. The Lie superalgebra q. Fix a k-superspace V = V0 ⊕ V1 with dim k (V0) = dim k (V1) = n. Fix a homogeneous basis v 1 , . . . , v n , v1, . . . , vn with |v i | =0 and |vī| =1 for i = 1, . . . , n. We write I for the index set {1, . . . , n,1, . . . ,n} and I 0 for the index set {1, . . . , n}. We adopt the convention thatī = i for all i ∈ I. Let c : V → V be the odd linear map given by c(v i ) = (−1) |vi| √ −1vī for all i ∈ I. The vector space of all linear endomorphisms of V , gl(V ), is naturally Z 2 -graded as in Section 2.1. Furthermore, gl(V ) is a Lie superalgebra under the graded commutator bracket; this, by definition, is given by [x, y] = xy − (−1) |x||y| yx for all homogeneous x, y ∈ gl(V ). For i, j ∈ I we write e i,j ∈ gl(V ) for the linear map e i,j (v k ) = δ j,k v i . These are the matrix units and they form a homogeneous basis for gl(V ) with |e i,j | = |v i | + |v j |.
By definition q(V ) is the Lie subsuperalgebra of gl(V ) given by
Then q(V ) has a homogenous basis given by e0 i,j := e i,j + eī ,j and e1 i,j := eī ,j + e i,j for 1 ≤ i, j ≤ n. Setẽ0 i,j := e i,j − eī ,j andẽ1 i,j := eī ,j − e i,j for 1 ≤ i, j ≤ n. These are homogeneous elements of gl(V ) and, together with our basis for q(V ), provide a homogeneous basis for gl(V ). Note that |ẽ
Let U (q) denote the universal enveloping superalgebra of the Lie superalgebra q = q(V ). The superalgebra U (q) has a homogeneous PBW basis given by all ordered monomials in the elements (e ε i,j ) r (with 1 ≤ i, j ≤ n, and r ≥ 1 if ε =0 or r = 0, 1 if ε =1). Set U (h), U (n), and U (n − ), respectively, to be the subsuperalgebras generated by e ε i,i | i = 1, . . . , n, ε ∈ Z 2 , e ε i,j | 1 ≤ i < j ≤ n, ε ∈ Z 2 , and e ε i,j | 1 ≤ j < i ≤ n, ε ∈ Z 2 . The PBW basis implies that there is a triangular decomposition
with an action by U (q) which respects the Z 2 -grading in that U (q) ε M ε ′ ⊆ M ε+ε ′ for all ε, ε ′ ∈ Z 2 . In particular, the superspace V defined above is naturally a U (q)-supermodule. A supermodule homomorphism is a k-linear map f : M → N which satisfies f (am) = (−1) |f ||a| af (m) for all homogeneous a ∈ U (q) and m ∈ M . Note that homomorphisms are not assumed to preserve parity. However, Hom-spaces are naturally Z 2 -graded as in Section 2.1. Let U (q) -smod denote the supercategory of all U (q)-supermodules. We will write Hom U(q) (M, M ′ ) = Hom U (q) -smod(M, M ′ ). The k-superalgebra U (q) is a Hopf superalgebra. In particular, given U (q)-supermodules M and M ′ , the action of a homogeneous
The unit object is given by viewing k as a superspace concentrated in parity0 and with trivial U (q) action. The symmetric braiding is given by the graded flip map. Thus U (q) -smod is a symmetric braided monoidal supercategory.
The antipode σ : U (q) → U (q) is given by σ(x) = −x for x ∈ q. Using the antipode each finite-dimensional U (q)-supermodule M has a dual given by M * = Hom k (M, k) with the evaluation and coevaluation maps given by the same formulas as for superspaces (see Section 2.1). In particular, V is finite-dimensional and so admits a dual, V * .
4.2.
Mixed Schur-Weyl-Sergeev duality. As Theorem 3.4 and Corollary 3.5 will be used to prove the following results, let us point out that this section is not used in the proof of Theorems 3.4 and 3.9 and Corollary 3.5. There is a monoidal superfunctor Φ : OBC → U (q) -smod mapping the objects ↑, ↓ to the superspaces V, V * respectively, and defined on morphisms by
Indeed, a direct check confirms that Φ respects the defining relations of OBC. Given a ∈ ↑, ↓ , we write V a := Φ(a). For example,
Theorem 4.1. If the characteristic of the ground field k is zero, then Φ is full.
Proof. We are required to show
is surjective for all a, b ∈ ↑, ↓ . Suppose a (resp. b) consists of r 1 (resp. r ′ 1 ) ↑'s and r 2 (resp. r In the nontrivial case, set r = r 1 + r ′ 2 = r ′ 1 + r 2 and consider the following:
2) The horizontal maps are all isomorphisms of superspaces. Indeed, the left horizontal maps are given by the symmetric braidings on OBC and U (q) -smod. The right horizontal maps are the k-linear isomorphisms that hold in any monoidal supercategory with duals. In particular, the top right horizontal map is the k-linear isomorphism given on diagrams by
with inverse mapping
Since the monoidal superfunctor Φ respects the symmetric braidings and duality, the diagram given in (4.2) commutes. Thus, surjectivity of (4.1) follows from the surjectivity of the right vertical map in (4.2). However, composing the right vertical map in (4.2) with the isomorphism ϕ from Corollary 3.5 gives the superalgebra map Ser r → End U(q) (V ⊗r ) from Schur-Weyl-Sergeev duality. When k has characteristic zero this is known to be surjective by [Ser2] (see also [CW, Section 3.4 
]).
Remark 4.2. When k has characteristic zero, Schur-Weyl-Sergeev duality also implies the right vertical map in (4.2) is injective whenever r ≤ n. It follows that (4.1) is an isomorphism whenever the average length of the words a and b is less than or equal to n. In particular, Φ prescribes an isomorphism of superalgebras End OBC (a) ∼ = End U(q) (V a ) whenever the length of a is less than or equal to n. Coupled with Corollary 3.6 this recovers [JK, Theorem 3.5 ].
Remark 4.3. If k has positive characteristic, then one can replace U (q) with the superalgebra of distributions for the supergroup Q(n) and again have the superfunctor Φ. Moreover, the above argument for the fullness of Φ goes through modulo the statement that the map Ser r → End U(q) (V ⊗r ) from Schur-Weyl-Sergeev duality is surjective. For given r it can be deduced from [BK2] that this map is surjective whenever n ≥ r or the characteristic of k is greater than r. As far as the authors are aware, surjectivity is not known in general. It is reasonable to expect it to hold (and, hence, the fullness of Φ) under mild conditions on k (c.f. [BD1] ). Similar remarks apply to injectivity. 4.3. The monoidal superfunctor Ψ : AOBC → End(U (q) -smod). Let U (gl) (resp. U (q)) denote the enveloping superalgebra of gl(V ) (resp. q(V )). Using the bases given in Section 4.1 we can naturally view U (q) as Hopf subsuperalgebra of U (gl).
Let Ω ∈ U (gl) ⊗ U (q) be the Casimir element given by
for all homogeneous w ∈ W and m ∈ M . By restriction W is a U (q)-supermodule and so W ⊗ M is a U (q)-supermodule via its coproduct. The action of Ω defines an even U (q)-supermodule homomorphism by [HKS, Theorem 7.4 .1] (there it is assumed that k = C but the calculations do not depend on this fact). Alternatively, one can use the odd invariant bilinear form given by the supertrace on q to define the so-called odd Casimir element of U (q) ⊗ U (q) which by standard arguments commutes with the image of the coproduct. In turn, since Ω equals the product of the odd Casimir with √ −1c⊗1 it necessarily defines a supermodule homomorphism. See [BD2, proof of Lemma 3.1] for details. Yet another way to see the action of Ω defines an even U (q)-supermodule homomorphism is to use the fact that e Theorem 4.4. There is a monoidal superfunctor Ψ : AOBC → End(U (q) -smod) by mapping the objects ↑, ↓ to the endofunctors V ⊗ −, V * ⊗ −, respectively, and on morphisms by
Proof. To show the existence of the superfunctor requires that we verify the defining relations of AOBC. The first three supernatural transformations are given by maps which are the coevaluation, evaluation, and braiding, respectively, in the supercategory svec. From this it follows that (3.1) and (3.2) are satisfied. A direct calculation verifies that (3.6) is also satisfied. The relations in (3.18) follow from the verification of [HKS, (3.1.4 ) and (3.1.5)], keeping in mind the authors chose to assume that Clifford elements square to minus one and to tensor by V on the right. Our different choices impact the signs which appear in formulas but otherwise have no effect.
Bubbles and central elements of U (q).
As is well known (e.g. [CM, Proposition 46] ), the supernatural transformations from the identity superfunctor to itself identify as a superalgebra with Z(q), the supercenter of U (q). In particular, using the notation for supernatural transformations set in Section 2.2, Ψ(∆ k ) U(q) : U (q) → U (q) is a supermodule homomorphism and z k := Ψ(∆ k ) U(q) (1) lies in Z(q).
In this section we compute these central elements.
To do so requires further notation. For any k ≥ 1 and ε = (ε k , . . . , ε 1 ) ∈ Z k 2 , define |ε| = ε k + · · · + ε 1 . Furthermore, define sgn(ε) = ±1 recursively by
Theorem 4.5. Let k be a positive odd integer, then the central element of U (q) determined by the even supernatural transformation
where c 2,1 := Ψ
To continue it is helpful introduce some notation to simplify formulas. Given i = (i k , . . . , i 0 ) ∈ I k+1 0 and ε = (ε k , . . . , ε 1 ) ∈ Z k 2 , for short let e ε i ∈ U (q) be given by e ε i = e
,i2 e ε1 i0,i1 . Given ε ∈ Z k 2 and i ∈ I 0 we write
A straightforward induction on k ≥ 1 proves that for each fixed i 0 ∈ I 0
where the sum is over all ε = (ε k , . . . , ε 1 ) ∈ Z k 2 and i = (i k , . . . , i 1 , i 0 ) ∈ I k+1 0 . Combining this formula with (4.4) and using For each integer t ≥ 0, Sergeev defined an explicit element S t ∈ Z(q). As we do not need Sergeev's elements we do not reproduce their definition here. The interested reader can find it in [Ser1] or [BK3, Section 8] . For completeness' sake we explain how Sergeev's elements relate to those described above. Recall that σ : U (q) → U (q) is the antipode of U (q) (see Section 4.1).
Proposition 4.6. For each integer t ≥ 1,
Proof. By expanding the recursive formula for S t we see that it is a sum with coefficients of ±1 over precisely the same set of monomials as given by the formula for z 2t−1 in Theorem 4.5, except that they are in reverse order. That is, σ(S t ) and z 2t−1 are sums over precisely the same set of monomials. All that remains is to verify that the sign in front of each monomial agrees. This is a straightforward check, keeping in mind that since σ is a superalgebra anti-involution, if
It is also helpful in comparing signs to verify that a closed formula for sgn(ε k , . . . , ε 1 ) is given by sgn(ε k , . . . , ε 1 ) = (−1) ε k−1 +ε k−3 +···+εp+ 1≤r<s≤k εr εs , where p = 1 if k is even and p = 2 if k is odd.
Remark 4.7. Assume k has characteristic zero. By our basis theorem for AOBC the set {∆ 1 , ∆ 3 , ∆ 5 , . . .} is algebraically independent (see also Remark 5.5). Moreover, Sergeev's elements are known to generate Z(q) for every n ≥ 1 by [Ser1] . Therefore Ψ defines a surjective homomorphism End AOBC (1) → End End(U(q) -smod) (Id).
The generic Verma supermodule
We now introduce the generic Verma supermodule. This supermodule will play a key role in proving the basis theorem for AOBC.
5.1. The polynomial ring. Let U (h0) denote the subsuperalgebra of U (h) generated by {h i | i = 1, . . . , n}, where for brevity we set h i = e0 i,i for i = 1, . . . , n. We put the usual Z-grading on U (h0) by putting each h i in degree 1. Since h0 is an abelian Lie superalgebra concentrated in parity zero, U (h0) is nothing more than a polynomial ring on generators h n , . . . , h 1 . We refine the Z-grading on U (h0) by also putting a graded lexicographic order on the monomials with the convention that
1 if and only if either i r i < i s i or i r i = i s i and if t = 1, . . . , n is maximal with r t = s t , then r t < s t .
5.2. The generic Verma supermodule. Let U (b) denote the subsuperalgebra of U (q) generated by U (h) and U (n). By the PBW theorem we have U (b) = U (h) ⊗ U (n) as superspaces. Since the span of the monomials of positive degree, U (n) + , is an ideal of U (b) with U (b)/U (n) + ∼ = U (h), we can and will view U (h) as a U (b)-supermodule by inflation. Define the generic Verma supermodule to be the U (q)-supermodule
We will writeû := 1 ⊗ 1 ⊗ 1 ∈ M for the "highest weight vector". While we do not need this fact, note that if W is a U (q)-supermodule and w ∈ W is a homogeneous weight vector for U (h0) such that e ε i,j w = 0 for all 1 ≤ i < j ≤ n and all ε ∈ Z 2 , then there is a unique U (q)-supermodule homomorphism M → W such thatû → w.
For brevity, set N = n(n − 1)/2 and let {f 1 , . . . , f N } (resp. f 1 , . . . ,f N ) be any basis for n − 0 (resp. n
is given by the monomials f where each a k ∈ Z ≥0 and b k , c k ∈ {0, 1}. In particular, the superspace M inherits a Z-grading (hence a Z-filtration) from the right action of U (h0) where for t ∈ Z, M t is the span of f
and b k , c k ∈ {0, 1}. More generally, for any a ∈ ↑, ↓ the superspace V a ⊗ M is a free right U (h0)-supermodule and is similarly a graded (hence filtered) superspace.
Lemma 5.1. Suppose 1 ≤ i, j ≤ n and ε ∈ Z 2 . Left multiplication by e ε i,j prescribes a map M → M that is (1) homogeneous degree 0 when i > j and, (2) filtered degree 1 when i ≤ j.
Proof. Since M is a (U (q), U (h0))-bisupermodule with the grading coming from the right action by U (h 0 ), it suffices to show that the result of acting on (5.1) on the left by e ε i,j is (1) in M 0 when i > j; and (2) in M ≤1 when i ≤ j. Part (1) follows from the fact that e ε i,j is an element of the subsuperalgebra U (n − ) whenever i > j. That is, since monomials of the form f For part (2) one can argue by induction on
Namely, act by e ε i,j on (5.1) and then use the commutator formulas U (q) given in [DW, Sections 2 and 3] to rewrite the expression into a sum of terms with smaller (5.2). The base case when this sum equals zero also follows by a calculation using the commutator formulas of [DW] .
given by the action of Ω is filtered degree 1.
Proof. This follows from the definition of the Casimir (4.3) and Lemma 5.1.
Using the previous lemma we can show that the composition of Ψ followed by evaluation at M defines a filtered monoidal superfunctor 5.3. Some Ψ M calculations. In this subsection we prove several lemmas concerning the superfunctor Ψ M , which will be used in Section 6 to prove our basis theorem for AOBC.
Lemma 5.3. Whenever 1 ≤ i ≤ n, the degree 1 components of Ψ M ( )(v i ⊗û) and Ψ M ( )(vī ⊗û) are v i ⊗ûh i and −vī ⊗ûh i respectively.
Proof. Note that e ε i,jû has degree 0 unless ε = 0 and i = j, in which case we have e ε i,jû = h iû =ûh i . Thus, using (4.3) we see the degree 1 components of Ψ M ( )(v i ⊗û) and Ψ M ( )(vī ⊗û) are as given by the lemma.
Proof. In the following computation of Ψ M (∆ k )(û) we list only the top degree terms:
Remark 5.5. Assume k has characteristic zero. By taking n sufficently large, the previous lemma along with the fact the first n power sums in h n , . . . , h 1 are algebraically independent can be used to show ∆ 1 , ∆ 3 , ∆ 5 , . . . are algebraically independent.
The next two lemmas concern Ψ M (d) for certain diagrams of the form d :↑ r →↑ r . It will be convenient to let x k :↑ r →↑ r denote the diagram obtained from the identity diagram by placing a single on the kth strand from the right. We will also let (i, j) :↑ r →↑ r denote the crossing of the ith and jth strands whenever 1 ≤ i, j ≤ r. For example, if r = 8 then
and (4, 1) = .
Lemma 5.6. The degree 1 component of
is a linear combination of oriented Brauer-Clifford diagrams whenever k > 1. Hence, since Ψ M is filtered and oriented Brauer-Clifford diagrams are degree 0, the degree 1 components of 
With this notation in mind, the following result follows immediately from Lemma 5.6.
Lemma 5.7. For any normally ordered dotted oriented Brauer-Clifford diagram d :↑ r →↑ r without bubbles, the top degree component of
.
Proof of the main result
We can now prove the key special case of the main result. Namely, the normally ordered dotted oriented Brauer-Clifford diagrams with bubbles provide a basis for End AOBC (↑ r ).
Theorem 6.1. Assume k has characteristic zero. Then the set of equivalence classes of normally ordered dotted oriented Brauer-Clifford diagrams with bubbles of type ↑ r →↑ r form a basis for End AOBC (↑ r ).
Proof. By Lemma 3.13 the proposed basis spans End AOBC (↑ r ). Toward showing linear independence, note that any linear combination of normally ordered dotted oriented Brauer-Clifford diagrams with bubbles of type ↑ r →↑ r can be written in the form We will show (6.1) is nonzero whenever B = ∅ (completing the proof of the theorem) by showing its image under Ψ M is nonzero whenever n is sufficiently large. In turn, this will follow from the fact that, when we choose n sufficiently large to ensure the relevant power sums are algebraically independent,
Recall from Section 5.1 that we have a graded lexicographic ordering on the monomials of U (h). For the rest of the proof we assume n is large enough so that for each d ∈ B the leading monomial of the symmetric polynomial (6.2) with respect to this ordering does not contain any of h r , . . . , h 1 .
Given d ∈ B, it follows from Lemma 5.4 that the top degree component of
(6.3)
It follows from (6.3) and Lemma 5.7 that the top degree component of the image (6.4) where w lies in the U (h)-span of the basis elements of the form
Recall that, since n was chosen sufficiently large, the elements h r , . . . , h 1 do not appear in leading monomials of each g d (h n , . . . , h 1 ). Therefore, since a diagram d ∈ B 0 is completely determined by β 1 (d), . . . , β r (d), it follows that the leading monomials of
for d ∈ B 0 are pairwise distinct. Thus (6.4) is nonzero, which implies (6.1) is nonzero, as desired.
6.1. Proof of Theorem 3.9. It is straightforward to see that the validity of Theorem 3.9 when k has characteristic zero is equivalent to the following lemma.
Lemma 6.2. Assume k has characteristic zero. Then for any a, b ∈ ↑, ↓ the superspace Hom AOBC (a, b) ≤k has basis given by equivalence classes of normally ordered dotted oriented Brauer-Clifford diagrams with bubbles of type a → b with at most k 's.
Proof. It follows from Lemma 3.13 that the proposed basis spans Hom AOBC (a, b) ≤k . In particular, Hom AOBC (a, b) ≤k is finite-dimensional over k. Hence, it suffices to show the proposed basis has size dim k Hom AOBC (a, b) ≤k . Now, suppose a (resp. b) consists of r 1 (resp. r ′ 1 ) ↑'s and r 2 (resp. r 
defined on diagrams in the same manner as the top horizontal maps in (4.2). In
On the other hand, there are precisely r strands in any dotted oriented Brauer-Clifford diagram of type a → b. It follows that there are the same number of normally ordered dotted oriented Brauer-Clifford diagrams with bubbles with at most k 's of type a → b as there are of type ↑ r →↑ r . Thus, the result follows from Theorem 6.1.
6.2. The positive characteristic case. We now explain how to deduce Theorem 3.9 when k has positive characteristic and, more generally, is an arbitrary graded commutative Z 2 -graded ring of characteristic not two. We first observe that the definitions given in Section 2.2 work equally well if k is replaced with an arbitrary graded commutative Z 2 -graded ring, R, and k-superspaces are replaced with Z 2 -graded R-modules. We refer to these as (monoidal) R-supercategories. We define AOBC R to be the monoidal R-supercategory given by the same generators and relations used in Definition 3.7. For example, we have the integral form AOBC Z of the degenerate affine oriented Brauer-Clifford supercategory.
With the above in mind we have the following integral version of Theorem 3.9.
Theorem 6.3. For any a, b ∈ ↑, ↓ the Z-supermodule Hom AOBC Z (a, b) is a free Z-supermodule with basis given by equivalence classes of normally ordered dotted oriented Brauer-Clifford diagrams with bubbles of type a → b.
Proof. Since the relations for AOBC involve only integral coefficients, the arguments given in Section 3.5 apply to AOBC Z and so the normally ordered dotted oriented Brauer-Clifford diagrams with bubbles of type a → b span Hom AOBC Z (a, b) as a Z-supermodule. On the other hand, consider a finite sum (6.5) where the sum is over normally ordered dotted oriented Brauer-Clifford diagrams with bubbles of type a → b and where the f d 's are integers. There is an obvious superfunctor AOBC Z → AOBC C which can be applied to (6.5) and linear independence follows from Theorem 3.9.
Let k be a graded commutative Z 2 -graded ring. If C Z denotes a (monoidal) Zsupercategory, then by base change one can define a (monoidal) k-supercategory C Z ⊗ k. Namely, the objects of C Z ⊗ k are the objects of C Z and the morphisms are
Composition, the monoidal structure, etc., are extended to C Z ⊗ k by linearity. There are obvious mutually inverse superfunctors which provide an isomorphism of monoidal supercategories between AOBC Z ⊗ k and AOBC k . The previous theorem and base change immediately implies the following result.
Corollary 6.4. Let k be an arbitrary graded commutative Z 2 -graded ring of characteristic not two. For any a, b ∈ ↑, ↓ the k-supermodule Hom AOBC k (a, b) is a free k-supermodule with basis given by equivalence classes of normally ordered dotted oriented Brauer-Clifford diagrams with bubbles of type a → b.
We mention one other application of our basis theorem.
Corollary 6.5. Let k be a field of characteristic not two. The subsuperalgebra of End AOBC (↑ r ) consisting of linear combinations of dotted oriented Brauer-Clifford diagrams without bubbles is isomorphic to the degenerate affine Sergeev superalgebra 2 ASerg r introduced in [Naz, Section 3].
Proof. The superalgebra ASerg r has a presentation with even generators s 1 , . . . , s r−1 , x 1 , . . . , x r , and odd generators c 1 , . . . , c r subject to the relations (for all admissible i, j):
2 Also known as the degenerate affine Hecke-Clifford superalgebra.
By checking relations we see that the following defines a superalgebra homomorphism ν : ASerg r → End AOBC (↑ r ).
Take note that this map follows our convention of numbering strands from rightto-left. The image of this map is the subsuperalgebra of End AOBC (↑ r ) spanned by the dotted oriented Brauer-Clifford diagrams without bubbles. From Corollary 6.4 and the PBW-type basis for ASerg r given in [Kle, Theorem 14.2 .2] one can verify that this map is an isomorphism onto its image. Theorem 7.1. For any a, b ∈ ↑, ↓ the superspace Hom OBC f (a, b) has basis given by equivalence classes of normally ordered dotted oriented Brauer-Clifford diagrams with bubbles of type a → b with fewer than ℓ 's on each strand.
Cyclotomic Quotients
A proof of this theorem can be found in Section 8. However, it is easy to show the proposed basis in Theorem 7.1 spans the appropriate Hom-space. Indeed, any dotted oriented Brauer-Clifford diagram with bubbles having ℓ 's on one of its strands can be realized as a linear combination of diagrams with fewer total 's by using Proposition 3.10 to slide those ℓ 's to the right of the picture, and then reducing as prescribed by f . For example, the following holds in OBC f when f (t) = t:
7.2. Connection to the superalgebras of Gao-Rui-Song-Su. In this subsection we explain how to recover the affine and cyclotomic walled Brauer-Clifford superalgebras from [GRSS1] from our supercategories. The discussion here parallels the analogous one in [BCNR, Section 5.5] . First, AOBC can be viewed as a k[∆ 1 , ∆ 3 , . . .]-linear supercategory with the action of each ∆ k given by tensoring on the right : h∆ k := h⊗∆ k . Given δ 1 , δ 2 , . . . ∈ k we let AOBC(δ 1 , δ 2 , . . .) denote the supercategory obtained by specializing each ∆ 2k−1 at δ k . In other words, AOBC(δ 1 , δ 2 , . .
. .]-module with ∆ 2k−1 acting as δ k . It follows from Theorem 3.9 that the superspace Hom AOBC(δ1,δ2,...) (a, b) has basis consisting of all equivalence classes of normally ordered dotted oriented Brauer-Clifford diagrams (without bubbles) of type a → b. We have a similar specialization for level ℓ cyclotomic quotients. Namely, let us write f (t) = ℓ i=0 a i t i . Now, fix δ 1 , . . . , δ ⌊ℓ/2⌋ ∈ k, and define δ k recursively for k > ⌊ℓ/2⌋ by
(7.1)
The Cyclotomic Basis Theorem
In this section we provide a proof of Theorem 7.1. Let K be some commutative kalgebra. We will consider also the base-changed monoidal supercategory AOBC K := AOBC ⊗ k K.
Fix ℓ ≥ 0 and monic polynomials
, and all powers of u in these polynomials are even or odd according to the parity of ℓ. Define the power series (8.10) and recall the fundamental identity e(u)h(−u) = 1. By Theorem 3.9 and Remark 3.11, there is a well-defined superalgebra isomorphism
So that this also makes sense in the case r = 0, it is natural to adopt the convention that •−1 := 1 1 and
is generated equivalently by
Proof. This is similar to Lemma 1.8 of [Bru3] . We first show by induction on r that I f,f ′ contains 2r−1
• − δ r 1 1 for all r ≥ 0. This is immediate from the definitions for r ≤ ⌊ℓ/2⌋, so assume that r > ⌊ℓ/2⌋. Since 2r − 1 ≥ ℓ, we get from
• ∈ I f,f ′ too. Now the following verifies the induction step:
Hence, recalling (8.11), we have that where for the last equality we have used Proposition 3.10 repeatedly to pull the ℓ − 2s dots on the right curl down past the crossing, plus Proposition 3.12 to see many of the dotted bubbles produced are zero. Now we have shown that the left tensor ideal generated by (8.12) contains (8.13). A similar argument shows that the left tensor ideal generated by (8.13) contains (8.12), completing the proof of the lemma.
Definition 8.2. Define the cyclotomic oriented Brauer-Clifford supercategory assocated to the polynomials f and f ′ fixed above to be the K-linear supercategory OBC f,f ′ that is the quotient of AOBC K by the K-linear left tensor ideal I f,f ′ from Lemma 8.1.
Our goal is to establish a basis theorem for the morphism spaces in OBC f,f ′ . As we will explain fully later on, the cyclotomic oriented Brauer-Clifford supercategory OBC f is a special case, so that Theorem 7.1 will follow from this more general result. Continuing to work over K, recall from Corollary 6.5 there is a K-superalgebra homomorphism α : ASerg n → End AOBC K (↑ ⊗n ) (8.14) sending x i to the closed dot on the ith strand, c i to the open dot on the ith strand, and s i to the crossing of the ith and (i + 1)th strands (numbering strands 1, . . . , n from right to left). By Theorem 3.9, the map α ⊗ β : ASerg n ⊗ K Sym → End AOBC K (↑ ⊗n ) (8.15) is a superalgebra isomorphism. Let Serg The following is the key to all our subsequent arguments.
Lemma 8.3. γ is an isomorphism.
Proof. Let π : ASerg n ⊗ K Sym ։ Serg f n be the K-superalgebra homomorphism that sends a ⊗ 1 to the canonical image of a in Serg f n , and 1 ⊗ h r to (−1) r δ r . Note that ker π is I ⊗ Sym + ASerg n ⊗J where I is the two-sided ideal of ASerg n generated by f (x 1 ) and J is the two-sided ideal of Sym generated by h r − (−1) r δ r for r ≥ 1. Also let Π : End AOBC K (↑ ⊗n ) ։ End OBC f,f ′ (↑ ⊗n ) be the canonical quotient map as above. By directly checking it on generators, one sees that the following diagram commutes:
It follows immediately that γ is surjective. Moreover, the injectivity of γ follows if we can show that (α ⊗ β) −1 (ker Π) ⊆ ker π. By the definition of OBC where ρ is one of the generating morphisms f • or β(h r ) − (−1) r δ r for I f,f ′ , and σ, τ, λ are any other morphisms so that the compositions make sense. Thus, we must show that the inverse image under α ⊗ β of such a morphism θ = σ • (λ ⊗ ρ) • τ lies in ker π = I ⊗ Sym + ASerg n ⊗J.
If ρ = β(h r ) − (−1) r δ r for some r then (α ⊗ β) −1 (θ) obviously lies in ASerg n ⊗J.
Instead, suppose that ρ = f • . Using the relations established earlier in the paper (especially Proposition 3.10 and Proposition 3.12), we "straighten" the diagram θ leaving the ρ-coupon on the right edge fixed, to rewrite it as a K-linear combination of morphisms of the following two types: Proof. Let us first show that the given diagrams span Hom OBC f,f ′ (a, b). In fact, we show by induction on N that any diagram representing a morphism a → b in OBC f,f ′ with N closed dots can be written as a linear combination of the ones among the specified diagrams which have N or fewer closed dots. The case N = 0 is straightforward (and also follows from Theorem 3.4). In general, take a diagram with N > 0 closed dots. Using the relations, dots can be moved past crossings or other dots (possibly introducing a sign in the case of open dots) modulo diagrams with strictly fewer closed dots. In particular, any dotted bubble can be moved to the right hand side of the picture modulo diagrams with strictly fewer closed dots and, once on the right hand side, it may be replaced by a scalar using Proposition 3.12 and the last part of Lemma 8.1. To complete the proof of the spanning part of the theorem, it remains to observe that if any strand has ℓ closed dots, it can be rewritten in terms of of diagrams with strictly fewer closed dots: for any objects a and b, the relations b ⊗ a ⊗ f • = 0 and b ⊗ a ⊗ f
where ≡ means "equal modulo a linear combination of diagrams with < ℓ closed dots."
It remains to establish linear independence. Note to start with that the result is true in the special case a = b =↑ ⊗n , for in this case it follows using Lemma 8.3 and the basis theorem for Serg f n established in [BK1, . In general, we first reduce to the case b = 1 using K-module isomorphism This same reduction proves the theorem in the case a =↓ ⊗n ⊗ ↑ ⊗n , b = 1, since it follows from the special case a = b =↑ ⊗n treated already. Now suppose that a is arbitrary and b = 1. The space Hom OBC f,f ′ (a, 1) is zero unless a has n letters equal to ↑ and n letters equal to ↓ for some n ≥ 0.
