ABSTRACT. We study a question which has natural interpretations both in quantum mechanics and in geometry. Let V 1 , . . . , V n be complex vector spaces of dimension d 1 , . . . , d n and let G = SL d1 × · · · × SL dn . Geometrically, we ask: Given (d 1 , . . . , d n ), when is the geometric invariant theory quotient P(V 1 ⊗ · · · ⊗ V n )//G non-empty? This is equivalent to the quantum mechanical question of whether the multipart quantum system with Hilbert space V 1 ⊗ · · · ⊗ V n has a locally maximally entangled state, i.e. a state such that the density matrix for each elementary subsystem is a multiple of the identity. We show that the answer to this question is yes if and only if
INTRODUCTION
In a multipart quantum system, the space of pure states is described by a tensor product Hilbert space V = V 1 ⊗ · · · ⊗ V n , where V i are d i -dimensional Hilbert spaces describing the elementary subsystems in isolation 1, 2 . Given a pure state ψ ∈ V , the associated state of the ith elementary subsystem is described by the reduced density operator ρ i : V i → V i , a nonnegative unit-trace Hermitian operator defined by the action of the contraction map V 1 ⊗ · · · ⊗ V n ⊗ V * 1 ⊗ · · · ⊗ V * n → V i ⊗ V * i on the operator ρ ψ = ψ ⊗ ψ * ∈ V ⊗ V * . Equivalently, we have ρ i = tr V 1 ⊗···⊗ V i ⊗···⊗Vn ρ ψ . In general, the structure of entanglement in a multipart quantum system is related to the eigenvalue spectra of the reduced density matrices for subsystems. A subsystem i is entangled with the rest of the system if its spectrum is different from {1, 0, 0, . . . } (i.e. if its density operator is not a projection operator associated with a single state). A subsystem i is maximally entangled with the rest of the system if all eigenvalues of ρ i are equal i.e. ρ i = 1 1/d i . For
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It is natural to assume that d i 2 for every i; however, we will allow trivial subsystems (with d i = 1), as long as there at least two subsystems of dimension d i 2.
we define the expected dimension
as well as the arithmetic functions
where
Our main theorem is the following: We remark that Theorem 1.2 implies that the quotient is of the expected dimension ∆(d) whenever this is non-negative. If the expected dimension is negative, then the quotient can be empty, a single point, or positive dimensional.
Our proof of Theorem 1.2 is based on solving the following simple algorithm which computes the dimension of P(V )//G. (c)
In particular, the GIT Note that the condition that P(V )//G = ∅ is equivalent to V being a pseudo-homogeneous space for G; see Corollary 3.2. Recall that an H-representation W is called a pseudo-homogeneous space if H has a Zariski dense orbit in W . Pseudo-homogeneous spaces for reductive groups were classified by M. Sato and T. Kimura [SK77] . The vectors d such that P(V )//G = ∅ can, in principle, be described by appealing to this classification. Note that the passage from V to V ′ in Theorem 1.3(c) is an example of what Sato and Kimura called a castling operation. Alternatively, the vectors d such that P(V )//G = ∅ (or equivalently, V //G is a point) can also be described by appealing to the classification of coregular irreducible representations φ : H → GL(W ) such that H is semisimple, due to P. Littelmann [Li90] . Here φ is called coregular if W//H is an affine space A m . (We are only interested in the cases where For n 3, the situation is considerably more complicated. For example, the quotient for dimension vectors of the form (2,
2; see Corollary 7.1. The general characterization of the set of dimension vectors (d 1 , d 2 , d 3 ) which admit LME states is arithmetically complicated and can be described in terms of generalized Fibonacci sequences, see [BLRV] .
The remainder of this paper is structured as follows. In section 2, we provide some additional background on the quantum mechanics problem and its connection to symplectic geometry and geometric invariant theory. Theorem 1.3 is proved in sections 3 and 4. Our argument does use the above-mentioned classifications due to Sato-Kimura and Littelmann; however, the proof of part (d) relies on the work of A. G. Elashvili [E72] . Sections 5 and 6 are devoted to analyzing the recursive algorithm appearing in Theorem 1.3 and proving Theorem 1.2.
In a companion paper [BLRV] , we discuss numerous explicit results and examples of locally maximally entangled states with a view to applications in quantum information theory.
BACKGROUND
We begin with a short review of relevant background material on quantum mechanics, the connection to symplectic geometry, and basics of geometric invariant theory.
Density operators and entanglement. In a multipart quantum system with Hilbert space V = V 1 ⊗ · · · ⊗ V d , physical observables associated with subsystem i correspond to Hermitian operators O : V i → V i ; the expectation value of the observable in a measurement on a state ψ i ∈ V i is given by the inner product (ψ i , Oψ i ). Any such observable can be promoted to an observable in the full multipart system; the associated Hermitian operator O acting on V is defined by
A crucial feature of multipart quantum systems is that their states are generally entangled; that is, they cannot be written as products ψ 1 ⊗ · · · ⊗ ψ n . Furthermore, for ψ ∈ V , there does not generally exist ψ i ∈ V i for which (ψ i , Oψ i ) = (ψ, Oψ) for all O acting on V i . Thus, in the context of a multipart system it is no longer possible to represent the state of an individual subsystem simply as a vector or pure state in Hilbert space V i . Rather, the subsystem can be described by a density operator, defined as a non-negative Hermitian operator ρ i : V i → V i with unit trace. The density operator ρ i = tr V 1 ⊗··· V i ···⊗Vn ρ ψ defined in the introduction is the unique density operator ρ i such that (ψ, Oψ) = tr(ρ i O) for all O acting on V i .
A subsystem described by a density operator with eigenvalues/eigenvectors {(p i , ψ i )} can be interpreted as being in a statistical ensemble or mixed state in which we have state ψ i with probability p i . This subsystem is entangled with the rest of the system unless {p i } = {1, 0, . . . , 0}. When the density matrix for the subsystem is a multiple of the identity operator, ρ i = 1 1/d i , the subsystem is in an equal mixture of all possible states for the subsystem and we say that the subsystem is maximally mixed or maximally entangled with the rest of the system. The locally maximally entangled states that we characterize in this paper are defined by the condition that all elementary subsystems have this property.
The quantum marginal problem. The existence question that we consider is a special case of the quantum marginal problem: which collections of density operators {ρ α } associated with subsystems α of a multipart system can arise from a quantum state of the entire system? In our case where the subsystems are non-overlapping and the state of the full system is assumed to be pure, a general answer to this question has been provided by Klyachko [Kly04] (see [Walt14] for a review) via a set of inequalities on the spectra for the density operators, or equivalently, in terms of a criterion expressed in the language of representation theory of the symmetric group. These results provide an in-principle method to answer our question, but one that quickly becomes computationally intractable as the subsystem dimensions increase.
The moment map. We now briefly review the connection to symplectic geometry. The FubiniStudy symplectic form on P(V ) is fixed up to overall scaling by its invariance under U(V ) transformations and is thus invariant under K = SU(V 1 ) × · · · × SU(V n ). The associated moment map µ : P(V ) → k * is given explicitly by
Any k may be written as a linear combination of elements of the form 1 1 ⊗ · · · k i ⊗ · · · 1 1 with k i a traceless, Hermitian operator acting on V i . For an element of this form, we have
For ψ ∈ V LM E , each ρ i is proportional to the identity operator; tracelessness of k i then implies that the moment map vanishes. Conversely, tr(ρ i k i ) vanishes for arbitrary traceless Hermitian k i if and only if ρ i is proportional to the identity operator. Thus we have that
The Kempf-Ness theorem and geometric invariant theory. As discussed above, the space of LME states, up to equivalence, is given by the symplectic quotient
The Kempf-Ness theorem identifies this space with an algebro-geometric quotient given by geometric invariant theory which we now briefly describe. Let
Note that K is a maximal compact subgroup of G. G acts algebraically on P(V 1 ⊗ · · · ⊗ V n ) = P(V ) and the geometric invariant theory (GIT) quotient P(V )//G is the projective variety defined by
Here 
stands for the N-dimensional graded weighted projective space with weights w 0 , . . . , w N . Then the closure of the image of π is the GIT quotient P(V )//G, and π is the quotient map. Geometrically, the points of P(V )//G correspond to closed orbits O of G in V \ {0}, up to projective equivalence.
In this context, the Kempf-Ness theorem states that there is a homeomorphism
where P(V )//G is given the complex analytic topology. The Kempf-Ness theorem thus converts the problem of understanding µ −1 (0)/K, the space of equivalence classes of LME states, into the purely algebraic problem of understanding the GIT quotient P(V )//G. We study this quotient in depth in sections 3 and 4 .
INVARIANT-THEORETIC PRELIMINARIES
Notational conventions. In the sequel we will denote the C-algebra of regular functions on complex affine algebraic variety X by C[X]. If X is irreducible (but not necessarily affine), then C(X) will denote the field of rational functions on X.
Recall dim(X) = trdeg C (C(X)). Here dim(X) denotes the dimension of X and trdeg C (C(X)) denotes the transcendence degree of C(X) over C, i.e., the maximal number of elements f 1 , . . . , f n ∈ C(X) which are algebraically independent over C.
Finally, if G is a complex algebraic group acting on X, we will denote the ring of G-invariant regular functions on X by C[X]
G and the field of G-invariant rational functions by C(X) G .
Stabilizers in general position. Let G be a reductive complex linear algebraic group and ρ : G → GL(V ) be a linear representation. By a theorem of Richardson [Rich72] , the action of G on V has a stabilizer S in general position. That is, there exists a closed subgroup S ⊂ G and a G-invariant dense open subset U ⊂ V such that the stabilizer G x is conjugate to S for any x ∈ U. Note that here S is uniquely defined by ρ up to conjugacy and
Lemma 3.1. Let G be a semisimple linear algebraic group and
be the ring of polynomial functions on V and let C(V ) be the field of rational functions. Then
Note that dim(P(V )//G) = −1 if and only if P(V )//G = ∅.
Proof. Part (a) is an easy consequence of the fact that the polynomial ring
where x ∈ V is a point in general position; see also [PV94, Corollary, p. 156] . Now recall that G x is conjugate to S, so dim(G x ) = dim(S), and part (b) follows. 
The index of a representation. Let ρ : H → GL d be a faithful finite-dimensional representation of a simple complex linear algebraic group H. Let Lie(H) be the lie algebra of H and 
Example 3.4. Consider the natural representation
Here
We conclude that l(ρ nat ) = 1 2d .
PROOF OF THEOREM 1.3
Proof of case (a): We claim for every v ∈ V the closure of the orbit SL(V n ) · v in V contains 0. If we can prove this claim, then clearly C[V ] G = C, and thus P(V )//G is empty; see Corollary 3.2.
To prove the claim, let U = V 1 ⊗ · · · ⊗ V n−1 , let W = V n , and write m i=1 u i ⊗ w i , where u 1 , . . . , u m form a basis of U and w i ∈ W . By our assumption,
Hence, we can choose a basis f 1 , . . . , f dn of V n such that w 1 , . . . , w m ∈ Span(f 1 , . . . , f dn−1 ). Now define the 1-parameter subgroup λ :
Proof of case (b): Let U = V 1 ⊗ · · · ⊗ V n−1 and let W = V n . By our assumption dim(U) = dim(W ). Note that
Identify U with W * and thus V = U ⊗W with the space of n×n-matrices M n , where SL(U) ≃ SL n acts by multiplication on the left and SL(W ) ≃ SL n acts by multiplication on the right. Let f : U ⊗ W = M n → C be the determinant map. Then f is invariant under SL(U) × SL(W ) and hence, under G; see (4). Thus shows that
G . On the other hand,
is a polynomial ring in one variable. Consequently,
is a single point, as claimed.
Proof of case (c): E72] . In order to apply this description to our representation of
(which we will denote by ρ), we need to check that condition (5) is satisfied for this representation. The simple normal subgroups of G are H = SL(V i ) for i = 1, . . . , n. Clearly the restriction ρ | SL(V 1 ) is isomorphic to the direct sum of dim(V 2 ⊗ · · · ⊗ V n ) = d 2 . . . d n copies of the natural representation ρ nat of SL(V 1 ). As we saw in Example 3.4, l(ρ nat ) = 1 2d 1 . Hence, by (3),
for any i = 1, 2, . . . , n.
is thus equivalent to (5).
Under this assumption [E72, Theorem 9] asserts that the connected component S 0 of the stabilizer S in general position for the action of G on V is as follows:
In all cases, S 0 is reductive, and hence, so is S. By Lemma 3.1(c), we conclude that P(V )//G is non-empty. Moreover, using the formula dim(P(V )//G) = dim(V ) − dim(G) + dim(S) − 1 of Lemma 3.1(c) and remembering that dim(S) = dim(S 0 ), we readily check that . This inequality is considerably weaker than (6). In other words, for many dimension vectors d satisfying (6), the hyperdeterminant is identically zero.
We also note that for any dimension vector d and an integer k 1, a procedure due to G. Gour and N. R. Wallach [GW13] produces a basis for the vector space
PROOF OF THE FIRST PART OF THEOREM 1.2 For each dimension vector
, the recursive algorithm provided by Theorem 1.3 brings us to some terminal dimension vector e = (e 1 , . . . , e n ), where e 1 . . . e n . The GIT quotient P(V )//G is empty if the algorithm terminates on case (a), and non-empty if the algorithm terminates on case (b) or (d).
Remark 5.1. Recall from the Introduction (see footnote 2, pg. 1) that our standing assumption is that n 2 and d n−1 2. We now observe that the terminal vector e also satisfies these conditions. Obviously, n does not change; our claim is that there are at most n − 2 ones among the integers e 1 , . . . , e n . Indeed, in each recursion step, the number of 1s in the list of dimensions can increase by one, but with n − 2 1s, we will either be in case (a) or (b), and the recursion terminates.
Let us now define a new dimension vector a = (a 1 , . . . , a m ) by removing all 1s from (e 1 , . . . , e n ). Note that m 2 by Remark 5.1. In particular, g max (a) is well defined. 
(b) It is again obvious from the definition that g max (1, e 2 , . . . , e n ) = g max (e 2 , . . . , e n ). Since m 2, this implies that g max (d) = g max (e). To show invariance under the transformation in Theorem 1.3(c), we will show more generally that gcd(d
Since ∆ and the set of GCDs for all k-tuples with k 2 are invariant under d → d ′ , R also invariant. If d 1 = 1, then all GCDs involving d 1 are equal to 1, so we have that
R is unchanged if we remove dimensions equal to 1.
We now show that the value of R = R(d) predicts on which case the algorithm in Theorem 1.3 will terminate, and thus whether or not the quotient is empty. Proof. Since the algorithm always terminates on case (a), (b), or (d), we need only show that R(d) is respectively negative, zero, and positive in these three cases. Let e = (e 1 , . . . , e n ) be the terminal vector, with e 1 . . . e n , and a = (a 1 , . . . , a m−1 , a m ) be obtained from e by removing all 1s, as above. By Lemma 5.2, it suffices to show that R = R(a) is negative, positive, and zero in cases (a), (b) and (d), i.e., if e n > e 1 · · · e n−1 , e n = e 1 · · · e n−1 and e n 1 2 e 1 · · · e n−1 , or equivalently, if a m > a 1 · · · a m−1 , a m = a 1 · · · a m−1 and a m 1 2 a 1 · · · a m−1 , respectively. For the proof below, it will be useful to define B k to be the sum of all the terms in G k with k-tuples involving a m and A k = G k (a 1 , . . . , a m−1 ) to be the sum of the remaining terms. Then G k = A k + B k , and
We consider the three cases in turn.
Here, each term in B k+1 is equal to the corresponding term in A k obtained by omitting a m from the GCD, so we have
In this case, we can write a m = a 1 · · · a m−1 + α for some α > 0. From (7) we have
For each term in A k , there is a corresponding term in B k+1 obtained by including a m in the gcd.
. Making use of this for odd k and assuming for now that α 2, we obtain from (8)
where to obtain the third line, we use that A k has m−1 k terms and that gcd(
a m−2 a m−1 for k 2 since the GCD of k integers chosen from (a 1 , . . . , a m−1 ) cannot exceed a m−k , the kth largest number in this set. Since a i 2, the term in brackets in the final expression is negative, and we conclude that R < 0.
Next consider the case where α = 1. Here, all GCDs involving a m are equal to 1, so we have
and the terms in (8) involving B are (10)
Then from (8), we get
As above, we can now decompose
where D k represents all the terms in A k with k-tuples involving a m−1 and C k are the remaining terms. The same argument as before shows that C k D k+1 . Starting from (11) and eliminating negative terms −D 2l+1 and −(C 2l−1 − D 2l ) we then have
where the calculation is the same as in (9) but we end up with 2 m−3 instead of 2 m−2 since C k involve only m − 2 a k s. Again, the term in brackets in the final expression is negative, and we conclude that R < 0. (7), we have
where in the second line, we have used that the maximum value of ( 1 2 a 1 · · · a m−1 − a m ) 2 will be for a m = a m−1 , and in the third line, we have discarded non-negative terms (A k − B k+1 ) for k even and positive terms B k+1 for k odd. Since each of the m−1 k
GCDs contributing to A k is less than or equal to a k−1 , we have that
Since a 1 , . . . , a m−2 2, we see that R > 0 unless (a 1 , · · · , a m−2 ) = (2, . . . , 2). For this case, with (a 1 , · · · , a m ) = (2, . . . , 2, a m−1 , a m ), we can calculate the second line of (12) directly. Consider two cases.
Case 1: a m is even. Here
Case 2: a m is odd. Here
Moreover, A 1 = 4(m − 2) + a 
If m 4, then the first term is 8 and thus R > 0. As we mentioned above, the inequality a m a 1 · · · a m−1 /2 forces m to be 3. Thus we may assume that m = 3. Since a 1 = 2, we have a 3 2 · a 2 /2 = a 2 and thus a 2 = a 3 . In this case gcd(a m−1 , a m ) = gcd(a 2 , a 3 ) = a 3 . Substituting m = 3 into the above inequality, and remembering that a 1 = 2 and a 2 = a 3 2 is odd, we obtain We will prove the remaining statements in Theorem 1.2 using the following proposition. Proof. Let a = (a 1 , . . . , a m ) be obtained by removing all 1s from e = (e 1 , . . . , e n ), as in the previous section. By Remark 5.1, m 2. By Lemma 5.2, ∆(d) = ∆(e) = ∆(a) and g max (d) = g max (e) = g max (a). Moreover, one readily sees that a is also a terminal vector for the recursive procedure of Theorem 1.3, and that e and a correspond to the same terminal case in Theorem 1.3, i.e., case (a), (b) or (d). Thus, for the purpose of proving Proposition 6.1, we may replace d by a. That is, we may assume that
and n 2.
To prove the proposition, we will show that 
as a quadratic polynomial in x. Note that f ′ (x) = P − 2x, so φ(x) is increasing for x P/2 and decreasing for x P/2. In particular, if d n P + 1, then
Since n 2, each d i 2 and in particular, P d 1 2. This yields
as claimed.
To prove (ii), assume The terminal triple (2, b, 2b) is covered by Theorem 1.3(b), for any b 1, except that for b = 1, we should write it as (1, 2, 2), rather than (2, 1, 2). (Note that we can also check directly that R(d) = b 2 − 4 + gcd(2, b) 2 > 0 in case (i) and R(d) = 0 in case (ii).) Conversely, suppose P(V )//G is non-empty for some dimension vector (2, d 2 , d 3 ) . Denote the terminal triple by e = (e 1 , e 2 , e 3 ). Then either e 1 = 1 and e 2 = 2, or e 1 = 2. Moreover, either e 1 e 2 = e 3 , as in Theorem 1.3(b) or e 3 e 1 e 2 /2, as in Theorem 1.3(d). This leaves us with (1) (e 1 , e 2 , e 3 ) = (2, b, b) or (2) (e 1 , e 2 , e 3 ) = (2, b, 2b), where b 2 or (3) (e 1 , e 2 , e 3 ) = (1, 2, 2). In cases (2) and (3), we recover (d 1 , d 2 , d 3 ) = (2, kb, (k + 1)b), for b 2 and b = 1, respectively, by reversing the recursive procedure (14).
Remark 7.2. For {n = 3, d 1 > 2} or n ≥ 3, the naive dimension ∆(d 1 , . . . d n ) considered as a function of d n is a downwards parabola that is positive for d n = d n−1 , increases to a maximum at d n = 1 2 d 1 · · · d n−1 , and then decreases to −2 at some d * ∈ (P/2, P ) where P = d 1 · · · d n−1 . Thus, by Proposition 6.1, the quotient is nonempty and has dimension ∆(d 1 , . . . d n ) for all d n in the range [d n−1 , d * ). If d * is an integer, the quotient is non-empty for d n = d * and has dimension governed by case (3) of Proposition 6.1. The remaining values of d n for which the quotient is nonempty are a set of sporadic cases with d * < d n P satisfying R(d) = 0 for which the quotient is a point. We provide a more detailed analysis of these sporadic cases for n = 3 in [BLRV] .
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