In this paper, we provide new evidence on the empirical usefulness of various simple seasonal models, and underscore the importance of carefully designing criteria by which one judges alternative models. In particular, we underscore the importance of both choice of forecast or simulation horizon and choice between minimizing point or distribution based loss measures. Our empirical analysis centers around the implementation of a series of simulation and prediction experiments, as well as a discussion of the stochastic properties of seasonal unit root models. Our prediction experiments are based on analysis of a group of 14 variables have been chosen to closely mimic the set of indicators used by the Federal Reserve to help in setting U.S. monetary policy, and our simulation experiments are based on a comparison of simulated and historical distributions of said variables using the testing approach of Corradi and Swanson (2007a) . A key impetus for this paper stems from the fact that various financial service companies routinely create "economic scenarios", whereby seasonal and nonstationary financial and economic variables such as those examined here are simulated (and predicted) using relatively simple time series models. These "economic scenarios" are subsequently used in risk management and asset allocation, as is often mandated by various world financial regulatory authorities. Our findings suggest that a simple version of the seasonal unit root (SUROOT) model performs very well for predicting 8 of 14 variables, when the forecast horizon is 1-step ahead. However, for horizons of greater than one-step ahead, our SUROOT model perform poorly when used for prediction, suggesting that parameter estimation error is crucial to understanding the empirical performance of such models. This "parameter estimation error" result is confirmed via a series of Monte Carlo experiments. Simulation experiments yield similar conclusions, although SUROOT models in this case are useful for constructing "forward" conditional distributions at 1-and 3-step ahead horizons. Interestingly, simple periodic autoregressions do not have this property, and are found to perform very well in both prediction and simulation experiments, at all horizons up to 60 months ahead.
Introduction
One of the most important characteristics of econometric models is that they are generally viewed as approximations to some unknown underlying data generating process. Furthermore, the extent to which these approximations are adequate is often assessed by evaluation of their prediction and simulation properties. 1 Careful examination of these properties is important, given that various financial service companies routinely create "economic scenarios", whereby seasonal and nonstationary financial and economic variables such as those examined here are simulated (and predicted) using relatively simple time series models. These "economic scenarios" are subsequently used in risk management and asset allocation, as is often mandated by various world financial regulatory authorities. For example, insurance companies and banks are often interested in simulating future economic scenarios in order to evaluate measures of capital adequacy, possibly under a variety of alternative economic "starting conditions", product pricing rules, and regulatory environments.
Governments, on the other hand, often utilize econometric forecasting models in order to predict economic variables of interest, such as interest rates and inflation, both of which play a crucial role in policy analysis. Our objective in this paper is to assess the adequacy of a number of simple seasonal models that can be used in the context of seasonal and nonstationary variables, and all of which should be viewed as approximations, in terms of prediction and simulation.
Seasonal models in economics have received considerable renewed attention since the seminal paper of Hylleberg, Engle, Granger and Yoo (HEGY: 1990) on seasonal unit roots. From an empirical perspective, many papers have documented the prevalence of seasonal unit roots in the data, and evaluated the predictive performance of various seasonal models, including seasonal unit root models, deterministic seasonal models, and periodic autoregressions. From a theoretical perspective, many papers have developed new testing methods and suggested various nonlinear seasonal models. A very few important contributions in this area include: Hylleberg (1992 Hylleberg ( ,1994 , Beaulieu and Miron (1993) , Franses (1996a,b) , Miron (1996) , Miron and Beaulieu (1996) , Franses, Hoek and Paap (1997) , Franses and Vogelsang (1998) , Osborn, Heravi and Birchenhall (1999) , Ghysels and Osborn (2001) , Franses and Paap (2002) , Osborn (2002) , Osborn and Rodrigues (2002) , Franses and van Dijk (2005) , and the references cited therein.
In this paper, we add to the above literature by revisiting some of the very simplest and more useful seasonal models, and evaluating their empirical forecasting and simulation properties.
In particular, we use four econometric models to examine fourteen different economic variables measuring seasonally unadjusted economic activity. The variables considered are chosen becasue they are key economic and financial indicators used by the U.S. Federal Reserve to aid in the formulation of the nation's monetary policy (see below for further discussion). These variables examine various measures of industrial production, money, housing starts, employment, inventories, and sales; all of which are characterized by distinctive seasonal fluctuations. The models that we consider are: the seasonal unit root (SUROOT) model, a deterministic seasonality (DS) model, a periodic autoregression (PAR) model, and a strawman random walk (RW) model, possibly with drift. The choice of these models is predicated on two facts. First, these models nest (when allowing for ARMA type errors) a large class of models frequently used by industry specialists, when simulating seasonal economic variables. Second, these models are consistent with the oft touted empirical stylized fact that parsimonious models perform very well, when compared with more complicated and heavily parameterized models, in the context of forecasting a number of economic variables. Our analysis is based on the results of a series of Monte Carlo experiments, prediction experiments, and simulation experiments. Our Monte Carlo experiments evaluate SUROOT models and SUROOT tests, with emphasis on the effects of parameter estimation as forecast horizon increases. Our prediction experiments construct sequences of recursive ex -ante predictions using the alternative models, and assess mean square forecast error (MSFE) using point estimates as well as predictive accuracy tests. Finally, in a series of simulation experiments, we evaluate the distributional characteristics of data simulated using the four different model types. This is done by reviewing, and then implementing novel testing methodology developed by Corradi and Swanson (2007a) , where empirical distributions of historical and simulated datasets are compared, using Kolmogorov type distributional tests (see also e.g., Andrews (1997) ) based on distributional mean square error loss.
Our findings can be summarized as follows. We provide evidence that a simple version of the SUROOT model performs very well for predicting various macroeconomic variables when the forecast horizon is 1-step ahead. However, for horizons of greater than one-step ahead, the SUROOT models perform poorly when used for prediction, suggesting that parameter estimation error is crucial to understanding the empirical performance of such models. This result is confirmed via a series of Monte Carlo experiments. Interestingly, simple periodic autoregressions do not have this property, and indeed perform very well in both prediction and simulation experiments, at all horizons considered in this paper. Deterministic seasonal models also perform reasonably well at all forecast horizons, and indeed dominate PAR models for a small subset of our variables, including price and industrial production sub-component variables. Finally, by comparing simulation and prediction based evidence, we underscore the importance of carefully designing on a case by case basis the criteria with which one judges alternative models. A key take-away from our analysis is that we underscore the importance of carefully designing criteria by which one judges alternative models. In particular, we underscore the importance of both choice of forecast or simulation horizon and choice between minimizing point or distribution based loss measures.
The rest of the paper is organized as follows. In Section 2, we outline our empirical methodology and elucidate some relevant analytical properties of SUROOT models. In Section 3, we describe the data used. Section 4 contains the results of our Monte Carlo experiments, and Section 5 summarizes our empirical findings. Concluding remarks and recommendations are given in Section 6.
Empirical Methodology

Models, Estimation and Diagnostic Tests
There are a plethora of models from whence the "best" model for a particular time series can be chosen. These include both linear and nonlinear models, parametric and nonparametric models, and stochastic and deterministic models, for example. However, there is substantial empirical evidence that parsimonious (linear) models often yield more accurate predictions than more complex (nonlinear) models.
In this paper, we examine a small group of widely used univariate models, and check whether any of these outperform SUROOT models when used for simulation and prediction. These models are not meant to be exhaustive of the rich variety of models currently available to applied practitioners, but are rather meant to be a simple illustrative set of models that are useful for calibrating our experiments. We conjecture that the conclusions that are made via analysis of our experimental findings are broadly applicable, however. Still, whether the evidence that we gather can indeed be generalized to the case of more complex linear and nonlinear models is left to future research.
Let   = (1 − ) ln   = ∆ ln   be a scalar growth rate of some economic variable of interest.
In the sequel we shall consider models of the form:
In these models, 4  denotes the   difference operator, where  is the number of seasons presumed to be in the data (i.e., 4  is the seasonal difference operator);
is a standard lag polynomial of order , expressed using the lag operator, ; and the   denote seasonal intercepts, with associated and conformably defined dummy variables,    For an exhaustive discussion of the seasonal models considered in this paper, see the books by Hylleberg (1992), Franses (1996a) , Miron (1996) , and Ghysels and Osborn (2001) ; and for an interesting discussion on the usefulness of seasonal adjustment, see Franses (2001) .
Notice that the PAR model generalizes the DS model, as it allows the intercept and slope coefficients to vary according to the season. Notice also that both of these models generalize the RW model, which is used as a "strawman" model in our analysis. In all cases, two versions of the random walk are fitted, one with  0 = 0 and one with  0 6 = 0, and the model that performs better is reported on. Finally, notice that the SUROOT model is the same as that specified by Bell (1987) , and Bell shows that our DS and SUROOT models are equivalent when  = 1 (he actually sets () = 1 but further shows that the result holds when the error follows a general ARMA process). This variety of SUROOT model has been seen to perform relatively well in various empirical contexts (see e.g. Bell (1987) , Ghysels and Osborn (2001) , and the references cited therein).
All models are estimated using least squares, and the lag polynomial order is estimated using the Schwarz Information Criterion (SIC). The case where  = 0 was allowed for, and indeed picked in some instances. Consider the PAR(1) model, where  = 1 This model can be estimated via least squares using the equation:
Here, under error normality and given fixed starting values, the least squares estimator is the maximum likelihood estimator, and standard asymptotics obtain (see Franses and Paap (2002) and Franses and van Dijk (2005) for further details). Notice that the PAR(1) model has a unit root when
Clearly, the PAR(1) model nests the simple random walk model where
with  = 1 In this case, the characteristic equation is (1 −   ) = 0, so that when  = 1,   has a single nonseasonal unit root, corresponding to the simple random walk model. Also, when  = −1,   has a seasonal unit root. Thus, as mentioned above, both seasonal and non-seasonal unit root processes such as those given in our RW, DS, and SUROOT models, are nested within PAR models (see HEGY (1990) for further details). Nonlinear variants of the above models are discussed in Franses and van Dijk (2005) , and Rodrigues (2001) , and the papers cited therein. Boswijk and Franses (BF: 1996) outline tests for  1  2  3  4 = 1 and for  = 1 and  = −1 (see Franses and Paap (2002) for a summary; and Granger and Teräsvirta (1993) for a summary of the types of nonlinear models used by these authors).
Diagnostic tests used in the sequel include Jarque-Bera, augmented Dickey-Fuller (ADF) (with lags selected via use of the SIC), BF periodic integration , and HEGY (called HEGY1) seasonal unit root tests. In addition, we use the HEGY2 test, which refers to a HEGY1 test with pre whitening, and involves estimating d
HEGY1 is then applied to pre-whitened data Psaradakis (1997) . Note that in this paper, we report test results for the null of no seasonal unit root based on examination of  2 (see Beaulieu and Miron (1993) for complete details, and Swanson and Urbach (2013) for complete HEGY test results at all frequencies, which are omitted here for the sake of brevity).
One of the most recognized features of SUROOT models, the notion that winter can become summer, is perhaps worth recalling before we turn to a discussion of the empirical methods used in the sequel. Consider the very simple model where 4    =  0 +   , and where   is driven by a nonstationary process in each season. Now, these seasons might share a common drift,  0 , but their evolution is clearly independent from one season to the next, given that the evolution of each season can be written as    =  0 +   , where   ∼   (0  2 ) say, for  = 1  . Thus, 4    can be viewed as being comprised of  independent random walks (see e.g. Osborn and Ghysels (2001) and Franses and van Dijk (2005) ). This suggests that when used for simulation or prediction, one should expect values of   in different seasons to drift infinitely far apart, given enough time (in the case of the simple SUROOT model examined in this paper). Clearly this is a feature which is not in accord with expected behavior of economic series, at least in the long run. However, all models should be viewed as approximations, and hence the above feature may be acceptable, as long as a particular SUROOT model still yields adequate predictions and simulated observations for a given time series, over horizons that the researcher is interested in. To illustrate the importance of this point, consider Figure 1 , where inflation, measured as   = ∆ ln   , with   =   , is simulated under the assumption that either (i)   follows a random walk with drift in logs, or (ii) 4    =  0 +   . Here, models are estimated using monthly U.S. data for the period . Notice that   data generated via the SUROOT simulation model are increasing over time, with ever increasing volatility, a feature which is clearly not in accord with the historical record, and which suggests that care needs to be taken when using this model over long horizons. 2
This observation plays an important role in our subsequent findings.
Simulation and Predictive Accuracy Testing Methodology
We begin by summarizing the simulation based distributional accuracy test discussed in Corradi and Swanson (CS: 2007a) for comparing simulated data with historical data. Assume that our objective is to compare the joint distribution of the historical data with the joint distribution of a simulated series. Following CS, and for the sake of simplicity, we limit our attention in the section to the evaluation of the joint empirical distribution of (actual and model-based) current and previous period values, say 
one can set  *  to be any stationary vector of economic variables.) Also, let
 is the probability limit of b    taken as  → ∞ and where  ∈  ⊂ < 2  possibly unbounded. Accuracy is measured in terms of square error. The squared (approximation) error associated with model   = 1   is measured in terms of the (weighted) average over
Thus, the rule is to choose Model 1 over Model 2 if:
The hypotheses of interest are:
Under  0 , no model can provide a better approximation (in square error sense) to the distribution of   than the approximation provided by model 1 If interest focuses on confidence intervals, so that the objective is to "approximate" Pr( ≤   ≤ ) then the null and alternative hypotheses can be written in a form similar to that above, and appropriate statistics can be constructed. In order to test  0 versus    the relevant test statistic is √    , where
 and:
(The first term in the above expression is called the CS distributional loss for Model "1", while the second term is the loss for Model "j".) Asymptotically valid critical values for this test can easily be constructed using the block bootstrap (see Corradi and Swanson (2007a) for further details). One crucial feature of the   test is that all models under both hypotheses may be misspecified, as opposed to the usual practice of assuming correct specification under the null.
We now turn to a discussion of pointwise predictive accuracy testing. For a discussion of predictive accuracy and predictive model selection tests available in the current literature, the reader is referred to Corradi and Swanson (2006a) and the references cited therein. In the current paper, we use the Diebold and Mariano (DM: 1995) and West (1996) test, where the equal predictive accuracy null is tested using:
ex-ante forecast error constructed using a recursively estimated prediction model, for  = 1 2; and  is the number of observations in the ex ante forecast period. Of note is that loss functions other than mean square error loss can be used, although in this paper we focus exclusively on mean square forecast error loss. The limiting distributions of the DM statistic is given in Theorems 3.1 and 3.2 in Clark and McCracken (2005) , and for   1 contains nuisance parameters so that critical values cannot be directly tabulated, and hence Clark and McCracken (2005) use the Kilian (1999) parametric bootstrap to obtain critical values (see e.g. McCracken and Saap (2004) for discussion).
Note, though, that for  = 1, when models are nonnested (see Corradi and Swanson (2002) for a discussion of predictive accuracy and predictive Granger causality tests with nested models), and assuming that parameter uncertainty vanishes asymptotically, the standard normal distribution applies in the case of the DM test, even when the heteroskedasticity and autocorrelation consistent standard error given in the numerator of DM is replaced with
Furthermore, nonstandard critical values which obtain in other cases are generally larger, so that rejection of the null hypothesis using percentiles of the normal distribution often implies rejection using nonstandard critical values. Finally, nonstandard critical values are usually quite close, in absolute magnitude, to standard normal values. For these reasons, we use standard normal rejection regions when we report significance of DM test statistics. These should, of course, only be taken as a rough guide. For a thorough discussion of predictive accuracy tests, based both on point MSFEs and densities, the reader is referred to Corradi and Swanson (2006a,b) . For a discussion of predictive accuracy testing under recursive estimation schemes such as that used here, the reader is referred to Corradi and Swanson (2007b) . For a complete discussion of the properties of all of the diagnostic tests discussed in this section, refer to Corradi and Swanson (2006a , 2006b , 2007a , 2007b . For further discussion of distribution predictability, please see Zhu (2013) ; and for further discussion of forecasting economic and financial variables in general, see Cheng and Wu (2013) .
Data
We examine 14 monthly U. Figure   1 , where a variety of the series can be seen to exhibit cyclical variation consistent with seasonality.
Our group of 14 variables has been chosen to closely mimic a set of macroeconomic variables discussed by Federal Reserve Bank of New York on their website (from their list, we do not, however, examine yields and the S&P500 index, both of which were found to exhibit little seasonality 
Monte Carlo Results
In this section, the results of a small Monte Carlo experiment carried out in order to assess the finite sample impact of parameter estimation error on SUROOT model predictive performance, and HEGY test size are reported. Data are generated according to the following SUROOT model:
 Parameter values are chosen to mimic estimates obtained from the 14 monthly series used in our empirical analysis. In particular, we set  = {−06 −07 −08 −09}  = {−05 00 05} and   = {0005 001 01}. Moreover, in order to mimic the data transformation used in our empirical analysis, we set   = (1 − ) ln    and  = 12 3 Results based upon a (i) series of predictions experiments, and (ii) in-sample HEGY tests
3 Results are reported in Table 2 for all cases except  = {−07 −08}, which are omitted for the sake of brevity, and because results for these cases can be immediately inferred from examination of results for the cases where
are reported in the table. With regard to the prediction experiments, in each simulation, a sample of 500 observations was drawn, and prediction models were recursively estimated, beginning with an in-sample period of 120-+1 observations, and yielding a sequence of 380 ex-ante -step ahead forecasts. Here, as elsewhere,  is the forecast horizon (and is set equal to 1, 3, 12, and 60 months). 4
Results reported in the first 12 columns of numerical entries in the Table 2 are based upon examination of these forecasts. Namely, the first 4 columns report the proportion of simulations for which the SUROOT model predictions were "MSFE-better" than those based on a Random Walk model (RW). The next 8 columns report the proportion of simulations for which the two models yielded "MSFE-better" predictions based upon application of the Diebold-Mariano (1995) and BF tests reject the null (see Table 1 and Section 2 for further details). All results are based on 500 Monte Carlo simulations.
A number of conclusions can be drawn from examination of the table. First, notice that in the point MSFE comparison, the SUROOT model is "MSFE-best" in every simulation for  = 1 and  = 3 However, for greater values of , performance drops of, and indeed for  = 12, when  = −09 the RW model actually "wins" around 50% of the time; and around 75% of the time when  = 60 This suggests that parameter estimation error plays a substantive role when the forecast horizon is reasonably large, and when the MA coefficient is high, as may be expected to be the case in practice. Second, notice that the frequency of DM test "wins" agrees with the previous finding. Namely, for  = 12 and  = 60, the proportion of simulations for which the SUROOT model has a significantly lower MSFE than the RW model ranges from 25 to 20%, even for cases where  = −06 Given that the true DGP is a SUROOT model, and the correct specification is nested within the class of estimated SUROOT models, it is quite clear that parameter estimation error truly plays a crucial role in our experiment. Indeed, for  = 60 the random walk actually yields significantly lower MSFEs than the SUROOT model much more frequently than the number of times that SUROOT "wins", when  = −09 In some sense, this is not too surprising, given 4 The choice of forecast horizons reported in our tabulated results is consistent with the duration of many prediction and simulation experiments carried out both in industry, with one key exception. In certain instances, such as in life insurance economic scenario simulations, 25 year simulations are often used, which are longer than our longest (5 year) simulations.
that seasonal difference operators tend to cancel out with "near" non-invertible MA operators, as pointed out by Bell (1987) , and observed in finite sample experiments by Ghysels, Lee and Noh (1994) and Rodrigues and Osborn (1999) . Overall, this is an important finding that, when coupled with our discussion of Figure 1 (see above), underscores the importance of the choice of (prediction or simulation) horizon when carrying out model selection. Finally, notice that BF, HEGY1, and HEGY2 tests are very poorly sized in our experiment (see last three columns in the table). These results are consistent with earlier findings by many authors, including those just mentioned, and suggest that when using monthly data, standard seasonal unit root tests may be an inadequate guide as to the usefulness of such models. For discussion of testing procedures available that are designed to improve the finite sample properties of these tests, see e.g. Urga and P. Aroca-Gonzalez (2000), Franses (1996a,b) , Ghysels and Osborn (2001) , and the references on testing cited in the introduction to this paper. For this reason, it may be preferable in empirical applications to simply fit the different models and assess which models perform "best", based on simulation and prediction experiments, for example. Alternatively, carefully "adjusted" seasonality and nonstationarity tests might be developed and used.
Empirical Results
Basic Data Analysis
Given that BF and HEGY tests perform somewhat poorly using monthly data with time series properties of the type exhibited by the 14 economic variables analyzed in this section, we begin by searching for evidence of seasonality using a variety of means. First, estimated spectra are plotted in Figure 2 . To interpret these plots, recall that a frequency of   = 2  corresponds to a period of Hamilton (1994, chp. 6 ). In the plots,  is reported on x-axis. For illustrative purposes, consider the time series D Ship. The sample size is  = 563 The first peak occurs around  = 93corresponds to a cycle of 56393 ≈ 6 months. The second peak at  = 140 corresponds to a cycle of 4 months, the third cycle is 3 months, and fourth cycle is around 2 months.
Similarly for Ret Sales,  = 419 Thus, spectrum peaks at  ∈ (33 68 102 136 170) correspond to cycles at around 12, 6, 4, 3 and 2 months. Evidently, the spectra suggest that seasonality is prevalent in a number of the series. However, note in Table 1 that HEGY and BF tests find little evidence of seasonality. Given the poor empirical size of these tests, however, this evidence should be interpreted with care. Indeed, when deterministic seasonal dummy models were fit to the data, many associated coefficients were found to be significantly different from zero based upon the application of 5% nominal size tests. The last column of the Table 1 supports this finding, as the null of no deterministic seasonality is rejected for all 14 variables (see Urbach and Swanson (2013) for complete tabulated HEGY test results and complete deterministic dummy variable estimation results). Overall, there is quite clear evidence of seasonality in our data. Furthermore, note that in Table 1 , all series fail to reject the null of a unit root, based on application of the ADF test, supporting our use of growth rates in our subsequent simulation and prediction experiments.
Simulation Experiments
In order to evaluate the performance of the different models from the perspective of simulation, our four estimated models (RW, DS, SUROOT, and PAR) were used to simulate  observations of   
The starting values for the simulations were fixed to be the last observation of the historical sample used in estimation. In this sense, following the theoretical arguments made in Corradi and Swanson (2011) , simulated distributions for a given future period, say are asymptotically equivalent to -step ahead predictive densities. Note that the models used for simulation are the models outlined above (see Section 2.1), including an error term, where the error is assumed to be  normal, and where the variance of the error term is estimated using the residuals of the fitted model. Thus, simulation models take forms such as 4 12   = 166 +    for example, where   ∼  (0  2  ) and  2  is calibrated from the data. Results are also tabulated for the case where errors are drawn randomly from the empirical distribution of the residuals. Findings in this case are qualitatively similar to those reported below, and hence have been omitted for the sake of brevity (complete results are available upon request). We consider simulation paths of length  = {5 10 }, where  is the historical sample size. All results are gathered in Table 3 , and are based on the analysis of 100 simulation paths using the distribution comparison test discussed in Section 2.2 (further discussion of the experimental setup is contained in the footnote to Table 3 ; and a substantially more extensive simulation analysis is available upon request).
Our results based on the simulation experiments can be summarized as follows. First, the null hypothesis that there is nothing to choose between the different models based on the application of the   test is not rejected for any variables, when the benchmark model is RW (compare the first column of entries in the table with the critical values reported in the 2  through 5  columns of entries). However, this result may be in part be driven by poor finite sample test performance, as evidenced by the fact that there appear to be stark differences between the CS distributional loss measures reported in the last four columns of the table (see Section 2.2 for the definition of this MSFE type distributional loss measure). In particular, notice that for CPI1, PAR and RW CS distributional loss values are around one third as large as those associated with the DS model and one half as large as those associated with SUROOT. Overall, the PAR CS distributional loss is lowest for 9 of 14 variables, and is either lowest or very close to lowest for 14 of 14 variables.
In contrast, the SUROOT model is lowest or very close to lowest for 0 of 14 variables. Results for the other two models are more mixed, with both RW and DS performing well for 7 of 14 variables. However, it should be stressed that we have: (i) set  *  = (∆ ln    ∆ ln  −1 ); and (ii) set  to be the entire range of the historical data. For different choice of  *  and  , results may vary. For example, choosing  to correspond to the tail of the distribution, or choosing () to weight "more important" regions of the distribution may yield different results. Nevertheless, based upon our somewhat naive application of the CS test, there appears to be substantive evidence in favor of the more general PAR model, particularly with respect to our simple SUROOT model.
Of course, if the objective were to simulate 12  log differences, then the SUROOT model would be expected to perform much better (see Swanson and Urbach (2005) for evidence of this). This result underscores how important it is for the empiricist to carefully design an appropriate loss function based on her/his particular requirements, prior to selecting amongst alternative models.
In particular, this finding underscores the importance of both choice of forecast or simulation horizon and choice between minimizing point or distribution based loss measures.
Prediction Experiments
The objective in the previous subsection was to assess the ability of the alternative models to simulate long paths of future observations. Clearly, each simulation path can be thought of as containing predictions for many different horizons, some of which are very far in the future. While this approach to model assessment has obvious uses in a variety of contexts, it is quite different from an assessment of the models based on their ability to predict a variable for a single given horizon.
In this subsection we report the results of prediction experiments for fixed forecast horizons. 5 5 For further discussion of the predictive performance of the 4 models analyzed in this paper (see Osborn, Heravi, Prediction models are constructed recursively, starting with  = 120 −  + 1 observations, and ending with  =  −  observations, where  is the sample size, and  is the forecast horizon (recall that  is set equal to 1, 3, 12, and 60 months). The results of these experiments are contained in Table 4 comparison. This is a somewhat surprising finding, given the evidence of the HEGY tests that there is little seasonal integration; but is completely consistent with the finding of Osborn et al. (1999) that seasonal difference models perform well when used to predict 2-digit industrial production series at short horizons, even though they find very little test-based evidence of seasonal integration.
Thus, we again have evidence of the lack of reliability of in-sample integration tests. Second, the results for  = 3 12 and 60 are very different from those for  = 1 The SUROOT model is never dominant based on accuracy tests, and is only point MSFE dominant for one variable at one horizon. Clearly, parameter estimation error plays a crucial role in empirical models of the variety examined here. Namely, even if one assumes that there is seasonal integration, in accord with our finding that SUROOT is dominant for  = 1, PEE ensures that SUROOT is soundly beaten at all higher horizons. At the very least, we must conclude that SUROOT is a poor approximation when used to predict horizons greater than  = 1 6
Third, The PAR model is reasonably accurate. In particular, PAR is point MSFE and DM test dominant for 8 of 14 variables, relative to the RW benchmark, for  = 1 Furthermore, PAR and Birchenhall (1999) and Paap, Franses, and Hoek (1997) ).
6 It should be noted that, as we have mentioned, parameter estimation error is one key reason for the poor performance of the SUROOT model at higher forecast horizons. The evaluation of techniques that incorporate this information into potentially "improved" SUROOT models is left to future research.
performs approximately as well as the RW model for 4 of the remaining 6 variables. Even more importantly, PAR continues to dominate RW, and indeed all other model, with respect to the same set of 8 variables across  forecast horizons. Overall, the set of variables for which PAR dominates include all variables other than our price and IP sub-component variables. This favorable evidence in support of the PAR model mimics the evidence presented in the previous subsection, where the PAR model was found to be the best performing model, based on  distributional loss.
Concluding Remarks
We have provided evidence that a simple version of the seasonal unit root (SUROOT) model performs very well for predicting various economic variables when the forecast horizon is 1-step ahead. This result suggests that seasonal integration tests that reject the null of SUROOT need to be interpreted with caution. Their poor finite sample properties may mislead investigators into believing that seasonal unit root models are not useful (see Osborn et al. (1999) for a related discussion). However, for horizons of greater than one-step ahead, the SUROOT model performs poorly when used for prediction, suggesting that parameter estimation error is crucial to understanding the empirical performance of such models. This result is confirmed via a series of Monte Carlo experiments examining parameter estimation error, and via a series of experiments wherein (future) conditional distributions are simulated. Interestingly, simple periodic autoregressions do not have this property, and indeed perform very well in both prediction and simulation experiments, at all horizons considered in this paper. Deterministic seasonality models also perform reasonably well at all forecast horizons, and indeed dominate PAR models for a small subset of our variables, including price and IP sub-component variables. Finally, by comparing simulation and prediction based evidence, we underscore the importance of carefully designing on a case by case basis the criteria with which one judges alternative models. In particular, we underscore the importance of both choice of forecast or simulation horizon and choice between minimizing point or distribution based loss measures. Data generated according to 12th Log Difference Model With regard to the prediction experiments, in each simulation a sample of 500 observations was drawn, and prediction models were recursively estimated, begininng with an in-sample period of  = 120 −  + 1 observations, and yielding a sequence of 380 ex-ante -step ahead forecasts. Results reported in the first 12 columns of numerical entries in the table are based upon examination of these forecasts. Namely, the first 4 columns report the proportion of simulations for which the  model predictions were "MSFE-better" than those based on the  model. The next 8 columns report the proportion of simulations for which the two models yielded "MSFE-better" predictions based upon application of the Diebold-Mariano (1995) predictive accuracy test at a 5% nominal significance level, based on MSFE loss (see Section 4 for further details). Entires in the last three columns of the table indicate the proportion of times that the seasonal unit root (HEGY) and BF tests reject the null (see Table 1 and Section 2 for further details). All results are based on 500 Monte Carlo simulations. ) , and associated distributional loss measures (denoted CS Distributional Loss) are reported, where  denotes the length of the simulated data series used in test statistic construction, and  is the historical sample length, assumed to be the entire historical sample period (see footnote to Table 1 ). Note that this historical period is also the period used to estimate the models. As usual, the models are denoted by  , ,  , and   (see Section 2 for further details). The  test is designed to facillitate selection amongst alternative simulation models via comparison of simulated and historical distribtutions In the test, the benchmark model is  , against which all other model are compared. The null hypothesis corresponds to the case where no alternative model outperforms the benchmark. Critical values that are constructed both assuming that  approaches   0 ( * * ) and assuming that  approaches 0 ( * ), as  and  increase are reported in the 3th through 6th columns of entries (see Section 2 and Corradi and Swanson (2007a) for complete details). Further,  is the bootstrap block length, and all statistics are based on a grid of 20x20 values for , distributed uniformly across the historical data range. Bootstrap empirical distributions are constructed using 100 bootstrap replications. . Prediction models are constructed recursively, starting with  = 120-+1 observations, and ending with  =  −  observations, where  is the sample size, and  is the forecast horizon (set equal to 1, 3, 12, and 60 months ahead). For variable definitions, refer to Table 1. 
