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Abstract
In this paper we give examples of applications of general methods
of quantization by symmetrization of classical integrable systems, which
have been illustrated in two previous works by the same authors. We
consider two classes of systems in n spatial dimensions, which respectively
describe a point particle in a central force field and a freely rotating rigid
body. In the former case, the application of the general methods to an
integrable classical system leads in an almost straightforward way to the
quasi-integrability of the corresponding quantum system. In the latter
case instead, a modification of the symmetrization procedure is necessary
in order to achieve quantum integrability for n = 6.
1 Introduction
In two previous papers of this series, we have introduced the concept of quasi-
integrable quantum system [1], and we have established general methods to
obtain examples of such systems starting from classical integrable systems [2].
Integrability of an operator Hˆ is defined as the existence of a sufficiently large
set Fˆ of operators which commute with Hˆ , more exactly a quasi-integrable set Fˆ
of operators. The main source of integrable sets are Lie closed sets of operators
commuting with Hˆ . Making the union of several such sets one can obtain an
integrable set Fˆ . An important particular case of Lie closed set is a Lie algebra
of operators. General methods for the constructions of integrable sets are based
on the symmetrization of the products of operators, which correspond to the
elements of an integrable set of functions for the classical system. In the present
paper these methods will be applied to some important classes of integrable
classical and quantum systems.
In section 2 we consider systems in a Euclidean space of arbitrary dimension
n, which describe a point particle in a central force field. The discussion is then
extended to more general one-particle systems which are symmetric with respect
to the group of rotations SO(n). For all these cases we construct various types
of classical integrable sets of functions. These sets contain in general 2n − k
elements, where k is equal to the number of elements in the central subset
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[3]. This number, for the various integral sets here considered, can take all
possible values from 2 to n. Each integrable set can be applied to all systems
whose hamiltonian is an arbitrary function of the central elements. In all these
cases we show that, by applying the general results of [2], one can obtain a
corresponding integrable quantum systems with an equal number k of central
operators.
In section 3 we then consider a freely rotating rigid body in a Euclidean
space of arbitrary dimension n. In the classical case, it is known that this
system is completely integrable. By applying our scheme of noncommutative
integrability [3, 4, 5], we find how the number k of central integrals depends on
the space dimension n and on the properties of the set of generalized moments
of inertia of the body. We then show that, for n ≤ 5, the application of the
general results of [2] leads in an almost straightforward way to the integrability
of the corresponding quantum systems. However, for n = 6 we find that a
modification of the symmetrization procedure is necessary in order to obtain
a quasi-integrable set of operators. In fact, a Manakov polynomial of fourth
order in the left-invariant momenta, which belongs to the central subset of
the classical integrable set, does not commute with the hamiltonian operator
after symmetrization in the momenta. However, commutativity can be restored
by adding to it a suitable second order polynomial. One can conjecture that
analogous procedures can be applied also for n > 6.
2 One-particle systems in a n-dimensional cen-
tral force field
It is well-known that several mechanical systems have been proven to be in-
tegrable both at the classical and at the quantum level. The integrability of
various classes of systems is discussed for instance in [6, 7, 8, 9, 10, 11, 12].
These systems usually consist of point particles moving in a space of one or
more dimensions, subjected to an external potential or mutually interacting via
suitable two-particle potentials. In particular, in [13] a class of maximally super-
integrable systems is studied, which includes as a particular case the hydrogen
atom in n dimensions. In this section we too shall consider systems in n di-
mensions which generalize in some sense the hydrogen atom problem, although
our aim will be partly different with respect to most of the cited investigations.
We shall not in fact restrict ourselves to considering hamiltonians which are the
sum of the usual kinetic term and of a potential term dependent only on the
position. We shall instead consider a generic invariant hamiltonian with respect
to the group of n-dimensional rotations, and we shall look for all the possible
integrable sets of functions and operators which can be constructed for such an
hamiltonian. It is then obvious that each of these sets can also be associated
with the entire class of integrable systems, whose hamiltonian is expressible as
a functions of the central elements of the set. In this way our approach leads
to the systematic individuation of families of integrable systems in n spatial
dimensions. However, we shall not discuss the possible physical interpretation
of the systems obtained with this method.
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2.1 Classical particle in a central force field
The hamiltonian function of this system in an n-dimensional euclidean space
has the following form:
H =
1
2
p2 + U(r) (2.1)
where U ∈ C∞(0,+∞). Here we use the notation
r =
√
x2 , x = (x1, . . . , xn) , p = (p1, . . . , pn) .
The first term on the right-hand side of (2.1) corresponds to the kinetic energy
of the particle, and the second one corresponds to its potential energy. The con-
figuration space K of this classical system is the n-dimensional euclidean linear
space Rnx , more exactly, K = R
n
x \{0}. The group of orthogonal transformations
G = SO(n) acts on this space. This action in an orthonormal basis in Rnx is de-
fined by orthogonal matrices. The dimension of this Lie group is N = n(n−1)/2.
The action of this Lie group G transfers onto the cotangent bundle T ∗Rnx = R
2n
xp
to Rnx . This bundle, without the cotangent space T
∗
0R
n
x to R
n
x at the point 0,
represents the phase space M = T ∗K of the classical system. The action of this
group G conserves the hamiltonian function H = H(x, p) = 12p
2 + U(r) of the
classical system.
Let us denote the Lie algebra of the group G as g = so(n). Each element
a of g is associated with a vector field va on R
n
x . The corresponding vector
field on the symplectic manifold M ⊂ T ∗Rnx is hamiltonian with hamiltonian
function Pa(m) = 〈p, va(x)〉, where p = m ∈ T ∗xRnx is a linear form on TxRnx . Let
(va1(x), . . . , van(x)) be the components of the vector field va in coordinates x =
(x1, . . . , xn); then Pa(p, x) =
∑
i pivai(x), where (p, x) are canonical coordinates
on T ∗Rnx . In the considered case, in which the group is G = SO(n), an element
a of the Lie algebra g is represented by a skew-symmetric matrix A = Aa, and
the vector va(x) at the point x = (x1, . . . , xn) has the form va(x) = −Aax. The
action of the group G on T ∗Rnx is a Poisson action, i.e., {Pa, Pb} = P[a,b], where
a, b are any two elements of g, and [a, b] is the commutator defined in this algebra.
Each system of cartesian coordinates in Rnx defines in the algebra g a basis whose
elements are given in these coordinates by matrices Dij , 1 ≤ i < j ≤ n, having a
particularly simple form. These matrices have only two non-zero elements which
are equal to ±1. Namely, Dijij = −Dijji = 1, where Dijkl denotes the element of
the matrix Dij lying at the intersection of row k and column l. Making use of
Kro¨necker symbol δij , we can write in general
Dijkl = δkiδlj − δkjδli . (2.2)
According to this formula, a matrix Dij can naturally be defined also for i ≥ j,
and we have Dji = −Dij ∀ i, j = 1, . . . , n. The commutation relations between
these matrices are
[Dij , Dhk] = −δihDjk − δjkDih + δikDjh + δjhDik . (2.3)
Note that, whenever the commutator is nonzero, only one of the four terms on
the right-hand side is different from zero.
Let Pij denote the function Pa, corresponding to the matrix Aa = D
ij . Then
Pij = xipj − xjpi . (2.4)
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From (2.3) one immediately derives that the Poisson brackets relations between
these functions are
{Pij , Phk} = −δihPjk − δjkPih + δikPjh + δjhPik . (2.5)
Let P (x, p) denote the N -dimensional vector (Pij(x, p), 1 ≤ i < j ≤ n). It is
easy to verify that the rank of the map P : R2nxp → RN at a typical point (x, p)
is equal to 2n − 3. Let P 2 denote the square of the length of vector P , i.e.,
P 2 :=
∑
1≤i<j≤n P
2
ij = r
2p2 − (x · p)2. Here x · p denotes the scalar product of
vectors x and p, i.e., x · p :=∑ni=1 xipi. Using (2.5) it is easy to check that
{P 2, Pij} = 0 (2.6)
for any component Pij of vector P . It is clear that one can select 2n − 4
components L = (Pi1j1 , . . . , Pi2n−4i2n−4) of this vector, such that the set Π :=
(P 2, L) defines a regular map Π : R2nxp → R2n−3 almost everywhere in R2nxp. This
means that the rank of the map Π is equal to 2n − 3 almost everywhere. A
possible choice is L = (P13, P14, . . . , P1n, P23, P24, . . . , P2n).
Let us add to this set the hamiltonian function H = H(x, p), and denote by
F = (H,P 2;L) the resulting set of 2n− 2 functions. It is easy to see that this
set F is functionally independent almost everywhere, that is the set of critical
points of the map defined by this set has zero measure, is a closed set and is
nowhere dense. Using the relations
{xi, Pjk} = δijxk − δikxj , (2.7)
{pi, Pjk} = δijpk − δikpj (2.8)
for i, j, k = 1, . . . , n, it is also easy to verify that
{r2, P} = 0 , {p2, P} = 0 , (2.9)
that is {r2, Pjk} = {p2, Pjk} = 0. Hence {H,P} = 0. Since L ⊂ P , this implies
that the set F has 2 central functions, H and P 2. According to the definition
given in [1], F is thus an integrable set with two central integrals, and the system
with hamiltonian function H is globally integrable with set of invariants F . The
conservation of P implies that the orbit of the particle lies in a 2-dimensional
plane.
Proposition 2.1. Let (V1, . . . , Vl) and (W1, . . . ,Ws) be two sets of function-
ally independent functions on a 2n-dimensional symplectic manifold, such that
{Vi,Wk} = 0 for i = 1, . . . , l and k = 1, . . . , s. Then l + s ≤ 2n.
Taking into account the above well-known result, we can describe the set of
all integrable classical systems which are invariant with respect to the action of
the group G = SO(n) on R2nxp, i.e., the integrable systems whose hamiltonian H
is in involution with vector P .
Lemma 2.2. We have {H,P} = 0 if and only if locally H = f(p2, r, P 2).
Proof. Let us suppose that H = f(p2, r, P 2). Since the functions r, p2, P 2 are
in involution with P (see above), we have {H,P} = 0.
Viceversa, let us suppose that there exists a function H(x, p) such that
{H,P} = 0 and that has not locally the form H = f(p2, r, P 2). In this case
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we would have 4 functionally independent functions p2, r, P 2 and H , which are
in involution with the 2n − 3 functionally independent functions of the set Π.
Since the sum of the numbers of functions belonging to these two sets equals
2n+ 1, this would be in contradiction with proposition 2.1.
Proposition 2.3. In the real analytic case, a hamiltonian function H is in
involution with P and is integrable if and only if it has locally the following
form: H = f(p2, r, P 2).
The situation considered in all the present article refers to the more gen-
eral case of infinitely differentiable functions, that is of class C∞. In this
case, if {H,P} = 0 and H is integrable, then H = f(p2, r, P 2). Viceversa,
if H = f(p2, r, P 2), where the 2-covector ∂f/∂(p2, r) = (∂f/∂(p2), ∂f/∂r) is
not zero, more exactly ∂f/∂(p2, r) 6= 0 almost everywhere, then H is integrable
and {H,P} = 0. Such systems are always integrable with k = 2, with central
integrals H and P 2. In certain cases it is possible to find an additional integral,
and to have integrability with k = 1. For example in the case of the Newton
potential, that is for H = p2/2 − α/r, and in the case of identical uncoupled
oscillators, that is for H = (p2 + r2)/2. The system with hamiltonian func-
tion H which is a function only of the square angular momentum, more exactly
H = f(P 2), where df 6= 0 almost everywhere, is integrable with k = 1.
Let us present the integrable sets F = F (H) which correspond to these
hamiltonian functions. For H = f(p2, r, P 2), where the function f is not lo-
cally functionally dependent only on P 2, one can take F = (H,P 2;L), and
therefore k = 2. For H = p2/2 − α/r one can take F = (H ;P 2, L,A1),
where A1 =
∑n
j=2 P1jpj − αx1/r. For H = (p2 + r2)/2 one can take F =
(H ;H1, H2, . . . , Hn−1, P12, P13, . . . , P1n), where Hi = (p
2
i + x
2
i )/2. For H =
f(P 2) one can take F = (P 2; p2, r, L). In all cases except the first one, we have
k = 1.
Proof. According to the previous lemma, {H,P} = 0 if and only if H =
f(p2, r, P 2).
If ∂f/∂(p2, r) 6= 0 almost everywhere, we can repeat the proof given at the
beginning of section 2.1 for the case H = p2/2− U(r). By adding the function
H to the set Π = (P 2, L), we thus obtain a set of 2n− 2 functions which defines
almost everywhere a regular map and has two central integrals, H and P 2.
Therefore the system is integrable with k = 2. If instead f = f(P 2), then the
set F = (P 2; p2, r, L) is an integrable set with k = 1.
For the Kepler system, H = p2/2− α/r, it is straightforward to verify that
{H,Ai} = 0, where
Ai =
n∑
j=1
Pijpj − αxi
r
=
(
p2 − α
r
)
xi − (x · p)pi
for i = 1, . . . , n [14]. Since vector A lies in the plane of the orbit and satisfies
A2 = 2P 2H+α2, obviously only one component of A is functionally independent
of the set (H,P 2, L). Hence F = (H ;P 2, L,A1) is an integrable set with k = 1.
Of course, one has to keep in mind that the potential U(x) = −α/r is a solution
of the Laplace equation
∑n
i=1 ∂
2U/∂x2i = 0 only for n = 3.
The hamiltonian H = (p2+ r2)/2 actually describes a set of resonators with
equal frequencies, and will be considered again in a following paper.
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In all the considered cases, the linear independence of the differentials of
the functions F (H) can be checked directly by considering the corresponding
jacobian matrices. In the analytic case, either H = f(P 2), or ∂f/∂(p2, r) 6= 0
almost everywhere: therefore integrability is always guaranteed.
Remark 2.1. In the previous proposition we have considered the potential α/r
for a particle in a space of arbitrary dimension n. Of course one has to keep in
mind that such a potential is a Green function for the n-dimensional Laplace
operator only for n = 3.
Let us consider the case H = f(p2, r, P 2), with ∂f/∂(p2, r) 6= 0 almost
everywhere. We have seen that these systems are integrable with k = 2. This
means that the typical invariant surface for the phase-flow of the system is a
two-dimensional torus. It is however possible to find for the same systems also
integrable sets with a larger number k of central integrals, up to the maximum
possible number k = n which corresponds to standard Liouville integrability. In
this way one can construct a larger class of integrable systems, which includes
all systems whose hamiltonian is an arbitrary function of the central elements
of the set. In general, such systems will no longer be invariant under the action
of the whole group SO(n), but only of some subgroup of it.
For example, in the familiar case n = 3, one can take F = (H,P 2;P12, P13),
with k = 2, but also F = (H,P 2, P12), with k = 3, or in general F = (H,P
2, Pa),
where Pa is the momentum associated with any arbitrary element a ∈ so(3).
It follows that any system with hamiltonian K = g(p2, r, P 2, Pa), where g is a
function such that ∂g/∂(p2, r) 6= 0, is integrable with k = 3. Of course any
such system is only invariant with respect to the one-parameter subgroup of the
rotations around the axis associated with a.
Definition 2.1. We say that two integrable sets are functionally equivalent if
the elements of one set are locally functions of the elements of the other set.
Owing to the arbitrariness in the choice of the element a ∈ so(3), we see
that, for the system with hamiltonian H = f(p2, r, P 2), there exist infinitely
many functionally inequivalent integrable sets with k = 3.
Let us now consider the case of arbitrary n. Note first of all that in the
integrable set described in proposition 2.3, all n coordinates of configuration
space are treated on the same footing, since all possible choices of the 2n − 4
noncentral elements of the set actually lead to functionally equivalent integrable
sets. More generally, under any transformation of the group SO(n), the set F
with k = 2 is transformed into an equivalent set. One can however construct
other integrable sets in the following way. One takes the function P 2 as central
element, and then splits the set of n coordinates of configuration space into
two arbitrary disjoint subsets. One takes as additional central elements the two
functions, one for each of these two subsets, which are obtained by summing
the squares of all the components of P acting on the coordinates of the subset.
Then, for any of the two subsets of coordinates, one can proceed in two alter-
native ways. Either one takes as integral functions a suitable set L′ of 2n′ − 4
momenta acting on the coordinates of the subset, where n′ is the number of such
coordinates, or one splits again the subset into two arbitrary smaller disjoint
subsets, and repeats the procedure. If one wishes, one can continue splitting the
subsets into two parts, until one is left with only subsets consisting of either one
or two space coordinates (the splitting of a set of two coordinates is ineffective
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with respect to the resulting integrable set). Coming back to the case n = 3, we
see that the integrable system F = (H,P 2, P12) considered above corresponds
to the splitting of the set of coordinates (x1, x2, x3) into the two subsets (x1, x2)
and (x3).
The general procedure is described in a formal way by the following propo-
sition.
Proposition 2.4. For any n ≥ 2 and for any z = 1, . . . , n − 1, it is possible
to construct in a recursive manner sets Zn,z and Ln,z of polynomial functions
of degree ≤ 2 in the variables Pn := (Pij , 1 ≤ i < j ≤ n), with the following
properties:
1. Zn,z contains z elements,
2. Ln,z contains 2(n− z − 1) elements, all of degree 1 in Pn,
3. the set Πn,z := (Zn,z, Ln,z) is functionally independent,
4. {Zn,z,Πn,z} = 0.
Given any set A, it is useful to denote with ♯A the number of its elements.
Properties 1 and 2 can thus be written ♯Zn,z = z and ♯Ln,z = 2(n − z − 1)
respectively. Property 4 means that any element of Zn,z is in involution with
all elements of the set Πn,z.
Proof. According to proposition 2.3, for z = 1 one can take Zn,1 = P
2
n and form
Ln,1 by collecting 2n− 4 suitable elements of Pn. For n = 2 we can only have
z = 1, Z2,1 = (P12) and L2,1 = ∅. In order to construct sets Zn,z and Ln,z, with
n > 2 and 2 ≤ z ≤ n− 1, we shall proceed by induction on n.
Let us take m > 2 and suppose that, for all n = 2, . . . ,m − 1, we have
constructed sets Zn,z and Ln,z of polynomial functions of degree ≤ 2 in Pn, for
all possible z = 1, . . . , n − 1, satisfying properties 1–4 specified above. Let us
split the set of indexes Nm := (1, . . . ,m) into two arbitrary nonempty disjoint
subsets I1 and I2, such that ♯I1 = n1, ♯I2 = n2, n1 + n2 = m and Nm =
I1 ∪ I2. For k = 1, 2, consider the two sets of momenta P (k) ⊂ Pm, with
P (k) := (Pij , i, j ∈ Ik, i < j) if 1 < nk ≤ m − 1, and P (k) := ∅ if nk =
1. This means that the elements of P (k) are the generators of the orthogonal
transformations of the subspace Rnk ⊂ Rm having set of coordinates (xi, i ∈ Ik).
We have obviously {P (1), P (2)} = 0. If 1 < nk ≤ m − 1, consider for any
zk, with 1 ≤ zk ≤ nk − 1, the sets Znk,zk(P (k)) and Lnk,zk(P (k)), which are
obtained from the set of polynomials Znk,zk and Lnk,zk by replacing the variables
Pnk := (Pij , 1 ≤ i < j ≤ nk) with P (k). If instead nk = 1, take zk = 0,
Z1,0(P
(k)) := ∅ and L1,0(P (k)) := ∅. We thus have in all cases ♯Znk,zk(P (k)) =
zk and ♯Lnk,zk(P
(k)) = 2(nk − zk − 1). Finally, take
z = z1 + z2 + 1 ,
Zm,z =
(
P 2m, Zn1,z1(P
(1)), Zn2,z2(P
(2))
)
,
Lm,z =
(
Ln1,z1(P
(1)), Ln2,z2(P
(2))
)
,
where P 2m :=
∑
1≤i<j≤m P
2
ij . It is easy to see that the sets Zm,z and Lm,z satisfy
properties 1–4 above for n = m. If n1 = 1, z1 = 0, n2 = m − 1, z2 = 1, we
obtain z = 2. With any other choice of nk and zk, k = 1, 2, z can assume any
value from 3 to m− 1.
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Let the hamiltonian of a system have the form H = f(p2, r, P 2), with
∂f/∂(p2, r) 6= 0 almost everywhere. From proposition 2.4 it follows that the
sets of functions Fn,z := (H,Zn,z;Ln,z) are integrable sets, with subset of cen-
tral elements (H,Zn,z), for all z = 1, . . . , n − 1. We have ♯Fn,z = 2n − k and
k = z + 1. Hence the number k of central elements can take all values from
k = 2 to k = n.
It has to be noted that all integrable sets with k > 2, obtained by means
of proposition 2.4, depend on the choice of a cartesian set of coordinates on
R
n. This means that, to any such set of coordinates, it corresponds in general
an inequivalent integrable set. If one performs a transformation of SO(n) on
configuration space, then a given integrable set is transformed into an equivalent
one only if the transformation leaves invariant all the central functions of the
set.
As an example of application of proposition 2.4, in the two following tables
we show explicitly some integrable sets which are obtained in the two cases
n = 4 and n = 5 respectively. In these tables we use the notation P 2(123) :=
P 212 + P
2
13 + P
2
23 and P
2
(1234) := P
2
12 + P
2
13 + P
2
14 + P
2
23 + P
2
24 + P
2
34.
F k
(H,P 2;P13, P14, P23, P24) 2
(H,P 2, P 2(123);P12, P13) 3
(H,P 2, P 2(123), P12) 4
(H,P 2, P12, P34) 4
Table 1: Integrable sets for H = f(p2, r, P 2) and n = 4.
F k
(H,P 2;P13, P14, P15, P23, P24, P25) 2
(H,P 2, P 2(1234);P13, P14, P23, P24) 3
(H,P 2, P 2(1234), P
2
(123);P13, P23) 4
(H,P 2, P 2(1234), P
2
(123), P12) 5
(H,P 2, P 2(1234), P12, P34) 5
(H,P 2, P 2(123), P45;P12, P13) 4
(H,P 2, P 2(123), P45, P12) 5
Table 2: Integrable sets for H = f(p2, r, P 2) and n = 5.
2.2 Quantum particle in a central force field
The hamiltonian operator Hˆ of this system is obtained from the hamiltonian
function (2.1) by standard quantization (see definition in [1]), which here simply
consists in the substitution p→ ∂/∂x and the the replacement of the multiplica-
tion of functions with the composition of corresponding operators, in symbols:
× → ◦. We thus obtain
Hˆ =
1
2
pˆ2 + U(r) , (2.10)
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where
r =
√
x2 , x = (x1, . . . , xn) , pˆ = (pˆ1, . . . , pˆn) , pˆi =
∂
∂xi
.
The operator pˆ2 is the Laplace operator in cartesian coordinates. We can pro-
ceed as for the classical system, and on the basis of the classical formulas we will
obtain the corresponding formulas where functions are converted into operators
and Poisson brackets into Lie brackets. In a similar way we will also verify the
quasi-independence of operators. Let us fix cartesian coordinates in Rnx . Let
(x, p) be the corresponding canonical coordinates on R2nxp = T
∗
R
n
x . Let us con-
sider the standard set of operators (x, pˆ), where pˆ = ∂/∂x. This set is obtained
by canonical quantization from the coordinates (x, p). Therefore, identifying
(x, p) and (x, pˆ) with the sets B and B respectively, one can study the algebra
of the polynomial functions of these operators by applying propositions 3.1, 4.1,
and also remark 4.4 of [2]. This remark is useful in order to deal with arbitrary
functions of r.
Let us consider the operators Pˆij , 1 ≤ i < j ≤ n, obtained by symmetric
quantization from the classical momenta Pij = xipj−xjpi. Taking into account
the canonical commutation relations
[xi, xj ] = 0 , [pˆi, pˆj] = 0 , [pˆi, xj ] = δij (2.11)
for i, j = 1, . . . , n, where δij is the Kro¨necker symbol, we have that Pˆij = xipˆj−
xj pˆi, i.e., these operators coincide with the standard quantization of momenta
Pij . From the quadratic dependence of Pij on (x, p), and from proposition 3.1
of [2] (case 1), it follows that the commutation relations among the operators
Pˆij have the same form as the Poisson brackets (2.5) among the corresponding
classical functions:
[Pˆij , Pˆhk] = −δihPˆjk − δjkPˆih + δikPˆjh + δjhPˆik . (2.12)
Similarly, from (2.9) and proposition 4.1 of [2] it follows that
[r2, Pˆ ] = 0 , [pˆ2, Pˆ ] = 0 . (2.13)
It is also easy to verify that [U(r), Pˆ ] = 0 for any function U , in accordance with
the first of (2.13) and with remark 4.4 of [2]. We thus conclude that [Hˆ, Pˆ ] = 0.
Note that {p2, r2} = 4x · p 6= 0 and correspondingly [pˆ2, r2] = 2(x · pˆ+ pˆ · x) =
4x · pˆ+ 2n 6= 0.
Using proposition 2.5 of [2], it is easy to check that the operator (P 2)sym,
obtained by symmetrization with respect to (x, pˆ) of the square length P 2 of
momentum P , coincides with the operator Pˆ 2 =
∑
i<j Pˆ
2
ij up to an additive
constant. We have in fact Pˆ 2 = (P 2)sym + n(n − 1)/4. Since the additive
constant n(n− 1)/4 is irrelevant for Lie brackets, from classical relations (2.6)
and from proposition 4.1 (case b) of [2] we obtain
[Pˆ 2, Pˆij ] = [(P
2)sym, Pˆij ] = 0 . (2.14)
The quasi-independence of the set Πˆ = (Pˆ 2, Lˆ) of 2n − 3 operators follows
from the functional independence of the corresponding set of symbols Π =
(P 2, L), and from the homogeneity of these functions with respect to p. In fact,
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the latter property implies that these functions coincide with their respective
main parts. Let us consider the set Fˆ = (Hˆ, Pˆ 2; Lˆ), where Hˆ is given by (2.10).
If U(r) ≡ 0, it is easy to check that the set of corresponding symbols F =
(H,P 2;L) is functionally independent. Since these functions are homogeneous
with respect to p, these functions are quasi-independent. Furthermore, since
the main part of H does not depend on U , the property of quasi-independence
is true for arbitrary U . Therefore, the quantum system with hamiltonian Hˆ is
quasi-integrable with integrable set Fˆ = (Hˆ, Pˆ 2; Lˆ) and k = 2 central operators,
Hˆ and Pˆ 2.
It is possible to give a partial characterization of integrable quantum systems
which are invariant with respect to the action of the group G = SO(n) on R2nxp,
i.e., the systems whose hamiltonian operator Hˆ commutes with vector operator
Pˆ .
Proposition 2.5. If the hamiltonian operator Hˆ of a system has the form: Hˆ =
f(pˆ2, Pˆ 2, g1(r), . . . , gl(r)), where the function f is an arbitrary noncommutative
polynomial in the l + 2 variables (pˆ2, Pˆ 2, g1(r), . . . , gl(r)), and g1(r), . . . , gl(r)
are arbitrary functions of r, then [Hˆ, Pˆ ] = 0.
Viceversa, let Hˆ be an arbitrary operator of class O on K = Rn \ {0}, such
that [Hˆ, Pˆ ] = 0. Then the symbol of its main part MHˆ with respect to linear
momenta pˆ (see definitions in [1]) has the form MH = g(p2, r, P 2), where g
is a homogeneous polynomial in the two variables (p2, P 2), whose coefficients
are arbitrary functions of r defined for all r > 0. If the polynomial g satisfies
the condition ∂g/∂(p2, r) 6= 0 almost everywhere, then the systems is quasi-
integrable with k = 2, with central integrals Hˆ and P 2. In certain cases it is
possible to find an additional integral, and to have quasi-integrability with k = 1.
This is the case for example for the Newton potential, that is for Hˆ = pˆ2/2−α/r,
and for identical uncoupled oscillators, that is for Hˆ = (pˆ2+ r2)/2. The system
with hamiltonian function Hˆ which is a function only of the square angular
momentum, more exactly Hˆ = f(Pˆ 2), where df 6= 0 almost everywhere, is
quasi-integrable with k = 1.
Let us present the integrable sets of operators F = F (Hˆ) which corre-
spond to integrable quantum systems with these hamiltonian operators. For
Hˆ = f(pˆ2, Pˆ 2, g1(r), . . . , gl(r)), where the function f is not locally functionally
dependent only on Pˆ 2, one can take F = (Hˆ, Pˆ 2; Lˆ), and therefore k = 2. For
Hˆ = pˆ2/2 − α/r one can take F = (Hˆ ; Pˆ 2, Lˆ, Aˆ1), where Aˆ1 =
∑n
j=2(Pˆ1j pˆj +
pˆjPˆ1j)/2−αx1/r. For Hˆ = (pˆ2+r2)/2 one can take F = (Hˆ ; Hˆ1, Hˆ2, . . . , Hˆn−1,
Pˆ12, Pˆ13, . . . , Pˆ1n), where Hˆi =
1
2 (pˆ
2
i + x
2
i ). For Hˆ = f(Pˆ
2) one can take
F = (Pˆ 2; pˆ2, r, Lˆ). In all cases except the first one, we have k = 1.
Since x · pˆ = (pˆ2r2 − r2pˆ2)/4 − n/2, this proposition implies in particular
that [x · pˆ, Pˆ ] = 0. Note also the relation Pˆ 2 = r2pˆ2 − (x · pˆ)2 − (n − 2)x · pˆ,
which can for instance be easily verified using proposition 3.2 of [1].
Proof. Let the operator Hˆ of class OK have the form Hˆ = f(pˆ2, Pˆ 2, g1(r),
. . . , gl(r)), where the functions f, g1, . . . , gl have the properties specified in the
proposition. Then the relation [Hˆ, Pˆ ] = 0 follows from (2.13) and (2.14).
Viceversa, let Hˆ be an operator of class O such that [Hˆ, Pˆ ] = 0. Then
lemma 3.24 of [1] implies that {MH,P} = 0, where H and P are the symbols of
Hˆ and Pˆ respectively. Using lemma 2.2 we thus obtain that MH = g(p2, r, P 2),
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where g is an arbitrary function of three variables. Furthermore, since p2 and
P 2 are both homogeneous polynomials of order 2 in p, taking into account the
definition of main part we obtain that g is a homogeneous polynomial in the
two variables (p2, P 2), whose coefficients are arbitrary functions of r defined for
all r > 0.
The proof of the remaining statements is similar to the proof of the cor-
responding statements of proposition 2.3. Let us consider, in particular, the
hamiltonian Hˆ = pˆ2/2− α/r of the quantum Kepler system [15]. Using (2.13),
together with proposition 2.1 and lemma 2.2 of [2], it is easy to verify that
[Hˆ, Aˆi] = 0, where
Aˆi =
n∑
j=1
Pˆij ⋄ pˆj − αxi
r
, i = 1, . . . , n .
We have used above the symbol ⋄ to denote symmetrized products, as in [2].
Only one component of Aˆ is quasi-independent of the set (Hˆ, Pˆ 2, Lˆ). Note that
we have in this case
Aˆ2 = 2Hˆ
[
Pˆ 2 −
(
n− 1
2
)2]
+ α2 .
Finally, it is easy to check that the main parts of the operators of the sets
considered in the last part of the proposition are functionally independent.
The commutation relations between operators, from which the integrability
of the considered sets of operators has been established, have been derived
exploiting the quadratic dependence of classical momenta Pij on the canonical
variables (x, p). Let us now present an alternative proof of these relations, which
is only based on the linear dependence of these momenta on impulses p. We
shall consider the quantization of an arbitrary vector field on configuration space
K, more exactly, the quantization of the hamiltonian function on T ∗K which
corresponds to the lifting of this field on T ∗K. These considerations are useful
for the investigation of any linear operator which is invariant with respect to
the phase flows of such vector fields on K, independently of the assumption that
these vector fields be linear.
Let P = (P1, . . . , Pl) be a set of functions on the symplectic manifold M =
T ∗K, which are linear with respect to p:
Pi = v
0
i (x) + 〈p, vi(x)〉 , (2.15)
Pi : T
∗K → R. Such functions, in local coordinates (x, p) induced by local
coordinates x onK, have the form Pi = Pi(x, p) = v
0
i (x)+
∑n
k=1 v
k
i (x)pk. Let us
suppose that the linear combinations of these functions with constant coefficients
form a Lie algebra g with Poisson brackets in the role of commutators, and that
the functions of the set P form a basis of this algebra. Let us consider the set
of operators Pˆ = (Pˆ1, . . . , Pˆl) obtained by standard quantization from the set
of functions P , i.e.,
Pˆi := v
0
i (x) +
n∑
k=1
vki (x)
∂
∂xk
, i = 1, . . . , l . (2.16)
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Then the linear combinations of these operators form also a Lie algebra with
respect to the usual commutator of linear operators. Moreover, let us consider
the linear map, from the original Lie algebra of functions onM to the Lie algebra
of operators, which is defined by the correspondence of sets P → Pˆ , obtained
by standard quantization. This map is a isomorphism between these two Lie
algebras, i.e., the linear map preserves commutators.
This fact is an obvious consequence of the following more general proposition.
Let us consider the Lie algebra V = VectK(K×R) of all vector fields defined on
the direct productK×R ∋ (x, u), which do not depend on u. The commutator in
this algebra is the usual Lie bracket of vector fields. In local coordinates (x, u),
x = (x1, . . . , xn), a vector field V ∈ V on the (n + 1)-dimensional manifold
K × R has the form x˙ = v(x), u˙ = v0(x). Let us consider also the algebra F
of all functions P on the symplectic manifold M = T ∗K which are linear with
respect to the impulse p, i.e., functions of the form (2.15). Let us also consider
the Lie algebra O of all linear nonhomogeneous differential operators on K, i.e.,
operators of the form (2.16).
Proposition 2.6. There are canonical isomorphisms between these three Lie al-
gebras V ,F ,O. In local coordinates on K, the coefficients v0(x), v1(x), . . . , vn(x)
defining the elements of these algebras are conserved under these isomorphisms.
Let V and W be two vector fields of class V = VectK(K×R). Let us indicate
the functions and operators, associated with these fields, as PV , PW and PˆV , PˆW
correspondingly. Then the conservation of commutators of these algebras under
the considered isomorphisms can be written in the form
{PV , PW } = P[V,W ] , [PˆV , PˆW ] = Pˆ[V,W ] .
The hamiltonian vector field XP , defined by the hamiltonian function P ∈
F , can be lowered by natural projection π : T ∗K → K. This means that
π∗(XP (m)) ∈ TxK does not depend on the choice of the point m ∈ π−1(x),
where XP (m) is the vector field XP at point m, π∗ : TM → TK is the deriva-
tive of the map π, and TxK is the tangent space to K at point x. Suppose that
P = PV , where V ∈ V. Since the elements of V do not depend on u, the vec-
tor field V can be lowered onto configuration space K via the natural projection
K × Ru → K. These two vector fields, obtained by projection on K from PV
and V respectively, are coincident.
Proof. Both statements of this proposition, about the correspondence of com-
mutators of the three Lie algebras and about the coincidence of the projections
on K of the two vector fields, can be easily checked by direct computation
in local coordinates. In general, these statements are reformulations of simple
well-known facts.
Since classical momenta Pij(p, x) = xipj − xjpi are linearly dependent on
classical impulses p, we can use the above proposition to deduce the commu-
tation relations (2.12) for the operators Pˆij from the corresponding classical
relations (2.5).
Relations (2.5) show that the set of momenta Pij , 1 ≤ i < j ≤ n, is a
basis of the Lie algebra g = so(n), which is isomorphic to the Lie algebra of
all skew-symmetric matrices. A natural basis in this Lie algebra is formed by
matrices Dij , 1 ≤ i < j ≤ n, defined by formula (2.2). The correspondence
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Dij 7→ Pij is extended to linear combinations of matrices Dij and functions
Pij as an isomorphism of Lie algebras. The basis P = (Pij , 1 ≤ i < j ≤ n)
of Lie algebra g induces a dual set of coordinates on the co-algebra g∗. It
is well-known that the function P 2 : g∗ → R, P 2 := ∑1≤i<j≤n P 2ij , is an
invariant of the co-adjoint representation of SO(n) on the co-algebra g∗, where
g = so(n). From corollary 4.4 of [2], it follows that [(P 2)sym
Pˆ
, Pˆ ] = 0, where
(P 2)sym
Pˆ
denotes the symmetrization with respect to Pˆ of polynomial P 2. But
obviously (P 2)sym
Pˆ
=
∑
1≤i<j≤n Pˆ
2
ij = Pˆ
2. We thus conclude that [Pˆ 2, Pˆ ] = 0.
Let us prove now that [r2, Pˆ ] = [pˆ2, Pˆ ] = 0. Let us consider the set
B = (1, x, p, P ) of l := n(n−1)/2+2n+1 functions onM2n = T ∗K. From Pois-
son brackets relations (2.5), (2.7) and (2.8) it follows that this set of functions
is a basis in a l-dimensional Lie algebra. The functions of set B are linear non-
homogeneous functions of p. Therefore proposition 2.6 implies that analogous
commutation relations hold for the operators B = (1, x, pˆ, Pˆ ) obtained from the
functions of set B by standard quantization. We have in particular
[xi, Pˆjk] = δijxk − δikxj , (2.17)
[pˆi, Pˆjk] = δij pˆk − δikpˆj . (2.18)
Then relations (2.13) can be derived from (2.9) using proposition 4.2, case b, of
[2].
The following proposition is the quantum equivalent of proposition 2.4.
Proposition 2.7. For any n ≥ 2 and for any z = 1, . . . , n − 1, it is possible
to construct in a recursive manner sets Zˆn,z and Lˆn,z of polynomial functions
of degree ≤ 2 in the variables Pˆn := (Pˆij , 1 ≤ i < j ≤ n), with the following
properties:
1. Zˆn,z contains z elements,
2. Lˆn,z contains 2(n− z − 1) elements, all of degree 1 in Pˆn,
3. the set Πˆn,z := (Zˆn,z, Lˆn,z) is quasi-independent,
4. [Zˆn,z, Πˆn,z] = 0.
Proof. Let Zˆn,z and Lˆn,z be the polynomials obtained from the classical ones
Zn,z and Ln,z of proposition 2.4, by simply replacing their arguments Pn with
the quantized momenta Pˆn. In this case symmetrization is unnecessary, since in
these polynomials all monomials of degree 2 are squares of elements of Pˆn. Since
all elements of the set Πn,z = (Zn,z, Ln,z) are homogeneous polynomials in p,
they coincide with the symbol of the main parts of the corresponding elements
of Πˆn,z. Therefore the quasi-independence of Πˆn,z follows from the functional
independence of the classical set Πn,z.
Point 4 can be proved just by repeating the proof of proposition 2.4. When
the set of indexes Nm := (1, . . . ,m) is split into two disjoint subsets I1 and
I2, consider in fact the two sets of operators Pˆ
(k) ⊂ Pˆm, k = 1, 2, which are
the standard quantization of the sets of momenta P (k). From the isomorphism
between the two Lie algebras generated by the sets Pn and Pˆn respectively, it
follows that [Pˆ (1), Pˆ (2)] = 0. Moreover, since P 2m is a Casimir function for the
co-algebra so(m)∗, from corollary 4.4 of [2] it follows that [Pˆ 2m, Zˆnk,zk(Pˆ
(k))] =
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[Pˆ 2m, Lˆnk,zk(Pˆ
(k))] = 0 for k = 1, 2. Hence point 4 is obtained by induction on
n, as in the classical case.
Let Hˆ be an arbitrary operator of classO onK = Rn\{0}, such that [Hˆ, Pˆ ] =
0. From proposition 2.5 it follows that MH = g(p2, r, P 2), where the function
g is a homogeneous polynomial in the two variables (p2, P 2), with coefficients
dependent on r. If the polynomial g satisfies the condition ∂g/∂(p2, r) 6= 0
almost everywhere, from proposition 2.7 it follows that the sets of operators
Fˆn,z := (Hˆ, Zˆn,z; Lˆn,z) are quasi-integrable sets, with subset of central elements
(Hˆ, Zˆn,z), for all z = 1, . . . , n−1. We have ♯Fˆn,z = 2n−k and k = z+1. Hence
the number k of central elements can take all values from k = 2 to k = n.
3 Free rotation of an n-dimensional rigid body
The configuration space K of this system is the group SO(n) of orthogonal
transformations of the n-dimensional euclidean space K = SO(n). Its phase
space is M = T ∗K = T ∗SO(n). We shall present a detailed analysis of the
integrability of the classical system, which distinguishes itself from other already
existing investigations [16, 17, 18], in the fact that we apply here the concept
of noncommutative integrability (see definition 3.16 of [1]), and analyze the
dependence of the number k of central integrals on the properties of the set
of generalized moments of inertia, more precisely on the presence in this set
of subsets consisting of moments equal to each other. The results will then be
applied to the investigation of the integrability of the corresponding quantum
system. We begin however with a preliminary subsection on some properties
of the group SO(n), most of which are more or less well-known, but which
shall here be derived in a form and with a notation convenient for our present
purposes.
3.1 Properties of left- and right-invariant vector fields on
SO(n)
Any arbitrary Lie group G acts on itself by left and right shifts: for each element
g ∈ G these are defined by the diffeomorphisms
Lg : G→ G, Lgh = gh ,
Rg : G→ G, Rgh = hg .
Let us denote by TgG the tangent space to G at point g. Then the Lie algebra
g associated with G can be identified with the tangent space g = TeG at the
neutral element e of the group G. Let (Lg)∗ and (Rg)∗ respectively denote the
derivatives of the maps Lg and Rg at e. Each element a ∈ g defines two vector
fields V La and V
R
a on G. At any point g ∈ G these vector fields are respectively
defined as V La (g) := (Lg)∗a ∈ TgG and V Ra (g) := (Rg)∗a ∈ TgG. We have
(Lh)∗V
L
a (g) = (Lh)∗(Lg)∗a = (Lhg)∗a = V
L
a (hg) ,
(Rh)∗V
R
a (g) = (Rh)∗(Rg)∗a = (Rgh)∗a = V
R
a (gh) .
These relations mean that the vector field V La (respectively V
R
a ) is invariant
with respect to the action of Lie group G on itself by left (respectively right)
shifts.
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Definition 3.1. For the above reason, the fields V La and V
R
a are respectively
called left-invariant and right-invariant vector field on G associated with the
element a ∈ g.
The Lie brackets of left-invariant vector fields respect the structure of the
Lie algebra g: [V La , V
L
b ] = V
L
[a,b], where a, b ∈ g and [a, b] is their commutator in
g. An analogous result, although with a reversed sign, is true for right-invariant
vector fields: [V Ra , V
R
b ] = −V R[a,b]. We have also [V La , V Rb ] = 0.
The Lie group G = SO(n) can be identified with the group of orthogonal
matrices of size n × n, and its associated Lie algebra g = so(n) with the Lie
algebra of skew-symmetric matrices of the same size. Then the vector field V LA
(respectively V RA ) corresponding to the skew-symmetric matrix A is defined by
the system of differential equations X˙ = XA (respectively X˙ = AX), where
X is an orthogonal matrix. The commutator of the Lie algebra g = so(n) is
given by the usual commutator of matrices. We can therefore rewrite the above
formulas for the Lie brackets between left- and right-invariant vector fields as
[V LA , V
L
B ] = V
L
[A,B] , [V
R
A , V
R
B ] = −V R[A,B] , [V LA , V RB ] = 0 . (3.1)
We can also consider the classical impulses PLA , P
R
A : T
∗M → R, with M =
SO(n), which are associated according to proposition 2.6 with the vector fields
V LA and V
R
A , for any A ∈ g:
PLA (m) = 〈p, V LA (X)〉 , PRA (m) = 〈p, V RA (X)〉 , (3.2)
where p = m ∈ T ∗XG. These impulses form a Lie algebra with respect to
Poisson brackets, which is isomorphic to the Lie algebra of the corresponding
vector fields. Therefore, from relations (3.1) we derive
{PLA , PLB} = PL[A,B] , {PRA , PRB } = −PR[A,B] , {PLA , PRB } = 0 . (3.3)
Let us consider the vector fields V Lij , V
R
ij , which are associated with the
matrices Dij defined by formula (2.2). We recall that the set (Dij , 1 ≤ i < j ≤
n) forms a basis of the Lie algebra g = so(n) = TeG. This implies that V
L
ij (g)
and V Rij (g) are two bases of linear space TgG, for any g ∈ G. From (2.3) and
(3.1) we obtain that the Lie brackets between these vector fields have the form
[V Lij , V
L
hk] = −δihV Ljk − δjkV Lih + δikV Ljh + δjhV Lik , (3.4)
[V Rij , V
R
hk] = δihV
R
jk + δjkV
R
ih − δikV Rjh − δjhV Rik , (3.5)
[V Lij , V
R
hk] = 0 . (3.6)
These vector fields are associated with the classical impulses
PLij (m) = 〈p, V Lij (X)〉 , PRij (m) = 〈p, V Rij (X)〉 . (3.7)
According to (3.3), the Poisson brackets between these functions have the same
form as the Lie brackets (3.4)–(3.6) between the corresponding vector fields:
{PLij , PLhk} = −δihPLjk − δjkPLih + δikPLjh + δjhPLik , (3.8)
{PRij , PRhk} = δihPRjk + δjkPRih − δikPRjh − δjhPRik , (3.9)
{PLij , PRhk} = 0 . (3.10)
15
In the following we shall often indicate with PL = PL(m) and PR = PR(m)
the two skew-symmetric matrices having components PLij (m) and P
R
ij (m) respec-
tively, with 1 ≤ i, j ≤ n. Since for any A ∈ g we have A = ∑i<j AijDij , from
(3.2) we obtain PLA =
∑
i<j AijP
L
ij = − 12
∑
i,j P
L
ijAji = − 12Tr (PLA). Using the
first of relations (3.3) we then obtain
{PLA , PLhk} = −
1
2
Tr (PL[A,Dhk]) = −1
2
Tr (Dhk[PL, A]) = [PL, A]hk , (3.11)
where the last member represents the element at row h and column k of the
commutator of the two matrices PL and A. In a similar way we obtain
{PRA , PRhk} = −[PR, A]hk . (3.12)
Remark 3.1. Since the N vectors V Lij (X), 1 ≤ i < j ≤ n, form a linear basis of
TXG for anyX ∈ G = SO(n), we see from formula (3.7) that the correspondence
p 7→ PL(m) is an isomorphism between the linear spaces T ∗XG and so(n). It
follows that, for a generic m ∈ M , the matrix PL(m) is a “typical” n × n
skew-symmetric matrix. The same fact is obviously true also for PR(m).
Let us represent the generic element g of the group G = SO(n) as an or-
thogonal n×n real matrix X . If we indicate as X˜ the transposed of the matrix
X , so that X˜βγ := Xγβ, the orthogonality of X implies X
−1 = X˜. For any
skew-symmetric matrix A = −A˜, at any point X ∈ SO(n) the tangent vec-
tor X˙ = AX can also be written as X˙ = XB, where B = X−1AX is also a
skew-symmetric matrix. Using this fact, it is easy to see that the basic left-
and right-invariant vector fields introduced above are connected to each other
by the relations
V Rij (X) =
n∑
h,k=1
XihXjkV
L
hk(X) ,
or in matrix notation
V R(X) = XV L(X)X˜ . (3.13)
Similarly, we have for the corresponding impulses
PRij (m) =
n∑
h,k=1
XihXjkP
L
hk(m) , (3.14)
or equivalently
PR(m) = XPL(m)X˜ , (3.15)
where m ∈ T ∗XG.
It is sometimes useful to indicate with PL and PR also the two sets of
N = n(n− 1)/2 functions on T ∗G defined by formulas (3.7):
PL = (PLij , 1 ≤ i < j ≤ n) , PR = (PRij , 1 ≤ i < j ≤ n) . (3.16)
In this way the elements of the sets PL and PR, evaluated at a point m ∈ M ,
just coincide with the independent elements of the two skew-symmetric matrices
PL(m) and PR(m) respectively, which were introduced before formula (3.11). In
the following, it should be clear from the context whether PL (or PR) indicates
a skew-symmetric matrix or the corresponding set of N independent elements.
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Let F = (F1, . . . , Fr) be a set of r real functions Fi : M → R, i = 1, . . . , r,
on a manifold M . As usual, we denote as rankF at m ∈ M the dimension
of the image F∗(TmM) of tangent space TmM with respect to the derivative
F∗ of the map F : M → Rr defined by the set F . Let dF = (dF1, . . . , dFr)
denote the set of the differentials of the elements of F at the point m. It is well
known that rankF = dimSpandF , where Span dF denotes the linear subspace
of T ∗mM spanned by the elements of dF .
LetM =M2N be a symplectic manifold. Let us denote with Π the antisym-
metric bilinear functional Π : T ∗mM×T ∗mM → R such that the Poisson bracket of
any two functions f, h :M → R is given at m by the relation {f, h} = Π(df, dh).
For any linear subspace L ⊆ T ∗mM , let us denote with L∠ the subspace skew-
orthogonal to L with respect to Π, i.e., L∠ = {u ∈ T ∗mM : Π(u,w) = 0 ∀w ∈ L}.
Since Π is nondegenerate, we have dimL+ dimL∠ = 2N . From these facts we
deduce the following
Lemma 3.1. Let F be a set of functions on a symplectic manifold M2N . Then
dim (Span dF )
∠
= 2N − rankF . (3.17)
Proposition 3.2. Let us consider the two set of functions PL and PR defined
by formulas (3.16) and (3.7). On all M = T ∗G, where G = SO(n), we have
rankPL = rankPR = N . (3.18)
In addition, the two subspaces Span dPL and SpandPR of T ∗mM are related to
each other by the equalities
(Span dPL)∠ = Span dPR , (Span dPR)∠ = Span dPL . (3.19)
Proof. Let us fix a system of coordinates x in a neighborhood of g ∈ G, and
let (x, p) be the local coordinates induced from x on T ∗G. According to (3.7),
we have V Lij = ∂P
L
ij/∂p. Since at any point g of G the N vector fields V
L
ij , 1 ≤
i < j ≤ n, are linearly independent, we have that the differentials dpPLij ∈ TgG
with respect to variables p of the N functions PLij are linearly independent. This
implies in particular the independence of their differentials dPLij ∈ T ∗mM with
respect to variables (x, p), so that rankPL = N . We obtain in a similar way
that rankPR = N . Equalities (3.18) are thus proved.
Formula (3.10) implies Span dPR ⊆ (Span dPL)∠. Furthermore, formula
(3.18) is equivalent to dimSpan dPL = dimSpandPR = N . Therefore, applying
lemma 3.1 to the set PL we obtain dim(Span dPL)∠ = N = dimSpan dPR.
These facts imply the former of equalities (3.19). The latter is obtained in a
similar way.
Let B denote the set B := (PL, PR) of 2N = n(n− 1) functions on T ∗G.
Corollary 3.3. On all M = T ∗G we have
(Span dB)∠ = SpandPL ∩ Span dPR . (3.20)
Proof. Recalling equalities (3.19), from the relation B = PL ∪ PR we obtain
(Span dB)∠ = (Span dPR)∠ ∩ (Span dPL)∠ = SpandPL ∩ Span dPR.
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In order to establish the linear dimension of subspace (3.20), it is first nec-
essary to recall a basic property of skew-symmetric matrices.
Lemma 3.4. Let us consider a skew-symmetric operator in an n-dimensional
euclidean space L. Then there is a cartesian system of coordinates in which the
operator is defined by a matrix which has the “normal block-diagonal” form:
A¯ =


0 α1 0 0 · · · 0 0 0
−α1 0 0 0 · · · 0 0 0
0 0 0 α2 · · · 0 0 0
0 0 −α2 0 · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · 0 αs 0
0 0 0 0 · · · −αs 0 0
0 0 0 0 · · · 0 0 0


. (3.21)
where s =
[
n
2
]
is the integer part of n2 , αk ≥ 0 for k = 1, . . . , s, and the last
vanishing row and column are present only for odd n. Let us suppose that all the
eigenvalues ±iα1, . . . ,±iαs, (0) of A¯ (where i =
√−1) are pairwise different.
(This means that αk > 0, αh 6= αk ∀h, k = 1, . . . , s, h 6= k). Then a skew-
symmetric matrix B commutes with A¯, i.e., [A¯, B] = 0, if and only if B has the
same block-diagonal form, without any condition on its eigenvalues.
An equivalent intrinsic formulation is the following. For any skew-symmetric
operator A with pairwise different eigenvalues on the euclidean space L, there ex-
ists a unique decomposition L = L21⊕L22⊕· · ·⊕L2s⊕L10 of L into s 2-dimensional
invariant subspaces L2i and (for odd n) a 1-dimensional subspace L
1
0. Any skew-
symmetric operator B commutes with A if and only if all subspaces L2i and L
1
0
of this decomposition are invariant under the action of B.
We shall denote with gtyp ⊂ g = so(n) the set of all skew-symmetric matrices
whose eigenvalues are pairwise different. Obviously, “almost all” elements of g
also belongs to gtyp. More exactly, g\gtyp is a closed subset of g having vanishing
measure. It follows that, if some statement is true in gtyp, then it is true (at
least) almost everywhere in g.
Let us fix an element a of the Lie algebra g, and consider the linear operator
ada : g→ g in this algebra, ada : b 7→ [a, b]. The kernel of ada is the subalgebra
of all elements of g which commute with a, i.e., Ker ada = {b ∈ g : [a, b] = 0}.
Corollary 3.5. If a ∈ gtyp, then
dimKer ada =
[n
2
]
. (3.22)
Let ada(g) ⊂ g denote the image of g with respect to the operator ada. Then
dim ada(g) = N −
[n
2
]
. (3.23)
Let a be represented by a matrix A¯ having the normal block-diagonal form (3.21),
with αk > 0, αh 6= αk ∀h, k = 1, . . . , s, h 6= k. Then ada(g) is the linear space
of the matrices B ∈ g such that B12 = B34 = · · · = B2s−1,2s = 0, with s = [n/2],
i.e.,
adA¯(g) = {B ∈ g : B2i−1,2i = 0 ∀ i = 1, . . . , [n/2]} . (3.24)
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Proof. Equality (3.22) follows from lemma 3.4, and from the observation that
the linear space of the matrices of the form (3.21) has dimension s =
[
n
2
]
.
Equality (3.23) follows directly from (3.22), since dim g = N = n(n − 1)/2.
A direct computation shows that, for any C ∈ g, one has B2i−1,2i = 0 ∀ i =
1, . . . ,
[
n
2
]
, where B := [A¯, C]. Therefore the linear space on the right-hand side
of (3.24) contains adA¯(g). Furthermore, it is obvious that the right-hand side
of (3.24) has linear dimension N − [n2 ]. Taking into account (3.23), these facts
imply (3.24).
For a given point m ∈ M = T ∗SO(n), let us consider the two skew-
symmetric matrices PL(m) and PR(m) whose elements are defined by formula
(3.7). Let us denote with Mtyp ⊂ M the set of all points m ∈ M such that
PL(m) ∈ gtyp. We see from formula (3.15) that PL(m) ∈ gtyp if and only if
PR(m) ∈ gtyp. We also know (see remark 3.1) that, for a generic m ∈ M , the
matrix PL(m) is a typical n×n skew-symmetric matrix. Hence, the eigenvalues
of PL(m) are pairwise different for almost all m ∈M . It means that almost all
elements of M belong to Mtyp, or equivalently that M \Mtyp is a closed subset
of M having vanishing measure.
Let σ = σ(m) be the linear dimension of the kernel of the linear operator
adPL :
σ := dimKer adPL . (3.25)
In other words, σ is the linear dimension of the subalgebra of all matrices A ∈
so(n) such that [PL, A] = 0.
Lemma 3.6. For all m ∈M , where M = T ∗SO(n), we have
dimKer adPR = dimKer adPL = σ . (3.26)
In addition, for all m ∈Mtyp (hence, for almost all m ∈M) we have
σ =
[n
2
]
. (3.27)
Proof. According to formula (3.15), ∀A ∈ g = so(n) we have
[PL, A] = [X−1PRX,A] = X−1[PR,AdX(A)]X ,
where AdX(A) = XAX
−1 is the image of A with respect to adjoint action
AdX : g→ g ofX on g. Hence, A ∈ Ker adPL if and only if AdX(A) ∈ Ker adPR .
This implies (3.26), since the adjoint action AdX is an algebra automorphism
of g. Equality (3.27) follows from formula (3.22) of corollary 3.5.
Proposition 3.7. Let us consider the set B = (PL, PR) of 2N functions defined
by formula (3.7). At any point m ∈M = T ∗G, where G = SO(n), we have
(Span dB)∠ =
{
a ∈ T ∗mM : a =
∑
i<j
AijdP
L
ij , A˜ = −A , [PL, A] = 0
}
=
{
a ∈ T ∗mM : a =
∑
i<j
AijdP
R
ij , A˜ = −A , [PR, A] = 0
}
(3.28)
and
rankB = 2N − σ , (3.29)
where σ is defined by formula (3.25).
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Proof. Equalities (3.19) and (3.20) imply that
(Span dB)∠ = Span dPL ∩ (Span dPL)∠ .
Therefore (Span dB)∠ is the set of all those elements a ∈ Span dPL such that
Π(a, dPLhk) = 0 ∀h, k with 1 ≤ h < k ≤ n. According to (3.18), dPL is a set
of linearly independent elements of T ∗mG. Hence any covector a ∈ Span dPL
can be expressed as a =
∑
i<j AijdP
L
ij , where Aij are elements of a univocally
determined skew-symmetric matrix A. We have
Π(a, dPLhk) =
∑
i<j
AijΠ(dP
L
ij , dP
L
hk) = {PLA , PLhk} = [PL, A]hk , (3.30)
where for the last equality use has been made of formula (3.11). Therefore
a ∈ (Span dPL)∠ if and only if [PL, A] = 0. This implies the first equality of
formula (3.28); the second one can be obtained in a similar way.
Formula (3.28) shows that (Span dB)∠ is in one-to-one correspondence with
the subalgebra of matrices A ∈ so(n) such that [PL, A] = 0. Hence
dim(Span dB)∠ = dimKer adPL = σ , (3.31)
so that (3.29) is obtained by applying lemma 3.1 to the set B.
From formulas (3.29) and (3.27) we immediately obtain the following:
Corollary 3.8. At all points of Mtyp (hence, almost everywhere on M = T
∗G)
we have
rankB = 2N −
[n
2
]
. (3.32)
The previous corollary, together with proposition 2.1, implies that there exist
at most
[
n
2
]
functionally independent functions on M which are in involutions
with the whole set B. In order to explicitly construct a set of
[
n
2
]
such functions,
it is useful to extend to Lie algebras the notion of Casimir function which has
already been introduced for Lie co-algebras in [2].
Definition 3.2. A Casimir function on a Lie algebra g is an invariant of the
adjoint action of the local Lie group G, i.e., a function which is constant on the
orbits of this action. In other words, a Casimir function K : g → R is a first
integral which is common to all differential equations in g of type b˙ = [a, b],
where b ∈ g and a is a fixed element of algebra g.
Let us consider the case g = so(n), i.e., g is the algebra of skew-symmetric
matrices. Fix A ∈ g and consider the characteristic polynomial det(A − λE),
where E is the identity matrix. The relation A˜ = −A implies det(A + λE) =
det(A˜ + λE) = (−1)n(A − λE), so that the characteristic polynomial has the
form det(λE − A) = λn + C1(A)λn−2 + C2(A)λn−4 + · · · . The coefficients
C1(A), . . . , Cs(A) of this polynomial, where s =
[
n
2
]
, are clearly polynomial
functions of the N = n(n−1)/2 independent elements Aij , 1 ≤ i < j ≤ n, of the
skew-symmetric matrix A. Such elements are the coefficients of A with respect
to the basis Dij of g given by formula (2.2). We will call C = (C1, . . . , Cs) the
standard set of Casimir functions on so(n).
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Lemma 3.9. The functions of the standard set C of Casimir functions on
g = so(n) are really Casimir functions in the sense of definition 3.2. Moreover,
the functions of set C form a basis in the space of all Casimir functions in
the following “functional” sense. The differentials of the functions of set C are
linearly independent at all points of gtyp: therefore, they are linearly independent
at almost all points of g. Moreover, every Casimir function K on g can be locally
expressed as a function of the elements of this set: K = K(C).
Proof. These are actually well-known facts, but we give the proof for complete-
ness. The adjoint action of the group G = SO(n) on the Lie algebra g = so(n)
takes in the matrix representation the form A 7→ AdX(A) = XAX−1, where
X ∈ G, A ∈ g. Therefore det(A−λE) = det(AdX(A)−λE), i.e., the polynomial
det(A − λE) in the variable λ is invariant under the adjoint action of G. This
means that the coefficients of this polynomial, i.e., the functions of set C, are
also invariant, and are thus Casimir functions in the sense of definition 3.2.
Let us now examine the functional independence of the s functions of set C,
where s =
[
n
2
]
, at a given point B¯ ∈ g. To this end, we shall evaluate the rank
of the s×N matrix
J = J(B¯) :=
(
∂Ch(B)
∂Bij
∣∣∣∣
B=B¯
, 1 ≤ h ≤ s , 1 ≤ i < j ≤ n
)
,
whose rows are labelled by the index h and the columns by the double index ij.
In the above formula, we have denoted with ∂Ch(B)/∂Bij the partial derivatives
of the Casimir function Ch with respect to the independent elements Bij of the
skew symmetric matrix B. We know from lemma 3.4 that there exists X =
X(B¯) ∈ G such that AdX(B¯) = A¯, where A¯ is a skew-symmetric matrix in the
normal form (3.21), such that αk ≥ 0 for k = 1, . . . , s, and ±iα1, . . . ,±iαs, (0)
are the eigenvalues of B¯. Since C is a set of Casimir functions, we have that
C(B¯) = C(A¯). Taking into account that AdX is an invertible linear operator in
g, it follows that rankJ(B¯) = rankJ(A¯).
Let P (B, λ) := det(λE − B) denote the characteristic polynomial for the
matrix B ∈ g. For any λ ∈ R it is easy to see that
∂P (B, λ)
∂Bij
∣∣∣∣
B=A¯
= 0 ∀ i, j = 1, . . . , n such that j > i+ 1 . (3.33)
Recalling the definition of the set C, equality (3.33) implies that all the columns
of matrix J(A¯), corresponding to indexes ij with j > i + 1, are zero. We can
thus write rankJ(A¯) = rank J˜(A¯), where we have introduced the s× s matrix
J˜ = J˜(A¯) :=
(
∂Ch(B)
∂B2i−1,2i
∣∣∣∣
B=A¯
, 1 ≤ h ≤ s , 1 ≤ i ≤ s
)
. (3.34)
It is easy to see that, for a matrix A¯ of the form (3.21), the character-
istic polynomial has the form det(λE − A¯) = (λ)∏si=1(λ2 + α2i ) = λn +∑
i α
2
i λ
n−2+
∑
i<j α
2
jα
2
jλ
n−4+ . . . . Therefore the standard set of Casimir func-
tions can be written as C(A¯) = D(β(α)), where α = (α1, . . . , αs), β(α) =
(β1(α), . . . , βs(α)) := (α
2
1, . . . , α
2
s), D(β) = (D1(β), . . . , Ds(β)), and
Dh(β) :=
∑
i1<i2<···<ih
βi1βi2 · · ·βih for h = 1, . . . , s .
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Note that in particular D1(β) =
∑s
i=1 βi and Ds(β) = β1β2 · · ·βs. Since
A¯2i−1,2i = αi, we have
∂Ch(B)
∂B2i−1,2i
∣∣∣∣
B=A¯
= 2αi
∂Dh(β)
∂βi
∣∣∣∣
β=β(α)
.
Therefore, recalling (3.34), we have det J˜(A¯) = 2sα1α2 · · ·αsKs(β(α)), where
Ks(β) is the determinant of the s × s jacobian matrix ∂D∂β (β). It is easy to
see that Ks(β) is a symmetric polynomial of order s(s − 1)/2 in the variables
β, which vanishes whenever βi = βj for some i 6= j. Therefore we can write
Ks(β) = cs
∏
i<j(βi − βj). In order to evaluate the constant coefficient cs,
we note that, when βs = 0, one has ∂Ds/∂βi = 0 for i = 1, . . . , s − 1, and
∂Ds/∂βs = β1β2 · · ·βs−1. It easily follows that Ks(β) = β1β2 · · ·βs−1Ks−1(β′)
for βs = 0, where β
′ = (β1, . . . , βs−1). Using this fact, it can be easily shown,
by induction with respect to s, that cs = 1 ∀ s ∈ N. We thus conclude that
det J˜(A¯) = 2sα1α2 · · ·αs
∏
i<j
(α2i − α2j ) . (3.35)
When all eigenvalues of matrix B¯ are pairwise different, we have αk > 0,
αh 6= αk ∀h, k = 1, . . . , s, h 6= k. In such cases we see therefore from (3.35)
that det J˜(A¯) 6= 0, so that rankJ(B¯) = rank J˜(A¯) = s. This means that the
differentials of the s Casimir functions of set C are linearly independent at B¯.
In order to complete the proof of the lemma, we note that, according to
corollary 3.5, at almost each point B ∈ g the set of vectors [A,B], where A varies
on all g, forms a subspace of codimension s =
[
n
2
]
in g. Since the differential of
any Casimir function must be zero when acting on this subspace, we deduce that
the differentials of any r Casimir functions, where r ≥ s, are linearly dependent
at any point B ∈ g. Therefore the differential of any Casimir function K at any
point of algebra so(n) is a linear combination of the differentials of the functions
of the standard set, i.e., we have locally K = K(C).
Note that the set of all Casimir functions on g defines the orbits O of the
adjoint representation of the corresponding local Lie group G by their common
level surfaces: C−1(c) = O, where C−1(c) is the pre-image of a point c ∈ Rs,
and s =
[
n
2
]
. More exactly, this is true in the domain of regularity of the map
C : g→ Rs, defined by the set C. From this it is easy to obtain that the typical
orbit O has codimension s in g, i.e., dimO = dim g− s.
For g = so(n), we can associate with every element b ∈ g∗ a unique skew
symmetric matrix B such that (A, b) = 12Tr (A˜B) =
∑
i<j AijBij ∀A ∈ g.
Clearly, the elements Bij , 1 ≤ i < j ≤ n, of matrix B are just the coefficients
of b with respect to the dual basis of the basis Dij of so(n) defined by formula
(2.2). According to this one-to-one correspondence, in the following we will
often identify g∗ with the co-algebra of skew-symmetric matrices, and we shall
denote with g∗typ the set of all elements of g
∗ whose eigenvalues are pairwise
different. Obviously, almost all elements of g∗ also belongs to g∗typ. It is easy
to see that, in the matrix representation, the co-adjoint action of the group
G = SO(n) on an element A ∈ g∗ has the same form as the adjoint action on
the corresponding element of g, i.e., A 7→ XAX−1, with X ∈ G. It follows that
the standard set of Casimir functions on the Lie algebra so(n), introduced in
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definition 3.2, also represents a standard set of Casimir functions on the space
of skew-symmetric matrices, when the latter is identified with the co-algebra
so(n)∗. This can be formally stated as follows.
Definition 3.3. Let g∗ be the dual co-algebra of g = so(n). Fix a skew-
symmetric matrix A ∈ g∗ and consider the characteristic polynomial det(λE −
A) = λn+C1(A)λ
n−2+C2(A)λ
n−4+ · · · . The coefficients C1(A), . . . , Cs(A) of
this polynomial, where s =
[
n
2
]
is the integer part of n2 , are polynomial functions
of the set α of the matrix elements of A. We will call C = (C1, . . . , Cs) the
standard set of Casimir functions on so(n)∗.
Lemma 3.10. The functions of the standard set C of Casimir functions on
the coalgebra g∗, where g = so(n), are really Casimir functions in the sense of
the definition given in [2]. Moreover, the functions of set C form a basis in the
space of all Casimir functions in the following “functional” sense. The differ-
entials of the functions of set C are linearly independent at all points of g∗typ.
Therefore, they are linearly independent at almost each point of g∗. Moreover,
every Casimir function K on g∗ can be locally expressed as a function of the
elements of this set: K = K(C).
Proposition 3.11. Let C be the standard set of Casimir functions on the Lie
algebra so(n). Then C(PL) = C(PR) on all symplectic manifold M = T ∗G.
Proof. From relation (3.15), taking into account that X˜ = X−1 ∀X ∈ SO(n),
we obtain that det(λE − PR) = det(λE − PL) on all M for any λ ∈ R. The
thesis then follows from definition 3.9 of the set C.
In the following we shall denote with C¯ the set C¯ := C(PL) = C(PR) of
s =
[
n
2
]
real functions on M .
Proposition 3.12. On all M = T ∗G, where G = SO(n), we have
{C¯, B}M = 0 . (3.36)
Moreover, on all Mtyp (hence, almost everywhere on M) we have
rank C¯ =
[n
2
]
, (3.37)
SpandC¯ = (Span dB)∠ . (3.38)
Proof. Since C¯ = C(PL), formula (3.10) implies {C¯, PR} = 0. On the other
hand, according to proposition 3.11 we also have C¯ = C(PR), so that using
again (3.10) we obtain {C¯, PL} = 0. Equality (3.36) is thus proved.
Since both g and g∗ have been identified with the set of n×n skew-symmetric
matrices, we have Mtyp = {m ∈ M : PL(m) ∈ g∗typ}. Lemma 3.9 implies that
rankC =
[
n
2
]
at all points of gtyp. Moreover, according to (3.18), P
L : M → g
is a regular map. Therefore, it follows from the definition C¯ = C ◦ PL that
equality (3.37) holds at all points m ∈Mtyp.
Formula (3.36) implies that SpandC¯ ⊆ (Span dB)∠. Moreover, from (3.37),
(3.31), and (3.27), we obtain that dim SpandC¯ =
[
n
2
]
= dim(Span dB)∠ at all
points of Mtyp. These relations imply (3.38).
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Taking into account (3.19) and (3.20), equality (3.38) also implies
SpandC¯ = SpandPL ∩ Span dPR = Span dPL ∩ (Span dPL)∠ . (3.39)
Remark 3.2. For any function f :M → R, the condition {f,B} = 0 is equivalent
to df ∈ (Span dB)∠. According to formula (3.38), the latter condition implies
that locally f = g(C¯), where g : R[n/2] → R is an arbitrary function. Recalling
the definition of the set C¯, this means that f = g(C(PL)) = c(PL), where C is
the standard set of Casimir functions, and therefore c := g ◦C is also a Casimir
function. Taking into account proposition 3.11, we also have f = c(PR). We
conclude that the functions on M which are in involution with the whole set B
are all and only the Casimir functions of the set PL (or equivalently PR).
3.2 Free rotation of a classical rigid body
Let us consider the system with hamiltonian function of the form
H =
1
2
〈PL, JPL〉 , (3.40)
where J is an operator in the N -dimensional linear space RN of impulses PL,
with N = n(n − 1)/2. The map PL : T ∗G → RN = g is linear with respect
to impulses p, see formula (3.7). Therefore the function H = H(PL(X)), H :
T ∗G→ R, at any pointX ∈ G defines a quadratic form on cotangent space T ∗XG
to G at X , and this quadratic form H |X := H |T∗
X
G is invariant with respect
to the action of G on itself by left shifts. This fact is the motivation of the
following definition.
Definition 3.4. We say that a system with hamiltonian function (3.40) de-
scribes the free motion of a point on a Lie group G provided with left-invariant
metric.
Note that if the restriction H |X=e of H on T ∗eG is positively defined, then H
defines onG a left-invariant riemannian metric, and the system with hamiltonian
H defines a geodesic flow on cotangent bundle T ∗G which corresponds to this
metric. (H can be considered as the kinetic energy T of the point.) From
a mathematical point of view, the positivity of the 2-form H |X=e, which is
transferred on all G by left shifts, is not important (see [19]).
Definition 3.5. Let the operator J in formula (3.40) be diagonal, and let its
element be such that
H = Hλ =
1
2
∑
i<j
(
PLij
)2
λi + λj
, (3.41)
with λi > 0 for i = 1, . . . , n. In this particular case we also say that the
system with hamiltonian function (3.40) describes the rotation of a rigid body
in n-dimensional space, with generalized moments of inertia λ1, . . . , λn. In the
following of this section we will always consider systems of this type.
Lemma 3.13. If H = H(PL), then {H,PR} = 0.
This result follows from relation (3.10).
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Lemma 3.14. Let H = Hλ have the form (3.41), and suppose that λi = λj for
some i, j. Then {H,PLij} = 0.
Proof. From (3.8) and (3.41) we get for all i, j, 1 ≤ i < j ≤ n,
{H,PLij} = (λi − λj)
n∑
k=1
PLikP
L
kj
(λi + λk)(λk + λj)
.
The right-hand side obviously vanishes when λi = λj . Note that the above
formula is equivalent to the well-known Euler equations for the free rotation of
a rigid body.
Denoting λ = (λ1, . . . , λn), let us group together the elements of the set λ
which are equal to each other. More precisely, we suppose that there exist u
distinct positive real numbers µ1, . . . , µu, with 1 ≤ u ≤ n and µh 6= µk for
h 6= k, such that
λ1 = λ2 = · · · = λp1 = µ1 ,
λp1+1 = λp1+2 = · · · = λp2 = µ2 ,
...
λpu−1+1 = λpu−1+2 = · · · = λpu = µu ,
(3.42)
with pu = n. Let us consider the set q = q(λ) = (q1, . . . , qu), where q1 = p1,
q2 = p2 − p1, . . . , qn = pn − pn−1. The set of all possible λ can be divided into
classes l(q) each characterized by a given set q = (q1, . . . , qu), with qj ∈ N for
j = 1, . . . , u, and
∑u
j=1 qj = n. The order of the different generalized moments
of inertia µh is not important, so one may always arrange them in such a way
that 1 ≤ q1 ≤ q2 ≤ · · · ≤ qu.
For a given λ, consider the decomposition of Rn which corresponds to this
λ:
R
n = L1 ⊕ L2 ⊕ · · · ⊕ Lu , (3.43)
where dimLj = qj , λ ∈ l(q), q = (q1, . . . , qu). Let us consider the subalgebra
g(λ) ⊆ g = so(n) of all skew-symmetric matrices A such that the subspaces
Lj are invariant with respect to the action of the operators defined by these
matrices for all j = 1, . . . , q:
g
λ = {A ∈ g : A(Lj) ⊆ Lj ∀ j = 1, . . . , u} .
Let us consider a cartesian basis in Rn corresponding to the decomposition
(3.43), and the set of skew-symmetric matrices which represent the elements of
Lie algebra g in this basis. A basis of g is then given by the set ofN matricesDij
of the form (2.2), with 1 ≤ i < j ≤ n. This basis is orthonormal with respect to
the euclidean structure induced in g by the bilinear form (A,B) := Tr (A˜B)/2,
for A,B ∈ g. Let Iλ denote the set of the pairs of indexes which correspond
to equal generalized moments of inertia. Recalling equalities (3.42), we have
Iλ = (I1, . . . , Iu), where
Ik := {(i, j) ∈ N× N : pk−1 < i < j ≤ pk} for k = 1, . . . , u . (3.44)
Then the set Dλ := {Dij : (i, j) ∈ Iλ} of matrices of the form (2.2) forms a basis
of gλ. Let us consider the set PLλ := {PLij : (i, j) ∈ Iλ} ⊆ PL of impulses of
the form (3.7). The following proposition is an obvious consequence of lemmas
3.13 and 3.14.
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Proposition 3.15. If H = Hλ has the form (3.41), then {H,Bλ} = 0, where
Bλ := (PLλ, PR).
In other words, Bλ contains the elements of B which are in involution with
the hamiltonian Hλ. We are now going to investigate whether it is possible to
construct an integrable set using suitable functions of the set Bλ and possibly
Hλ. We will find that this depends on the properties of the set λ or, more
exactly, of the set of integers q(λ).
Let us consider a set of functions F = (F1, . . . , Fp) on the 2N -dimensional
symplectic manifold M2N . We suppose that rankF is the same almost ev-
erywhere. Let k = k(F ) be the maximal number of functionally independent
functions, defined on all M2N , which are functions of F and are in involution
with all functions of set F . More exactly, there exists a set Z = (Z1, . . . , Zk),
Zj = Zj(F ), such that these functions are functionally independent almost ev-
erywhere on M and {Z, F} = 0 on M , and k is the maximum integer for which
such a set Z exists.
Definition 3.6. We will say that the number k is the centrality of the set F ,
while r = r(F ) := 2N − rankF − k(F ) is the defect of integrability of the set F .
Lemma 3.16. For any set F (such that rankF is the same almost everywhere)
we have k(F ) ≤ dimW , where W := Span dF ∩ (Span dF )∠ at a typical point
m ∈M . Moreover, r(F ) ≥ 0.
Proof. For any function Z = Z(F ), such that {Z, F} = 0 at m, we must ob-
viously have z ∈ W . From this it easily follows that k(F ) ≤ dimW . The
inequality r(F ) ≥ 0 follows instead from proposition 2.1.
Proposition 3.17. The centrality and defect of integrability of the set of func-
tions B = (PL, PR) are respectively
k(B) =
[n
2
]
, (3.45)
r(B) = 0 . (3.46)
Proof. Equality (3.45) follows from proposition 3.12 and remark 3.2. Then
equality (3.46) follows from (3.32).
Let Pλ : g→ gλ denote the projector onto the subalgebra gλ with respect to
the euclidean structure in g introduced above. For any linear operator L : g→ g,
we denote by L|gλ its restriction to the subalgebra gλ. For any m ∈M we can
then consider the operators
Pλ ◦ adPL : g→ gλ ,
Pλ ◦ adPL |gλ : gλ → gλ ,
adPL |gλ : gλ → g ,
where ◦ denotes the composition of linear operators, and PL = PL(m). We
define the three integers σλ1 , σ
λ
2 , and σ
λ
3 , dependent on the point m, as the
linear dimension of the kernels of the three above operators:
σλ1 := dimKer
(Pλ ◦ adPL) , (3.47)
σλ2 := dimKer
(Pλ ◦ adPL |gλ) , (3.48)
σλ3 := dimKer
(
adPL |gλ
)
. (3.49)
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From these definitions and from (3.25) it is immediate to see that σλ1 ≥ σ ≥ σλ3
and σλ1 ≥ σλ2 ≥ σλ3 .
Proposition 3.18. The rank of the set Bλ = (PLλ, PR) at any point m ∈ M
is given by
rankBλ = 2N − σλ1 . (3.50)
In addition we have
dimW = σ + σλ2 − σλ3 , (3.51)
where
W := Span dBλ ∩ (Span dBλ)∠ . (3.52)
Proof. Since Bλ = PLλ ∪ PR, we have
(Span dBλ)∠ = (Span dPR)∠ ∩ (Span dPLλ)∠
= Span dPL ∩ (Span dPLλ)∠ , (3.53)
where the last equality follows from (3.19). Therefore (Span dBλ)∠ is the set of
all those elements a ∈ Span dPL such that Π(a, dPLhk) = 0 ∀ (h, k) ∈ Iλ. Any
covector a ∈ Span dPL can be expressed as a = ∑i<j AijdPLij , where Aij are
elements of a univocally determined skew-symmetric matrix A. Hence a = dPLA
and
Π(a, dPLhk) = {PLA , PLhk} = [PL, A]hk , (3.54)
where for the last equality use has been made of formula (3.11). The matrix
elements on the right-hand side of the above formula, for (h, k) ∈ Iλ, are just the
components, with respect to the basis Dλ, of the projection Pλ([PL, A]) of the
element [PL, A] ∈ g onto the subalgebra gλ. We see therefore that (Span dBλ)∠
is in one-to-one correspondence with the linear space of matrices A ∈ so(n) such
that Pλ([PL, A]) = 0. Hence
dim(Span dBλ)∠ = dimKer
(Pλ ◦ adPL) = σλ1 , (3.55)
so that (3.50) is obtained by applying lemma 3.1 to the set Bλ.
From (3.53) and (3.52) it follows that
W = Span dBλ ∩ (Span dPR)∠ ∩ (Span dPLλ)∠ . (3.56)
Let us then consider an arbitrary element w ∈W . The condition w ∈ SpandBλ
implies that there exist z1 ∈ Span dPR and z2 ∈ SpandPLλ such that
w = z1 + z2 .
Since PLλ ⊆ PL, from (3.19) it follows that
Π(z1, dP
Lλ) = Π(z2, dP
R) = 0 . (3.57)
Hence the condition w ∈ (Span dPR)∠ implies 0 = Π(w, dPR) = Π(z1, dPR).
Therefore, recalling (3.19) and (3.20), we have
z1 ∈ SpandPR ∩ (Span dPR)∠ = (Span dB)∠ .
Using proposition 3.7 we thus conclude that z1 =
∑
i<j CijdP
L
ij , where C is a
skew-symmetric matrix such that [PL, C] = 0, i.e., C ∈ Ker adPL . Finally, the
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condition w ∈ (Span dPLλ)∠, using again (3.57), implies 0 = Π(w, dPLλ) =
Π(z2, dP
Lλ). Therefore
z2 ∈ Span dPLλ ∩ (Span dPLλ)∠ .
Using formula (3.54), we see that a covector a ∈ Span dPL belongs to Span dPLλ∩
(Span dPLλ)∠ if and only if a =
∑
i<j AijdP
L
ij , with A ∈ gλ and Pλ([PL, A]) =
0. These two conditions on A can be simultaneously expressed as A ∈ Sλ, where
Sλ := Ker
(Pλ ◦ adPL |gλ).
We have thus shown that w =
∑
i<j(Cij + Aij)dP
L
ij , where C ∈ S :=
Ker adPL and A ∈ Sλ. It follows that
W =
{
w ∈ T ∗mM : w =
∑
i<j
KijdP
L
ij , K ∈ Span (S, Sλ)
}
. (3.58)
Since covectors dPLij , 1 ≤ i < j ≤ n, are linearly independent (see proposi-
tion 3.2), according to (3.58) there exists a linear isomorphism between W and
Span (S, Sλ). Therefore
dimW = dimSpan (S, Sλ) = dimS + dimSλ − dim(S ∩ Sλ) . (3.59)
Recalling (3.25) and (3.48), we have dimS = σ and dimSλ = σλ2 . Furthermore,
it is easy to see that S ∩ Sλ = Ker adPL ∩ gλ = Ker adPL |gλ , so that recalling
(3.49) we can write dim(S ∩Sλ) = σλ3 . Hence (3.59) is equivalent to (3.51).
Corollary 3.19. At a typical point m ∈ M , then the centrality k(Bλ) and
the defect of integrability r(Bλ) (see definition 3.6) of the set Bλ satisfy the
inequalities
k(Bλ) ≤ σ + σλ2 − σλ3 , (3.60)
r(Bλ) ≥ σλ1 + σλ3 − σ − σλ2 . (3.61)
Proof. Relation (3.60) follows from lemma 3.16 and formula (3.51). Then rela-
tion (3.61) follows from (3.50) and (3.60).
Note that formula (3.52) implies dimW ≤ dim(Span dBλ)∠. Therefore using
(3.55) and (3.51) we obtain the inequality σλ1 ≥ σ + σλ2 − σλ3 .
Let us consider again the set q = (q1, . . . , qu) introduced after formula (3.42).
If u = 1, i.e., q = (n), 0 < λ1 = λ2 = · · · = λn, then gλ = g, so that
σλ1 = σ
λ
2 = σ
λ
3 = σ and B
λ = B. We recall that, according to lemma 3.6, we
have σ =
[
n
2
]
for a typical m ∈ M . Therefore, in this particular case formulas
(3.50) and (3.60)–(3.61) agree with the results rankB = 2N − [n2 ], k(B) = [n2 ],
and r(B) = 0, see formula (3.32) and proposition 3.17.
Lemma 3.20. Suppose that u > 1, i.e., there exist at least two generalized
moments of inertia which are different from each other. Then at a typical point
m ∈M we have
σλ1 =
∑
i<j
qiqj =
1
2
(
n2 −
u∑
i=1
q2i
)
, (3.62)
σλ2 =
u∑
i=1
[qi
2
]
=
n− d(q)
2
, (3.63)
σλ3 = 0 . (3.64)
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On the right-hand side of formula (3.63), the function d(q) is defined as the
number of odd qi, 1 ≤ i ≤ u or, equivalently:
d(q) =
1
2
(
u−
u∑
i=1
(−1)qi
)
.
Proof. We shall outline the scheme of the proof for the case u = 2, i.e., q =
(q1, q2), with q1 + q2 = n. The generalization to the case of arbitrary u should
be obvious.
The decomposition (3.43) of Rn for u = 2 becomes Rn = L1 ⊕ L2, with
dimL1 = q1, dimL2 = q2. According to this decomposition, the matrix
PL(m) ∈ so(n) can be represented in a blockwise form as
PL =
(
A1 B
−B˜ A2
)
,
where A1 ∈ so(q1), A2 ∈ so(q2), whereas B is a generic q1×q2 matrix. According
to remark 3.1, for a generic m ∈M both matrices A1 and A2 will have pairwise
different eigenvalues. By applying lemma 3.4 to the two subspaces L1 and L2,
it is possible to find a basis in each of them such that both matrices A1 and
A2 have the normal block-diagonal form (3.21). In these coordinates, any other
arbitrary matrix Z ∈ so(n) can be represented as
Z =
(
V1 U
−U˜ V2
)
, (3.65)
where V1 ∈ so(q1), V2 ∈ so(q2), whereas U is a generic q1 × q2 matrix. We have
Z ∈ gλ if and only if U = 0. For the commutator of PL and Z we obtain
[PL, Z] =
(
C1 D
−D˜ C2
)
, (3.66)
where
C1 = [A1, V1] + UB˜ −BU˜ , (3.67)
C2 = [A2, V2] + U˜B − B˜U , (3.68)
D = A1U − UA2 − V1B +BV2 . (3.69)
We will have Pλ([PL, Z]) = 0 if and only if C1 = 0 and C2 = 0.
Let us now consider the number σλ2 defined by formula (3.48). The kernel of
the operator Pλ ◦ adPL |gλ is made by the matrices Z of the form (3.65), with
U = 0, such that C1 = 0 and C2 = 0 in (3.66). Using formulas (3.67)–(3.68),
we find that V1 and V2 must satisfy the conditions [A1, V1] = 0 and [A2, V2] = 0
respectively. According to formula (3.22) we have that dimKer adA1 = [q1/2]
and dimKer adA2 = [q2/2], whence
σλ2 =
[q1
2
]
+
[q2
2
]
,
which corresponds to (3.63).
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In a similar way, in order to evaluate the number σλ3 defined by formula
(3.49), we observe that the kernel of the operator adPL |gλ is made by the ma-
trices Z of the form (3.65), with U = 0, such that [PL, Z] = 0. Using formulas
(3.66)–(3.69), we find that V1 and V2 must simultaneously satisfy the conditions
[A1, V1] = 0 , [A2, V2] = 0 , (3.70)
and
V1B −BV2 = 0 . (3.71)
We recall that A1 and A2 are skew-symmetric matrices in the normal block-
diagonal form (3.21), with pairwise different eigenvalues. Hence, according to
lemma 3.4, conditions (3.70) imply that also V1 and V2 must have the normal
block-diagonal form (3.21), with arbitrary eigenvalues. But then it is easy to
verify that, for a generic B, condition (3.71) necessarily implies that all eigen-
values of V1 and V2 must be zero. From this we conclude that Z = 0, so that
(3.64) is proved.
Finally, in order to evaluate the number σλ1 defined by formula (3.47), we
note that the kernel of the operator Pλ ◦ adPL is made by the matrices Z of the
form (3.65), such that C1 = 0 and C2 = 0 in (3.66). Introducing the matrices
T1 := BU˜ −UB˜ and T2 := B˜U − U˜B, for such Z formulas (3.67)–(3.68) can be
rewritten as
[A1, V1] = T1 , [A2, V2] = T2 . (3.72)
Hence U must be such that
T1 ∈ adA1(g1) , T2 ∈ adA2(g2) , (3.73)
where g1 = so(q1) and g2 = so(q2). According to formula (3.24), this is equiva-
lent to
(T1)12 = (T1)34 = · · · = (T1)2s1−1,2s1 = 0 ,
(T2)12 = (T2)34 = · · · = (T2)2s2−1,2s2 = 0 ,
(3.74)
where s1 = [q1/2], s2 = [q2/2]. It is easy to check that, for a typical matrix
B, the linear system of equations (3.74) can be solved with respect to s1 + s2
appropriately chosen elements of the matrix U . Therefore matrices U satisfying
conditions (3.73) form a linear space having dimension q1q2 − s1 − s2. After
choosing U in this space, in order to obtain an element Z ∈ Ker (Pλ ◦ adPL)
one has to take V1 and V2 satisfying equations (3.72). These are equivalent to
V1 ∈ ad−1A1 (T1) , V2 ∈ ad−1A2 (T2) .
According to corollary 3.5, we have
dimad−1A1 (T1) = dimKer adA1 = s1 ,
dimad−1A2 (T2) = dimKer adA2 = s2 .
More exactly, equations (3.72) determine all elements of V1 and V2 except (V1)12,
(V1)34, . . . , (V1)2s1−1,2s1 , and (V2)12, (V2)34, . . . , (V2)2s2−1,2s2 . These are s1+s2
elements which can be arbitrarily chosen, in addition to q1q2− s1− s2 elements
of the matrix U previously considered. We thus conclude that
σλ1 = q1q2 ,
which corresponds to (3.62).
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Let Cj denote the standard set of Casimir functions for the adjoint action
of the group SO(qj) of orthogonal transformations on euclidean subspace Lj ⊆
R
n, j = 1, . . . , u, see definition 3.2. This set contains [qj/2] functions on the
algebra so(qj) which corresponds to the subspace Lj ⊆ Rn. We can consider
these functions as functions on the algebra g = so(n). Let us consider the set
Cλ = (C1, . . . , Cu) of functions on g, obtained by collection of sets Cj . Clearly
Cλ contains
sλ :=
u∑
j=1
[qj
2
]
=
n− d(q)
2
(3.75)
elements. Let CLλ = (CL1, . . . , CLu) denote the set CLλ := Cλ◦PL of functions
on T ∗G, obtained by making the composition of the functions of set Cλ with
the map PL. We have already introduced the set C¯ = C ◦ PL = C ◦ PR (see
proposition 3.11). Clearly CLλ = C¯ if u = 1. We will denote with Zλ the set of
functions Zλ := (C¯, CLλ), if u > 1, or Zλ := C¯, if u = 1. The set Zλ contains
zλ elements, where
zλ =
{
[n/2] if u = 1 ,
[n/2] + sλ.
(3.76)
Proposition 3.21. For any λ = (λ1, . . . , λn), each function of the set Z
λ is in
involution with each function of the set Bλ:
{Zλ, Bλ} = 0 . (3.77)
Furthermore, almost everywhere in M = T ∗G, where G = SO(n), the set
Zλ is functionally independent, i.e., rankZλ = zλ.
Proof. The equality {C¯, Bλ} = 0 follows from (3.36). From the definition
of Casimir function, and the fact that PL is a Poisson map, it follows that
{CLi, PLi} = 0 ∀ i = 1, . . . , u, where PLi := {PLhk : (h, k) ∈ Ii}, see formula
(3.44). Relation (3.8) implies {PLi, PLj} = 0 ∀ i 6= j, whence {CLi, PLj} = 0.
Furthermore, (3.10) implies {CLλ, PR} = 0. Hence {CLλ, Bλ} = 0, and equal-
ity (3.77) is proved.
According to proposition 3.12, applied to the group SO(n) and its subgroups
SO(qj), j = 1, . . . , u, both sets C¯ and C
Lλ are almost everywhere functionally
independent, so that
rank C¯ =
[n
2
]
, rankCLλ = sλ . (3.78)
It follows that
rankZλ = dimSpan (dC¯, dCLλ)
=
[n
2
]
+ sλ − dim(Span dC¯ ∩ SpandCLλ) . (3.79)
Let us then consider the set
G =
{
w ∈ T ∗mM : w =
∑
i<j
KijdP
L
ij , K ∈ Ker
(
adPL |gλ
)}
. (3.80)
Using (3.28) and (3.38) we see that
G = Span dC¯ ∩ Span dPLλ . (3.81)
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Since Span dCLλ ⊆ SpandPLλ, we obtain
G ⊇ Span dC¯ ∩ Span dCLλ . (3.82)
On the other hand, any w ∈ G can be expressed as w = ∑ui=1 wi, with wi ∈
Span dPLi. For any z ∈ Span dPLi we have 0 = Π(w, z) = Π(wi, z). Hence
wi ∈ Span dPLi ∩ (Span dPLi)∠ = Span dCLi, where the last equality follows
from the application of (3.39) to the subspace Li. It follows that w ∈ Span dCLλ.
Hence, using (3.81) and (3.82), we conclude that
G = Span dC¯ ∩ Span dCLλ ,
so that
dim
(
SpandC¯ ∩ SpandCLλ) = dimG = dim(Ker adPL |gλ) = σλ3 . (3.83)
Recalling formula (3.64), and the equalities sλ = σλ3 = [n/2] for u = 1, we
then obtain from (3.79) that rankZλ = zλ for any u, so that the set Zλ is
functionally independent.
Lemma 3.22. Almost everywhere in T ∗G we have
Span dZλ = Span dBλ ∩ (Span dBλ)∠ . (3.84)
Moreover, if u > 1 we have
rankBλ = 2N −
∑
i<j
qiqj =
1
2
(
n2 − 2n+
u∑
i=1
q2i
)
, (3.85)
k(Bλ) = zλ =
[n
2
]
+
u∑
i=1
[qi
2
]
= n−
[
d(q) + 1
2
]
, (3.86)
r(Bλ) =
∑
i<j
qiqj − zλ = 1
2
(
n2 − 2n−
u∑
i=1
q2i
)
+
[
d(q) + 1
2
]
, (3.87)
where k(Bλ) and r(Bλ) are respectively the centrality and the defect of integra-
bility (see definition 3.6) of the set Bλ.
Proof. Since the elements of Zλ are functions of Bλ, from equality (3.77) it
follows that Span dZλ ⊆ W := Span dBλ ∩ (Span dBλ)∠. From (3.51), taking
into account (3.27), (3.63) and (3.64), we obtain that dimW = zλ. Moreover,
we know from proposition 3.21 that the set Zλ is functionally independent, so
that dim(Span dZλ) = zλ. Hence we conclude that Span dZλ = W , so that
(3.84) is proved.
Equality (3.85) follows from (3.50) and (3.62).
According to definition 3.6, the centrality of Bλ is at least as great as the
number of elements of Zλ, i.e., we have k(Bλ) ≥ zλ. On the other hand, using
(3.27), (3.63) and (3.64), we obtain from (3.60) that k(Bλ) ≤ zλ. Therefore
(3.86) is proved.
Finally, (3.87) follows from definition 3.6 and from equalities (3.85)–(3.86).
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Note that one can easily prove, by induction on u, that r(Bλ) given by
formula (3.87) is always an even integer.
The complete integrability of the system describing the free rotation of an
n-dimensional rigid body can be proved by introducing the so-called Manakov’s
integrals [20]. It is not difficult to check that the function P(ρ) ≡ (1/2k)Tr (PL+
J2ρ)k : T ∗G → R, where J is the diagonal n× n matrix with λ1, λ2, . . . , λn as
diagonal elements, is in involution with Hλ for any value of the parameter
ρ. Hence the coefficients of the polynomial P(ρ) in the variable ρ are also in
involution with Hλ, i.e. we have {cij , Hλ} = 0, where
P(ρ) ≡ 1
2k
Tr (PL + J2ρ)k =
k∑
j=0
ckjρ
j .
These coefficients are not all functionally independent. One immediately sees
that ckk is just a constant, and that ckj = 0 whenever k−j is odd. Furthermore
it can be proved that, if one is only interested to functionally independent
elements, then one need only consider coefficients ckj with k = 2, 3, . . . , n. It is
easy to see that P(ρ) is in involution with all functions of the set Bλ, so that
{cij , Bλ} = 0. Moreover, one can prove that all coefficients cij are mutually in
involution, {cij , ci′j′} = 0. This result provides in particular another proof of
the fact that all these coefficients are integrals of the system with hamiltonian
Hλ, for it can be shown that Hλ can be expressed as a linear combination of
the functions ck,k−2 for k = 2, . . . , n.
It has been proved in general that the system with hamiltonian Hλ is in-
tegrable [21, 16, 17]. In the general case in which all generalized moments of
inertia are pairwise different, λi 6= λj for i 6= j, an integrable set of functions is
given by (M ;P ′R), where M = (ck,k−2i, k = 2, . . . , n, i = 1, 2, . . . , [k/2]) is the
complete set of
∑n
k=2[k/2] = (1/2)(n(n−1)/2+[n/2]) functionally independent
coefficients cij , and P
′R is a set of n(n − 1)/2 − [n/2] elements of PR, such
that (C¯, P ′R) is a functionally independent set. Hence this system is integrable
with (1/2)(n(n − 1)/2 + [n/2]) central functions. The elements cij of M such
that j > 0 are called Manakov’s integrals. The remaining [n/2] elements of
M , i.e. c2k,0 = (1/2k)Tr (P
L)k for k = 1, 2, . . . , [n/2], are independent of the
moments of inertia λ, and form a set of Casimir functions equivalent to the set
C¯ introduced in section 3.1. Hence, an equivalent integral set of functions for
the free n-dimensional rigid body with pairwise different moments of inertia is
(C¯, M¯ ;P ′R), where M¯ is the set of (1/2)(n(n−1)/2−[n/2]) Manakov’s integrals.
When the moments of inertia are not all pairwise different, the set M is
no longer functionally independent. However the integrability of the system is
preserved, which means that one can construct an integrable set of functions
whose central subset is made of the elements of Zλ and of a suitable subset
of M¯ . According to proposition 2.1 such a subset of M¯ must contain just r/2
elements, where r = r(Bλ) is the defect of integrability of the set Bλ and is given
by formula (3.87). Therefore, the central subset will contain k(Bλ) + r(Bλ)/2
elements. This result is expressed by the following proposition.
Proposition 3.23. The system with hamiltonian H = Hλ given by formula
(3.41) is integrable with
k¯(q) =
1
4
(
n2 + 2n−
u∑
i=1
q2i
)
− 1
2
[
d(q) + 1
2
]
(3.88)
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central integrals.
Manakov’s integrals can be explicitly represented in the following form:
ck,k−2l =
1
4l
∑
i1,i2,...,i2l
ai1i2...i2lk,k−2l P
L
i1i2P
L
i2i3 · · ·PLi2l−1i2lPLi2li1 , (3.89)
with 0 < l < k/2, where
ai1i2...i2lk,k−2l =
∑
b1≥0,b2≥0,...,b2l≥0
λ2b1i1 λ
2b2
i2
· · ·λ2b2li2l δb1+b2+···+b2l,k−2l . (3.90)
We see that ck,k−2l is a homogeneous polynomial of degree 2l in the left-invariant
momenta, while its coefficients ai1,...,i2lk,k−2l are homogeneous polynomials of degree
2(k − 2l) in the generalized moments of inertia, completely symmetrical with
respect to permutations of the indexes i1, . . . , i2l.
In Table 3 we give the number k¯(q) of central integrals resulting from the
above proposition for free n-dimensional rigid bodies with n ≤ 6. We also give
the quantities k(Bλ) and r(Bλ) resulting from lemma 3.22.
n q k(Bλ) r(Bλ) k¯(q)
3 (3) 1 0 1
3 (1,2) 2 0 2
3 (1,1,1) 1 2 2
4 (4) 2 0 2
4 (1,3) 3 0 3
4 (2,2) 4 0 4
4 (1,1,2) 3 2 4
4 (1,1,1,1) 2 6 5
5 (5) 2 0 2
5 (1,4) 4 0 4
5 (2,3) 4 2 5
5 (1,1,3) 3 4 5
5 (1,2,2) 4 4 6
5 (1,1,1,2) 3 6 6
5 (1,1,1,1,1) 2 8 6
6 (6) 3 0 3
6 (1,5) 5 0 5
6 (2,4) 6 2 7
6 (3,3) 6 2 7
6 (1,1,4) 5 4 7
6 (1,2,3) 5 6 8
6 (1,1,1,3) 4 8 8
6 (1,1,2,2) 5 8 9
6 (1,1,1,1,2) 4 10 9
6 (1,1,1,1,1,1) 3 12 9
Table 3: Number of central integrals for free rigid bodies.
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3.3 Free rotation of a quantum rigid body
In order to quantize a free rigid body we have to consider the quantum impulses
PˆLij , Pˆ
R
ij , which are constructed according to formula (2.16) in correspondence
with vector fields V Lij , V
R
ij respectively, 1 ≤ i < j ≤ n. However, if we want
to apply to this system the concept of integral quantum system introduced in
[1], we are apparently faced by the problem that here the configuration space
K = G = SO(n) is not a domain of the linear space RN . This problem is
solved by the consideration of local coordinates on G. Note that the main
part MF of a linear differential operator F (see definition in [1]) is not defined
intrinsically. However the symbol (MF)smb can be considered as intrinsically
defined, according to the following proposition.
Proposition 3.24. The symbol S := (MF)smb of the main part of a linear
operator of class O, expressed via local coordinates x on configuration space
K, has the form of a homogeneous polynomial of p. This polynomial S =
S(x, p) behaves under a change of local coordinates x on K as a function on
the cotangent bundle T ∗K to the manifold K. It follows from this fact that
the definition of quasi-independence of a set of operators does not depend on
the choice of local coordinates on configuration space K. The same is true for
the definition of quasi-integrability of either a set of operators or an individual
operator.
The proof of this proposition is obvious. The first part of the proposition,
about the representation of S as a function on T ∗K, is actually the reformulation
of well-known facts.
Let us consider the quantum system with hamiltonian operator
Hˆ = Hˆλ =
1
2
∑
i<j
(
PˆLij
)2
λi + λj
(3.91)
on C∞(SO(n)). We consider this system as the system describing the free
rotation of a quantum n-dimensional rigid body.
Proposition 3.25. For n ≤ 6 this quantum system is quasi-integrable for any
λ, with the same number k¯ of central operators as the number k¯(u) of central
integrals of the corresponding classical system, see proposition 3.23 and Table
3.
Moreover, if q = (n), this quantum system is quasi-integrable for any n with
[n/2] central operators. If q = (1, n−1), this quantum system is quasi-integrable
for any n with n− 1 central operators.
Proof. Let PˆL and PˆR denote the sets of operators PˆL = (PˆLij , 1 ≤ i <
j ≤ n) and PˆR = (PˆRij , 1 ≤ i < j ≤ n). Let us consider the set Bˆ :=
(PˆL, PˆR) containing 2N operators. Let CˆR denote the set of operators which
are obtained by symmetrization with respect to PˆR from the functions of set
CR = C(PR), i.e., CˆR := (CR)sym. Analogously we define CˆL, PˆLλ, Bˆλ,
CˆLλ, Zˆλ, i.e., CˆL := (CL)sym etc. We first show that the commutation re-
lations [Bˆλ, Hˆλ] = [Bˆλ, Zˆλ] = 0 follow from the analogous classical relations
{Bλ, Hλ} = {Bλ, Zλ} = 0 and from the propositions about quantization of [2]
and section 2.2 of the present paper. The commutators of the operators of set
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Bˆ have the same form as the Poisson brackets of the corresponding classical
functions, since all these functions are linearly dependent on canonical impulses
p, see formulas (3.7)–(3.10) and proposition 2.6:
[PˆLij , Pˆ
L
hk] = −δihPˆLjk − δjkPˆLih + δikPˆLjh + δjhPˆLik , (3.92)
[PˆRij , Pˆ
R
hk] = δihPˆ
R
jk + δjkPˆ
R
ih − δikPˆRjh − δjhPˆRik , (3.93)
[PˆLij , Pˆ
R
hk] = 0 . (3.94)
The relation [Hˆλ, Bˆλ] = 0 then follows from {Hλ, Bλ} = 0 using proposition
4.2, case b, of [2]. Similarly, since
{CL(PL), Bλ} = 0 , CˆL = (CL)sym ,
the equality [CˆL, Bˆλ] = 0 is obtained by applying corollary 4.4 of [2]. Analo-
gously, we obtain the equality [CˆLλ, Bˆλ] = 0 from the corresponding classical
relation {CLλ, Bλ} = 0. We have thus proved that [Bˆλ, Zˆλ] = 0.
If q = (n) or q = (1, n−1), according to lemma 3.22 the defect of integrability
of the set Bλ in the classical case is r(Bλ) = 0. Moreover, we have k(Bλ) = [n/2]
if q = (n), and k(Bλ) = n − 1 if q = (1, n − 1). This implies that in these
two cases, for any n, there exists a classical integrable set of functions of the
form F = (Zλ;B′), where B′ ⊂ Bλ, and the central subset Zλ contains k(Bλ)
elements. Let us then consider the corresponding set of operators Fˆ = (Zˆλ; Bˆ′).
From what we have seen above, it follows that [Zˆλ, Fˆ ] = 0. Moreover, since all
functions of F are homogeneous with respect to p, these functions coincide with
their main parts with respect to p, i.e., M(F ) = F . It is also easy to see that
the elements of F are the symbols of the main parts with respect to pˆ of the
elements of the corresponding set of operators Fˆ , i.e., F = (MFˆ )smb. Hence,
the quasi-independence of the sets of operators Fˆ follows immediately from the
functional independence of set of functions F . One thus concludes that Fˆ is
an integrable set of operators with k(Bλ) central elements. One can also easily
show that in these two cases, Hˆλ is a linear combination of the elements of Zˆλ.
The integrability of the system describing the free quantum rigid-body is thus
proved for any n in the two cases q = (n) and q = (1, n− 1).
In the remaining cases, the classical integrable sets of functions generally
include also one or more Manakov’s integrals among their central elements.
We define Manakov’s operators cˆk,k−2l as the symmetrization of the classical
functions (3.89) with respect to the left-invariant momenta:
cˆk,k−2l =
1
4l
∑
i1,i2,...,i2l
ai1i2...i2lk,k−2l Sym2l(Pˆ
L
i1i2 , Pˆ
L
i2i3 , . . . , Pˆ
L
i2l−1i2l
, PˆLi2li1) , (3.95)
with 0 < l < k/2. Note that, also in the quantum case, the hamiltonian operator
Hˆλ can be expressed as a linear combination of the operators cˆk,k−2 for k =
2, . . . , n. By applying again the results of [2] we easily see that [cˆk,k−2l, Bˆ
λ] = 0.
However, no general theorem ensures that Manakov’s operators commute with
Hˆλ or among themselves. We will here limit ourselves to studying commutators
between Manakov’s operators of degree lower that 6 in the momenta. This will
be sufficient to establish the quasi-integrability of the free quantum rigid body
in spatial dimensions n ≤ 6.
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The commutator between two Manakov’s operators, when one of them is
of second degree, can be evaluated by making use of proposition 2.3 of [2],
and of the algebra (3.92) of left-invariant momenta. In this way, with some
computation we find for any l, h:
[cˆl,l−2, cˆh,h−2] = 0 , (3.96)
[cˆl,l−2, cˆh,h−4] =
1
6
∑
i,j,k
bijkl,h Sym3(Pˆ
L
ij , Pˆ
L
jk, Pˆ
L
ki) , (3.97)
where
bijkl,h = a
ij
l,l−2
(
2aiijkh,h−4 − 3aiikkh,h−4 −
∑
p6=i,j,k
aiikph,h−4
)
+
∑
p6=i,j,k
akpl,l−2
(
aiijkh,h−4 − aiijph,h−4
)
. (3.98)
Note that the operator Sym3(Pˆ
L
ij , Pˆ
L
jk, Pˆ
L
ki) is completely antisymmetrical with
respect to permutations of indexes i, j, k, so that formula (3.97) can be rewritten
as
[cˆl,l−2, cˆh,h−4] =
∑
i<j<k
b
[ijk]
l,h Sym3(Pˆ
L
ij , Pˆ
L
jk, Pˆ
L
ki) ,
where b
[ijk]
l,h denotes the complete antisymmetrization of coefficient b
ijk
l,h .
In formula (3.98) the coefficients aijl,l−2 and a
ijkp
h,h−4 have to be replaced by
their explicit expressions given by (3.90). We have
aijl,l−2 =
l−2∑
k=0
λ
2(l−2−k)
i λ
2k
j =
λ
2(l−1)
i − λ2(l−1)j
λ2i − λ2j
. (3.99)
Moreover, for h = 5 we have
aijkph,h−4 = a
ijkp
5,1 = λ
2
i + λ
2
j + λ
2
k + λ
2
p ,
so that from (3.98) we easily obtain b
[ijk]
l,5 = 0, which implies
[cˆl,l−2, cˆ5,1] = 0 (3.100)
and consequently [Hˆλ, cˆ5,1] = 0. From these results it follows that the free
quantum rigid body is a quasi-integrable system for spatial dimensions n ≤ 5.
The integrable set of functions of the classical system can in fact be quantized
by replacing Manakov’s integrals with the corresponding operators. Since these
operators are homogeneous in the momenta, the symbols of their main parts
with respect to pˆ coincide with the corresponding classical functions. Hence the
quasi-independence of the sets of operators is a consequence of the functional
independence of the classical sets of functions.
For h = 6 the coefficient aijkph,h−4 becomes
aijkp6,2 = λ
4
i + λ
4
j + λ
4
k + λ
4
p + λ
2
iλ
2
j + λ
2
iλ
2
k + λ
2
iλ
2
p + λ
2
jλ
2
k + λ
2
jλ
2
p + λ
2
kλ
2
p ,
37
and from (3.98) we obtain
b
[ijk]
l,6 =
5
6
[
λ2k(λ
2
j − λ2i )aijl,l−2 + λ2i (λ2k − λ2j )ajkl,l−2 + λ2j (λ2i − λ2k)akil,l−2
]
(3.101)
=
5
6
[
λ
2(l−1)
i (λ
2
j − λ2k) + λ2(l−1)j (λ2k − λ2i ) + λ2(l−1)k (λ2i − λ2j )
]
.
Since for a generic set λ of generalized moments of inertia the above expression is
different from 0, we have that in general [cˆl,l−2, cˆ6,2] 6= 0. Note also that, putting
l = 3/2 in (3.99), we get aij3/2,−1/2 = 1/(λi + λj), so that we can formally write
Hˆλ = −cˆ3/2,−1/2. From the above formulas we thus directly obtain
[Hˆλ, cˆ6,2] =
∑
i<j<k
bijkSym3(Pˆ
L
ij , Pˆ
L
jk, Pˆ
L
ki) ,
with
bijk = −5
6
[
λi(λ
2
j − λ2k) + λj(λ2k − λ2i ) + λk(λ2i − λ2j )
]
.
Hence cˆ6,2 is not in general an integral operator of the quantum system with
hamiltonian Hˆλ.
By using again proposition 2.3 of [2] and commutation relations (3.92), one
finds however that, for arbitrary symmetrical coefficients αij = αji,
−1
4
∑
ij
αij [cˆl,l−2, (Pˆ
L
ij )
2] =
∑
i<j<k
b¯ijkl Sym3(Pˆ
L
ij , Pˆ
L
jk, Pˆ
L
ki) ,
with
b¯ijkl = (α
jk − αik)aijl,l−2 + (αki − αji)ajkl,l−2 + (αij − αkj)akil,l−2 . (3.102)
One sees immediately that the above expression becomes identical with (3.101)
if one chooses αij = (5/6)λ2iλ
2
j . Hence, if we define the modified Manakov’s
operator
Cˆ6,2 ≡ cˆ6,2 + 5
12
∑
i<j
λ2i λ
2
j(Pˆ
L
ij )
2 ,
then we get
[cˆl,l−2, Cˆ6,2] = 0 , [Hˆ
λ, Cˆ6,2] = 0 .
For n = 6, let us then consider the set of operators Fˆ which is obtained from
the classical integrable set of functions F given by proposition 3.23, by replacing
Manakov’s integrals cl,l−2 (l = 3, . . . , 6), c5,1, and c6,2, with the operators cˆl,l−2,
cˆ5,1, and Cˆ6,2 respectively. In order to prove that this set of operators satisfies
the required commutation relations, we still have to show that
[cˆ5,1, Cˆ6,2] = 0 . (3.103)
With the techniques already employed one obtains that
5
12
∑
i<j
λ2i λ
2
j [cˆ5,1, (Pˆ
L
ij )
2] =− 5
6
∑
hlm
λ4l λ
2
m
(
5
3
Sym3(Pˆ
L
hl, Pˆ
L
lm, Pˆ
L
mh)
+
∑
ij
Sym5(Pˆ
L
ij , Pˆ
L
jh, Pˆ
L
hl, Pˆ
L
lm, Pˆ
L
mi)
)
. (3.104)
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On the other hand, the commutator [cˆ5,1, cˆ6,2] between two fourth-order sym-
metrized polynomials cannot be worked out with the tools provided in [2]. By
means of a straightforward and quite heavy calculation, we have verified that
this commutator is indeed just the opposite of the expression (3.104), so that
equality (3.103) actually holds. Of course, the symbol of the main part of Cˆ6,2
coincides with the classical function c6,2, so that the quasi-independence of the
set Fˆ again follows from the functional independence of the classical set F . We
conclude that Fˆ is a quasi-integrable set of operators. The proposition is thus
completely proved.
We have seen that, for n ≥ 6, the correct quantization of Manakov’s integral
c6,2 does not coincide with the symmetrization of the classical function with re-
spect to the left-invariant momenta. We have nevertheless provided a recipe to
achieve the quasi-integrability of the free quantum rigid body for n = 6 for ar-
bitrary moments of inertia λ. We can conjecture that analogous procedures can
lead to the quasi-integrability of this quantum system also for n > 6. However,
we are unable at the moment to prove that this conjecture is true.
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