This paper presents a perceptually motivated formal framework for effective visualization of relational data. In this framework, the intended structure of data and the perceptual structure of visualizations are formally and uniformly defined in terms of relations that are induced on data and visual elements by data and visual attributes, respectively. Visual attributes are analyzed and classified from the perceptual point of view and in terms of perceptual relations that they induce on visual elements. The presented framework satisfies a necessary condition for effective data visualizations. This condition is formulated in terms of a structure preserving map between the intended structure of data and the perceptual structure of visualization.
Introduction
Theories of effective data visualization aim to analyze and explain the relation between data and their effective visualizations [1, 2, 8, 16, 17, 18] . This relation is essentially a denotation relation in the sense that visual elements and relations denote data elements and relations, respectively. For example, the number of cars produced by different factories can be visualized by a bar-chart. Each bar represents a car factory and its length represents the number of produced cars by that factory. The perceivable length relations between bars denote relations between the numbers of cars produced by different factories.
The effectiveness of a visualization depends on many conditions such as conventions, subjective user preferences, cultural settings, and the structural correspondence with its denoting data [10, 11, 13, 16, 17] . For example, the effectiveness of a temperature map in which temperature values are visualized by color hue values increases when conventional color hue values are used for high and low temperatures, i.e. red for high temperatures and blue for low temperatures. Although the satisfaction of some conditions enhance the effectiveness of visualizations, the satisfaction of other conditions are necessary for effective data visualization.
In general, we distinguish conditions for effective data visualization into necessary and sufficient conditions. This distinction is closely related to the well-known distinction between expressiveness and effectiveness [2, 8] . There are at least two reasons for not using the expressiveness / effectiveness distinction. First, the expressiveness criterion is defined with respect to a graphical language which we want to abstract from. The aim of this paper is to propose a general framework for effective data visualization, which is independent of graphical languages and thus not limited to their expressions. Second, the expressiveness criterion is claimed to be satisfied if and only if data are represented in the visual structure and the effectiveness criterion is claimed to be satisfied if the mechanism of the human visual system is taken into account [2] . We believe that the expressiveness criterion makes only sense if visual structures are perceivable by human viewers. This implies that both expressiveness and effectiveness criteria depend on the human visual system and that the expressiveness / effectiveness distinction is not a distinction between perceptually depending and perceptually not depending conditions.
In the context of effective data visualization, the structural correspondence condition is a necessary condition without which the effectiveness of visualizations cannot be guaranteed.
This condition should be defined between the structure of data and the perceptual structure of its visualization. The emphasize on perceptual structure in this formulation is based on the assumption that the effectiveness of visualizations depend on the effective use of the capabilities of the human visual system to perceive visual structures. We argue that a theory of effective data visualization should therefore be based on theories of human visual system that describe human capabilities of perceiving visual relations. For example, the human capability to perceive relation between color hue values is limited to the identity relation.
For this reason, a visualization in which the age of individuals is visualized by color hue values is not effective if the intended data relations are quantitative relations between ages.
In this paper, we focus on the structural correspondence condition for effective data visualization and propose a formal framework for effective data visualization, which satisfies the structural correspondence condition. This paper is organized as follows. In Section 2, we propose a process model for effective data visualization and identify the steps through which the structural correspondence between data and visualizations should be established. For this model, we discuss the class of input data structures, the projection step from data structures to perceptual structures, the layout of perceptual structures, and finally the necessary condition for effective data visualization. In Section 3, some general types of data attributes that are important for data visualization are introduced and a classification of attributebased data structures is proposed. Similarly, various visual attributes are analyzed from the perceptual point of view and a classification of perceptual structures is proposed. In Section 4, we build on formal definitions of attributes and specify data and perceptual structures in a formal way. The structural correspondence condition for effective data visualization is then defined as a structure preserving relation between data and perceptual structures.
Finally, in Section 5, we conclude the paper and discuss future research directions.
A Process Model for Effective Data Visualization
The process of data visualization is considered here as the inverse of the interpretation process, i.e. the visualization process generates for an input data a visualization the interpretation of which results the original data. Since the effectiveness of a visualization can be measured in terms of the easiness and directness of acquiring its intended interpretation and because the interpretation of a visualization depends on human visual perception, an effective visualization should strongly benefit from the capabilities of the human visual system. We formulate, therefore, the effectiveness of visualization as follows: a visualization presents the input data effectively if the intended structure of the data and the perceptual structure of the visualization coincide. Based on this view, a process model for effective data visualization [3] is schematically illustrated in Figure 1 .
This process starts with an input data which is assumed to consist of data elements. The first step in data visualization is to determine the structure of data, i.e. how data elements are related to each other. This is not a trivial decision process since for example a set of integers may be related to each other nominally (i.e. integers are used as identifiers), ordinally (i.e. integers are used as ordinals), or quantitatively (integers are used as quantities).
This step in the process of data visualization transforms the input data to what is called structured data. The second step in data visualization is to determine visual elements that represent data elements in such a way that the perceptual structure of the decided visual elements represents the structure of the data. We assume that the result of this step is not necessarily a drawable visualization, but an abstract perceptual structure. Therefore, the third and the last step in data visualization is the layout process which transforms the abstract perceptual structure to a drawable visualization.
On the other way round, the interpretation process starts with a visualization, possibly together with a legend. Since the input of the interpretation process is a visualization and because visualizations must be perceived before they can be understood as denoting data, the first interpretation step is perception. The process of perception determines perceivable relations among visual elements on the basis of their visual attribute values. As visual attribute values are assigned to visual elements by the layout process, perception is considered as the inverse of the layout process. Subsequently, visual elements are mapped to data elements. This mapping is possibly supported by a legend that determines the correspondence between visual and data attributes and their values. In the case of effective data visualization, the relations between data elements are structurally identical to the perceivable relations between their representing visual elements. Finally, given the structured data, the table of attribute values can be trivially generated. In the rest of this section, we elaborate on different steps of this process model.
Structuring the Input Data
In this paper, the input data for the visualization process is assumed to be nested relational data. This class of data can be represented as m × n data tables consisting of m columns and n rows. A column A i (i = 1, . . . , m) consists of values of one data attribute and a row cooperation-degree company2 According to the proposed data visualization process model, the first step is to determine the intended structure of the input data. In general, we assume that an input data can be structured in many different ways and that the intended structure of the input data is determined by human users. We also assume that human users have access to different transformations that provide different structures of the input data [2] . Table 1 can be represented as:
This binary relation relates data entries from Table 2 . Binary relations can be characterized by their structural properties such as functional (injective, surjective, bijective), transitive, symmetric, and reflexive properties. In Table 1 the values of the company1 and company2 attributes define such a binary relation which is non-functional, symmetric, non-reflexive, and non-transitive. Notice that this type of structures can be extended by allowing nary relations between aggregated attribute values. In such a case, data tables consist of n aggregated attributes.
Projecting Structured Data to Perceptual Structure
The second step in visualizing data is the projection of the structured data into a perceptual structure. A perceptual structure is defined as a typed visual table which is basically a table constituted by typed visual attributes. The type of a visual attribute is determined by the relations that can be perceived among values of that attribute. As we will explain in the next section, the perceivable relation for each visual attribute is determined beforehand based on theoretical and empirical studies of human visual perception. The rows of a typed visual table will then be called visual entries.
The projection of the structured data into a perceptual structure consists of a bijective function from typed data attributes to typed visual attributes and another bijective function from rows of the data table (i.e. data entries) to rows of the visual table (i.e. visual entries).
There are different functions that map typed data attributes to typed visual attributes.
These different functions specify alternative visualizations of data. We assume that the second function does not map data attribute values to visual attribute values, but to variables that stand for visual attribute values. These variables will be instantiated with actual values by the layout process. As we will explain in Section 4, for effective data visualization the projection should be a structure preserving projection. This can be guaranteed by ensuring that the first function maps each typed data attribute to a visual attribute with identical type, and that the second function maps data attribute values to visual variables in such a way that whenever two data attribute values are in a certain relation (characterizing the type of that data attribute), their corresponding visual variables are in the corresponding perceptual relation as well.
This projection specifies abstract visual entries that are related to each other by perceptual relations induced by the typed visual attributes. For example, consider Table 1 once again. The first function maps the company1 data attribute to the connection1 visual attribute, company2 to connection2, cooperation-degree to size, car-type to xpos, sold-number to ypos, and country to color-hue. The second function maps data entries to abstract visual entries such that the structure preserving condition is satisfied. For instance, consider the data attribute country which is characterized by the identity relation. Whenever two values of the country attribute are identical, their corresponding color-hue variables are identical as well. This projection results typed visual tables illustrated in Tables 4 and 5 .
The Layout of Visualization
The variables in the typed visual table should be instantiated with visual attribute values to generate a drawable visualization of data. However, the typed visual table consists of only those visual attributes to which a data attribute is projected. Therefore, it may be the connection1 Size connection2 Table 2 . attributes, these values cannot be generated arbitrarily since otherwise unwanted visual implicature [9] may occur. In the next section, we will discuss this issue in more details.
The determination of values for decided and undecided visual attributes will be called the Table 1 .
layout process.
It should be noted that the textual information inserted in these visualizations may either
be the values of the label attribute or it may be a part of the interpretation function. In order to distinguish these two kinds of textual information, we use capital letters only to indicate that a textual information is a value of the visual label attribute.
Effective Data Visualization
A data table can be visualized in many different ways by deciding different visual attributes for each data attribute and by specifying different visual entries for each data entry. In Figure 3 , two different visualizations for Tables 1 and 2 are illustrated. In visualization 3-A, the xpos, ypos, and color-hue attributes visualize the car-type, sold-number, and country attributes, respectively. Moreover, the links between visual elements, defined by the connection1 and connection2 attributes, visualize the company1 and company2 attributes, respectively. Finally, the thickness attribute of the links visualizes the cooperation-degree attribute. In visualization 3-B, the shape, color-hue, and label attributes visualize the soldnumber, country, and car-type attributes, respectively. Like visualization 3-A, the links and their thickness visualize the companies and their degrees of cooperations, respectively. In between visual elements and therefore easy to infer quantitative data relations. In the rest of this paper, whenever we refer to the perceptual structure of visualizations we mean the structure of visualizations without using any interpretation information. The above examples show that the choice of visual attributes for data attributes may influences the effectiveness of visualizations. However, the specifications of visual entries by the layout process may influence the effectiveness of visualizations as well. We argued that the layout process should specify values for both decided and undecided visual attributes.
In the context of effective data visualization, the generation of values for the decided visual attributes is constrained by the perceivable relations. For example, in visualization 3-A where the color-hue attribute is decided for the country attribute, the layout process has generated identical color-hue values whenever their corresponding data attribute values are identical.
The generation of values for the undecided visual attributes may also influence the effectiveness of visualizations. For example, consider again visualization 2-A. Although this visualization represents the same information as visualization 3-A, it is not an effective visualization. The reason is that a human viewer perceives differences between shapes of visual elements and may infer that these differences visualize differences in the presented data.
In order to avoid this type of unwanted visual implicatures, the values of undecided visual attributes should be specified in such a way to induce an identity relation on the involved visual elements. In this way, visual elements will be perceived as being identical to each other with respect to undecided visual attributes. This issue will be further explained in In order to define attributes in a formal way, we use some notions from the measurement theory [12, 15] . The theory of measurement provides both a classification of attributes as well as their mathematical definitions by introducing different types of measurement scales.
In fact, a measurement scale is a map from a structured set of elements to a structured set of values like the set of real numbers, the set of integers, or a set of strings. In order to model aggregated attributes, we also allow an attribute to map a structured set of elements to another structured set of elements. In the measurement theory, relational systems are used to represent structured sets.
Definition 1 A relational system is a pair < A ; R 1 , . . . , R n > where A is a set of elements, and R 1 , . . . , R n are relations defined on A.
We consider an attribute as a measurement scale, which map a structured set into another structured set.
Definition 2 An attribute is a homomorphism H from a relational system < A ; R 1 , . . . , R n > into a relational system < B ; S 1 , . . . , S n >. The set A is the set of elements and the set B is either a set of elements or a set of attribute values such as the set of real numbers, the set of integers, or a set of strings.
In the context of data visualization, A can be either a set of visual elements or a set of data elements, R 1 , . . . , R n can be either perceptual relations or data relations, B is either a set of elements or a set of values, and S 1 , . . . , S n are characterizing relations defined on B. These characterizing relations are abstract mathematical relations such as =, ≤ and +. The homomorphism guarantees that the relations that an attribute induces on elements have identical structural properties as its characterizing relations. In the next subsections, we introduce data attributes and their corresponding data structures, followed by visual attributes and their corresponding perceptual structures.
Data Attributes
Below are five different types of data attributes that are relevant for data visualization.
Nominal Attributes A nominal attribute is a homomorphic map H from a relational system < A ; ≈> into a relational system < B ; =>. Note that the homomorphic map assigns values such as real numbers or strings to elements of A.
Ordinal Attributes An ordinal attribute is a homomorphic map H from a relational system < A ; > into the relational system < B ; ≤>. The homomorphic map matches the ordinal relation among attribute values with the ordinal relation among elements of A.
Interval Attributes An interval attribute is a homomorphic map H from a relational system < A ; , • > into the relational system < R k ; ≤, ⊖ >, where ⊖ is a quaternary metrical relation defined on real numbers. In the context of data visualization, we may use the quaternary metrical relation ⊖ defined as: ab ⊖ cd ⇔ |a − b| ≤ |c − d|. This attribute is often called the absolute interval attribute because we are interested in the absolute difference between pairs of elements.
Ratio Attributes A ratio attribute is a homomorphic map H from a relational system < A ; , •, N ull > into the relational system < (R ≥0 ) k ; ≤, ⊘, 0 >, where ⊘ is a binary metric operator defined on real numbers and 0 is a zero-place operator identifying the zero number. Note that the zero number has the following property: ∀e ∈ (R >0 ) k 0 ⊘ e = 0. This zero-place operator identifies the origin element. In the context of data visualization, we may use the binary metrical operator ⊘ defined as:
where a ∈ (R ≥0 ) k and b ∈ (R >0 ) k , i.e. b is not the absolute origin element 0 (b = 0).
Aggregated Attributes An aggregated attribute is a homomorphic map H from a relational system < A ; ≈> into a relational system < B ; =>, where A and B are two distinct sets of data elements. This is in contrast with other attributes since the set B is the set of data elements instead of atomic values.
Although only interval and ratio attributes are introduced here, there may be many quantitative attributes, each of which uses different sets of arithmetical relations and properties of real numbers. This approach is general enough to define alternative data attribute types.
A Classification of Data Structures
The proposed five data attributes result in several classes of data structures. First, we distinguish between separable data structures that are constituted by characterizing relations of separate data attributes, and aggregated data structures that are based on two or more aggregated attributes. For example, Table 2 has a separable structure while Table 1 has an aggregated structure. Separable structures can be subdivided into qualitative and quantitative structures. Subsequently, qualitative data structures can be subdivided into nominal
and ordinal structures and quantitative structures into interval and ratio.
Aggregated data structures can be subdivided into pure and mixed structures depending on the existence of non-aggregated attributes. The pure aggregated structures are constituted only by aggregated attributes, while mixed aggregated structures are also constituted by relations that characterize additional non-aggregated attributes. For example, Table 1 has a mixed aggregated structure since it is based on two aggregated the company1 and company2 attributes and the additional non-aggregated cooperation-degree attribute. Without this non-aggregated attribute, Table 1 would have a pure aggregated data structure.
These data structures can be classified hierarchically as illustrated in Figure 5 . The formal definitions of these data structures are given in Section 4.1. 
Visual Attributes
A visual attribute maps a relational system < A ; R 1 , . . . , R n >, where A is a set of visual elements, into a relational system < B ; S 1 , . . . , S n >, where B is either a set of visual elements or a set of atomic visual attribute values. Since we are interested in perceptual characterizations of visual attributes, relations S 1 , . . . , S n for a visual attribute should characterize the perceivable relations that are induced on visual elements by that visual attribute. For example, the human visual system can identify the equality of shape values and perceives that a red square and a green square have the same shapes, while it cannot identify an ordering among a red circle and a red square. In the rest of this section, we study a number of visual attributes from the perceptual point of view.
Non-spatial Attributes
The non-spatial visual attributes are studied by Bertin [1] .
2 These attributes include hue, saturation, brightness, size, shape, label, and texture.
Color-hue attribute: The color hue attribute can be defined as a homomorphic map from a relational system, consisting of a set of visual elements and an equivalence relation, into a relational system consisting of a set of color hue values and the equality relation. This definition of the color hue attribute assumes that the human visual system can only identify the equality of color hue values, but cannot order them. Color-saturation attribute: The color saturation attribute is a homomorphic map from a relational system, consisting of a set of visual elements and an ordered equivalence relation, into a relational system consisting of the set of color saturation values and the ordering relation ≤. It is then assumed that both the identity and the ordering relations among color saturation values can be perceived.
Color-brightness attribute:
The color brightness attribute is a homomorphic map from a relational system, consisting of a set of visual elements and an ordered equivalence relation, into a relational system consisting of the set of color brightness values and the 2 In his book, Graphics and Graphic Information Processing, he uses the term "visual variables" rather than "visual attributes". 3 Of course, this is a narrow characterization of the color hue attribute. In fact, color hue values can in some cases be perceived as being ordered. For example, the rainbow colors (a certain sequence of the color hue values) are perceived as having an ordering structure. This ordering structure can be characterized as a ring structure that is constituted by an abstract mathematical relation like modulo relation. The characterization of the color hue attribute becomes even more difficult when we consider the fact that people (especially visual artists) can know that the purple hue value is between blue and red, orange between red and yellow, but have no awareness of what may be between orange and blue. Nevertheless, we assume that the properties of the color hue attribute can be specified by abstract mathematical relations, so that we can define this attribute as a homomorphic map between relational systems.
ordering relation ≤. It is then assumed that both the identity and the ordering relations among color brightness values can be perceived.
Shape attribute: The shape attribute can be defined in a similar way as the color hue attribute. The range of the shape attribute is then a pair consisting of a set of shape values and an equality relation defined on it. It is then assumed that one can perceive the equality of shapes but cannot perceive how one shape is related to another one.
4
Size attribute: The range of the size attribute can be defined as a pair consisting of a set of possible size values and an order relation defined on it. However, the equality of size values can be perceived by the human visual system only in special cases where the set of size values is a small finite set.
5
Label and Texture attributes: The label (texture) attribute is defined as homomorphic map for which the range consists of a set of label (texture) values. The relation for these relational systems is the equality relation.
Spatial Attributes
A rather different type of visual attributes concerns various uses of the extension of the space [4] . These attributes are called spatial attributes. The spatial attributes of multidimensional spaces interact. This implies that spatial attributes for multidimensional spaces may employ complex properties which cannot be defined as properties of individual one-dimensional spaces. Here, we consider only those properties of multidimensional spaces that can be defined in terms of properties of one-dimensional spaces. Therefore, we study different spatial attributes for one-dimensional space, henceforth 1D-space, and consider only those spatial attributes of the 2D-space or the 3D-space that can be defined by two or three spatial attributes of the 1D-space.
Segmentation attribute: The use of 1D-space by dividing it into subspaces is called segmentation. In this way, the total space is divided into a finite number of segments. The segmentation attribute can then be defined as a homomorphic map from a relational system, consisting of a set of visual elements and the equivalence relation, into a relational system consisting of a set of real numbers or names, each of which identifies a certain segment, and the equality relation defined on it. It is then assumed that the human visual system can perceive the space as consisting of a number of perceptually distinguishable segments. 4 If we consider only a specific set of shapes, we may perceive an ordering relation. For instance, in the case of polygons, shapes can be ordered according to the number of edges (nodes) involved. 5 One can also argue that the size attribute is a quantitative attribute such that one can perceive that one square is twice as big as a second square. In this case, the domain and the range of the size attribute should contain some metric relation that defines a quantitative structure on the set of visual elements and the set of attribute values, respectively. 
A Classification of Perceptual Structures
The proposed visual attributes result in several classes of perceptual structures. First, we distinguish between spatial / non-spatial perceptual structures that are constituted by characterizing relations of spatial and non-spatial attributes, and topological structures that are based on two or more topological attributes. For example, Table 5 has a spatial / nonspatial structure while Table 4 has a topological structure. Spatial / non-spatial structures can be subdivided into continuous and discontinuous structures. Subsequently, discontinuous structures can be subdivided into nominal and ordinal structures and continuous structures into interval and ratio.
Topological structures can be subdivided into implicit and explicit structures depending on the existence of non-spatial attributes. Implicit topological structures are constituted only by topological attributes while explicit topological structures are also constituted by relations that characterize additional non-spatial attributes. For example, Table 4 has an explicit topological structure since it is based on the two topological connection1 and connection2
attributes and the additional non-spatial size attribute. Without this non-spatial attribute, Table 4 would have an implicit topological structure. This classification can be extended by including more specific types of perceptual structures. For example, explicit topological structures can be classified further into specific types such as graphs and trees.
The formal definitions of these perceptual structures are given in Section 4.1. These perceptual structures can be classified hierarchically as illustrated in Figure 7 . Note the close similarity between this classification of perceptual structures and the classification of data structures illustrated in Figure 5 . This classification does not account for the interaction between visual attributes, which may influence the perceptual structure of visualizations [5, 14] . Of course, the interaction between visual attributes can be prevented by defining new attributes each of which is a constraint combination of the interacting attributes. For example, consider the color-hue, color-saturation, and color-brightness attributes, which are three interacting attributes. One may define a new color-1 attribute for which the values are triples consisting of a hue, a saturation, and a brightness value. To prevent the interaction between these three attributes, the triples can be constraint in such a way that each triple consists of one and the same saturation value and one and the same brightness value. This implies that the use of one visual attribute in a visualization excludes the use of all interacting visual attributes in that visualization.
In this section, we build on definitions from Section 3 and provide a formal description of the process model outlined in Section 2. In particular, we define two relational systems that are constructed based on data attributes and visual attributes, respectively. One relational system specifies the structure of the data and the second relational system specifies the perceptual structure of the visualization. The structural correspondence condition, which is a necessary condition for the effectiveness of visualizations, is then modelled by demanding a structure preserving mapping between these two relational systems.
Structured Data and Perceptual Structures
As explained in Section 2.1, a m × n typed table consists of a set of attributes A 1 , . . . , A m and a set D = {d 1 , . . . , d n } of table entries. In this section, a m × n typed table is formally defined in terms of a combination of the mappings between relational systems where each mapping specifies one attribute of the table.
Definition 3 Let attributes A 1 , . . . , A m be defined as in Section 3, i.e. country :
Note that company1 and company2 map elements from D to elements from D ′ , which are themselves mapped to values by other data attributes. This is due to the involved aggregated data attributes. Tables 1 and 2 Table 5 consisting of values of the xpos, ypos, and color-hue attributes, and let same − seg, longer, null, and length be relations defined on V ′ . These relations are the identity relation between segments, the ordinal relation between positions, the zero position, and the quantitative relation between positions, respectively.
Let also V = {v 1 , . . . , v 6 } be the set of visual entries of Table 4 consisting of values of the connection1, size, and connection2 attributes, and let thicker and same − element be relations defined on V. These relations are the ordinal relation between the thickness of arrows and the identity relation between visual elements, respectively. Then, the attributes of Tables 4 and 5 can be defined as the following homomorphic maps:
xpos : Tables 4 and 5 can now be represented as the following relational system: < V ∪ V ′ ; same − seg, longer, length, null, same − hue, thicker, same − element >
Structure Preserving Mapping
In the previous section, typed data tables and typed visual tables are defined as relational table to the relational system of the visual table provides a visualization, only a subset of them can be claimed to satisfy the structural correspondence condition. This condition will be satisfied by demanding a structure preserving map.
In fact, the structural correspondence condition will be satisfied if and only if there is an isomorphism between relational system that represents the typed data table and relational system that represents the typed visual table.
Definition 4 An isomorphism between < ∆ 1 ; R 1 , . . . , R n > and < ∆ 2 ; S 1 , . . . , S n > is a one-to-one and onto mapping between ∆ 1 and ∆ 2 and a one-to-one mapping between relations R i and S i (for i = 1, . . . , n) which satisfies the following condition: If a relation R i holds between two elements of ∆ 1 , the corresponding relation S i holds between the corresponding elements of ∆ 2 , and if R i does not hold between two elements of ∆ 1 , S i does not hold between the corresponding elements of ∆ 2 .
The isomorphic mapping guarantees that each data entry corresponds to a visual entry, and whenever there exists an intended relation between two data entries their corresponding visual entries are related to each other by a structurally identical perceptual relation. The isomorphic mapping requires a correspondence between data relations and visual relations that have the same type. This condition is a partial reformulation of the effectiveness criterion, which states that in an effective visualization data attributes are visualized by visual attributes that have the same attribute type. It is important to note that the isomorphic mapping is a necessary but not a sufficient condition for effective visualization. In fact, other design factors such as cultural conventions and subjective preferences play important roles in the effectiveness of visualizations too.
Undecided Visual Attributes and Effective Visualization
The isomorphic relation is defined between a relational system that represents a typed data [3, 19] .
We assume a set of empirically validated and application dependent perceptually motivated regularity relations for various visual attributes and define undecided visual attributes in terms of these regularity relations. In particular, undecided visual attributes are defined as attributes that induce the identity relation on visual elements by assigning values, which are related to each other by perceptually motivated regularity relation, to visual elements. where A is the set of visual elements, into a relational system < B ; Reg >.
For example, consider again visualization 8-B and suppose that the xpos attribute is an undecided visual attribute. Let N be the set of integers considered as the position values on the x-axis and +1 be a perceptually motivated regularity relation. Then, the undecided visual attribute xpos can be defined as the following mapping:
xpos : < A ; ≈> → < N ; +1 >.
It is important to note that the regularity relations, which are supposed to induce the identity relation on visual elements, are context sensitive. An example of this context dependency is the Mueller-Lyer illusion, which is illustrated in Figure 9 . This example shows that the regularities of attribute values of visual elements (in this case horizontal lines) do not induce the identity relation on them such that human viewer cannot perceive them as being in one perceptual group. This effect is due to the presence of some other visual elements (in this case the attached > and < elements). However, this context problem is out of the scope of this paper since the aim was to formulate necessary conditions for effective data visualization and not sufficient conditions.
Conclusion and Future Research
The main focus of this paper was to formulate the structural correspondence condition, which is a necessary condition for effective data visualization. We argued that the correspondence between data and its visualization should be perceptually motivated in the sense that the intended structure of data should coincide with the perceptual structure of its visualization. To this end, we have studied perceptually motivated structures that can be used in visualizations to represent data structures. These perceptual structures are formally defined in terms of perceivable relations that are induced on visual elements by means of visual attributes. Based on the formal definitions of data and perceptual structures, we have formulated the structural correspondence condition as a structure preserving map between data and perceptual structures.
In this paper, we have avoided the term "visual languages", which is often used in the literature of data visualization [6, 8, 20] . In these studies, each visualization is considered as an expression or a sentence of a visual language. A visual language can be defined in our proposed framework as consisting of two relational systems, a data system and a visual system, and a mapping between them. The mapping between these relational systems rep- can be considered as different visual languages. We leave the details of defining various visual languages in our framework for the future research.
An important issue which is not worked out here is the interaction between various visual attributes. These interactions are essential since they influence the perceptual structure of visualizations [5, 14] . In order to study the interaction of attributes, we may use a psychological notion called integrality of attributes. Two attributes are called integral when the perceptual structure is not induced by one or the other attribute separately, but rather by the overall similarities of visual elements caused by the combination of the integral attributes. For example, using the hue, the saturation, and the brightness attributes of visual elements, the induced structure is not by one of these three attributes, but it is induced by the overall similarities of elements which is caused by the hue, the saturation, and the brightness attributes together. In contrast, two attributes are called non-integral when the perceptual structure of elements is induced by one or the other attribute. For example, considering the shape and the texture attributes of visual elements, a perceptual structure may be induced by the shape attribute, by the texture attribute, or by both of them. In the last case, each attribute supports that perceptual structure separately. We have focused on perceptual structures that are defined in terms of non-integral attributes.
A specification of structures that are defined in terms of integral attributes remains an open problem for the future research.
