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Abstract
The problem of validating or criticising models for georeferenced data is chal-
lenging, since the conclusions can vary significantly depending on the locations
of the validation set. This work proposes the use of cross-validation techniques
to assess the goodness of fit of spatial models in different regions of the spatial
domain to account for uncertainty in the choice of the validation sets. An obvious
problem with the basic cross-validation scheme is that it is based on selecting
only a few out of sample locations to validate the model, possibily making the
conclusions sensitive to which partition of the data into training and validation
cases is utilized. A possible solution to this issue would be to consider all possible
configurations of data divided into training and validation observations. From a
Bayesian point of view, this could be computationally demanding, as estimation
of parameters usually requires Monte Carlo Markov Chain methods. To deal with
this problem, we propose the use of estimated discrepancy functions considering
all configurations of data partition in a computationally efficient manner based
on sampling importance resampling. In particular, we consider uncertainty in
the locations by assigning a prior distribution to them. Furthermore, we propose
a stratified cross-validation scheme to take into account spatial heterogeneity,
reducing the total variance of estimated predictive discrepancy measures consid-
ered for model assessment. We illustrate the advantages of our proposal with
simulated examples of homogeneous and inhomogeneous spatial processes to in-
vestigate the effects of our proposal in scenarios of preferential sampling designs.
The methods are illustrated with an application to a rainfall dataset.
Keywords Bayesian inference, Data partition, Spatial processes, Model criti-
cism, Discrepancy function, Importance sampling.
1 Introduction
In many practical problems, the researcher is interested in modelling some phenomenon
that occurred in space as a stochastic process. Goodness of fit of the assumed model is
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an important step. However, in the geostatistical context, this is a challenging problem
since only one realization of the process is available for both parameter estimation and
model checking.
Diggle (2014) points out that if a model fits the data well, it can be used to gen-
erate datasets which are statistically similar to the observed sample. In addition, the
practioner may be interested in making predictions for out-of-sample locations from
the fitted model. These practical statistical problems indicate that cross-validation
techniques are potentially useful tools for model checking.
The usual approaches for model checking in spatial statistics are based on selecting
a subset from the locations to make prediction with the assumed model. The observed
values which were left out of the estimation procedure are then compared with the pre-
dicted values. However, the choice of locations used for model fitting and prediction
is usually ad-hoc. We are interested in assessing the goodness of fit of spatial models
using cross-validation tools, as well as allowing for model checking in different regions
of the spatial domain.
From a theoretical point of view, statistical inference goes beyond parameter estima-
tion and prediction (see Robert, 2007, page 343). Often, tests are performed regarding
model parameters that are based on models that are not adequate to the data under
study. That is, model adequacy checking should not be based on model parameter
testing. Some verification of model goodness of fit is then called for. From a Bayesian
perspective, statements are made regarding the posterior distribution, which are also
based on the chosen sampling distribution of the data. The usual model criticism is
done through model comparison and prediction for a few out-of-sample observations.
Often, these model checks are not able to assess whether the assumed model is plausi-
ble for the data in the whole spatial domain.
In the literature, various authors have suggested the use of cross-validation for
modelling univariate data. Burman (1989) introduces validation techniques in a study
of optimal transformation of variables, based on k-fold cross-validation and repeated
learning testing methods. Thall et al. (1997) demonstrate that repeated data splitting
is preferred over k-fold cross-validation. They propose to apply cross-validation to a
very large number of randomly generated partitions of the data.
From a Bayesian standpoint, Marshall and Spiegelhalter (2003) and Burman (1989),
amongst others, show that the cross-validation can be computationally very expensive,
since a full MCMC analysis has to be repeated, leaving out each in turn validation
set. Stern and Cressie (2000) consider importance weighting and resampling methods
in the context of posterior predictive model checking via conditional predictive ordi-
nate (CPO) and posterior predictive p value. In the univariate setting, Alqallaf and
Gustafson (2001) propose Bayesian cross-validation for several data partitions sampled
from the prior distribution of the possible partition into training and validation sets.
The model checking is based on estimating discrepancy functions, which are statistical
measures commonly used in the literature for model comparison. Although many pa-
pers have exploited cross-validation methods for univariate data, this is not the case for
spatial data analysis. For instance, the usual setup for model checking in geostatistics
is to make prediction for one or a few selected validation sets. Cressie (1993) states that
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the basic cross-validation idea in the spatial setup is to delete some of the data and use
the remaining data to predict the deleted observations. Then the prediction error can
be inferred from the predicted and observed values. If the model adequately described
the implicit spatial dependence on the dataset, then the predicted value should be close
to the true value.
However, the choice of observation sites in a spatial process is not always “robust”
to the considered sampling or allocation of sites. In general, it does not consider the
sampling process that generated the locations. In fact, models that ignore information
about sample selection can lead wrong inferences and, therefore, to wrong predictions.
In that context, we propose to allow for uncertainty in the selection of the validation
sets by considering a prior distribution for the spatial locations. In particular, the
prior assigned is uniform on the spatial domain of interest. This process is considered
to be homogeneous or homogeneous in sub-regions to account for possible preferential
sampling in the locations.
The use of cross-validation techniques in a large volume of spatial data becomes a
computational challenge, due to the difficulty of applying traditional prediction meth-
ods in a time-tolerant boundary. If we were to make prediction for several vectors of
points, the cross-validation procedure would be repeated again for all possible selected
configurations of training and validation samples. For most geostatistics problems, this
scheme becomes computationally prohibitive. Thus, more sophisticated approach are
useful, both to reduce the final cost and increase efficiency. To deal with this problem,
we propose an efficient algorithm for cross-validation, which is based on importance
weighting and only a handful of MCMC runs.
This paper is organized as follows. In Section 2, the main motivation of this work
is presented. Section 3 briefly reviews the main aspects of spatial data analysis. Sec-
tion 4 describes the Bayesian cross-validation of the spatial data using estimators of
expected discrepancy functions via MCMC (Monte Carlo Markov Chain). Given this
foundation, Section 5 reports a procedure for validating models based on stratified
spatial data. In Section 6, simulated examples are presented. Finally, Section 7 shows
an application to a rainfall dataset.
2 Motivation
2.1 Uncertainty of the data partition
In general in geostatistical inference, to evaluate an assumed model some locations are
removed from the dataset, the so-called validation set, and then observed data and
predicted values are compared through some discrepancy function. The choice of the
locations to be removed from the data for validation purposes depends on the spatial
arrangement and is usually done in a random manner. In this work, the spatial loca-
tions are assumed to be a random sample from a specified distribution and locations
are sampled to compose the validation set according to the prior probabilities of the
sets.
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The predictive performance of a model is typically based on the assumption that
the reference model is believed to best describe the knownledge about future observa-
tions. In the scope of geostatistical modelling, the basic component are spatial locations
and data observed at these locations. According to Cressie (1993), the data, or even
sometimes the locations, are assumed to be random. In this circumstance, the use of
adequate spatial models is crucial for prediction.
As discussed in Berger and Pericchi (2004), the important objective of approaches
to Bayesian model selection is the use of training samples. However, the choice of
the training data is not trivial. In particular, this is most relevant in the spatial data
analysis context, because different sets of training data might lead to very different
inferences.
Our main contribution is to develop an efficient computing procedure to make cross-
validation of statistical models for spatially correlated data. Thus, we extend the work
of Alqallaf and Gustafson (2001) to correlated data modelling, in particular, the spa-
tial dependence and training and validation sets uncertainty are take into account by
allowing the locations to be realizations of a spatial point process.
The way the phenomenon is observed may be related to the intensity of the process.
In this context, we consider the spatial heterogeneity as being a feature of a natural phe-
nomenon. The heterogeneity comprises two elements of second-order variation: global
variance and the spatial autocorrelation. We adopt spatial stratified sampling, where
that are the heterogeneous area is divided into several subareas more homogeneous
than the whole area, reducing the total variance of estimated predictive discrepancy
measures considered for model assessment.
2.2 An illustrative example
Let us consider an illustrative example simulated in a unit square, with 52 data
points randomly located within the area (irregular grid). The simulated values were
generated according to a Student-t process with ν = 3, σ2 = 1, µ = 2 and φ = 0.3.
Therefore, Y = (Y (x1), . . . , Y (xn)) is distributed as
Y | µ, σ2, φ, ν ∼ ST (µ1, ν, σ2R) (1)
where R is an exponential correlation matrix, with range parameter φ. For predic-
tion purpose, we choose 100 randomly selected validation configurations of all possible
subsets of size 3. Notice that there are
(
52
3
)
possible validation sets, thus perform-
ing cross-validation for all possibilities is too time consuming. For this arbitrarily
chosen configurations], we omitted three points (validation sampling) and calculated
the predicted value for these locations using the remaining points (training sampling).
We fitted the Gaussian and Student-t spatial models to the simulated data and used
MCMC techniques for estimating the model parameters. The prior distribution as-
signed to µ, σ2, φ and ν, can be seen in Appendix 1.
For model assessment, we considered the mean square prediction error as the dis-
crepancy measure, which is given by
∑n
i=1(yˆi−yi)2
n
.
4
(a) sample locations (b) predictive discrepancy measure
Figure 1: (a) sample locations generate randomly for given covariance (σ2 = 1.0, φ =
0.3) parameters and µ = 2, τ 2 = 0, ν = 3. (b) cross-validation performance: Gaussian
model (GM) versus Student t model (STM) for each validation configuration (100)
using mean square prediction errors.
Figure 2: Some configurations of training locations (empty triangles) and validation
locations (black triangles), where the Gaussian model was chosen as the best model
for the Student-t model illustrative dataset.
Figure 1 presents 100 randomly selected validation configurations for cross-validation
performance. Notice that we have different results for each choice of validation sample.
Although the process was generated from the Student-t distribution, the performance
of the Student-t model is worse in 26% of the validation sets when compared to the
Gaussian model. This example motivates our work to incorporate the uncertainty in
the validation set.
Figure 2 presents some configurations of training locations and validation locations
where the Gaussian model was chosen as the best model for the Student-t illustrative
dataset. Notice that most of these validation sets have sites on the border of the spatial
region.
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According to Breusch et al. (1997), the similar inferences are made about the mean
µ under Gaussian model (GM) and Student-t model (STM), but different inferences
can be made about scale, because the scale is differently represented in the two mod-
els. Thus, each model used for prediction might lead to different prediction intervals
for ungauged locations. As discussed in Alqallaf and Gustafson (2001), an obvious
problem with the basic cross-validation scheme is that the results may be sensitive to
which particular partition of the data into training and validation cases is utilized. In
some circumstances, predictive assessments may even be sensitive to how the data are
segmented for k-fold cross-validation (Burman (1989)).
From this illustrative example, we propose an approach that is able to verify the
goodness of fit of a model for different configurations of data validation sampling and
still preserve computational feasibility.
3 Basic geostatistical model
In this section we present the essential elements of spatial models for geostatistical
data analysis.
The fundamental concept underlying the theory according to Banerjee et al. (2004)
is a stochastic process {Y (x) : x ∈ A}, where A is a fixed subset of a d-dimensional
Euclidean space. In the spatial context, we usually have d equal to 2 (northings and
eastings) or 3 (northings, eastings and altitude). We consider situations where d > 1
and refer to them as a spatial process.
Let us consider a finite set of spatial sample locations x = (x1, x2, . . . , xn) within a
region A. Geostatistical data consist of measurements taken at the sample locations x.
Therefore, we denote the data vector by (y(x1), y(x2), . . . , y(xn)), the observed values
of a random vector Y . We assume that x varies continously throughout the region A.
According to Diggle et al. (2010), the data are obtained by sampling a spatially
continuous phenomenon S(x) = x ∈ R2 at a discrete set of locations xi = 1, . . . , n in
a spatial region of interest A ⊂ R2. Hence, if Yi denotes the measured value at the
location xi, a simple model for the data takes the form
Yi = µ+ S(xi) + Zi i = 1, . . . , n, (2)
where µ represent the mean and the Z ′is are mutually independent, zero-mean random
variables with variance τ 2. The underlying spatial process {S(x) : x ∈ R2} is a station-
ary Gaussian process with zero mean, constant variance σ2 and correlation function
ρ(u, φ), where φ is the correlation function parameter and u is the distance between
two locations.
4 Cross-validation of Bayesian models for spatially
correlated data
We consider the uncertainty in the choice of data split into validation and training sets
by defining a prior distribution of such sets. In the Bayesian analysis of spatial data, the
fit of the model usually requires MCMC sampling from the posterior distribution. We
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extend the technique proposed by Alqallaf and Gustafson (2001) to spatially correlated
data, so the validation measure does not require a separate posterior sample for each
training sample.
4.1 The reference distribution for spatial data
Suppose that the observed data consist of responses y = (y1, y2, . . . , yn) arising
from the process Y (x) and locations X = (x1, . . . , nn) described in equation (2). Our
cross-validation assessments are based on expectations under a reference distribution
for (sy,y, θ,y
rep), following Alqallaf and Gustafson (2001), where the split sy is a 0 –
1 vector which divides the n cases into training and validation cases. The parameter θ
describes the statistical model and the replicated response yrep is a hypothetical real-
ization of the response vector.
The reference distribution is most easily defined via factorization
p(sy,y, θ,y
rep) = p(sy)p(θ | sy,y)p(yrep | θ, sy,y). (3)
We consider the prior p(sy) to be the uniform distribution over such splits. No-
tice that this choice of prior might not be reasonable if there is a pattern in the
X = (x1, . . . , xn) generation, as in the case of inhomogeneous processes. We consider
an extension of this prior in Section 5.
For the purpose of building the split vectors, we denote the sample sizes of training
(0 - zero) and validation (1 - one) by nT and nV , respectively. In spatially correlated
data, we define the specific split vector as
sl =
{
0, xl is a training location
1, otherwise,
and split vector sy = (s1, . . . , sn) are vectors of the same dimension of y, indicating for
all locations x1, . . . , xn where yl, l = 1, . . . , n is used for training or validation.
After the choice of a specific split vector sy, let yT [sy ] and yV [sy ] be defined as the
observed training and validation cases, with length nT and nV respectively. Given the
split sy, p(θ | sy,y) is defined as the posterior distribution of θ given the training data
only. Thus, using Bayes theorem:
p(θ | sy,y) ∝ f(yT [sy ] | θ)pi(θ). (4)
Notice that yrep is simply distributed according to the sampling model assumed
for the data, i.e., [yrep | θ, sy,y]. Thus, under the reference distribution, this is
[yV [sy ] | yT [sy ], θ], which represents the predictive distribution of the validation given
the training data, for a specific split vector sy.
4.2 Expected discrepancy estimation
The cross-validation assessments are based on the expected discrepancy to be com-
puted under a reference distribution. It requires the distribution of the replicated
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response vector yrep. In particular, we are interested in computing expectations, gener-
ically denoted by
Ψ = E {r(sy,y, θ,yrep)} . (5)
The expected value in (5) represents a statistical measure for comparing Bayesian
models and r represents a discrepancy function. The expected value can be calculated
as,
Ψ =
∫
Θ
∫
Y
∑
S
r(sy,y, θ,y
rep)p(sy,y, θ,y
rep)dθdyrep
=
∫
Θ
∫
Y
∑
S
r(sy,y, θ,y
rep)p(yrep, θ | sy,y)p(sy)dθdyrep
=
∑
S
p(sy)
∫
Θ
∫
Y
r(sy,y, θ,y
rep)p(yrep, θ | sy,y)dθdyrep
=
∑
S
E {r(sy,y, θ,yrep) | sy} p(sy)
= E {E [r(sy,y, θ,yrep) | sy]} .
The Monte Carlo approximation to this expected discrepancy under the uniform
prior for the splits sy is given by
Ψ ≈ 1
I
I∑
i=1
E
{
r(sy,y, θ,y
rep) | sy = s(i)y
}
. (6)
The split vectors s
(1)
y , s
(2)
y . . . , s
(I)
y are simulated independently from p(sy) and I rep-
resents the number of splits. Algorithm 1 describes how to compute (6) by simulation
using Monte Carlo and MCMC simulations from the posterior distribution of model
parameters. This estimation is based on obtaining one MCMC sample for each split.
We call this estimator the MC estimator and it is given by
Ψˆmc =
1
I
I∑
i=1
1
J
J∑
j=1
r(s(i)y ,y, θij, y
rep
ij ), (7)
which is an unbiased estimator of expression (5).
Notice that when p(θ | sy,y) does not have a closed form, MCMC methods can
be used to simulate a sample from p(θ | sy,y). Next, we present some alternatives
to (5), which are computed from samples from the posterior p(θ | y) and p(yrep | θ).
The number of splits I and the size of the posterior sample for each split J must be
specified. The estimator in (7) takes too much time to compute, since each sampled
split sy requires many MCMC runs to sample from p(θ | sy,y).
Algorithm 1 MC estimator
1: Simulate independent split vectors s
(1)
y , s
(2)
y , . . . , s
(I)
y
from p(sy).
2: For each s
(i)
y , use a MCMC run to draw a sample
θi1, . . . , θiJ from p(θ | sy = s(i)y ,y),
3: For each (i, j), simulate yrepij from p(y
rep | θ = θij , sy,y)
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Aiming to reducing the computational cost, we consider the importance sample
estimator, which requires only a handful of MCMC runs as an alternative estimate of
expression (5). The idea is to approximate the posterior density of a given training
sample by a distribution that is based heuristically on the same amount of data, but
which does not depend on the specific split sy. In particular, this distribution is used
as an importance function and is defined as
g(θ) ∝ f(y | θ)αpi(θ), (8)
where f(y | θ) denotes the likelihood function for the complete data, pi(θ) is the prior
distribution and α = nT/n. Sampling importance resampling is considered to obtain
a sample from the desired posterior distribution from the approximation (8).
Algorithm 2 SIR estimator
1: Simulate independent split vectors s
(1)
y , s
(2)
y , . . . , s
(I)
y
from p(sy).
2: Let θh1, . . . , θhJ be the hth of H independent
MCMC samples simulated from g(θ)
3: Draw yrephj from p(y
rep | θ = θhj ,y), for h = 1, . . . ,H
and j = 1, . . . , J
4: Each of these H samples yields an importance sampling
estimate of E[r(sy,y, θ,y
rep) | sy = s(i)y ].
The SIR estimator is defined as the average of importance sampling estimate of
E[r(sy,y, θ,y
rep) | sy = s(i)y ] across the I independent splits and the H independent
samples from g(θ),
Ψˆsir =
1
H
H∑
h=1
1
I
I∑
i=1
∑J
j=1 r(s
(i)
y ,y, θhj, y
rep
hj )whj∑J
j=1whj
(9)
where each weight term whj = p(θhj | s(i)y ,y)/g(θhj) has simple form1
log(whj) = logf(yT [s] | θhj)− α logf(y | θhj).
The number of splits I, the size of the posterior sample for each split J and the H
independent MCMC samples must be specified.
Note that if the simulation standard error is not required, then in fact this estimator
can be based on a single MCMC run, i.e., H = 1, otherwise H > 1 and it is expected
to be quite small. Appendix 2 shows how to determine a standard error for Ψˆmc and
Ψˆsir estimators.
4.3 The choice of discrepancy functions
It is very common to use the sum of squared prediction errors as a measure of
discrepancy, because it is a form of cross-validation that provides a measure of model
fit for those observations left out of the estimation procedure. Alqallaf and Gustafson
1The weights are calculated in Appendix 2
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(2001) and Thall et al. (1997) adopt this measure for fitting a univariate dataset, de-
scribed as r(sy,y, θ,y
rep) = (yrepV [sy ] − yV [sy ])2.
We consider the mean squared prediction errors. This measure can be written as
r(sy,y, θ,y
rep) =
1
nV
|| (yrepV [sy ] − yV [sy ]) ||2 . (10)
This measure does not take into account the correlation between observations. As
an alternative, we can consider the Mahalanobis distance, which takes into account the
covariance matrix of the common distribution of the two random vectors.
r(sy,y, θ,y
rep) =
√
(yrepV [sy ] − yV [sy ])′Σ−1(y
rep
V [sy ]
− yV [sy ]), (11)
where Σ = τ 2Iτ +σ
2R is covariance matrix of the regions formed by the locations that
belong to both vectors. Therefore, using the Mahalanobis distance, we can compare
de validation data sample, taking into account the spatial dependence.
Notice that so far we have considered a uniform prior for the validation sets which
corresponds to assuming a homogeneous point process for the locations. In the fol-
lowing section, we propose a uniform prior in sub-regions to take into account spatial
heterogeneity and to accommodate possible preferential sampling in the locations.
5 Accounting for heterogeneity of locations
We consider stratified sampling to obtain training and validation sets. In stratified
sampling, the region of n units is first divided into sub-regions which are called strata
of n1, n2, . . . , nK units, respectively. These sub-regions are non-overlapping, and to-
gether they comprise the whole region, so that, n = n1 + n2 + . . . + nK . In each
stratum, the full training data size nT , is nT1 + nT2 + . . .+ nTK and the full validation
data size nV is nV 1+nV 2+. . . nV K . If a simple random sample is taken in each stratum,
the whole procedure is described as stratified random sampling.
Let k denote the stratum and T, V respectively denote the training and validation
samples. The following symbols all refer to stratum k.
Notation
n: total number of sample spatial points in the study region
nk: total number of spatial points in stratum k
nTk : number of spatial points of training data in stratum k
nVk : number of spatial points of validation data in stratum k
wk =
nVk
nV
: stratum weight
fV =
nV
n : sampling fraction, i.e., the ratio of
validation sample size to the total sample size.
fTk =
nTk
nk
: training sampling fraction in the kth stratum
fVk =
nVk
nk
: validation sampling fraction in the kth stratum
Stratification might produce a gain in precision in the estimates of characteristics
of the whole region, if the variability inside each stratum is small and the variability
between strata is large, Cochran (1999). It may be possible to divide a heterogeneous
region into sub-regions, where each is internally homogeneous in the context of spatial
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cross-validation.
The following steps should be carried out to perform cross-validation using a strat-
ified sampling scheme :
1. Stratify the study region into k strata, where n = n1 + . . .+ nK , k = 1, 2, . . . , K.
2. In each stratum k, sampling via simple random sampling, to obtain the split
vectors s
(i,k)
y , where k = 1, . . . , K represents the stratum and i = 1, 2, . . . , Ik the
sizes of the split vectors generated in each stratum k.
The chosen sizes of the split vectors Ik are the same in all strata, Ik, k = 1, 2, . . . , K.
Note that the sizes of split vectors Ik do not need to be the same.
The generation of vector splits in each stratum s
(1,k)
y , . . . , s
(Ik,k)
y is simulated jointly
from p(sy). Thus, we define the vector s
(i)
y as the i-th split vector considering all strata.
s(i)y =
(
s(i,1)y , s
(i,2)
y , . . . , s
(i,K)
y
)
1×n , i = 1, . . . , I.
Notice that,
s(i,k)y = (s
(i,k)
1 , s
(i,k)
2 , . . . , s
(i,k)
nk
)1×nk .
The proposed stratification changes the sampling of spatial locations for validation
and training sets, however, the sampling model is conditional on sy and does not
change with our proposal. Thus, the likelihood function is not affected. The vector of
all observations can be written as
y = (y11, . . . , y1n1 , . . . , yki, . . . , yKnK )1×n.
The split vectors are jointly generated. In particular, the splits sy are not uniformly dis-
tributed over the entire spatial domain. The proposed prior considers the stratification
design and is given by
p(sy) =
(
n1
nT1
)−1(
n2
nT2
)−1
. . .
(
nK
nTK
)−1
if
nk∑
j=1
s
(·,k)
j = nTk , (12)
where each term of the product is the probability of choosing a sample of size nTk in
each stratum k. Our cross-validation assessments are based on the expectation under
a reference distribution of (sy,y, θ,y
rep) as defined in (3). We compute expectations
with respect to the reference distribution for each stratum, denoted generically as
Ψk = E {rk(sy,y, θ,yrep)} , k = 1, . . . , K, (13)
where the expression (13) represents the expectation with respect to the reference
distribution in each stratum k.
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5.1 Stratified Estimators
To compute the stratified estimators, we jointly simulate the split vector s
(1)
y , . . . , s
(I)
y
from p(sy) as defined in (12). Following the same steps as in Section 4.2, the stratified
MC estimator can be obtained as
Ψˆstmc =
K∑
k=1
wk
{
1
Ik
Ik∑
i=1
1
J
J∑
j=1
rk(s
(i)
y ,y, θij, y
rep
ij )
}
=
K∑
k=1
wkΨˆmck
=
K∑
k=1
Ψˆstmck , (14)
and the stratified SIR estimator as,
Ψˆstsir =
K∑
k=1
wk
{
1
H
H∑
h=1
1
Ik
Ik∑
i=1
Ψ
(k)
hi
}
=
K∑
k=1
wkΨˆsirk
=
K∑
k=1
Ψˆstsirk , (15)
where,
Ψ
(k)
hi =
∑J
j=1 rk(s
(i)
y ,y, θhj, y
rep
hj )w
∗
hj∑J
j=1w
∗
hj
, k = 1, . . . , K,
and wk =
nVk
nV
is the stratified weight, calculated using a proportional allocation of the
sample nVk . Each weight term is given by w
∗
hj = p(θhj | s(i)y ,y)/g(θhj).
6 Simulated examples
To illustrate the usefulness of our cross-validation proposal we consider homogeneous
and inhomogeneous processes under geostatistical modelling. We simulated data for
different scenarios, considering different configurations for the location sampling. For
each scenario, we first simulated an approximate realization of a stationary Gaussian
process on the unit square, treating the spatially continuous process S(·) as constant
within each lattice cell. After that, we simulated non-preferentially or preferentially
scenarios according to each of the sampling designs presented in Figure 3. The data
were generated from equation (2) where:
(A1) S is stationary Gaussian process with mean 0, variance σ2 and correlation
function ρ(u, φ) =
Corr(S(x), S(x′)) for any x and x′ from a distance u apart.
(A2) X | S is an inhomogeneous Poisson process with log-linear intensity function
λ(x) = exp {α + βS(x)} (16)
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(A3) Y | S,X is a set of mutually independent Gaussian variates with Yi ∼ N(µ +
S(xi), τ
2).
(a) (b) (c)
Figure 3: Sample locations and underlying realizations of the signal process for the model
used in the simulation study: (a) CRS ; (b) CRS with outlier; (c) preferential sample.
Notice that if β = 0, the sampling is done completely at random (CRS), i.e., a homo-
geneous Poisson process. The simulated surface in (A1) is given by a Gaussian process
with the following parameters: µ = 4, σ2 = 1.5, φ = 0.15, κ = 0.5 and τ 2 = 0.25. We
adopted the exponential correlation function in all scenarios.
Scenario 1 – CRS, we account for the case representing the situation where the β
parameter leads to null intensity function λ(x). Therefore, the point pattern does not
rely on S and because λ is a constant, we have a completely random point pattern.
A dataset was simulated with sample size equal to n = 82 and intensity parameters
β = 0, α = 4.605. This is presented in Figure 3 (a).
Scenario 2 – CRS with outlier, we study the same surface of Figure 3 (a) with
observations contaminated by summing a random increment uσ, such that σ is the
observational standard deviation and u ∼ U(6, 8) for observations 10, 48, 50 and 82.
The contaminated locations considered are neighbours in space. This is presented in
Figure 3 (b).
Scenario 3 – preferential sampling, we choose the configuration with highest con-
centration of points in a given region. The spatial locations are simulated from the
non-homogeneous process. This process represents the inhomogeneous Poisson process,
with intensity λ(x), α = 2.996, β = 1.0 and n = 100. This is presented in Figure 3 (c).
For all sample designs presented above, we made a cross-validation comparison
of the models. In the following, it is considered a mixture model in a geostatistical
context. The general spatial mixture model considered for model fitting is given by
Y (x) = µ+
S(x)
δ1/2(x)
+ Z(x), ∀x ∈ A. (17)
Consider the observations y1, . . . , yn at locations x1, . . . , xn.The particular cases of
model (17) investigated in this work are detailed as follows.
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(M1) Gaussian model: We set δ(x) = 1, ∀x ∈ A as a benchmark. The distribution
of Y is
y | µ, σ2, φ ∼ N (1µ, τ 2In + σ2R) . (18)
(M2) Student-t model: Define δ(x) = δ, ∀x ∈ A such that δ | ν ∼ Ga(ν/2, ν/2).
Then, by marginalization, the distribution of Y is
y | µ, σ2, φ, ν ∼ ST (1µ, ν, τ 2In + σ2R) . (19)
Similar to the Gaussian process, the Student-t process has the advantage of de-
pending on the mean and covariance functions. Details about the Student-t process in
a non-Bayesian context may be seen in Roislien and Omre (2006).
(M3) Gaussian-Log-Gaussian model: As proposed by Palacios and Steel (2006),
this process is able to capture heterogeneity in space through a mixing process used to
increase the Gaussian process variability,
y | µ, σ2, φ,∆ ∼ N (1µ, τ 2In + σ2(∆−1/2R∆−1/2)) . (20)
This model assumes ∆ = diag(δ(x1), . . . , δ(xn)) and ln(δ) ∼ Normaln
(−υ
2
, υ R
)
. This
mixing generates a multivariate scale mixture of Normals. Properties, estimation and
prediction for the GLG model are introduced in Palacios and Steel (2006) and extended
to the space-time case in Fonseca and Steel (2011). The υ ∈ R+ is a scalar parameter
introduced into the distribution ln(δ) and variation inflation is achieved when it is
close to zero.
For the CRS and CRS with outlier scenarios, we arbitrarily choose nT = 77, nV = 5.
The sampling process in space was done randomly without considering the correlation
between spatial locations, that is, p(sy) is assumed to be a uniform distribution. The
parameter ν is fixed at 3 for M2 in the CRS scenario. MC and SIR estimators are
based on averaging over the same I = 100 splits. We sampled from the posterior of
the model parameters using Metropolis-Hastings with random walk proposals, which
led to reasonable acceptance rates in the vicinity of 30% to 50% for each parameter.
In this case, we fixed the nugget effect τ 2 at 0.25.
For the preferential scenario, we considered nT = 95 and nV = 5. The training
and validation sampling process in space were done randomly without considering the
correlation between spatial locations. We obtained posterior samples of this model
parameters via the Metropolis-Hastings with random walk proposals, which led to rea-
sonable acceptance rates in the vicinity of 30% to 55% for each parameter. In this
case, it is adopted the nugget effect τ 2 equal to 0.25.
As can be seen in Table 1, the execution time for the SIR estimator using H = 5
is shorter than that for the MC estimator. The high computational cost is due to the
need to calculate the covariance matrix for each split vector sampled using a machine
Intel Core i5 3210M CPU 2.50GHz 2.50GHz 4GB RAM memory - System 64 bits -
Windows 10 Home.
Table 2 presents the mean square prediction error measures based on the MC and
SIR estimators with their respective standard errors. It is clear that the SIR estimator
variability must be greater than that of the MC estimator, because the estimator is a
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heuristic approximation based on the same amount of data. However, the SIR estima-
tor is a good approximation of the original estimator.
Table 2(CRS) presents original estimates of mean square error. M3 has similar
performance as that of M1. This is due to the fact that M1 is a particular case of M3.
In particular, when υ → 0, we retrieve Normal tails, while larger values of υ induce
thicker tails. In the Gaussian case, δ is equal to 1. M2 has much worse performance.
Table 1: Computational Time (hours)
M1 M2 M3
MC SIR MC SIR MC SIR
CRS 11.20 2.32 15.44 2.33 33.80 3.50
CRS with outlier 11.20 2.00 13.80 3.12 20.61 3.48
Preferential 16.12 2.73 23.72 3.05 41.36 4.98
Table 2: Cross-validation using mean square error for M1, M2 and M3 models in each
scenario. The same splits are considered for all models.
M1 M2 M3
CRS MC 3.496 (1.1× 10−5) 7.210 (0.009) 3.090 (9.6× 10−6)
SIR 3.122 (0.003) 6.686 (0.085) 2.833 (0.001)
CRS with outlier MC 10.559 (1.2× 10−4) 22.572 (0.022) 8.371 (1.1× 10−4)
SIR 10.487 (0.150) 23.247 (0.773) 7.049 (0.121)
Preferential MC 5.175 (2.6× 10−5) 7.624 (0.002) 5.075 (5.5× 10−5)
SIR 5.017 (0.009) 9.009 (0.311) 4.683 (0.015)
Although the Student-t process has heavier tails than the Gaussian, it does not have
the flexibility to model georeferenced data. Its behaviour is inadequate when compared
to M1 and M3. According to Lobo and Fonseca (2016), the Student-t process inflates
the variance of the whole process in the presence of outliers and does not allow for both
individual or regional outlier detection and different kurtosis behaviours across space.
Table 2 presents the results of the three proposed models. Observe that estimates
are more precise for the GLG model. This is due to the fact that this model tends
to detect sub-regions with larger variability. The use of M3 scale mixing reduces the
variance estimate. M1 and M2 overestimate the variance.
In the case of Gaussian data contaminated by outliers, M3 has smaller discrepances.
The Gaussian Log Gaussian process is able to capture heterogenity in space through a
mixing process used to increase the Gaussian process variability. This proposal is an
alternative to the usual Gaussian model which is very sensitive to outliers.
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6.1 Analysing heterogeneity of locations
In stratified sampling we have to sample in all strata of the spatial region A. This
condition does not occur in random sampling. Stratification is carried out in order to
not favour any particular area, making the process as uniform as possible. After that,
the sampling procedure is done randomly in each unit.
We stratified the unit square into four strata for all scenarios. Figure 4 presents
the stratification of the study region in A. Since we have a homogeneous process, we
expected the number of events to be similar in each stratum, as shown in Table 3
(CRS). The choice of Ik is arbitrary for each stratum.
(a) (b) (c)
Figure 4: Sample locations and underlying realizations of the signal process for the model
used in the simulation study: (a) CRS ; (b) CRS with outlier; (c) preferential sample.
Table 3: Stratified design for all scenarios.
CRS / outlier
strata nk nTk nV k wk
1 21 19 2 0.250
2 17 15 2 0.250
3 24 22 2 0.250
4 20 18 2 0.250
total 82 74 8 1
Preferential
strata nk nTk nV k wk
1 47 42 5 0.500
2 20 18 2 0.200
3 13 12 1 0.100
4 20 18 2 0.200
total 100 90 10 1
Table 3 shows the stratification and selection of training and validation data for the
respective strata via the sampling process for all scenarios. Again, the execution time
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for the SIR estimator using H = 5 is shorter than of the MC estimator, which can be
seen in Table 4.
Table 4: Computational Time (hours)
M1 M2 M3
MC SIR MC SIR MC SIR
CRS 14.67 3.42 13.48 3.28 37.66 4.71
CRS with outlier 13.48 3.05 14.36 2.86 25.55 4.78
Preferential 19.92 3.46 18.36 4.14 30.387 3.48
The hypothesis of complete spatial randomness establishes that the number of
events per unit area is a constant, λ, over all the region considered. In the homoge-
neous case, we have approximately the same estimates in each stratum. The stratified
estimator is equivalent to the global estimator presented in Table 5 (CRS), considering
the mean square error as the measure of precision. This occurs because the sample
size is similar in all strata. Regarding the performance of the stratified estimator, their
variability is smaller, mainly for the SIR estimator. Stratification reduces the variabil-
ity of the process in order to transform the stratum as homogeneously as possible. This
can be confirmed by analysing Tables 5 and 6 for all scenarios.
Clearly there is an increase in the accuracy of the estimator by stratifying the spa-
tial region. Furthermore, the stratification allows the identification of lack of fit for all
models in region 3 for the scenario with outliers. All models have much larger values of
the discrepancy function for stratum 3, which contains the contaminated observations,
as presented in Tables 5 and 6 (CRS with outlier) using different discrepancy measures .
Note, however the reduction of the variability of both estimators. The performance
of the models is similar to that of Section 6 except for M3 in the preferential scenario.
In this case, the GLG model has much better performance, indicating that dividing
the region in sub-regions provides a much better predictive performance of this model
in all sub-regions.
M3 again stands out because of its ability to capture heterogeneity in space. This
is an appealing feature in the non-homogeneous setup, because strata with a high con-
centration of events tend to present larger variability.
The use of Mahalanobis distance discrepancy improved model discrimination by
indicating the Gaussian model as the best model in scenario 1. This is an expected
result, since the data are generated by the Gaussian model. On the other hand, when
we consider the mean squared error as a measure, the Gaussian and GLG models have
approximately the same results, with a bit better performance of the GLG model. This
can be seen in Tables 5 and 6.
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Table 5: Stratified cross-validation using mean square error for M1, M2 and M3 models in each scenario. The same splits are considered for
all models.
M1 M2 M3
strata MC SIR MC SIR MC SIR
CRS 1 3.617 (2.2× 10−5) 3.804 (1.1× 10−3) 7.081 (0.002) 6.533 (0.003) 3.033 (1.5× 10−5) 2.311 (0.002)
2 3.595 (2.2× 10−5) 3.881 (2.7× 10−3) 7.319 (0.028) 5.770 (0.004) 3.160 (1.6× 10−5) 2.415 (0.003)
3 3.439 (2.1× 10−5) 3.546 (8.0× 10−4) 6.919 (0.003) 6.095 (0.003) 2.743 (1.4× 10−5) 2.089 (0.003)
4 3.255 (2.1× 10−5) 3.486 (1.1× 10−3) 6.925 (0.005) 5.726 (0.008) 2.665 (1.4× 10−5) 1.900 (0.002)
Ψˆst 3.477 (5.4× 10−6) 3.679 (3.6× 10−4) 7.061 (0.002) 6.031 (0.001) 2.900 (5.9× 10−5) 2.179 (6.4× 10−4)
outlier 1 6.173 (6.9× 10−5) 6.747 (0.023) 17.756 (0.019) 22.570 (0.013) 2.808 (1.5× 10−5) 2.152 (0.002)
2 6.843 (8.2× 10−5) 6.804 (0.025) 19.549 (0.289) 21.608 (0.013) 3.367 (1.9× 10−5) 2.776 (0.002)
3 22.071 (1.0× 10−3) 22.738 (0.215) 33.636 (0.030) 36.981 (0.218) 18.996 (8.8× 10−4) 17.728 (0.272)
4 5.873 (6.6× 10−5) 6.599 (0.030) 17.871 (0.043) 21.920 (0.017) 2.516 (1.4× 10−5) 1.947 (0.002)
Ψˆst 10.240 (8.0× 10−5) 10.722 (0.0183) 22.203 (0.024) 25.769 (0.016) 6.922 (9.3× 10−4) 6.151 (0.017)
preferential 1 7.338(5.4× 10−5) 7.402(3.7× 10−4) 9.986(0.005) 11.398(0.013) 4.456 (1.1× 10−5) 5.032 (0.002)
2 3.342 (2.4× 10−5) 3.366 (2.4× 10−5) 5.691 (0.003) 6.206 (0.083) 3.307 (1.8× 10−5) 2.352 (0.002)
3 3.198 (3.5× 10−5) 3.314 (9.2× 10−5) 5.453 (0.002) 8.739 (0.013) 3.751 (4.1× 10−5) 2.377 (0.003)
4 3.670 (2.8× 10−5) 3.833 (2.9× 10−5) 6.243 (0.015) 6.989 (0.083) 3.448 (1.9× 10−5) 2.510 (0.002)
Ψˆst 5.391 (1.6× 10−5) 5.472 (4.3× 10−4) 7.925 (0.002) 8.333 (0.011) 3.954 (8.8× 10−5) 3.726 (6.0× 10−4)
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Table 6: Stratified cross-validation using Mahalanobis distance for M1, M2 and M3 models in each scenario. The same splits are considered
for all models.
M1 M2 M3
strata MC SIR MC SIR MC SIR
CRS 1 1.806 (8.0× 10−4) 1.812 (1.1× 10−4) 3.426 (4.6× 10−6) 3.312 (1.1× 10−3) 2.056 (1.8× 10−6) 2.080 (1.5× 10−4)
2 1.781 (1.2× 10−6) 1.789 (1.5× 10−4) 3.389 (5.0× 10−6) 3.256 (1.5× 10−4) 2.091 (1.9× 10−6) 2.038 (4.2× 10−4)
3 1.725 (1.1× 10−6) 1.693 (5.8× 10−5) 3.340 (4.6× 10−6) 3.324 (1.3× 10−4) 1.919 (1.6× 10−6) 1.961 (4.0× 10−4)
4 1.663 (1.2× 10−6) 1.672 (9.9× 10−5) 3.269 (4.8× 10−6) 3.164 (2.5× 10−4) 1.854 (1.7× 10−6) 1.905 (5.4× 10−4)
Ψˆst 1.744 1.741 (2.7× 10−5) 3.356 (1.2× 10−6) 3.264 (9.9× 10−5) 1.980 (4.5× 10−7) 1.996 (1.3× 10−4)
outlier 1 2.406 (3.9× 10−6) 2.138 (4.2× 10−4) 3.914 (9.8× 10−6) 3.672 (1.2× 10−3) 1.979 (3.9× 10−6) 1.519 (1.9× 10−4)
2 2.428 (4.1× 10−6) 2.480 (5.5× 10−4) 4.024 (1.0× 10−5) 4.156 (1.8× 10−3) 1.199 (4.1× 10−6) 1.555 (2.3× 10−4)
3 3.401 (6.8× 10−6) 5.295 (1.0× 10−2) 6.154 (2.2× 10−5) 5.906 (4.3× 10−3) 2.671 (6.8× 10−6) 2.683 (9.8× 10−4)
4 2.324 (3.7× 10−6) 1.969 (4.2× 10−4) 3.830 (9.8× 10−6) 3.742 (1.3× 10−3) 1.825 (3.7× 10−6) 1.471 (2.2× 10−4)
Ψˆst 2.640 (1.7× 10−6) 2.970 (7.5× 10−4) 4.483 (3.2× 10−6) 4.368 (5.4× 10−4) 1.918 (1.8× 10−5) 1.807 (1.0× 10−4)
preferential 1 3.571 (1.7× 10−6) 3.632 (1.0× 10−4) 4.924 (9.1× 10−6) 4.988 (5.9× 10−4) 3.380 (1.5× 10−6) 3.165 (6.6× 10−4)
2 1.560 (9.9× 10−6) 1.581 (3.9× 10−4) 2.217 (4.6× 10−6) 2.078 (3.4× 10−4) 1.680 (1.2× 10−6) 1.838 (4.2× 10−4)
3 0.969 (7.7× 10−7) 0.950 (1.7× 10−4) 1.369 (2.9× 10−6) 1.336 (5.9× 10−4) 1.164 (1.0× 10−6) 1.153 (3.3× 10−4)
4 1.641 (1.0× 10−6) 1.646 (3.7× 10−4) 2.327 (4.6× 10−6) 2.251 (6.3× 10−4) 1.726 (1.2× 10−6) 1.953 (4.4× 10−4)
Ψˆst 2.523 (2.8× 10−7) 2.557 (1.2× 10−4) 3.508 (1.3× 10−6) 3.494 (1.3× 10−4) 2.488 (5.0× 10−6) 2.456 (1.1× 10−4)
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7 Application to a rainfall data
The dataset used in this application contains the total rainfall (in mm) recorded in
Octorber 2010 in 31 locations in the city of Rio de Janeiro, Brazil, obtained from In-
stituto Pereira Passos, known for offering one of the largest collections of maps and
statistical data of Rio de Janeiro available in the Armazem de Dados. Stations with
missing information were removed from the study. Ferreira and Gamerman (2015) an-
alyzed the same kind of data for October 2005 in the context of achieving the optimal
design using preferential sampling.
Figure 5 presents the spatial arrangement of rainfall stations in Rio de Janeiro
city. Notice that the spatial arrangement of the monitoring stations seems to indicate
a higher concentration in places where precipitation levels are very large. It appears
that the point pattern associated with the stations has been observed from an inho-
mogeneous process.
Figure 5: Rainfall data: stations installed in Rio de Janeiro (the monitoring stations
are separated according to the intensity of rainfall).
For statistical inference purposes, the spatial mean was adjusted considering lati-
tude and longitude as covariates. The mixture models considered were the Gaussian
(M1) and Gaussian-Log-Gaussian (M3) models presented in Section 6. We investigated
the goodness of fit for rainfall spatial modelling via cross-validation for spatially cor-
related data.
First, we arbitrarily choose nT = 26 and nV = 5, for the training and validation
samples, respectively. In addition, we use I = 500 split vectors and H = 3 independent
MCMC samples simulated from SIR estimator. We adopted the Mahalanobis distance
as discrepancy measure between two random vectors of the same distribution, taking
into account the covariance matrix.
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The analysis of the posterior distribution of spatial mean shows significantly dif-
ferent estimates for both models. The spatial mean for M3 is significantly lower than
the spatial mean estimated by M1. Actually, this makes sense since the process for
the data is inhomogeneous. We evaluated both models with exponential covariance
structures for spatial dependence.
The SIR estimator requires less computation time. Table 7 shows the performance
of both models using the Mahalanobis distance. The estimates obtained for M3 are
smaller than M1 for both estimators. This is due to the fact that the Gaussian-Log-
Gaussian process proposed by Palacios and Steel (2006) is able to capture heterogeneity
in space through a mixing process used to increase the Gaussian process variability,
although it does not take into account the monitoring stations arrangement dependence
with the total rainfall.
Table 7: Rainfall Data: cross-validation using Mahalanobis distance for nT = 26 and
nV = 5.
MC SIR
M1 6.983 (1.9× 10−6) 6.419 (0.0010)
M3 4.985 (1.0× 10−5) 4.805 (0.0004)
In addition, we take into account spatial heterogeneity using stratified cross-validation.
We divide the spatial region into only two strata, arbitrarily. In the first stratum, the
monitoring stations are closed and there is a higher concentration of total rainfall data.
The other stratum is defined by the remainder of the locations, i.e., more distant loca-
tions with lower values of total precipitation. This design is called design A1. Table 8
presents the sample arrangement given by design A1 with the weights, w respectively.
The results for design A1 can been see in Table 10. Among the strata, the best per-
formance is achieved by M3.
An important issue in using cross-validation is the training dataset size. If we have
an acceptable amount of training data, the model is sufficiently informed by the train-
ing set. Furthermore, this model is able to reproduce the observed data. We arbitrarily
choose a small training sample, i.e., nT = 10 and nV = 21. Again, we use I = 500
split vectors and H = 3 independent MCMC samples simulated from SIR estimator.
It is expected that using a reduced training sample size might cause some impact on
the estimation of model parameters. Table 9 displays the values of the Mahalanobis
distance for the models considered without taking into account the heterogeneity of
the data. The results of our analysis suggest it is best to use a relatively large training
sample for making cross-validation under our approach.
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Table 8: Stratified design A1: training and validation samples.
strata nt nv w
1 9 4 0.4
2 12 6 0.6
total 21 10 1.0
Figure 6: Rainfall data: stations installed in Rio de Janeiro (the monitoring stations
are separated according to the intensity of rainfall) for stratified design. Stratum 1 is
represented by the red triangle and Stratum 2 by the remainder of the locations.
Table 9: Rainfall Data: cross-validation using Mahalanobis distance for nT = 10 and
nV = 21.
MC SIR
M1 15.257 (7.4× 10−6) 14.699 (0.002)
M3 7.829 (5.6× 10−7) 7.746 (0.003)
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Table 10: Rainfall Data: stratified cross-validation using Mahalanobis distance for
design A1.
M1 M3
k MC SIR MC SIR
1 4.485 (1.3× 10−6) 4.519 (3.6× 10−4) 3.630 (9.7× 10−7) 3.520 (1.4× 10−3)
2 10.231 (2.4× 10−6) 9.113 (4.9× 10−4) 2.563 (3.1× 10−7) 2.666 (5.6× 10−4)
Ψˆst 7.933 (1.9× 10−6) 7.275 (5.3× 10−5) 2.990 (6.4× 10−7) 3.007 (1.3× 10−5)
Table 11: Rainfall Data: stratified cross-validation using Mahalanobis distance for
design A2.
M1 M3
k MC SIR MC SIR
1 5.330 (1.4× 10−6) 5.317 (3.0× 10−3) 3.379 (5.6× 10−7) 4.485 (2.1× 10−4)
2 12.583 (3.7× 10−6) 11.109 (4.0× 10−4) 3.228 (3.5× 10−7) 3.314 (3.1× 10−5)
Ψˆst 9.681 (2.5× 10−6) 8.792 (5.1× 10−4) 3.288 (4.5× 10−7) 3.782 (1.2× 10−4)
Table 12 presents the stratified design A2, considering a “small” size for training
sample. Observe that M1 produces high estimates in stratum 2 for both arrangements,
as can be seem from Tables 10 and 11. In fact, this might a result of the number of
neighbours that are far apart.
Table 12: Stratified design A2: training and validation samples.
strata nt nv w
1 7 6 0.4
2 9 9 0.6
total 16 15 1.0
It can be noted from Tables 10 and 11 that there is an increase in the accuracy
of the SIR estimator by stratifying the spatial region. Furthermore, the stratification
allows the identification of lack of fit for all models.
Note that M3 performs better for both designs indicating better predictive perfor-
mance in all sub-regions considered in the two stratifications proposed in this applica-
tion.
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8 Conclusions
We consider Bayesian model comparison and criticism of geostatistical models. Cross-
validation techniques are considered to evaluate the model predictive performances and
we allow for uncertainty in the choice of validation sets through the prior distribution
on the possible sets.
The results obtained in this study are useful for understanding the effect of cross-
validation in spatial data analysis. This paper addresses important issues that have
not been completely dealt with in the literature, such as the ad hoc choice of validation
sets in spatial data analysis.
The proposed stratified reference distribution contributes to computing the strati-
fied estimator and reduces the global variability in stratified cross-validation. The SIR
estimator is a good approximation of the MC estimator and requires only a few MCMC
runs for the parameter estimation step.
As pointed out by Cochran (1999), there are important issues related to the build-
ing of the strata, such as: as the potential variables used to determine them; the
determination of their boundaries; and the number of strata. Moreover, the question
of choosing the training sample size should also be considered and it is not trivial. We
considered two different designs in the application to rainfall data to accommodate the
possible effect of choosing a training set that is too small or too large.
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Appendix 1: Markov Chain Monte Carlo Sampler
The prior distributions considered for the parameters in Section 2 and proposal densi-
ties used in the MCMC algorithm are detailed as follows.
1. σ2 ∼ GI(a, b), a, b > 0. The proposal density in the MCMC sampler is:
ln(σ2) ∼ Normal(ln(σ2(k−1)), σ2(σ2)).
2. µ ∼ Normaln(0, τ 2µ), τ 2µ > 0. The proposal density in the MCMC sampler is:
µ ∼ Normal(µ(k−1), σ2(µ)).
3. φ ∼ Gama(1, c/med(us)), with c > 0 and med(us) denoting the median distance
in the observed data. The proposal density in the MCMC sampler is:
ln(φ) ∼ Normal(ln(φ(k−1)), σ2(φ)).
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4. Jeffreys independent prior distribution Fonseca et al. (2008):
p(ν) ∝
(
ν
ν + 3
)1/2{
ψ′
(ν
2
)
− ψ′
(
ν + 1
2
)
− 2(ν + 3)
ν(ν + 1)2
}1/2
,
with ψ′(a) = d{ψ(a)}
da
the trigamma function. In the context of regression models,
this prior distribution guarantees that the posterior distribution for ν is proper.
The proposal density in the MCMC sampler is:
ln(ν) ∼ Normal(ln(ν(k−1)), σ2(ν)).
Appendix 2: Variance estimator
According to Robert and Casella (2009), the generic problem involves evaluating the
integral
Ef (h(X)) =
∫
χ
h(x)f(x)dx, (21)
where χ denotes the set where the random variable X takes its values, which is usually
equal to the support of the density f .
The principle of the Monte Carlo method for approximating equation (21) is to
generate a sample X1, . . . , Xn from the density f and proposed as an approximation
to the empirical average
h¯n =
1
n
n∑
j=1
h(xj)
since h¯n converges almost surely to Ef (h(X)) by the strong law of large numbers.
When h2(X) has a finite expectation under f the speed of convergence of h¯n can
be assessed, since the convergence takes place at a speed O(
√
n) and the asymptotic
variance of the approximation is
var(h¯n) =
1
n
∫
χ
[h(x)− Ef (h(X))]2 f(x)dx, (22)
which can also be estimated from the sample (X1, . . . , Xn) through
vn =
1
n2
n∑
j=1
[
h(xj)− h¯n
]2
.
Analogously to equation (22), we can obtain the variance of the estimators Ψˆmc
and Ψˆsir. Notice that from the equation (7) we obtain,
var(Ψˆmc) =
1
I2
1
J2
I∑
i=1
J∑
j=1
[
r(s(i)y ,y, θij, y
rep
ij )− Ψˆmc
]2
(23)
Thus,
var(Ψˆsir) =
1
H2
1
I2
H∑
h=1
I∑
i=1
[
Ψhi − Ψˆsir
]2
. (24)
is the SIR estimator variance, obtained from equation (9), where,
25
Ψhi =
∑J
j=1 r(s
(i)
y ,y, θhj, y
rep
hj )whj∑J
j=1 whj
SIR estimator details
We draw a MCMC sample from g(θ), which is then reweighted using importance sam-
pling to obtain p(θ | sy). The same posterior sample serves for every split sy considered,
saving computational time.
The equation weighting term whj =
p(θhj |s(i)y ,y)
g(θhj)
can be obtained by applying the
logarithm of the ratio as
log(whj) = log
{
p(θhj | s(i)y ,y)
g(θhj)
}
= log
{
f(yT [s] | θhj)
f(y | θhj)α
}
= log f(yT [s] | θhj)− α logf(y | θhj) (25)
Stratified Variance var(Ψˆk)
For the MC estimator, we have each (s
(i)
y ,y, θij, y
rep
ij ) distributed as the reference dis-
tribution. Then
Ψˆmck =
1
Ik
Ik∑
i=1
1
J
J∑
j=1
rk(s
(i)
y ,y, θj, y
rep
ij )
is the MC estimator in each stratum. We can obtain the variance of the stratified MC
estimator as
var(Ψˆst) =
1
n2
K∑
k=1
nk(nk − nVk)
s2k
nVk
=
K∑
k=1
wk
n
(nk − nVk)
s2k
nVk
=
K∑
k=1
wk
n
(1− fVk)
s2k
nVk
(26)
where
s2k =
1
(nVk − 1)
nk∑
i=1
(rki − Ψˆk)2
and rk represents any reference distribution. Note that equation (26) can be written
as
26
var(Ψˆst) = var
(
K∑
k=1
Ψˆstk
)
= var
(
K∑
k=1
wkΨˆk
)
=
K∑
k=1
w2k var(Ψˆk)
(27)
Therefore, var(Ψˆstk ) = var(wkΨˆk) = w
2
k var(Ψˆk),∀ k = 1, . . . , K. Analogously, we
have a similar result for the SIR estimator variance.
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