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Abstract. 
In this work we consider sums of primes that converging very slow. We set as a base, 
a reformulation of analytic prime number theorem and we use the values of Riemann   
Zeta function for the approximation. We also give the truncation error of these appro-
ximations. 
 
 
§1. Finite Sums and Products 
 
Theorem 1. Let  f  be analytic in ( 1,1]A⊇ −  with  f(0) = 0. Let also na  is an arbitrary 
sequence such that 1na < , for n = 1, 2, 3,… .Then we have  
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Let now 
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§2. The extension of Euler’s Theorem 
 
Theorem 2. If  f  is analytic in ( 1,1]A⊇ − and  f(0)=0, then we have  
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Where the first sum is over all primes, and ζ is the Riemann’s Zeta function: 
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Proof. Set  1/ ,  where  is the th prime, 1sn n na p p n s= − >  and x = ∞ . Then from 
Euler’s Theorem 
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Proposition 1. The Truncation Error of (3) is: 
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and (4) can be estimated by: 
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And we get the estimate.   □ 
 
 
§3. The Euler Totient constant 
 
When n is a positive integer, Euler’s Totient function, φ(n), is defined to be the 
number of positive integers not greater than n and relatively prime to n. Interesting 
constants emerge if we consider the sum of reciprocals of φ(n). Landau proved that: 
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In the above formulas, ( )xζ is Riemann’s zeta function, (3)ζ  is Apery`s  
One proof of the above asymptotic result can be found in Koninck & Ivic. 
An alternative expression for the constant B is: 
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Proposition 2. If we set 
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where ζ ′  is the first derivative of the Riemann’s Zeta function.  
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Note: As you can see the main interest is not in the values of  f  but in the values of 
( ),  ( )x xζ ζ ′ , where x>1. 
 
 
§4. Regularized Products over all Primes 
 
Given an increasing sequence 1 2 30 ...λ λ λ< ≤ ≤ ≤  one defines the regularized (or 
zeta-regularized) infinite product as: 
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§5. Finite Sums of Primes 
 
Theorem 3. Let x  be an integer greater than 1, s is real: s > 1 and g analytic function 
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