This article uses wavelet theory to propose a frequency domain nonparametric and tuning parameter-free family of unit root tests. The proposed test exploits the wavelet power spectrum of the observed series and its fractional partial sum to construct a test of the unit root based on the ratio of the resulting scaling energies. The proposed statistic enjoys good power properties and is robust to severe size distortions even in the presence of serially correlated MA(1) errors with a highly negative moving average (MA) parameter, as well as in the presence of random additive outliers. Any remaining size distortions are e ectively eliminated using a novel wavestrapping algorithm.
Introduction
Testing for the presence of a unit root is an important empirical exercise, and early seminal works of Dickey and Fuller (1979) , Phillips (1987b) , and Phillips and Perron (1988) have inspired a pleiad of unit root tests. The lot of these tests however, are plagued by poor statistical power, severe size distortions, and tuning parameter (e.g., lag length, bandwidth, kernel choice.) selection. These are well-recognized issues in unit root models with a linear trend and serially correlated moving average (MA) errors, particularly when the MA root is highly negative. While power and size su er due to the dissolution of the unit root framework as the MA root approaches negative unity (see Campbell and Perron, 1991) , tuning parameter selection renders nite sample performance dependent on tuning parameter speci cations without re ecting this speci cation in the limiting distribution of the statistic. Signi cant e orts have been made to improve these shortcomings. Elliott et al. (1996) address both size and power issues through point optimal tests, power envelopes, and generalized least squares (GLS) detrending of augmented DickeyFuller (ADF) tests. Ng and Perron (2001) and Perron and Qu (2007) address low size and power through optimized truncation lag selection. Similarly, issues concerning tuning parameter selection prompted the development of tuning parameter-free unit root tests as in Park and Choi (1988) , Park (1990) , Breitung (2002) , and Nielsen (2009) .
Some thirteen years before the rst time domain unit root test of Dickey and Fuller (1979) , Granger (1966) had observed that the majority of economic series exhibit power spectra that are characterized by the "overpowering importance of the low frequency components" which are ampli ed by the presence of trends in mean. Still, the majority of unit root tests, and in fact all those mentioned above, are constructed in the time domain. There are two important exceptions: Choi and Phillips (1993) and Fan and Gençay (2010) . Whereas the former relies on Fourier spectral analysis, the latter exploits wavelet theory. This distinction is an important one. Fourier transforms lack a time resolution and are localized only in frequency. This renders Fourier analysis an excellent tool for studying stationary time series. Wavelet transforms, however, are localized both in frequency and time. Accordingly, wavelets are ideally adapted for the study of nonstationary series. Since economic and nancial data o en exhibit nonstationary patterns over time such as trends, jumps, kinks, volatility clustering, etc., this renders wavelet transforms a de facto natural platform for the construction of frequency domain unit root tests. See Gençay et al. (2001) for an exposition on the contrasts between Fourier and wavelet transforms.
Whereas the primary advantage of the Fan and Gençay (2010) (henceforth FG) test is high statistical power, like many tests in the literature, it is subject to violent size distortions, particularly in the presence of deterministic dynamics and MA serial correlations with a high negative root. Although FG do not consider MA errors at all, simulation evidence in this article cautions against the illusion of power gains in the presence of severe size distortions as size and power are positively related. Furthermore, since the FG test uses the Newey and West (1987) estimator of the long run error variance which requires a suitably chosen kernel bandwidth parameter q, the FG test is not considered tuning parameter-free since q is not re ected asymptotically. In contrast, the Nielsen (2009) test (henceforth NVR) enjoys good power, at times much better than the FG test, is also subject to severe size distortions (albeit less than the FG test), but is tuning parameter-free by design. Moreover, Nielsen (2009) handles size distortions through a sieve bootstrap algorithm of Chang and Park (2003) , albeit at the cost of sacri cing the tuning parameter-free property of the statistic.
In light of the above, this article constructs a family of nonparametric, tuning parameter-free, waveletbased tests for the autoregressive unit root hypothesis. These tests possess good asymptotic power, consistently discriminate the null and alternative hypotheses (see Müller, 2008) , and are signi cantly more robust to size distortions in the presence of errors with highly negative MA roots than either the NVR or FG tests. This is particularly desirable in empirical work on nonstationary economic time series. As shown in Schwert (1987 Schwert ( , 1989 and Dods and Giles (1995) for instance, various macroeconomic time series (e.g., in ation rates, stock market volatility) are known to exhibit serial correlation with highly negative MA roots. Similarly, in microeconomic time series (e.g., union strikes, consumer hoarding behavior in face of tax incentives), Franses and Haldrup (1994) demonstrate that large and frequently occurring additive outliers in the levels of nonstationary time series mimic the behavior of highly negative MA roots. Since the proposed tests are designed to lter the frequency range characterizing MA processes with roots approaching negative unity, they are less a ected by their presence. This renders the proposed test particularly well suited to the analysis of the aforementioned class of problems. Finally, any size distortions are addressed using a novel wavestrapping algorithm. The latter proves more e ective than sieve bootstrapping in reducing severe size distortions and leaves the statistic tuning parameter-free. All proofs are contained in the Appendix.
Wavelet power spectrum
Wavelet techniques di er from classical spectral tools in that the former can extract not only frequency but also temporal information from an input signal. 1 It is precisely this feature which makes wavelets an ideal tool for multiresolution analysis (MRA) -the analysis of signals at di erent frequencies with varying resolutions. 2 Moving along the time domain, MRA allows one to zoom to a desired level of detail such that high (low) frequencies yield good (poor) time resolutions and poor (good) frequency resolutions. Since economic time series o en exhibit multiscale features, wavelet techniques can e ectively decompose these series into constituent processes associated with di erent time scales. For instance, since nonstationary series have dominating lower frequency components relative to stationary series, one can exploit this distinction to identify series as I(1) or I(0). This distinction was recognized in FG and will also be exploited in the construction of the new test.
Formally, a wavelet is a real valued function ψ (·) satisfying wavelet transform (CWT) of a time series y(t) is then de ned as
where
a , and * denotes the complex conjugate. See Percival and Walden (2006) for a detailed exposition.
Since continuous functions are rarely observed, the CWT is empirically impractical and a discretized analogue known as the discrete wavelet transform (DWT) is used. Characterizing the DWT are h = (h 1 , . . . , h l ) and g = g 1 , . . . , g l -the wavelet (high pass) and scaling (low pass) lters of dyadic length l, respectively. Formally, h and g are related through the quadrature mirror relationship. 4 Since the DWT is also an orthonormal transform, high and low pass lters exhibit additional orthogonality conditions. 5 The DWT of an input then ensues by ltering the observed series y = y t T t=0
with both high and low pass lters, where y 0 = 0. This yields two series as follows: the rst extracting high frequency behavior of y t , and the second extracting its low frequency behavior.
In practice, DWT coe cients are derived through the Mallat (1989) pyramid algorithm. In this regard, for T = 2 M , de ne the level m matrix of DWT coe cients as
⊤ , for all 1 ≤ m ≤ M. 6 Here, W m and V m are 2 −m T × 1 vectors of wavelet and scaling coe cients, 7 respectively, and are associated with changes and averages, respectively, on scales of length λ m = 2 m−1 . The algorithm can now be formalized as a sequence of m iterative convolutions of the input signal with lters h and g, respectively, to render [
⊤ . These convolutions are formalized as
where e m,t = (0, . . . , 0, 1, 0, . . . , 0) ⊤ is the canonical basis vector in R 2 −m T , and V 0 = y. Each iteration, therefore, convolves the scaling coe cients from the preceding iteration with both the high and low pass lters. The entire algorithm continues until m = M, although it can be stopped earlier.
An important property of the DWT transform above is the conservation of energy. It follows from the orthonormality of the DWT generating matrix W satisfying [W 1 , V 1 ] ⊤ = W y . Here, orthonormality of W implies W ⊤ W = WW ⊤ = I T is an identity matrix of dimension T, and therefore ||y|| 2 = ||W ⊤ [W 1 , V 1 ] ⊤ || 2 = ||W 1 || 2 + ||V 1 || 2 , where || · || denotes the Euclidean norm. In fact, the result can be extended to demonstrate decomposition of energy on a scale-by-scale basis. The latter formalizes as
Thus, ||W m || 2 quanti es the energy of y accounted for at scale λ m . Moreover, ||W m || 2 /T is the contribution to the sample variance of y at scale λ m . This decomposition is known as the wavelet power spectrum (WPS) and is arguably the most insightful of the properties of the DWT.
i=0 g i h i+2n = 0, ∀n ∈ Z + . 6 Limiting series to dyadic lengths is restrictive. Methods such as the maximum overlap discrete wavelet transform (MODWT) otherwise known as the non-decimated DWT overcome this shortcoming. 7 While W m and V m implicitly depend on l, the notation is suppressed for notational brevity.
Wavelet energy ratio tests
Recall that the FG unit root test relativizes the energy of the scaling coe cients to that of total energy. Speci cally, their statistic and limiting distributions are formalized as
whereγ 2 0 consistently estimates E u 2 2t , andω 2 consistently estimates the long-run variance of {u} t=1 T using a Bartlett kernel with bandwidth q. Since q is not re ected in the limiting distribution, τ FG is therefore not tuning parameter-free. 8 It bears noticing, however, that one can exploit the WPS to construct an alternative unit root test that is entirely nonparametric and tuning parameter-free. Speci cally, the new test relativizes the energy of the scaling coe cients to that of its fractionally di erenced transform. The result is a family of nonparametric and tuning parameter-free tests indexed by the fractional parameter d. They will henceforth be referred to as wavelet scaling ratio (WSR) tests.
To motivate the new construction, consider a simple AR(1) (near) unit root model augmented with possibly time varying deterministic components. Speci cally, consider the model.
where T is the sample size, L is the lag operator, ψ(L) = ∞ j=0 ψ j L j introduces serial correlation, and c φ /T ∈ [0, 2) is the localization constant which interprets x t as the possibly near unit root process of Phillips (1987a) . Moreover, when γ = (γ 0 , γ 1 ) and δ t = (1, t) ⊤ , the model is augmented with common deterministic speci cations γ δ t . For instance, when γ = 0, y t reduces to x t , and when γ = 0, y t models an integrated process with nonzero mean and/or linear trend. In this regard, let γ denote the ordinary least squares (OLS) estimator of γ from regression (2), rendering the residuals y t = y t − γ δ t the OLS detrended analogues of y t . Unless otherwise speci ed, subsequent analyses are conducted over y = y t T t=0
. Consider further the fractional partial sum process
+ is the truncated version of the binomial expansion in L. Next, let B(t) represent a standard Brownian motion process, and denote by J c φ (t) and J c φ (t, d) the standard and fractional variants of the Ornstein-Uhlenbeck (O-U) process with parameter c φ , respectively, de ned as
Moreover, let J c φ (t) and J c φ (t, d) denote the OLS detrended variants of J c φ (t) and J c φ (t, d), respectively, de ned as
where and the indicator function equals 1 when • is true, and zero otherwise. Finally, complete the setup with the following assumptions. Assumption 1. (a) {ǫ t , F t } is a MDS with respect to some ltration F t and E{ǫ 2
The regularity conditions (a) through (c) are primarily required to invoke (fractional) functional central limit theorems (FCLTs) and allow for a relatively exible dependence structure in u t which includes stationary and invertible Autoregressive Moving Average (ARMA) processes. As shown in Johansen and Nielsen (2012) , Assumption (b) is necessary and has a long standing tradition in the literature since Davydov (1970) . Although the assumption can be very strong when d is close to −1/2, several important FCLTs for fractional processes such as Marinucci and Robinson (2000) , Davidson and De Jong (2000) , Tanaka (1999) , Wang et al. (2003) , and Lee and Shie (2004) , rest on it. Assumption (c) is also salient when de ning u t as a linear process of ǫ t . An alternative speci cation is also possible with ∞ j=0 j 1/2−d |ψ j | < ∞; see Phillips and Solo (1992) for a discussion when d = 0, and Wang et al. (2003) 
Next, let y t = −d + y t and y = y t T t=0
, let −→ d denote convergence in distribution, and consider the battery of local to unity hypotheses H : c φ /T ∈ [0, 2). Provided d > 0 and assumption 1 hold, recall that the limiting distribution of the Nielsen (2009) variance ratio statistic is characterized as
In particular, it follows that under the unit root hypothesis H 0 : φ = 1 when γ = 0, J c φ (t) and J c φ (t, d) respectively reduce to B(t) and B d+1 (t), where B d+1 (t) denotes the type II fractional Brownian motion 9 B d+1 (t) = 1
The Nielsen (2009) test is in fact a generalization of the classical variance ratio test. It is entirely nonparametric and requires neither estimation of the long-run variance of y t nor the short term dynamics when u t exhibits serial correlation. Furthermore, it consistently discriminates the unit root null from alternative hypotheses of stationarity, see Müller (2008) . Lastly, since both τ N (d) and its asymptotic distributions are indexed by d, the latter is not considered a tuning parameter.
WSR tests
Recall that the proportion of total energy in y t , associated with the scaling coe cients at level m, is ||V m || 2 ||y|| 2 . Consider also the fractional ratio ||V m || 2 || V m || 2 where Figure 1 illustrates these relative energies and fractional ratios when scaling coe cients are generated from a Gaussian white noise process z t , and a random walk process y t = y t−1 + z t . In particular, Fig. 1 demonstrates that ||V m || 2 || V m || 2 is uniformly (across m) smaller when the associated process is a random walk in contrast to white noise. This polarity derives from the inverse proportionality of frequency length to wavelet scales λ m . In other words, lowering λ m stretches (renders less precise) the frequency resolution but compresses (renders more precise) the time resolution. Accordingly, the low pass lters which render V m are well adapted to capturing persistent e ects and one expects ||V m || 2 to be larger and ||V m || 2 || V m || 2 to be smaller when y t is a random walk as opposed to white noise. 10 It stands to reason, therefore, that one can use this polarity to test for unit roots. The idea is formalized as the WSR test as follows:
To render the subsequent analysis statistically tractable, it is necessary to analytically characterize the wavelet functions. Here, the analysis is adapted to Daubechies wavelets -an important class of orthogonal wavelet functions indexed by the maximal number of vanishing moments for a given support. Speci cally, a wavelet has p vanishing moments if and only if the associated scaling function can recover polynomials of degree k ≤ p − 1. It is worth noting here that although p is an appropriate index, the nomenclative hierarchy of the Daubechies class is typically indexed by the wavelet length l = p/2. For instance, the well-known Haar wavelet belongs to the class with l = 2 or p = 1. In other words, the Haar scaling function has length l = 2 and generates constants. Since the objects of primary interest are the vectors of scaling coe cients, a tedious application of backward substitution on Mallat's pyramid algorithm reduces the tth element of V m , the level m Daubechies length l scaling vector, to
where L is the usual lag operator,
. , 2 −m T, and the • notation indicates that the DWT is taken over detrended series y. Furthermore, for r ∈ [0, 1], de ne the partial sum processes
The following lemma, which is of independent interest, characterizes the limiting distributions of
Lemma 1. Provided assumption 1 hold and y t is generated by Eqs. (2) to (5), under the battery of hypotheses H : c φ /T ∈ [0, 2), for any m ∈ Z + , l < ∞, d > −1/2, and T −→ ∞, we have the following situations:
The result of lemma 1 is particularly important as it states that for any xed l and m, under the null of unit root, the scaling vectors follow a Brownian motion, while under the alternative, they follow an O-U process. Turning now to the limiting distribution of the WSR statistic, the following result holds. Theorem 1. Provided assumption 1 hold and y t is generated by Eqs. (2) to (5), under the battery of hypotheses H :
Theorem 1 establishes that the WSR and NVR tests are asymptotically equivalent. Moreover, in contrast to FG, where τ FG depends on a kernel bandwidth choice q for consistent estimation of the long run variance (although q is not re ected in the asymptotic distribution), τ WSR m (d) is by design nuisance parameter-free as d is re ected in the asymptotic distribution. Furthermore, since Daubechies wavelet lters approach the ideal high-pass lter as l grows, FG have suggested that power gains may be achieved by increasing l. While the conclusion is plausible in nite samples, Theorem 1 clearly demonstrates that l is not re ected in the asymptotic distribution of τ WSR m (d). Moreover, since d indexes the WSR family of statistics, it is natural to ask whether there exists a d which maximizes local asymptotic power for said family? Simulation analysis in Nielsen (2009) suggests d = 0.1. Although this is not a global optimum as choices of d < 0.1 yield uniformly (in ρ c ) higher asymptotic local power, the choice is justi ed since choosing d too small results in severe size distortions. Similar conclusions hold in the case of the WSR statistic. Finally, unlike the FG and NVR tests, it is worth noting that the WSR test is by design, relatively inert to the presence of highly negative MA serial correlation roots. This is a consequence of using scaling energies which lter the frequency band [0, 1/2] which corresponds to the frequency band characterizing MA processes with roots approaching negative unity.
Wavestrapped WSR statistic
Although the WSR test is particularly e ective at reducing size distortions, it leaves much to be desired; see Section 4 for details. While further reductions are possible with the sieve bootstrap of Bühlmann (1997) or Chang and Park (2003) , here, a novel wavestrapping algorithm is applied to do the same. This has two important advantages. First, unlike sieve bootstrap algorithms, wavestrapping does not require regression tting as an algorithmic step. Second, whereas the sieve bootstrap depends on lag length speci cations for the AR sieve, wavestrapping requires no tuning parameter speci cations. This is particularly important as bootstrapping the NVR statistic in Nielsen (2009) forces dependence on the sieve length tuning parameter, thereby rendering τ NVR (d) no longer tuning parameter-free. This is clearly not a concern with wavestrapping, and both the original and wavestrapped WSR statistics remain tuning parameter-free.
Wavestrapping, rst developed in Percival et al. (2000) to resample statistics derived from the spectral density function, is a bootstrap-like procedure applied to wavelet transforms of a time series. The governing principle is, as shown in Flandrin (1992) , that a DWT approximately decorrelates long memory processes. This approximate decorrelation lends itself to the application of bootstrap procedures by rendering approximately independent replicates of the wavelet coe cients. These can then be used to reconstruct independent replicates of the underlying time series process through DWT inversion. Nevertheless, Percival et al. (2000) claim the procedure works poorly for short memory processes such as MA(1) since the DWT of such series may not produce adequately decorrelated wavelet coe cients. Instead, they suggest using the discrete wavelet packet transform (DWPT) as the underlying decorrelating transform in a top-down search for a collection of least correlated wavelet coe cients based on adaptive white-noise tests.
The DWPT generalizes the DWT and involves ltering both wavelet and scaling coe cients. At each level m, this produces 2 m wavelet coe cients: 2 m−1 coe cients corresponding to the low-pass ltering of the (m − 1)th level wavelet coe cients, and another 2 m−1 coe cients resulting from the low-pass ltering of the (m − 1)th level scaling coe cients. The result is a wavelet packet (WP) table shown in Fig. 2 , which nests the original DWT as
The idea is to perform a white noise test on the coe cients in each row of the WP table. If the null hypothesis that said coe cients are a sample from a white noise process is rejected, the row is discarded; otherwise it is retained. Resampling then proceeds on the retained rows which are inverted to obtain a wavestrapped version of the original input. The algorithm is formalized in what follows. 3. Use u to compute the statistic of interest τ using. For the WSR statistic, extract the DWT coe cients from the WP table in Step 2 and use them to compute τ ≡ τ WSR m (d). 4. If j = M 0 , retain W j,n ; if j < M 0 , do a white noise test on W j,n . If the null hypothesis is not rejected, retain W j,n . If it is rejected, transform W j,n into W j+1,2n and W j+1,2n+1 and discard W j,n . Repeat this step on W j+1,2n and on W j+1,2n+1 . 5. Set B to some large number such that α(B + 1) is an integer 11 and resample with replacement B times from each retained subvector from Step 4. 6. Apply the inverse DWPT to each resampled vector in Step 5 and obtain a wavestrapped series u ⋆ , b = 1, . . . , B in the time domain. Use u ⋆ to compute a wavestrapped statistics τ ⋆ in the same way u was used to compute τ in Step 3. 7. Let 1 {·} denote the indicator function and compute the wavestrap p-value as
Repeat Steps 1 through 7 MC times and obtain p ⋆ i , i = 1, . . . , MC. 9. Compute the wavestrap size distortion as
This algorithm requires the computation of MC(B+1) statistics. This is essentially a double bootstrap procedure and can be expensive to compute even by today's standards. Fortunately, the fast double bootstrap (FDB) procedure of Davidson and MacKinnon (2007) reduces the number of computations to 2MC. The idea is to set B = 1 and estimate RP ⋆ as
where Q ⋆ (α) is the empirical α-quantile of τ ⋆ and the subscript FDW re ects the fast double wavestrap context. Size distortion can now be computed as RP ⋆ − α. Like all bootstrap algorithms, the result of Basawa et al. (1991) suggests that wavestrapping should be performed under the null hypothesis. Simulation exercises below demonstrate that wavestrapping e ectively eliminates most size distortions exhibited by the WSR statistic and therefore proves to be an e ective alternative to classical bootstrap algorithms.
Simulation analysis
Finite sample reliability is the ultimate benchmark of test performance and the WSR test is especially attractive in this regard. The test is decidedly e ective at reducing severe size distortions in the presence of negative MA serial correlations parameters, linear trends, and random additive outliers. Generally, simulations indicate that the WSR test has the smallest size distortion among the FG and NVR tests, while wavestrapping routines for the WSR test all but eliminate size distortions for even the most problematic scenarios. Moreover, size-adjusted local asymptotic power simulations show that the WSR test dominates the FG test, in some cases even uniformly, for many important scenarios.
The simulations under consideration focus on three empirical designs that typically test the limits of unit root tests. In particular, the unit root hypothesis is tested under a typical AR(1) framework with 1) MA serially correlated errors; 2) linear deterministic dynamics; and 3) random additive outlier dynamics. These paradigms are only natural considering that they arise in many macroeconomic time series con gurations and generate a platform where many unit root tests are known to su er severe size distortion and power loss; see Schwert (1987) , see Evans (1991) , Franses and Haldrup (1994) , Dods and Giles (1995) , Ng and Perron (2001), and Nielsen (2008) . In general, all three designs are readily nested in the following DGP:
where λ is the magnitude of the additive outlier and π t is a Bernoulli random variable with support {0, 1} with probability p ∈ (0, 1), and zero otherwise. In other words, P (π t = 1) = p and P (π t = 0) = 1 − p. The particular appeal of the setup is that Franses and Haldrup (1994) show that additive outliers can induce e ects resembling highly negative MA roots in the innovation process, which are known to induce severe size distortions in most unit root tests.
To formalize matters, each simulation compares the level m ∈ {1, 2, 3} WSR test to the NVR and FG tests, over 10, 000 Monte Carlo replications with signi cance level α = 0.05, MA(1) serial correlation ψ(L) = 1 + ψ 1 L, and sample sizes T = {64, 128, 256}. 12 All size distortion exercises also include τ WSR ⋆ m and τ WSR ⋆⋆ m , respectively the DWT and DWPT versions of the wavestrapped WSR statistic, while local asymptotic power simulations are all adjusted for size and derived over φ = 1 − c φ /T ∈ [0.8, 1]. 13 Finally, simulations for the NVR and WSR tests are computed with d = 0.1 and d = 0.05, respectively. To mitigate d exhibiting inverse proportionality to T, Nielsen (2009) argues that d should not be lowered too much since the test degenerates as d −→ 0. In nite samples, the e ect is re ected through increased size distortion. Nevertheless, as the exercises in Tables 1 to 3 clearly show that the WSR is generally least size distorted, lowering d to 0.05 seems justi ed. Finally, the FG and WSR tests are both computed using the Haar lter.
Consider size distortion in the model without additive outliers rst. In this regard, Table 1 lists rejection frequencies for the classical and detrended variants of tests under consideration. Speci cally, while size distortions are evidently problematic for all three tests, they are clearly most troublesome for the FG test, particularly for larger sample sizes. In fact, problems are only exacerbated with the inclusion of linear trends with the FG test exhibiting both violent oversizing and undersizing when ψ 1 approaches negative and positive unity, respectively. Meanwhile, whereas the standard and detrended NVR test performs passably well when ψ 1 ∈ [0, 1], it too su ers severe size distortion when ψ 1 is near negative unity. On the other hand, while the WSR test clearly dominates both the FG and NVR tests when sample size is large and ψ 1 ∈ [−1, 0), the test is prone to severe undersizing when m > 1 and ψ 1 is close to positive unity. This is particularly troublesome for the detrended statistic with higher wavelet orders. In this regard, increasing m is not particularly advised. Fortunately, the DWT and DWPT wavestrapping algorithm prove rather e cient with the wavestrapped variants of the WSR test generally exhibiting near nominal size.
On the other hand, several patterns emerge in the model with additive outliers. In particular, Table 2 shows that size distortions increase with larger outlier magnitudes, exhibit parabolic patterns in outlier frequency with peaks near p = 0.4, and for a xed (λ, p) pair, generally decrease as sample size increases. Although these patterns pervade all three tests, it is clear that size distortions are again most problematic for the FG test. Similarly, the NVR test, while reasonably sized for very small and very large values of p, is nonetheless highly unattractive otherwise. In contrast, the WSR test stands out as being most resilient to drastic size distortions with rejection frequencies never exceeding 23%, although it can be undersized when p is very large. Moreover, while increasing m can reduce size distortions further still, as in the Table 1 . Rejection frequencies without additive outliers: model without additive outliers, higher order variants of the WSR test are generally undersized, and for small sample sizes can e ectively be zero if m/T is not small enough. Accordingly, using them is not advised. Alternatively, wavestrapped variants of the WSR test are much more attractive albeit somewhat undersized. Consider size adjusted power next. Table 3 and 4, respectively, illustrate the case of classical and detrended tests for the model without additive outliers. Although the FG test dominates for larger sample sizes when ψ 1 ≥ −0.25, it is otherwise underpowered with power critically failing (going to zero) for all sample sizes when ψ 1 < −0.5. This is particularly evident for detrended statistics. In contrast, the NVR test dominates when ψ 1 ≥ −0.25, although only marginally in relation to the WSR test. The leverage ensues from the larger e ective sample size in the NVR test available for power computation. Speci cally, the downsampling mechanism generating the DWT e ectively reduces the sample size exploitable in Table 3 . Size adjusted power for classical statistics without additive outliers: γ δ t = 0, λ = 0. Table 3 . Size adjusted power for classical statistics without additive outliers: γ δ t = 0, λ = 0. Table 4 . Size adjusted power for detrended statistics without additive outliers: γ δ t = 0, λ = 0. Table 4 . Size adjusted power for detrended statistics without additive outliers: γ δ t = 0, λ = 0. power computations of WSR tests to 2 −m T. Accordingly, the higher order WSR tests are generally underpowered relative to their lower order counterparts. Similar conclusions also hold for the model with additive outliers in Table 5 . In particular, the applicability of the FG test is generally only limited to higher sample sizes and outlier frequencies p < 0.1, whereas the NVR and WSR are decently sized in all cases except for very large λ and p, although for reasons mentioned earlier, the NVR test performs marginally better. In general, all three tests are highly unreliable for large λ and p, particularly when sample sizes are small. This of course is not very surprising Table 5 . Size adjusted power without a trend and with additive outliers: γ δ t = 0, λ = 0. Table 5 . Size adjusted power without a trend and with additive outliers: γ δ t = 0, λ = 0. considering that under the alternative of stationarity, ρ < 1, frequently occurring outliers, particularly those of larger magnitudes, generate trend-like (nonstationary) e ects, thereby precluding decent power.
Conclusion
The WSR unit root test presented here exploits the wavelet power spectrum of the observed series and its fractional partial sum to construct a test based on the ratio of norms of the unit scale DWT scaling energies. The proposed test is nonparametric, tuning parameter-free, has good size, is robust to size distortions arising from highly negative MA errors, and is constructed entirely in the wavelet spectral domain. This is a direct improvement over the FG test of FG, which requires tuning parameter speci cations through estimation and su ers violent size distortions in the presence of a negative MA parameter. Moreover, theoretical results demonstrate that the WSR and NVR statistic of Nielsen (2009) converge to the same limiting distribution. These results are further extended to models with dri s and linear trends in the context of OLS detrending. Simulation exercises demonstrate that both the WSR and NVR tests enjoy similar power properties although power in both is visibly weaker than that exhibited by the FG test. Where the WSR test truly shines, however, is in nite sample performance. Simulation experiments show that the WSR test exhibits nontrivial size distortion reductions even when the MA parameter is highly negative. Moreover, the test is more robust to size distortions arising from lowering d than the corresponding NVR test. Accordingly, choosing d = 0.05 in contrast to d = 0.10 as suggested in Nielsen (2009) has little consequence in terms of size distortion but produces noticeable gains in power. Any remaining size distortions are e ectively eliminated using a novel wavestrapping algorithm. Simulations demonstrate that wavestrapping is a viable alternative to traditional time series resampling techniques and can e ectively reduce size distortions. Furthermore, unlike the sieve bootstrap, wavestrapping requires no tuning parameter speci cations and tuning parameter-free statistics retain this property even when wavestrapped.
Finally, it is not di cult to see the potential of the WSR statistic in tests for cointegration rank. One can generalize the τ WSR by forming a ratio of the scaling vectors y t where the both the numerator and denominator are fractionally di erenced. In particular,
removed) is further decomposed as It now readily follows from the continuous mapping theorem (CMT) and the FCLT that T −1/2 S 11,T (r) = W T (r) −→ d σ ǫ B(r).
Turning to S 12,T (r), consider W T (s) for s = 2 m t/T, and note that S 12,T (r) admits the following representation: where the antepenultimate line follows by interchanging the orders of summation as in Nielsen (2009) , while the penultimate line follows from Sowell (1990) and Wang et al. (2002) . To handle Q 12,T (r), observe rst that At last, addressing the presence of deterministic dynamics, note that y t = x t − ( γ − γ )δ t . Accordingly, denote by V m , V m , V δ m the scaling vectors of the DWT of x t , y t , and δ t , respectively. In this regard, note from Eq. 12 and the expansion of 2 m η m (L)t that V δ m admits the following representation: 
