Abstract-We examine the classical joint source-channel coding problem from the viewpoint of statistical physics and demonstrate that in the random coding regime, the posterior probability distribution of the source given the channel output is dominated by source sequences, which exhibit a behavior that is highly parallel to that of thermal equilibrium between two systems of particles that exchange energy, where one system corresponds to the source and the other corresponds to the channel. The thermodynamical entropies of the dual physical problem are analogous to conditional and unconditional Shannon entropies of the source, and so, their balance in thermal equilibrium yields a simple formula for the mutual information between the source and the channel output, that is induced by the typical code in an ensemble of joint source-channel codes under certain conditions. In the full version of this paper [8], we also demonstrate how our results can be used in applications, like the wiretap channel, and how can it be extended to multiuser scenarios, like that of the multiple access channel.
I. INTRODUCTION
Consider the following two seemingly unrelated problems, which serve as simple special cases of a more general setting we study later in this paper:
The first is an elementrary problem in statistical physics: We have two subsystems of particles which lie in equilibirium with each other and with the environment at temperature T . The first subsystem consists of N particles having magnetic moments (spins), {s i }, each of which may be oriented either in the direction of an applied external magnetic field B, in which case s i = +1, or in the opposite direction, in which case s i = −1, and its energy in both cases is given by −s i B.
In the second subsystem, there are n particles {s i } n i=1 , each one of which may lie in one of two possible states: the state s i = 0, in which the particle has zero energy, and the state s i = 1, in which it has energy e 0 . What is the average energy possessed by each one of these subsystems in equilibrium, as functions of e 0 , T , n, N , and B?
The second problem is in Information Theory, in particular, it is in joint source-channel coding: A binary memoryless source generates a vector s of symbols (s 1 , s 2 , . . . , s N ), s i ∈ {+1, −1}, i = 1, . . . , N , with probabilities q = Pr{S i = +1} and 1 − q = Pr{S i = −1}. This vector is encoded into a binary codeword x(s) of length n and transmitted over a binary symmetric channel (BSC) with a crossover probability p < 1/2, and a binary n-vector y is received at the channel output. Consider the posterior distribution P (s|y) = P (s)W (y|x(s))
where P (s) and W (y|x) are the probability distributions that govern the source and the channel, respectively. Thus, clearly, P (s|y) is proportional to P (s)W (y|x(s)), or equivalently, ln P (s|y) is (within a term that is independent of s) given by ln P (s) + ln W (y|x(s)). For a typical code drawn at random from the ensemble of codes, what are the relative contributions of the source and the channel to this quantity, for those vectors s that dominate P (s|y)? It turns out, as we shall see below, that the two problems have virtually identical answers (in a sense that will be made precise later), provided that the parameters e 0 , T and B of the first problem are related to the parameters p and q of the second problem by
where k is Boltzmann's constant. Thermal equilibrium between two physical systems dictates a balance between their thermodynamical entropies so as to arrive at the maximum total entropy (by the second law of thermodynamics) for the total energy possessed by the system at temperature T . As the thermodynamical entropy is related to the Shannon entropy, it turns out that this equilibrium relation between the thermodynamical entropies of the physical problem, gives rise to an analogous relation between Shannon entropies pertaining to the joint source-channel coding problem in the random coding regime. In particular, it relates the entropy of the source to its conditional entropy given the channel output, whose difference is exactly the mutual information between the source and the channel output. The final outcome is a formula for the mutual information rate between the input and the output of a coded system for the typical code in a given ensemble under certain conditions. This calculation builds strongly on the random energy model (REM) of spin glasses [2] , [3] , [4] and its relation to the random code ensemble (RCE) as described in [9] . Clearly, under the regime of reliable communication, the mutual information rate between the source and the channel output coincides with the entropy rate of the source, as the conditional entropy rate of the source given the channel output vanishes. Thus, the problem of calculating the mutual information under reliable communication conditions is easy and in fact, not quite interesting. The same calculation, however, when the conditions of reliable communication are not met, appears less trivial. But what would be the motivation for such a calculation?
Here are just a few examples that motivate this: Consider a user that receives a strong interfering signal (codeword), which is intended to other users, and which comes from a codebook whose rate exceeds the capacity of this crosstalk channel between the interferer and our user, so that the user cannot fully decode this interference. Nonetheless, our user would like to learn as much as possible on the interfering signal in order to estimate it and subtract it (intereference cancellation). The mutual information rate, call it I, between the interference signal and the channel output then gives an assessment of the quality of this estimation. For one thing, D(I), where D(·) is the distortion-rate function of the source, is a lower bound to the distortion in estimating this signal. Moreover, if the channel is Gaussian, one can calculate the exact minimum mean square error (MMSE) from the mutual information rate I by taking its derivative w.r.t. the signalto-noise ratio (SNR) [5] . Another application comes from scenarios where the above described receiver is a hostile party (an eavesdropper), from which one would like to conceal information as much as possible. The natural setup, in this context, is that of the wiretap channel. As we show in the full version of this paper [8] , the mutual information rate between the transmitted message and the eavesdropper, which suffers from this excess noise, is strongly related to the equivocation, which is a customary measure of security in Shannon-theoretic secrecy systems.
II. PHYSICS BACKGROUND
Consider a physical system with N particles, which can be in a variety of microscopic states ('microstates'), defined by combinations of physical quantities associated with these particles, e.g., positions, momenta, angular momenta, spins, etc., of all N particles. For each such microstate of the system, which we shall designate by a vector s = (s 1 , . . . , s N ), there is an associated energy, given by an Hamiltonian (energy function), E(s). One of the most fundamental results in statistical physics is that when the system is in equilibrium, the probability of a microstate s is given by the Boltzmann-Gibbs distribution P (s) = e −βE(s) /Z(β), where β = 1/(kT ) and Z(β) is the normalization constant, called the partition function, which is given by Z(β) = s e −βE(s) . Let us define:
and assume that the limit
exists and that Σ( ) is a differentiable concave function. Σ( ) is the entropy of the physical system in its statisticalmechanical definition and under the concavity assumption, it coincides with the Shannon entropy associated with the Boltzmann-Gibbs probablity distribution P (s) (cf. [8] for details). The entropy concavity assumption makes sense physically, as otherwise the heat capacity would be negative, and mathematically, it can be proved right away when the Hamiltonian is additive (see, e.g., [8] ), and more generally, when the interactions among particles are limited to short ranges (cf. e.g. [6] ). For a given β, the Boltzmann-Gibbs distribution has a sharp peak (for large N ) at the level of (β), which is the solution to the equation dΣ/d = β, in other words, (β) is the inverse function of β( ) = dΣ/d . We then say that this value of is the dominant energy level: Not only is it the average energy, there is also a strong concentration of the probability about this value as N grows without bound. The second law of thermodynamics asserts that in an isolated system (which does not exchange energy with its environment), the total entropy cannot decrease, and hence in equilibrium, it reaches its maximum. In this context, we should add a side remark that when the energy fluctuates according to the Boltzmann distribution, this maximum entropy principle of the second law is replaced by the minimum free energy principle. Now, suppose that we have a physical system that is composed of two subsystems, one having N particles with microstates {s} and Hamiltonian E 1 (s), and the other has n particles with microstates {s } and Hamiltonian E 2 (s ). Suppose that the subsystems are in thermal contact and they both reside in a very large environment (heat bath) having a fixed temperature T . How is the total energy of the system split between the two subsystems? The partition function of the composite system is given by
and so, as before, the dominant energy level 0 is the one that solves the equation dΣ( )/d = β, where Σ( ) is now the entropy of the combined system. Let us confine attention now to the set of combined microstates {(s, s )} of the composite system which have energy (N + n) 0 . More precisely, assume that n/N = λ is fixed, so (N + n) 0 = N (1 + λ) 0 , and let us define Ω N,n,δ ( 0 ) as the number of (s, s ) for which
Clearly, every configuration with energy about N (1 + λ) 0 corresponds to some allocation of energy in one subsystem and the remaining energy in the other. Thus, defining Ω
N,δ ( ) and Ω (2) n,δ ( ) as the enumerators of microstates with energy about in each one of the two subsystems individually (as defined in eq. (2)), we have, forδ = δ(1 + λ):
and similarly, Σ i ( ) -as the entropy of subsystem no. i, i = 1, 2, we find, after taking logarithms of both sides, dividing by N (1 + λ), letting N → ∞, and then δ → 0, that Σ( 0 ) is given by
Assuming that the maximum is achieved by * ∈ (0, (1+λ) 0 ), it is characterized by a vanishing derivative of the expression in the square brackets, i.e., the solution to the equation
where is the unknown, and where Σ i is the derivative of Σ i , i = 1, 2. This equation characterizes thermal equilibrium between the two subsystems and the heat bath. Now, the left-hand side is exactly β. Thus, * , the per-particle energy share of the first subsystem, is the solution to the equation Σ 1 ( ) = β (or, equivalently, of eq. (5), as said), and the remaining energy per particle, [(1+λ) 0 − * ]/λ belongs to the other subsystem. Note that the same considerations continue to hold even if one of the systems, say, the second one, has an effective negative entropy, that is, Ω (2) n,δ ([(1+λ) 0 − * ]/λ) < 1, which means that for each microstate s of the first subsystem with per-particle energy * , only a fraction of the compatible combined microstates {(s, s )} have normalized energy 0 . Of course, Ω N,n,δ ( * ) must be larger than 1. In the sequel, we shall see that in the joint source-channel coding problem, the source and the channel constitute a mechanism which is highly parallel to that of equilibrium energy-sharing between two subsystems in a heat bath, where the subsystem corresponding to the channel has a negative effective thermodynamic entropy in this sense.
III. FORMULATION, MAIN RESULTS AND DISCUSSION
Consider an information source, S 1 , S 2 , . . ., whose symbols {S i } take on values in a finite alphabet S. The source is characterized by a sequence of probability distributions, P (s), s ∆ = (s 1 , . . . , s N ), where N = 1, 2, . . .. Consider next a discrete memoryless channel (DMC), which is characterized by a matrix of single-letter transition probabilities {W (y|x), x ∈ X , y ∈ Y}, where X and Y are finite alphabets. The operation rate of the channel relative to the source is λ channel uses per source symbol, which means that while the source produces an N -vector s = (s 1 , . . . , s N ) ∈ S N , the channel conveys n channel symbols, namely, it receives an n-vector x = (x 1 , . . . , x n ) ∈ X n and outputs an n-vector y = (y 1 , . . . , y n ) ∈ Y n , where n = λN . The parameter λ is referred to as the bandwidth expansion factor of the channel relative to the source.
For the purpose of the analogy with physics, we will think of both the source and the channel as Boltzmann distributions with certain Hamiltonians at a certain common inverse temperature β, that is, P (s) is proportional to exp{−βE S (s)} and W (y|x) is proportional to exp{−βE C (x, y)}, where E S (·) and E C (·, ·) are the Hamiltonians of the source and the channel, respectively. For a pair of n-vectors x and y, we will denote W (y|x) = n i=1 W (y i |x i ), and keep in mind that it is proportional to exp{−βE C (x, y)}, where
Clearly, there is no loss of generality in this representation of the source and the channel since there is always at least one way of doing this: For example, one can simply take β = 1, E S (s) = − ln P (s), and E C (x, y) = − ln W (y|x). The point is, however, that by doing this we have slightly extended the scope: instead of one source and one channel, we are actually considering a family of sources and channels, both indexed by a common parameter β, that controls the degree of uniformity or skewedness of the distribution.
An (N, n) joint source-channel code, for the above defined source and channel, is a mapping from the set S N to X n . Every source string s is mapped into a channel input vector x ∆ = (x 1 , . . . , x n ), and when we wish to emphasize the dependence of x on s, we denote it as x(s). The code is selected at random, where for each s, the codeword x(s) is drawn under a distribution M (x), independently of all other codewords. The receiver estimates s byŝ =ŝ(y). Our study of the mutual information induced by the joint source-channel code will be based on the posterior distribution, which, for a given code, is:
For given Hamiltonians E S and E C , let us define the joint source-channel partition as
We now make a few definitions and assumptions concerning the joint source-channel coding model.
, exists and that Σ S ( ) is a differentiable concave function. A.2 For a given y, define φ n,δ ( |y)
where the random vector X is drawn under the random coding distribution M , independently of y. Then, our second assumption is that for all ≥ 0, lim δ→0 lim n→∞ E{φ n,δ ( |Y )} tends uniformly to a differentiable function φ( ), where the expectation E is w.r.t. both the random selection of the codebook and the random actions of the source and the channel. Moreover, we assume that lim δ→0 lim n→∞ φ n,δ ( |Y ) tends to φ( ) uniformly almost surely. A.3 Let Σ S ( ) and φ( ) be defined as above, and let Σ 0 ( ) be defined by the maximum of
. Our third assumption is that Σ 0 ( ) is a concave function throughout the range of where it is non-negative. Define Σ( ) as Σ 0 ( ) when Σ 0 ( ) ≥ 0, and as −∞ otherwise. As is shown in [8] , while Σ 0 ( ) gives the logarithm of the expected number of configurations with total energy , the function Σ( ) gives the number of such configurations for a typical code in the ensemble. In analogy to the discussion of the previous section, let us define Z S (β) ∆ = s exp{−βE S (s)}. Since Σ S (·) is assumed concave, it follows, as before, that the Shannon entropy rate H(S) of P (s) (which depends on β) agrees with Σ S ( ) whenever β and are related by β = β S ( ) = dΣ S ( )/d , or equivalently, = S (β), which is the inverse function.
Referring to Z(β|y), let us distinguish between the contribution of the true sequence s that the source actually emitted, i.e., Z c (β|y) = exp{−β[E S (s) + E C (x(s), y)]} and the contribution of all other (erroneous) source vectors Z e (β|y) =
As for Z e (β|y), let us define Ω N,δ ( |y) to be the number s = s s.t. N (1 + λ)( − δ/2) ≤ E S (s ) + E C (x(s ), y) ≤ N (1 + λ)( + δ/2). Then, similarly as in the previous section, for δ = δ(1 + λ), we have:
Taking logarithms, dividing by N + n = N (1 + λ), letting N grow without bound, and letting δ vanish, we obtain 1 that:
but the r.h.s. is exactly Σ( ). Thus, as explained earlier, Σ( ) is the thermodynamical entropy associated with the combined source-channel system. The concavity of Σ( ) then implies that it agrees (after the appropriate scaling) with the conditional Shannon entropy rate of the source given the channel output, H(S|Y ), i.e., the entropy rate pertaining to the sequence of conditional probabilities P (s|y) defined above. For a given in the range where Σ( ) is finite, let = * achieve the supremum defining Σ( ).
At this point, one should distinguish between two situations: In the first situation, is on the boundary of the range where Σ( ) is finite and positive, namely, Σ( ) = 0. In this case, Z(β|y) (and hence also P β (s|y)) is dominated by a subexponential number of {s} and so, H(S|Y ) = 0, which means that the system is frozen in its glassy phase (cf. [9] , [7] and references therein.) In the second situation, is an internal point of the range where Σ( ) > 0, where we will also assume that * ∈ (0, (1 + λ) ), which is the paramagnetic phase (or the disordered phase) of Z e (β|y). Then, the derivative of the function being maximized vanishes, i.e.,
where Σ S and φ denote the derivatives of Σ S and φ, respectively. As before, eq. (7) gives rise to equilbrium between the physical system corresponding to the source and the one that pertains to the code/channel. Next observe that the left-hand side is exactly β S ( * ). Thus,
which means that given the value of the total per-particle energy , we can find how the dominant codewords split the energy between the source and the channel: we can solve the above equation with the given , with * as an unknown. Then, the source contribution will be * and the channel contribution will be [(1 + λ) − * ]/λ. The discussion above holds for every value of for which Σ( ) > 0. The dominant value of is 0 , the one that dominates E{ln Z(β|Y )}/[N (1 + λ)] for large N , i.e., the achiever of:
Thus, the dominant value of , which is relevant for the previous paragraph, is 0 , which in turn depends only on β.
The equilibrium equation applied to the dominant energy 0 becomes (see [8] for the full detail):
If, in addition, φ is concave, then φ is monotone, and thus has an inverse, which is given by the negative derivative −ζ of the Legendre transform of φ, that is, by the derivative of ζ(t) = sup [φ( ) − t] and then
. Now observe that if, for a typical y, either Z c (β|y) dominates Z e (β|y), or Z e (β|y) is in its frozen phase, then H(S|Y ) vanishes, and so the mutual information rate lim N →∞ I(S; Y )/N = H(S). For the complementary case, our main result is the following:
Theorem 1: Let E{I(S; Y )} denote the expected mutual information, where the expectation is taken w.r.t. the ensemble of joint source-channel codes. Then, under Assumptions A1-A3:
We obtained a simple formula but what is the meaning of ζ (β)? Since −φ( ) is the large deviations rate function for the event E C (X, y) ≤ n , and ζ(t) is its Legendre transform, then it must be the almost-sure limit of the log-moment generating function, that is ζ(t) a.s.
where, as defined above, M is the random coding distribution that governs each one of the independent, randomly selected codewords. Thus,
.
But the Boltzmann weight e −βE C (x,y) is proportional to W (y|x), and so, −ζ (β) is exactly the asymptotic almostsure normalized conditional expectation of the energy, lim n→∞ E{E C (X, Y )|Y }/n, stemming from the action of the channel on the message x(s 0 ) that was actually transmitted. This quantity in turn is assumed to concentrate about its mean which is lim n→∞ E{E C (X, Y )}/n. Thus, Z e (β|y) and P (·|y) are dominated by (erroneous) sequences {s } whose normalized energy 0 consists of a source contribution * = lim N →∞ E{E S (S)}/N , and a channel contribution, [(1 + λ) 0 − * ]/λ that agrees with the normalized energy generated by the noise, i.e., it agrees with lim n→∞ E{E C (X, Y )}/n, where X and Y are related via the channel W . Moreover, this is also the typical energy composition of the true message s 0 that was actually transmitted (cf. the definition of Z c (β|y)). Thus, the above conclusion holds regardless of whether or not the entropy rate of the source is smaller or larger than λ times the normalized mutual information between X and Y . Example 1. Consider the BSC and let the codewords be generated by fair coin tossing. Then, W (y|x) is proportional to exp{−βE C (x, y)}, where E C (x, y) is the Hamming distance and β = ln 1−p p . Here, φ( ) = h 2 ( ) − ln 2, whose derivative is φ ( ) = ln 1−p p , and so, −ζ (β), the inverse of φ ( ), is given by −ζ (β) = 1/(1 + e β ) = p. It follows that if, in addition, the source is binary and memoryless with a parameter q, then P (s|y) is dominated by {s}, whose energy is as described in the Introduction. Also, the normalized mutual information is −λφ(−ζ (β)) = −λφ(p) = λ(ln 2 − h 2 (p)).
Somewhat more generally, let each coordinate X i (s), i = 1, . . . , n, of each codeword be drawn i.i.d. with probabilities Pr{X i (s) = 1} = 1 − Pr{X i (s) = 0} = m. Then, it is easy to show (using the method of types [1] ) that −φ(p) = min {P X|Y : Ed(X,Y )≤p} [I(X; Y ) + D(P X M )], with Y ∼ Bernoulli(m * p), where m * p means the binary convolution between m and p (i.e., m * p = m(1 − p) + p(1 − m)), d(·, ·) is the Hamming distance and P X is the marginal of X induced by Y (which is Bernoulli(m * p)) and the reversed channel P X|Y to be optimized. By eliminating the divergence term, we are lower bounding −φ(p) by the rate-distortion function of Y at Hamming distortion p, which is h 2 (m * p)−h 2 (p). On the other hand, returning to the original minimization problem, by selecting P X|Y (instead of minimizing over P X|Y ) to be the reverse channel induced by M and W Y |X (which is the BSC(p)), we are getting the same quantity also as an upper bound. Thus, −φ(p) = h 2 (m * p) − h 2 (p), and so, In [8] , this example is extended also to multiuser situations, such as the multiple access channel.
