Abstract -This paper presents a procedure to solve Minimum Convex-Cost Network Flow Problems (MC-CNFP). This solution algorithm is constructed on the concepts of Network Simplex Method (NSM) for minimum cost network flow problem, Convex Simplex Method (CSM) of Zangwill, the decomposition of convex simplex method and non-linear transformation problem.
Introduction
The minimum convex-cost network flow problem is a class of minimum cost network flow problems with convex cost function. This problem structure may occur in different practical problems as cost of power losses in electrical networks due to resistance, delay cost of communication networks and congestion costs in city transportation networks etc.
Consider (N, A) is a directed network, where N={1,..,m}and A={(i, j) ,.., (s, t) }⊂N×N are node and arc sets respectively. Let ij x be the flow through the arc(i j), and the vector where C (x) is convex and the constraints are linear equations. The matrix A is the node-arc incidence matrix with rank (m−1). (Bazaraa, M.S., Jarvis, J.J.& Sherali, H.D.,
2005)
This paper represents an optimality condition to minimize the objective function in (1) with subject to linear constraints.
II.

Condition for Optimality
We introduce an artificial arc to root node (any other node would do), that lead to the extended constraint matrix where x e is n × 1 and A e is m × n, and b is m × 1 matrix, here n is the number of arc including with artificial arc. Now the Lagrangian for (2) can be formulated as-
where and µ are Lagrange multipliers. The optimum value x of (2) should satisfy the Karush-Kuhn-Tucker (KKT) conditions: (Zangwill, 1967) 
For each arc flow x ij associated with the arc (i, j), we get
where µ T ϵ ℝ m and a ij is column vector associated to x ij (has positive identity at the i-th and negative identity at j-th row position in A e .).Therefore from (4) we get-
Therefore (5) can be written as- Therefore, a point x will minimize the MC-CNFP (2) if it satisfies the optimality conditions (6).
III.
SOLUTION PROCEDURE FOR MC-CNFP
Here our goal is to minimize (2) by satisfying the optimality conditions (6). To start a solution procedure first we need an initial basic feasible solution and then we use iterative procedure for moving towards optimal solution.
a) Determination of an Initial Feasible Solution b) Testing Optimality of a Feasible Solution
Any feasible point of (2) would be optimal solution, if it satisfies the conditions in (6). Let
be a feasible solution in any k-th iteration and
, then the complementary slackness con dition
Proof : Since
Here (8) & (9) and the feasibility of x are simply the conditions in (6), which also provides a condition for optimality for (2). Any feasible solution which fails to satisfy the optimal condition (Theorem*), has to improve to optimal solution by changing nonbasic variables to basic. Since the objective function of (2) so we use iterative procedure by Hisa (1975) . To improve a feasible solution following cases need to be considered: by using the line search-
do not change the former basis and go to the next iteration. If 
,where d ij can calculate similarly as in (11).
Then we obtain 
Now adding an artificial arc at node 5 and let x 5 be the corresponding arc and by using spanning tree method find the initial basic solution. Here, Then after necessary adjustment we find
To find the value of 1 x , we calculate
By solving we get In line search problem, we find a optimal solution by solving
However, from practical experience for some problem we see that when λ=1, then
; i.e. this line search problem indicates that there is no other better optimal point except k x . Again, if consider next iteration then the feasible solution will not change and the problem circulate here without satisfying the optimal condition (Theorem*). But this feasible solution makes the cost function least compared to feasible solutions in previous iterations. 
