Abstract-This letter addresses the problem of target localization based on two-way time of arrival (TW-ToA) measurements with clock imperfections. In addition to the target location, the turn-around times and clock skews are considered unknown. Since an optimal estimator for this problem cannot be tackled directly, we approximate it by a suboptimal, robust one, formulated as a generalized trust region subproblem. Even though nonconvex in general, exact solution of the derived estimator can be obtained by just a bisection procedure. Simulation results validate the effectiveness of the proposed technique, matching the performance of the state of the art with significantly lower computational complexity.
I. INTRODUCTION
R ANGE-BASED localization has attracted much attention in the research society recently [1] - [10] . Range measurements can be extracted using various schemes, and one of them is from two-way time of arrival (TW-ToA) measurements, in which target records time stamps to compute the measurements [11] - [16] . Albeit such a technique is robust to clock offsets, TW-ToA-based methods suffer from imperfect clock skews (CSs) and unknown processing times called turn-around times (TATs).
A number of TW-ToA-based localization techniques can be found in this literature. A linear least squares (LLSs) estimator was proposed in [11] to jointly estimate the CS and the target location, where the TATs were estimated by a loop back test. In [12] , a Euclidean distance matrix (EDM) based approach was described for cooperative localization with joint estimation of the TATs and the target location. A semidefinite cone programming (SDP) estimator for asynchronous time of arrival target localization was proposed in [14] . Gholami et al. [15] propose a concave-convex procedure (CCP) based on second-order cone programming (SOCP), and an extended generalized trust region (EGTR) subproblem to solve the TW-ToA localization problem with clock imperfections. A robust SOCP (R-SOCP) estimator, where the authors treated the CSs and the TATs as nuisance parameters, was described in [16] . Most of the above techniques are too expensive in the sense of computational cost, and the other ones are not as accurate. Therefore, here, we develop a novel estimator that represents an excellent tradeoff between accuracy and computational cost. Under the assumption that the ranges of the TATs and CSs can be estimated (which is fairly simple in the calibration phase [16] ), we convert the originally nonconvex problem into a generalized trust region subproblem (GTRS) framework by applying robust squared-range (R-SR) and weighted least squares (WLS) criterion. The solution to the derived estimator is readily obtained by a bisection procedure [17] . Based on an iterative scheme, we partially mitigate the influence of the CSs and the TATs, by calculating their maximum likelihood (ML) estimates and we use them to further enhance the accuracy of the location estimate. Unlike most of the above described algorithms, computational complexity of the new one is linear in the number of reference points (anchors), and its performance matches that of the state of the art (SoA).
II. PROBLEM FORMULATION
Denote by x, a i ∈ R k , the unknown location of the target and the known location of the ith anchor, i = 1, ..., N , respectively, in a k-dimensional wireless sensor network (k = 1, 2, 3). The target estimates the ranges to the anchors according to a TWToA ranging protocol [11] , [15] , [16] , i.e., the target sends a packet to the anchors, they process it, and return the packet to the target. This processing time at the anchors is known as the TAT, T i , and is unknown in general. The TW-ToA measurements are modeled as [11] , [15] , [16] 
where ω 0 is the target's CS, c is the propagation speed, and
) is a random (positive) delay introduced by the target during packet interception, modeled as a positive-mean Gaussian distribution [18] .
By multiplying with c and subtracting cμ/2 from both sides of (1), the following range measurement model is obtained:
(3) The ML estimator is nonconvex with no closed-form solution; thus, (3) cannot be tackled directly. In Section III, we develop a robust estimator that is an approximation of the ML one, but whose exact solution is obtained via a bisection procedure.
III. PROPOSED ROBUST ESTIMATOR
Besides being nonconvex, (3) is also underdetermined, since the number of unknowns (N + k + 1) is greater than the number of observations (N ). Therefore, some approximations are required to solve (3) .
We begin by assuming that the ranges of T i can be estimated during the calibration phase [16] , i.e.
and u i = cT upp i . Moreover, since ω 0 varies around 1, we can express it as ω 0 = 1 + δ 0 , where |δ 0 | ≤ δ max 1 and δ max is a known constant [13] , [16] .
By substituting ω 0 = 1 + δ 0 in (2), one gets
Note that for sufficiently small noise, from (2), we can write
and thus, (4) is approximated by
Subtracting (l i + u i )/4 from both sides of (5), yields
which can be rewritten as
by squaring (6) and
where I.1 follows from the triangle inequality and I.2 follows from l i ≤ d T i ≤ u i and |δ 0 | ≤ δ max . From (7), we can write
. Then, for sufficiently low noise power, we can approximate ξ by ξ ∼ N (0 N ×1 , Ψ) 1 Note that by squaring (6), n i is not Gaussian anymore. Nonetheless, for low noise power, we can disregard the second-order noise term.
2 N ]}, and diag{•} denotes a square diagonal matrix. The probability density function of ξ is
where | • | denotes a determinant of a matrix. Maximizing the log of (10) with respect to x for worst case e i gives minimize
by letting f (e i ) =
Thus, solving (12) equals finding the maximum of f (e i ) under the condition: |e i | ≤ ρ i . Hence, two cases are considered as follows:
given by (14a) and (14c), respectively. A similar line of reasoning was presented in [16] . However, instead of applying SOCP relaxation technique, here we take a different approach. Notice that max{a, b, c} ≤ a + b + c, for a, b, c ≥ 0. Thus, instead of tackling (11) directly, we minimize an upper bound on (11), i.e.,
Note that both the denominator and numerator in (15) are functions of x, which makes it highly nonconvex. Hence, we first introduce weights,
give more importance to nearby links, and we substitute (15) with 
. .
Both the objective function and the constraint in (17) are quadratic. This type of problem is known as GTRS [17] , and its exact solution is readily obtain by a bisection procedure.
The estimate of x,x, obtained from (17), can then be exploited to find an ML estimate of the target's CS, ω 0 , (i.e., we get δ 0 = 1 − ω 0 ) as
where κ is defined in Algorithm 1. Then, ω 0 is used to further enhance the localization accuracy, i.e., from (6), we write
and follow similar reasoning as described above to get 
The LLS method in [11] O(N ) EDM The EDM method in [12] O(N 4 . 5 ) CCCP-SOCP The SOCP method in [15] O(N 3 . 5 ) SDP
The SDP method in [14] O(N 4 . 5 ) R-SOCP The R-SOCP method in [16] O(N 3 . 5 ) EGTR
The extended GTR method in [15] O(K N )
where W 2 = W 1 , only with a slightly different condition:
, and
Now, we can usex and ω 0 to find an ML estimate of the mean
which together withx is used to update ω 0 according to (18) . Finally, we exploit d T and ω 0 to enhance the localization accuracy, i.e., from (2), for sufficiently small noise, we obtain
where
Summary of the proposed alternating minimization algorithm, 3 called "R-SR-WLS," is given in Algorithm 1. Note that at lines 3-4, 7-8, and 10-11, we use knowledge about the ranges of the TAT and the CS [16] , i.e., we do not let the respective estimates to be outside of the predefined interval.
IV. COMPLEXITY ANALYSIS
Given K as the maximum number of steps in the bisection procedure, Table I summarizes the computational complexities of the considered algorithms. It shows that the complexities of the R-SR-WLS, LLS, and EGTR are linear in N , while the complexity of other existing methods is significantly higher. 
V. PERFORMANCE RESULTS
Here, the performance of the new algorithm is assessed through computer simulations and compared with the existing ones. 4, 5, 6 The measurements were generated by using (2) . Eight anchors were fixed at [16] . Note that in the existing literature [16] , [18] , T i is modeled as
where T proc = ω i T 0 is the actual processing time, ω i is the unknown CS, andn i ∼ N (μ i ,σ 
, where x i denotes the estimate of the true target location, x i , in the ith M c run. Fig. 1 illustrates the RMSE versus σ i (m) comparison. It can be seen from the figure that, not only that the new algorithm performs much better than the existing linear estimators, it matches or even outperforms the existing, considerably more complex ones as well. This can be explained to some extent by the fact that, we use an iterative approach and that after approximating the ML estimator by another nonconvex estimator, e.g. (16), we tackle it directly. In sharp contrast to the proposed approach, the existing convex-based methods further apply convex relaxation techniques to their derived approximations of the ML estimator, which expand the set of all possible solutions (the global optimum of such methods does not necessarily correspond (closely) to the global optimum of the original problem). Fig. 2 illustrates the RMSE versus the first N anchors comparison. This figure shows that the performance of all algorithms improves as N increases, as expected. It also shows that the proposed algorithm matches the performance of the R-SOCP and outperforms significantly all other ones.
The assumption that the bounds on the TAT are perfectly known might not stand in practice. Hence, we examine the performance of all algorithms for a more practical scenario. We assume that imperfect estimates ofμ i andσ i are given asμ i =μ i (1 + 1 ) andσ i =σ i (1 + 2 ), respectively, with 1 , 2 ∼ U[−β, β] and we present the results for the RMSE versus β comparison in Fig. 3 . It can be seen that the new algorithm 7 is the most robust to these imperfections, and that it outperforms the existing ones for all range of β.
VI. CONCLUSION
This letter addressed the problem of target localization using TW-ToA measurements with clock imperfections. A robust algorithm with linear computational complexity in N , whose solution is obtained exactly by merely a bisection procedure was proposed. Although the new algorithm requires knowledge about the ranges of the TAT, the simulation results showed that its performance is exceptional even when this knowledge is not perfectly available, and that it matches the performance of the SoA with significantly lower computational complexity.
