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Los modelos de teoría de respuesta a los
ítems (TRI) se han convertido en el enfoque
predominante en el campo de la teoría de los
tests, debido a que aportan soluciones nove-
dosas a problemas no resueltos adecuade-
mente en el marco de la teoría clásica. Los
modelos logísticos más utilizados actual-
mente asumen  que los datos son unidimen-
sionales, aunque es bien sabido que en la
práctica una unidimensionalidad absoluta es
difícil de conseguir, dado que hay muchos
factores no controlados que afectan a las res-
puestas de los sujetos (Ackerman, 1992; Os-
terlind, 1994 y Traub, 1983). Este hecho ha
potenciado el estudio de la robustez de los
modelos cuando se utilizan en situaciones de
unidimensionalidad no perfecta (Cuesta y
Muñiz, 1994, 1995; Drasgow y Parsons,
1983; Harrison, 1986; Reckase, 1979).
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Los modelos logísticos de Teoría de Respuesta a los Items más utilizados en la
práctica asumen la unidimensionalidad de los datos, si bien esta asunción es muy di-
fícil que ocurra estrictamente en situaciones reales. En el presente trabajo se investi-
gó en qué medida influye la violación de la unidimensionalidad  en el cálculo de un
aspecto tan importante como es la función de información del test. Para ello se gene-
raron datos simulados con distintos grados de dimensionalidad, estimando en cada ca-
so los efectos sobre la función de información. En concreto se simularon  16 bloques
de datos, originados al cruzar bases de dos y tres factores con 2 tipos de distribución
y 4 tipos de correlaciones. En todos los casos se utilizaron 30 items y 1000 sujetos.
Los resultados muestran que la función de información resulta razonablemente ro-
busta a violaciones ligeras de la unidimensionalidad, resintiéndose progresivamente
a medida que aumenta la dimensionalidad y las correlaciones entre los factores dis-
minuyen. 
Dimensionality and test information function. Logistic Item Response models
assume data unidimensionality, although this assumption is difficult to obtain with
empirical data. In this paper, the influence of unidimensionality violations on test in-
formation function was investigated. Sixteen data bases with different degrees of di-
mensionality were generated, by crossing the number of factors (2/3), with type of
items distribution (uniform/no uniform), and factors correlations ( 4 levels). 30 items
and 1000 subjects were used. Results show that the  test information function appe-
ars to be robust to mild violations of unidimensionality, decreasing the robustness
when the number of dimensions increases. 
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El objetivo del presente trabajo será es-
tudiar los efectos que tiene sobre la esti-
mación de la función de información del
test la utilización de modelos logísticos en
situaciones en las que no se da una unidi-
mensionalidad estricta. Para ello se gene-
raron datos simulados con distinto grado
de dimensionalidad y se estudiaron sus
efectos sobre la estimación de la función
de información. 
Método
Simulación de los datos
Se generaron 16 bloques de datos, re-
sultantes de cruzar el número de factores
de primer orden (dos y tres factores), con
el tipo de distribución de los pesos facto-
riales (distribución uniforme y sesgada) y
con los pesos de los factores de primer or-
den con el factor principal (cuatro niveles
de correlación, que van desde el caso uni-
dimensional puro al caso claramente  mul-
tidimensional). Asimismo, se generó un
bloque adicional en el que se establece la
unidimensionalidad perfecta (un sólo fac-
tor). De cada uno de estos bloques se rea-
lizaron cinco replicaciones y se mantuvo
constante el número de ítems (30) y el ta-
maño de la muestra (1000).
La distribución uniforme se obtuvo
asignando a cada factor el mismo número
de ítems; en la distribución sesgada uno de
los factores tiene mayor número de ítems
que el resto: en el caso de dos factores el
primero consta de 20 ítems y el segundo
de 10, en el caso de tres cada factor tiene
respectivamente 14, 8 y 8 items. 
La simulación de datos se llevó a cabo
a partir del modelo factorial jerárquico de
Schmid y Leiman (1957) adaptado por
Drasgow y  Parsons (1983), mediante un
programa en lenguaje FORTRAN realiza-
do por A. Rojas Benito y M. Cuesta (Cues-
ta, 1993).
El modelo del factor común puede ser
escrito en términos matriciales como sigue:
x= Ay + Be
donde
x: es un vector que contiene las n varia-
bles observables.
A: es una matriz de orden nxk de pesos
en los k factores comunes.
y: es un vector que contiene los k facto-
res comunes.
B: es una matriz diagonal (nxn) con los
pesos en los factores únicos en la diago-
nal.
e: es un vector que contiene los n facto-
res únicos.
Se asume que los factores únicos no es-
tán correlacionados entre sí ni con los fac-
tores comunes. Todos los términos están
escalados con media cero y varianza uni-
dad. Para el caso concreto de nuestra si-
mulación es necesario, además, asumir
que existe un factor de segundo orden que
DIMENSIONALIDAD Y FUNCIÓN DE INFORMACIÓN DE LOS TESTS
216 Psicothema, 1996
Tabla 1
Bloques de datos simulados
N Nº Tipo Nº de ítems Correlación
factores distribución por factor con factor
principal
1 2 Uniforme 15-15 .95 .90
2 2 Uniforme 15-15 .70 .65
3 2 Uniforme 15-15 .55 .50
4 2 Uniforme 15-15 .30 .25
5 2 Sesgada 20-10 .95 .90
6 2 Sesgada 20-10 .70 .65
7 2 Sesgada 20-10 .55 .50
8 2 Sesgada 20-10 .30 .25
9 3 Uniforme 10-10-10 .95 .90. 85
10 3 Uniforme 10-10-10 .70 .65 .60
11 3 Uniforme 10-10-10 .60 .55 .50
12 3 Uniforme 10-10-10 .40 .30 .25
13 3 Sesgada 14-8-8 .95 .90 .85
14 3 Sesgada 14-8-8 .70 .65 .60
15 3 Sesgada 14-8-8 .60 .55 .50
16 3 Sesgada 14-8-8 .40 .30 .25
da cuenta de las correlaciones entre los
factores comunes de primer orden cuando
estos son rotados a una estructura oblícua.
Schmid y Leiman (1957) recogen esta cir-
cunstancia donde los factores comunes
vienen dados por: 
Y= fZ+DV                 
donde:
f: es un vector de K elementos que con-
tiene los pesos de los factores de primer
orden en el factor general de segundo or-
den
Z: Vector que contiene las puntuaciones
del factor de segundo orden
D: Es una matriz diagonal de orden
KxK que contiene los pesos de los factores
comunes de primer orden en los k factores
de grupo de segundo orden
V: Vector con los k factores de grupo
Introduciendo esta expresión en el mo-
delo general se pueden obtener los valores
de x.
La dicotomización de las variables x se
llevó a cabo utilizando como valores de
los puntos de corte los mismos que los uti-
lizados por Drasgow y Parsons (1983) en
los primeros treinta ítems de su trabajo,
ver tabla 2.
Analisis de los datos
Para determinar la influencia de la vio-
lación de la unidimensionalidad en la esti-
mación de la función de información, se
analizaron a) las discrepancias existentes
entre los valores teóricos del punto donde
la función de información aporta la máxi-
ma información y los correspondientes va-
lores empíricos obtenidos, y b) las dife-
rencias entre la cantidad de información
máxima teórica y la obtenida empírica-
mente. Para los cálculos empíricos se uti-
lizó el modelo logístico de dos parámetros
implementado en la versión 1.1 del pro-
grama PC- BILOG.
El estadístico que se utilizó para el cál-
culo de las diferencias entre los valores te-
óricos y los valores estimados, siguiendo a
Drasgow y Parsons (1983), fué el de las ra-
íces de las diferencias cuadráticas medias
(RDCM), cuya fórmula viene dada por:
Teniendo en cuenta que se denomina
test a aquellos análisis en los que se consi-
deran los treinta items conjuntamente, y
subtest a los  subconjuntos de items que
conformar un factor, se llevaron a cabo los
siguientes análisis:
a) Cálculo de las raíces de las diferen-
cias cuadráticas medias en los tests y en
los subtests, entre el Punto de Información
Máxima (PIM) y el parámetro b (dificul-
tad) teórico, por ser éste el punto al que
corresponde la información máxima (IM).
b) Cálculo de las raíces de las diferen-
cias cuadráticas medias de la información
máxima para los tests y los subtests.
c) Diferencia cuadrática media de la in-
formación máxima entre el test total y sus
correspondientes subtests para cada uno
de los bloques de datos simulados. 
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Tabla 2
Valores de los puntos de corte
para la dicotomización
Item Item Item
1 .85 11 1.3 21 –1.3
2 –.53 12 –1.3 22 –.13
3 –.85 13 .53 23 .53
4 –.26 14 –.53 24 .85
5 .26 15 0.00 25 0.00
6 –1.3 16 –.85 26 –.53
7 .53 17 –1.3 27 1.3
8 –.85 18 .85 28 –.85
9 0.00 19 0.00 29 –.26
10 1.3 20 –.26 30 .26
RDCM = 1
n
( xˆi
i=1
n∑ − xi )2
Resultados y conclusiones 
Los valores correspondientes a las raí-
ces de las diferencias cuadráticas medias
entre el PIM estimado y PIM teórico o ín-
dice de dificultad son, como se indica en
las tablas 3 y 4 mayores conforme las ba-
ses son más multidimensionales y sesga-
das. También se puede apreciar una dis-
tancia mayor entre el punto de informa-
ción máxima estimada y el índice de difi-
cultad en los subtests que en el test total.
Las raíces de las diferencias cuadráticas
medias entre la información máxima del
test total estimado y la información máxi-
ma del test total calculada teóricamente
son mayores en bases más multidimensio-
nales y distribuciones sesgadas, y se obtie-
ne un comportamiento semejante tanto en
bases de dos factores como de tres (Tablas
5, 6).
La comparación entre la IM estimada
del test total con la IM teórica de cada uno
de los subtests no presenta un patrón claro
DIMENSIONALIDAD Y FUNCIÓN DE INFORMACIÓN DE LOS TESTS
218 Psicothema, 1996
Tabla 3
Raíces de las diferencias cuadráticas medias
en el punto de información máxima del test
total (testot) y cada uno de los subtests: subtest
1 (sub1) y subtest 2 (sub2), con el índice de
dificultad
Correlaciones
testot-b sub 1-b sub 2-bcon factor
principal
Base
Distribución unidimensional .183 – –
uniforme .95 .90 .225 .214 .360
.70.65 .686 .865 .944
.55 .50 1.212 1.841 1.358
.30 .25 3.852 5.203 3.498
.95 .90 .183 .217 .313
Distribución .70 .65 .646 .808 .968
sesgada .55 .50 1.212 1.758 1.209
.30 .25 3.852 5.136 3.320
Tabla 4
Raíces de las diferencias cuadráticas medias
en el punto de información máxima entre el
test total (testot), subtest 1 (sub1), subtest 2
(sub2), subtest 3 (sub3) y el índice
de dificultad (b)
Correlación
testob-1 sub1-b sub2-b sub3-bcon factor
principal
Base
Distribución unidimens. .183 – – –
uniforme .95 .90. 85 .234 .179 .347 .355
.70 .65 .60 .678 .775 1.127 1.154
.60 .55 .50 .931 1.117 1.595 1.633
.40 .30 .25 2.476 2.388 4.280 3.613
.95 .90 .85 .193 .237 .218 2.98
.70 .65 .60 .632 .936 .685 .898
Distribución .60 .55 .50 .872 1.293 1.080 1.291
sesgada .40 .30 .25 1.992 2.557 3.445 4.176
Tabla 5
Raíces de las diferencias cuadráticas medias
en información máxima del test total empírico
(testot), subtest 1 empírico (sub1) y subtest 2
(sub2) empírico con sus correspondientes
tests o subtests teóricos
Correlación
testot-testT testot-sub1T testot-sub2T sub1-subiT sub2-sub2Tcon factor
principal
Base
Distribución unidimens. .139 – – – –
uniforme .95 .90. .146 .411 .419 .736 .651
.70 .65 .221 .163 .170 .571 .469
.55 .50 .221 .158 .090 .389 .365
.30 .25 .256 .401 .268 .163 .163
..95 .90 .128 .553 .415 .696 .634
Distribución .70 .65 .368 .439 .109 .541 .480
sesgada .55 .50 .486 .302 .277 .339 .369
.30 .25 .516 .128 .536 .154 .192
en cuanto a si crece o decrece con la mul-
tidimensionalidad, sí presenta valores ma-
yores en las RDCM de las distribuciones
sesgadas.
Si se compara la información máxima
de los subtests estimada y teórica se ob-
serva  que disminuye el valor de las raíces
de las diferencias cuadráticas medias en
las bases más multidimensionales tanto
con dos, como con tres factores y en dis-
tribuciones uniformes y sesgadas.
Como era de esperar, la función de in-
formación se ve afectada por la violación
de la unidimensionalidad: tanto el punto
de información máxima como la informa-
ción máxima presentan estimaciones me-
nos precisas a medida que aumenta la mul-
tidimensionalidad. Desde el punto de vista
aplicado, cabría subrayar la necesidad de
comprobar adecuadamente la dimensiona-
lidad antes de utilizar la función de infor-
mación como instrumento de análisis de
los tests. 
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Tabla 6
Raíces de las diferencias cuadráticas medias
en la información máxima entre el test total
empírico (testot), el subtest 1 empírico (sub1),
el subtest 2 empírico (sub2) y el subtest 3
empírico (sub3) con sus correspondientes tests
o subtests teóricos
Correlación
testot-testT testot-sub1T testot-sub2T testot-sub3T sub1-subiT sub2-sub2T sub3-sub3Tcon factor
principal
Base
Distribución unidimens. .139 – – – – .661 .589
uniforme .95 .90 .85 .102 .481 .473 .467 .697
.70 .65 .60 .119 .514 .067 .073 .591 .461 .446
.60 .55 .50 .112 .422 .100 .215 .489 .377 .284
.40 .30 .25 .180 .356 .392 .396 .313 .235 .147
.95 .90 .85 .127 .566 .329 .310 .660 .591 .512
Distribución .70 .65 .60 .249 .350 .103 .123 .516 .401 .470
sesgada .60 .55 .50 .310 .313 .199 .246 .458 .295 .253
.40 .30 .25 .381 .187 .442 .477 .278 .258 .219
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