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The nonlinear hyperbolic equation d*u(x, y)/dx dy + g(x, y)f(u(x, y)) = 0 with 
4x, 0) = B(x) and 40, Y) = WY), considered by Hsiang and Kwong (J. Math. Anal. 
Appl. 85 (1982), 3145) under appropriate smoothness conditions, is solvable by 
the author’s decomposition method (“Stochastic Systems,” Academic Press, 1983 
and “Nonlinear Stochastic Operator Equations,” Academic Press, 1986). c 1986 
Academic Press. Inc. 
Hsiang and Kwong [l] consider the behavior of the nonlinear hyper- 
bolic initial value problem given by 
for {(x, y) E R2, x > 0, y > 0) with appropriate smoothness conditions on 
g,f, 4, Y to guarantee existence, uniqueness, and continuous dependence 
on the coefficient g and the initial conditions. 
We propose the solution of (1) by the decomposition method [2,3]. Let 
the operator L represent the second-order partial derivative operator 
8*/8x ay. Then (1) is written 
Lu+gf(u)=O (2) 
which is solved for Lu thus 
Lu= -d(u) 
(or u,(x, Y) = --Ax, y)f(u(x, y)) = 0). Consequently, 
LFLu=-L-'gf(u). 
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The inverse operator as defined in [2, 31 involves integration with respect 
to x over the interval [IO, x] and with respect to y over [0, y]. We find 
L-‘Lu= x SI yu .ry 4 dx 0 0 
Therefore 
24(x, y) = u(0, y) + u(x, 0) - u(0, 0) - L ~ ‘g/-(u). 
Let u. = ~(0, y) + u(x, 0) - ~(0, 0). Using the author’s decomposition 
method [2, 31, one assumes the solution can be written in the form 
u = c,“=, u,, where u. is found as above in terms of the homogeneous 
solution and the L-’ operator acting on the forcing function. The following 
components are then found in terms of preceding components and 
ultimately u0 so that the sum is u. (The process might be likened to the 
decomposition of a function into impulses in determining Green’s 
function.) The process works for nonlinear equations only because of the 
the treatment of the nonlinear terms-in this casef(utwriting it in terms 
of Adomian’s A, polynomials when A, = A,(uo, u, ,..., u,) are generated for 
n = 0, 1) 2 )...) for the specific nonlinearity. Thus let f(u) = C,“=, A, in 
Adomian’s A,, polynomials (see [2, 31). Now we have 
Now we identify terms on left and right sides. Since A, depends only on u. 
is solvable once f(u) is specified so the An can be determined. Similarly A 1 
depends only on uo, u I, hence 
u2= -L-‘g(x~Y)~,(uo,u,) 
is solvable. Continuing, we have 
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for n = 0, 1, 2 ,..., and the components of u are 
specified. Then 
co 
determinable once the A, are 
24 = uo - L-‘&e, Y) 1 A,(f(u)) 
n=O 
is the complete solution if g and (u) are specified. (The notation A,(f(u)) 
emphasizes that the A, are found forf(u).) The determination of the A,, a 
special set of polynomials, is discussed at length in references [2-S]. 
Reference [S] discusses the convergence. The series obtained in this way is 
rapidly convergent in physical problems. Let us look at an example: 
EXAMPLE. Let ~(u)=u and g= -(l +xy), u(O,y)=u(x,O)= 
~(0, 0) = 1. Then u. = 1 and u1 = -L- ‘gu, = xy + x2y2/4. The lowest 
ordered term of u2 is x2y2/4. The solution is u = 1 + xy + x2y2/2.. . = erY. 
EXAMPLE. Changef(u) from u to u2 in the above example with g and 
the given conditions unchanged. For f(u) = u2 the A, are obtained as 
[2-81: 
Ao=Z& 
A,=224,24,, 
A,=u:+2u,u,, 
A,=2u,u2+2u,uo, 
A,=2u,u,+u;+2u,uo, 
Now since A,= u;= 1 and U, = -L-‘gA,, we have the same solution for 
u1 as before or ur = xy + x2y2/4. The next component u2 = - Lp ‘gA, = 
-L-‘g(2u,u,) = -2Lp’gu, = 2L-‘( 1 + xy)(xy + x2y2/4), etc. 
EXAMPLE. d2u/iYxiTy + gf(u) = 0, u(x,O) = d(x), u(O,Y) = Y(y), 
u(0, 0) = 0 
uo = d(x) + WY), 
u1= -L-gAoLf(u)h 
etc., once the functions g andf(u) are specified. 
Generalization to an inhomogeneous equation with h(x, y) as an 
inhomogeneous term involves adding an L-‘h(x, y) term in the u. term 
[ 1, 21. The explicit form of g, f(u), and the initial conditions are required 
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to provide an explicit solution of the equation considered by Hsiang and 
Kwong, the solution methodology permits calculation in a straightforward 
manner. Modification for initial/boundary value problems is straight- 
forward by methods discussed in [3]. 
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