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Abstract
This paper discusses the periodic boundary value problem for a class of first-order impulsive functional differential equations.
We establish several existence results under weaker hypotheses by using the Leray–Schauder alternative, the lower and upper
solution method and the monotone iterative technique. The corresponding results in the literature are improved or extended, some
examples are also given to illustrate the advantage of the results.
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1. Introduction
The theory of impulsive differential equations provides a general framework for the mathematical modelling of
many real-world phenomena [1–7]. Indeed, differential equations with impulses are a basic tool for studying evolution
processes that are subject to abrupt changes in their states (refer to [1,8–15]). Therefore, it is of utmost importance to
develop a general theory for differential equations with impulses including some basic aspects of this theory.
We consider the first-order impulsive functional differential equations
u′(t) = f (t, u(t), u(θ(t))), t ∈ J ′ = J − {t1, t2, . . . , tm}, (1.1)
4u(tk) = Ik(u(tk)), k = 1, 2, . . . ,m, (1.2)
u(0) = u(T ), (1.3)
where J = [0, T ], f : J × R2 → R continuous, θ : J → J continuous verifying 0 ≤ θ(t) ≤ t, t ∈ J ,
Ik ∈ C(R, R), 0 = t0 < t1 < · · · < tm < tm+1 = T, 4u(tk) = u(t+k ) − u(t−k ), u(t+k ) and u(t−k ) represent the left
and right limits of u(t) at t = tk , respectively.
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When θ(t) = t on J , (1.1)–(1.3) become the periodic boundary value problem for impulsive ordinary differential
equations:
u′(t) = f (t, u(t)), t ∈ J ′,
4u(tk) = Ik(u(tk)), k = 1, 2, . . . ,m,
u(0) = u(T ),
which was investigated by many authors (see, for example, [16–20]).
When the impulses are absent, i.e., Ik = 0, k = 1, 2, . . . ,m, the problem (1.1)–(1.3) reduces the periodic boundary
value problem
u′(t) = f (t, u(t), u(θ(t))), t ∈ J, (1.4)
u(0) = u(T ). (1.5)
The problem was studied in [21–23].
To define the solutions of (1.1)–(1.3), we introduce the space PC(J ) = {u : J → R : u|(tk ,tk+1] ∈ C((tk, tk+1], R),
k = 0, 1, . . . ,m and there exist u(t+k ) and u(t−k ) with u(t−k ) = u(tk), k = 1, 2, . . . ,m}, and the space
PC1(J ) = {u ∈ PC(J ); u|(tk ,tk+1] ∈ C1((tk, tk+1], R), k = 0, 1, . . . ,m and u′(0+), u′(T−), u′(t+k )
and u′(t−k ) exist for k = 1, 2, . . . ,m}. It is clear that PC(J ) and PC1(J ) are Banach spaces with the norm
respectively
‖u‖PC = sup{|u(t)|; t ∈ J }, ‖u‖PC1 = ‖u‖PC + ‖u′‖PC .
By a solution of (1.1)–(1.3), we mean a function u ∈ PC1(J ) which satisfies equations (1.1) for every t ∈ J ′ and
the boundary condition (1.3), and at every tk, k = 1, 2, . . . ,m, the function u satisfies (1.2).
The existence of solution for periodic boundary value problem for impulsive functional differential equations was
considered by different authors [2,24–29]. In this paper, we are concerned with the existence of solutions for periodic
impulsive boundary value problem (1.1)–(1.3). We do not require the usual monotonicity conditions as in [26–29].
To derive our results, we will make use of the Leray–Schauder alternative, the lower and upper solution method and
the monotone iterative technique [30–37]. Some examples are also given to illustrate the advantage of our results in
Section 5.
2. Comparison results
Lemma 2.1. Assume that there exist λ > 0, µ ≥ 0 and ck > 0, k = 1, 2, . . . ,m such that{
u′(t)+ λu(t)+ µu(θ(t))+ a(t) ≤ 0, t ∈ J ′,
u(t+k ) ≤ cku(tk), k = 1, 2, . . . ,m,
where
a(t) =

0, u(0) ≤ u(T ),
λt + µ
( ∏
θ(t)≤tk<t
c−1k
)
θ(t)+ 1
T
( ∏
t≤tk<T
c−1k
)
(u(0)− u(T )), u(0) > u(T ).
If
µ
∫ T
0
( ∏
θ(t)<tk<T
ck
)
eλ(t−θ(t))dt ≤
m∏
j=1
c¯ j , (2.1)
with c¯k = min{ck, 1}, k = 1, 2, . . . ,m. Then u ≤ 0 on J .
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Proof. When u(0) ≤ u(T ), a(t) ≡ 0, let v(t) = (∏t<tk<T c−1k )u(t)eλt , then we have
v′(t) ≤ −µ
( ∏
θ(t)<tk≤t
ck
)
eλ(t−θ(t))v(θ(t)), t ∈ J ′,
v(t+k ) ≤ ckv(tk), k = 1, 2, . . . ,m,
v(0) ≤ v(T )
(
m∏
k=1
c−1k
)
e−λT .
Obviously, the functions u and v have the same sign.
(1) Suppose v ≥ 0 and v 6≡ 0, then v′(t) ≤ 0 on J ′ and
v(T ) ≤ v(0)
m∏
j=1
c j ≤ v(T )e−λT .
If v(T ) = 0, then v(0) = 0. Thus v(t) ≤ 0 on J and so v ≡ 0, which is a contradiction. If v(T ) > 0, then e−λT ≥ 1.
This is impossible.
(2) Suppose v(0) > 0, then v(T ) > 0. If there exists r1 ∈ (0, T ) such that v(r1) < 0. Let v(t∗) = mint∈[0,T ] v(t) =
p, then p < 0. We have
v′(t) ≤ −µ
( ∏
θ(t)<tk≤t
ck
)
eλ(t−θ(t))v(θ(t)) ≤ −pµ
( ∏
θ(t)<tk≤t
ck
)
eλ(t−θ(t)).
Hence
0 < v(T ) ≤ v(t∗)
∏
t∗<tk<T
ck − pµ
∫ T
t∗
( ∏
θ(t)<tk<T
ck
)
eλ(t−θ(t))dt
≤ p
m∏
j=1
c¯ j − pµ
∫ T
0
( ∏
θ(t)<tk<T
ck
)
eλ(t−θ(t))dt.
We obtain that
µ
∫ T
0
( ∏
θ(t)<tk<T
ck
)
eλ(t−θ(t))dt >
m∏
j=1
c¯ j ,
which is a contradiction. Therefore v ≥ 0. However, it is impossible from (1), and so v(0) ≤ 0.
(3) Suppose that there exists an r1 ∈ (0, T ] such that v(r1) > 0. Let v(r2) = mint∈[0,r1] v(t) = p, then p < 0.
Otherwise, v′(t) ≤ 0 on [0, r1]⋂ J ′ and so v is nonincreasing. Thus v(r1) ≤ v(0)(∏0<tk<r1 ck) ≤ 0, which is absurd.
Thus we have
0 < v(r1) ≤ v(r2)
∏
r2<tk<r1
ck − pµ
∫ r1
r2
( ∏
t<tk<r1
ck
)( ∏
θ(t)<tk≤t
ck
)
eλ(t−θ(t))dt,
which yields∏
r2<tk<T
c j < µ
∫ r1
r2
( ∏
θ(t)<tk<T
ck
)
eλ(t−θ(t))dt.
Therefore
m∏
j=1
c¯ j < µ
∫ T
0
( ∏
θ(t)<tk<T
ck
)
eλ(t−θ(t))dt,
which is a contradiction.
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When u(0) > u(T ), We consider the function
w(t) = u(t)+
( ∏
t≤tk<T
c−1k
)
u(0)− u(T )
T
t.
Then 
w′(t)+ λw(t)+ µw(θ(t)) ≤ 0, t ∈ J ′,
w(t+k ) ≤ ckw(tk), k = 1, 2, . . . ,m,
w(0) = w(T ).
From the proof of case u(0) ≤ u(T ), we have w ≤ 0 on J and obviously u ≤ 0 on J . The proof is complete. 
3. Existence of solution for the linear problem
Theorem 3.1. Let σ ∈ C(J ), λ > 0, µ ≥ 0. Then, the linear problemu
′(t)+ λu(t)+ µu(θ(t)) = σ(t), t ∈ J ′,
4u(tk) = Ik(u(tk)), k = 1, 2, . . . ,m,
u(0) = u0
(3.1)
has a unique solution.
Proof. For u ∈ C([tk, tk+1]), ρ > µ ≥ 0, consider the norm ‖u‖ρ = max{e−ρt |u(t)| : t ∈ [tk, tk+1]}. Then it is
equivalent to the usual supremum norm.
Now, let u ∈ C([0, t1]), define the operator A1 by
[A1u](t) = u0e−λt +
∫ t
0
e−λ(t−s)[σ(s)− µu(θ(s))] ds, t ∈ [0, t1].
Then A1 is a continuous operator. For u, v ∈ C([0, t1])
‖A1u − A1v‖ρ = max
t∈[0,t1]
|[A1u](t)− [A1v](t)|e−ρt
= max
t∈[0,t1]
∣∣∣∣∫ t
0
e−λ(t−s)µ[v(θ(s))− u(θ(s))]e−ρt ds
∣∣∣∣
≤ µ max
t∈[0,t1]
∫ t
0
e−λ(t−s)−ρ(t−θ(s))|u(θ(s))− v(θ(s))|e−ρθ(s) ds
≤ µ‖u − v‖ρ max
t∈[0,t1]
∫ t
0
e−(λ+ρ)(t−s) ds
≤ µ
λ+ ρ ‖u − v‖ρ(1− e
−(λ+ρ)T ).
By contraction mapping theorem, A1 has a unique fixed point u1 ∈ C([0, t1]). Let u ∈ C([t1, t2]), define the
operator A2 by
[A2u](t) = (u1(t1)+ I1(u1(t1)))e−λ(t−t1) +
∫ t
t1
e−λ(t−s)[σ(s)− µu(θ(s))] ds, t ∈ [t1, t2],
where u(θ(t)) = u1(θ(t)) when θ(t) ≤ t1, t ∈ (t1, t2]. Then, similarly, A2 has a unique fixed point u2 ∈ C([t1, t2]).
So forth, for u ∈ C([tm, T ]), define the operator Am+1 by
[Am+1u](t) = (um(tm)+ Im(tm))e−λ(t−tm ) +
∫ t
tm
e−λ(t−s)[σ(s)− µu(θ(s))] ds, t ∈ [tm, T ],
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where u(θ(t)) = uk(θ(t)) if θ(t) ∈ (tk−1, tk], t ∈ (tm, T ], k = 1, 2, . . . ,m. Then, similarly, Am+1 has a unique fixed
point um+1 ∈ C([tm, T ]). Define
u∗(t) =

u1(t), t ∈ [0, t1],
u2(t), t ∈ (t1, t2],
. . . , . . . ,
um+1(t), t ∈ (tm, T ].
Then u∗ ∈ PC1(J ) is a solution of (3.1). If v∗ is another solution of the linear problem (3.1). Then u∗(0) = v∗(0),
and so u∗(t) = v∗(t) if t ∈ (0, t1]. And so, u∗(t) = v∗(t) if t ∈ (t1, t2], . . . , u∗(t) = v∗(t) if t ∈ (tm, T ]. Therefore,
u∗ ≡ v∗. The proof is complete. 
Theorem 3.2. Assume that λ > 0, µ ≥ 0, σ ∈ PC(J ), Lk < 1, k = 1, 2, . . . ,m. If
µ
λ
+ e
λT
eλT − 1
m∑
k=1
|Lk | < 1. (3.2)
Then the problemu
′(t)+ λu(t)+ µu(θ(t)) = σ(t), t ∈ J ′,
4u(tk) = −Lku(tk)+ dk, k = 1, 2, . . . ,m,
u(0) = u(T )
(3.3)
has a unique solution.
Proof. Define the operator B : PC(J )→ PC(J )
[Bu](t) =
∫ T
0
G(t, s)[σ(s)− µu(θ(s))]ds +
m∑
k=1
G(t, tk)[−Lku(tk)+ dk],
where
G(t, s) =

e−λ(t−s)
1− e−λT , 0 ≤ s < t ≤ T,
e−λ(T+t−s)
1− e−λT , 0 ≤ t ≤ s ≤ T .
It is easy to see that the set of solutions of (3.3) coincides with the set of fixed points of B, see [16,20]. For
u, v ∈ PC(J ), we have
|[Bu](t)− [Bv](t)| ≤ µ
∫ T
0
G(t, s)|u(θ(s))− v(θ(s))|ds +
m∑
k=1
G(t, tk)|(−Lk)(u(tk)− v(tk))|
≤
(
µ
λ
+ e
λT
eλT − 1
m∑
k=1
|Lk |
)
‖u − v‖PC .
This implies that
‖[Bu] − [Bv]‖PC ≤
(
µ
λ
+ e
λT
eλT − 1
m∑
k=1
|Lk |
)
‖u − v‖PC .
By assumption, B is a contractive operator. Thus, there exists a unique fixed point u, which is the unique solution of
(3.3). 
Theorem 3.3. Let λ > 0, µ ≥ 0, σ ∈ PC(J ), ck > 0, k = 1, 2, . . . ,m. Assume that there exist α, β ∈ PC1(J )
such that
(1) α(t) ≤ β(t), t ∈ J .
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(2)
α′(t)+ λα(t)+ µα(θ(t)) ≤ σ(t)− aα(t), t ∈ J ′,
α(t+k ) ≤ ckα(tk)+ dk, k = 1, 2, . . . ,m,
and
β ′(t)+ λβ(t)+ µβ(θ(t)) ≥ σ(t)+ aβ(t), t ∈ J ′,
β(t+k ) ≥ ckβ(tk)+ dk, k = 1, 2, . . . ,m,
where
aα(t) =

0, if α(0) ≤ α(T ),
λt + µ
( ∏
θ(t)≤tk<t
c−1k
)
θ(t)+ 1
T
( ∏
t≤tk<T
c−1k
)
(α(0)− α(T )), if α(0) > α(T ),
and
aβ(t) =

0, if β(0) ≥ β(T ),
λt + µ
( ∏
θ(t)≤tk<t
c−1k
)
θ(t)+ 1
T
( ∏
t≤tk<T
c−1k
)
(β(T )− β(0)), if β(0) < β(T ).
(3) Inequality (2.1) holds.
Then the problem
u′(t)+ λu(t)+ µu(θ(t)) = σ(t), t ∈ J ′,
u(t+k ) = cku(tk)+ dk, k = 1, 2, . . . ,m,
u(0) = u(T )
(3.4)
has a unique solution u such that α(t) ≤ u(t) ≤ β(t), t ∈ J .
Proof. To prove the existence of solution, we consider the functions
α¯(t) =

α(t), if α(0) ≤ α(T ),
α(t)+ t
T
( ∏
t≤tk<T
c−1k
)
(α(0)− α(T )), if α(0) > α(T ), (3.5)
and
β¯(t) =

β(t), if β(0) ≥ β(T ),
β(t)− t
T
( ∏
t≤tk<T
c−1k
)
(β(T )− β(0)), if β(0) < β(T ). (3.6)
Then α(t) ≤ α¯(t) and β¯(t) ≤ β(t) on J . Also,
α¯′(t)+ λα¯(t)+ µα¯(θ(t)) = α′(t)+ λα(t)+ µα(θ(t))+ aα(t) ≤ σ(t), t ∈ J ′,
α¯(t+k ) ≤ ck α¯(tk)+ dk, k = 1, 2, . . . ,m,
α¯(0) = α(0) ≤ α¯(T ),
and
β¯ ′(t)+ λβ¯(t)+ µβ¯(θ(t)) = β ′(t)+ λβ(t)+ µβ(θ(t))− aβ(t) ≥ σ(t), t ∈ J ′,
β¯(t+k ) ≥ ck β¯(tk)+ dk, k = 1, 2, . . . ,m,
β¯(0) = β(0) ≥ β¯(T ).
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Moreover, consider the function m = α¯ − β¯. It is easy to show that
m′(t)+ λm(t)+ µm(θ(t)) ≤ 0, t ∈ J ′,
m(t+k ) ≤ ckm(tk), k = 1, 2, . . . ,m,
m(0) ≤ m(T ).
Using Lemma 2.1, we obtain that m ≤ 0 on J or, equivalently, α¯ ≤ β¯ on J .
For each a ∈ [α¯(0), β¯(0)], by Theorem 3.1, the initial value problem
u′(t)+ λu(t)+ µu(θ(t)) = σ(t), t ∈ J ′,
u(t+k ) = cku(tk)+ dk, k = 1, 2, . . . ,m,
u(0) = a
has a unique solution u(t; a). We claim that α¯(0) ≤ u(T ; α¯(0)) and β¯(0) ≥ u(T ; β¯(0)).
In fact, suppose that α¯(0) > u(T ; α¯(0)). Set v = α¯ − u(·; α¯(0)), then
v′(t)+ λv(t)+ µv(θ(t)) ≤ 0, t ∈ J ′,
v(t+k ) ≤ ckv(tk), k = 1, 2, . . . ,m,
v(0) = α¯(0)− u(0; α¯(0)) = α¯(0)− α¯(0) < α¯(T )− u(T ; α¯(0)) = v(T ).
Lemma 2.1 ensures that v ≤ 0 on J . This implies that α¯(0) ≤ α¯(T ) ≤ u(T ; α¯(0)) < α¯(0), a contradiction and so
α¯(0) ≤ u(T ; α¯(0)). The same arguments prove that β¯(0) ≥ u(T ; β¯(0)).
Next we prove that there exists c ∈ [α¯(0), β¯(0)] such that u(0; c) = u(T ; c). There are two possible cases:
Case I. α¯(0) = β¯(0). We have
α¯(0) ≤ u(T ; α¯(0)) = u(T ; β¯(0)) ≤ β¯(0) = α¯(0).
Thus u(T ; α¯(0)) = α¯(0) = u(0; α¯(0)) and we choose c = α¯(0).
Case II. α¯(0) < β¯(0). We define the map ϕ : [α¯(0), β¯(0)] → R by ϕ(a) = a − u(T ; a). Then Theorem 4.1 in [38]
assures that ϕ is continuous. Therefore, since ϕ(α¯(0)) ≤ 0 ≤ ϕ(β¯(0)), there exists c ∈ [α¯(0), β¯(0)] such that ϕ(c) = 0
or, equivalently, u(0; c) = u(T ; c).
It is obvious that u(t) = u(t; c) is a solution of (3.4).
Now, we prove that α ≤ u ≤ β. It is enough to show that α¯ ≤ u ≤ β¯ because α ≤ α¯ ≤ β¯ ≤ β. Define v = α¯ − u,
then
v′(t)+ λv(t)+ µv(θ(t)) ≤ 0, t ∈ J ′,
v(t+k ) ≤ ckv(tk), k = 1, 2, . . . ,m,
v(0) = α¯(0)− u(0) ≤ α¯(T )− u(T ) = v(T ).
Now, Lemma 2.1 allows us to assure that v = α¯ − u ≤ 0. Analogously we can show that u − β¯ ≤ 0.
Finally we demonstrate the uniqueness. If u1, u2 are solutions of (3.4), Set v = u1 − u2, then
v′(t)+ λv(t)+ µv(θ(t)) = 0, t ∈ J ′,
v(t+k ) = ckv(tk), k = 1, 2, . . . ,m,
v(0) = v(T ).
By Lemma 2.1, we have that v = u1 − u2 ≤ 0. Similarly, u2 − u1 ≤ 0, and then u1 = u2. This completes the
proof. 
4. Upper and lower solutions
The functions α, β ∈ PC1(J ) are said to be lower and upper solutions for the periodic boundary value problem
(1.1)–(1.3) if there exist λ, µ ≥ 0, ck > 0 (k = 1, 2, . . . ,m) such that
α′(t) ≤ f (t, α(t), α(θ(t)))− aα(t), t ∈ J ′,
4α(tk) ≤ Ik(α(tk)), k = 1, 2, . . . ,m,
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and
β ′(t) ≥ f (t, β(t), β(θ(t)))+ aβ(t), t ∈ J ′,
4β(tk) ≥ Ik(β(tk)), k = 1, 2, . . . ,m,
where aα(t), aβ(t) are defined as in Theorem 3.3.
Theorem 4.1. Assume that the following conditions hold.
(1) The functions α, β are lower and upper solutions of problem (1.1)–(1.3) such that α(t) ≤ β(t), t ∈ J.
(2) For t ∈ J, α(t) ≤ x ≤ β(t), α(θ(t)) ≤ y ≤ β(θ(t)), the function f satisfies
f (t, x, y)− f (t, α(t), α(θ(t))) ≥ −λ(x − α(t))− µ(y − α(θ(t))),
f (t, β(t), β(θ(t)))− f (t, x, y) ≥ −λ(β(t)− x)− µ(β(θ(t))− y).
(3) For Lk = 1− ck, α(tk) ≤ x ≤ β(tk), Ik (k = 1, 2, . . . ,m) satisfy
Ik(x)− Ik(α(tk)) ≥ −Lk(x − α(tk)),
Ik(β(tk))− Ik(x) ≥ −Lk(β(tk)− x).
(4) Inequalities (2.1) and (3.2) hold.
Then, there exists a solution u of problem (1.1)–(1.3) with α ≤ u ≤ β on J .
Proof. Consider the following modified problem:u
′(t)+ λu(t)+ µu(θ(t)) = F(t, u(t), u(θ(t))), t ∈ J ′,
4u(tk) = −Lku(tk)+ Ik(p(tk, u(tk)))+ Lk p(tk, u(tk)), k = 1, 2, . . . ,m,
u(0) = u(T ),
(4.1)
where
F(t, u(t), u(θ(t))) = f (t, p(t, u(t))), p(θ(t), u(θ(t)))+ λ p(t, u(t))+ µp(θ(t), u(θ(t)))
with
p(t, u(t)) =
β(t), if u > β(t),u, if α(t) ≤ u ≤ β(t),
α(t), if u < α(t).
A straightforward calculation shows that solving problem (4.1) is equivalent to finding a u ∈ PC1(J ) that satisfies
u = Au. Here A is a continuous and compact operator given by
[Au](t) =
∫ T
0
G(t, s)[F(s, u(s), u(θ(s)))− µu(θ(s))]ds
+
m∑
k=1
G(t, tk)(−Lkuk + Ik(p(tk, u(tk)))+ Lk p(tk, u(tk))).
Let δ > 0 such that |α(t)| ≤ δ, |β(t)| ≤ δ, t ∈ J , and consider the compact set
D = {(t, x, y) ∈ R3 : t ∈ J, α(t) ≤ x ≤ β(t), α(θ(t)) ≤ y ≤ β(θ(t))}.
Since f and Ik, k = 1, 2, . . . ,m are continuous, we can choose K > 0 and dk > 0, k = 1, 2, . . . ,m such that
| f (t, x, y)| ≤ K , (t, x, y) ∈ D and |Ik(x)| ≤ dk, k = 1, 2, . . . ,m, α(t) ≤ x ≤ β(t) respectively. It is easy to see
that any solution of
u = γ Au, γ ∈ (0, 1)
satisfies
|u(t)| = γ |[Au](t)| ≤ γ
(
K + (λ+ µ)δ + µ‖u‖PC
λ
+ e
λT
eλT − 1
m∑
j=1
(|Lk |‖u‖PC + dk + δ|Lk |)
)
.
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We get the estimate:
‖u‖PC ≤ B = PQ ,
since Q > 0, where
P = K + (λ+ µ)δ
λ
+ e
λT
eλT − 1
m∑
J=1
(dk + δ|Lk |),
Q = 1−
(
µ
λ
+ e
λT
eλT − 1
m∑
j=1
|Lk |
)
.
By Schaefer’s theorem we obtain that A has at least one fixed point which is a solution of (4.1).
Now, we prove that every solution u of (4.1) satisfies α ≤ u ≤ β on J . Indeed, let v = α − u. Then since
u(0) = u(T ), α(0) ≤ α(T ) if and only if v(0) ≤ v(T ) and α(0)− α(T ) = v(0)− v(T ), we have aα(t) = av(t) and
so
v′(t)+ λv(t)+ µv(θ(t)) ≤ f (t, α(t), α(θ(t)))− aα(t)+ λα(t)+ µα(θ(t))
− f (t, p(t, u(t))), p(θ(t), u(θ(t)))− λp(t, u(t))− µp(θ(t), u(θ(t)))
≤ λ(p(t, u(t))− α(t))+ µ(p(θ(t), u(θ(t)))
−α(θ(t)))+ λα(t)+ µα(θ(t))− λp(t, u(t))− µp(θ(t), u(θ(t))− av(t))
= −av(t).
v(t+k ) ≤ Ik(α(tk))+ α(tk)− (1− Lk)u(tk)− Ik(p(tk, u(tk)))− Lk p(tk, u(tk))≤ Lk(p(tk, u(tk))− α(tk))+ α(tk)− (1− Lk)u(tk)− Lk p(tk, u(tk))
= (1− Lk)v(tk).
By Lemma 2.1, v = α − u ≤ 0. Analogously one can show that u ≤ β. The proof is complete. 
Theorem 4.2. Assume that the following conditions hold.
(1) The functions α, β are lower and upper solutions of problem (1.1)–(1.3) such that α(t) ≤ β(t), t ∈ J.
(2) For t ∈ J, α(t) ≤ u ≤ x ≤ β(t), α(θ(t)) ≤ v ≤ y ≤ β(θ(t)), the function f satisfies
f (t, x, y)− f (t, u, v) ≥ −λ(x − u)− µ(y − v).
(3) For Lk = 1− ck, α(tk) ≤ u ≤ x ≤ β(tk), Ik satisfy
Ik(x)− Ik(u) ≥ −Lk(x − u), k = 1, 2, . . . ,m.
(4) Inequality (2.1) holds.
Then there exist monotone sequences {αn} ↗ ρ, {βn} ↘ γ uniformly on J with α = α0 ≤ αn ≤ βn ≤ β0 = β.
Here ρ, γ are, respectively, the minimal and maximal solutions of problem (1.1)–(1.3) in [α, β] = {u ∈ PC(J ) :
α(t) ≤ u(t) ≤ β(t), t ∈ J }.
Proof. Let η ∈ [α, β], We consider the following problem
u′(t)+ λu(t)+ µu(θ(t)) = ση(t), t ∈ J ′,
u(t+k ) = (1− Lk)u(tk)+ Ik(η(tk))+ Lkη(tk), k = 1, 2, . . . ,m,
u(0) = u(T )
(4.2)
with
ση(t) = f (t, η(t), η(θ(t)))+ λη(t)+ µη(θ(t)).
From the definition of lower and upper solutions and the Assumptions (2) and (3), we have for t ∈ J ′
α′(t)+ λα(t)+ µα(θ(t)) ≤ f (t, α(t), α(θ(t)))− aα(t)+ λα(t)+ µα(θ(t))
≤ f (t, η(t), η(θ(t)))+ λ(η(t)− α(t))
+µ(η(θ(t))− α(θ(t)))− aα(t)+ λα(t)+ µα(θ(t))
= ση(t)− aα(t),
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and for k = 1, 2, . . . ,m
α(t+k ) ≤ α(tk)+ Ik(α(tk))
≤ α(tk)+ Ik(η(tk))+ Lk(η(tk)− α(tk))
= (1− Lk)α(tk)+ Ik(η(tk))+ Lkη(tk).
Similarly, for t ∈ J ′
β ′(t)+ λβ(t)+ µβ(θ(t)) ≥ ση(t)+ aβ(t),
and for k = 1, 2, . . . ,m
β(t+k ) ≥ (1− Lk)β(tk)+ Ik(η(tk))+ Lkη(tk).
Therefore, Theorem 3.3 permits us to assure that the problem (4.2) has a unique solution u ∈ PC1(J ) with
α ≤ u ≤ β. Define the operator
A : [α, β] → PC(J )
by [Aη](t) = u(t), t ∈ J . Then operator A possesses the property (P) : η ≥ ξ ⇒ Aη ≥ Aξ.
Indeed, let us consider u = Aη, w = Aξ with ξ ≤ η and v = w − u. Then
v′(t)+ λv(t)+ µv(θ(t)) ≤ f (t, ξ(t), ξ(θ(t)))+ λξ(t)+ µξ(θ(t))− f (t, η(t), η(θ(t)))− λη(t)− µη(θ(t))
≤ λ(η(t)− ξ(t))+ µ(η(θ(t))− ξ(θ(t)))+ λξ(t)+ µξ(θ(t))− λη(t)− µη(θ(t))
= 0.
v(t+k ) ≤ (1− Lk)w(tk)+ Ik(ξ(tk))+ Lkξ(tk)− (1− Lk)u(tk)− Ik(η(tk))− Lkη(tk)≤ Lk(η(tk)− ξ(tk))+ (1− Lk)w(tk)+ Lkξ(tk)− (1− Lk)u(tk)− Lkη(tk)
= (1− Lk)v(tk)
and
v(0) ≤ v(T ).
It follows from Lemma 2.1 that v = w − u ≤ 0.
We define sequences {αn} and {βn} by αn = Aαn−1, βn = Aβn−1 with α0 = α, β0 = β. Then, from the properties
of A it follows that {αn}, {βn} satisfy the inequalities
αn ≤ αn+1 ≤ βn+1 ≤ βn, n ≥ 0.
Therefore, there exist ρ, γ such that limn→∞ αn(t) = ρ(t), limn→∞ βn(t) = γ (t) uniformly on J . Clearly, ρ, γ
satisfy the problem (1.1)–(1.3).
Finally, to show that ρ and γ are the extremal solutions of (1.1)–(1.3) in [α, β], let u be any solution of
Eqs. (1.1)–(1.3) in [α, β]. It is obvious that α0 ≤ u ≤ β0. Then, by induction and in view of Au = u and using
property (P), one can easily see that
αn ≤ u ≤ βn, n ≥ 0.
Thus, passing to the limit, we conclude that ρ(t) ≤ u(t) ≤ γ (t), t ∈ J . The proof is complete. 
5. Examples
Consider the problem
u′(t) = f (t, u(t), u(θ(t))) = cos u(t)− µ u
(
1
2
t
)
+ et , t ∈ J ′ =
[
0,
1
3
]
−
{
1
6
}
,
4u(t1) = I1(u(t1)) = 180 u(t1), t1 =
1
6
,
u(0) = u
(
1
3
)
.
(5.1)
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Then, for all t ∈ J ′, x, y, u, v ∈ R, x ≥ u, y ≥ v
f (t, x, y)− f (t, u, v) = cos x − cos u − µy + µv ≥ −(x − u)− µ(y − v),
I1(x)− I1(u) = 180 (x − u) = −
(
− 1
80
)
(x − u),
and so λ = 1, L1 = − 180 , c1 = 1− L1 = 8180 . It is easy to see that for 0 ≤ µ ≤ 2,
µ
∫ 1/3
0
( ∏
t/2<t1<1/3
c1
)
e(t−t/2)dt = µ
∫ 1/3
0
81
80
et/2dt = µ81
40
(e1/6 − 1) < 1 = c¯1,
which shows that the inequality (2.1) is satisfied for 0 ≤ µ ≤ 2.
(1) Let µ = 2, then it is easy to see that α(t) = 4/5, t ∈ [0, 1/3] is a lower solution of (5.1). Set
β(t) =
{
1, 0 ≤ t ≤ 1/6,
81/80, 1/6 < t ≤ 1/3.
Then
4β(t1) = 4β
(
1
6
)
= 81
80
− 1 = 1
80
= 1
80
β
(
1
6
)
= I1(β(t1)).
Since β(0) = 1 < 81/80 = β(1/3),
aβ(t) =
t + 2
( ∏
t/2≤t1<t
c−11
)
t
2 + 1
1
3
( ∏
t≤t1<1/3
c−11
)(
β
(
1
3
)
− β(0)
)
=

3
81
(2t + 1), 0 ≤ t ≤ 1
6
,
3
80
(
161
81
t + 1
)
,
1
6
< t ≤ 1
3
.
It is not difficult to find that
cos 1− 2+ et + 3
81
(2t + 1) < 0, 0 ≤ t < 1
6
,
cos
81
80
− 2+ et + 3
80
(
161
81
t + 1
)
< 0,
1
6
< t ≤ 1
3
,
and so
β ′(t) = 0 ≥ f
(
t, β(t), β
(
1
2
t
))
+ aβ(t), t ∈ J ′.
Therefore, β(t) is an upper solution of (5.1).
Using Theorem 4.2, there exist monotone sequences converging uniformly to the extremal solutions of (5.1) in the
functional interval [α, β] (Fig. 1).
Consider the function α1(t) = e−t − pi/20, t ∈ [0, 1/3], then α1(t) is a lower solution of (5.1). In fact,
4α1(t1) = 4α1
(
1
6
)
= 0 < 1
80
(
e−1/6 − pi
20
)
= 1
80
α1
(
1
6
)
= I1(α1(t1)),
α1(0) = 1− pi/20 > e−1/3 − pi/20 = α1(1/3) and so
aα1(t) =
t + 2
( ∏
t/2≤t1<t
c−11
)
t
2 + 1
1
3
( ∏
t≤t1<1/3
c−11
)(
α1(0)− α1
(
1
3
))
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Fig. 1. Functional interval [α, β].
Fig. 2. Functional interval [α1, β1].
=

240
81
(1− e−1/3)(2t + 1), 0 ≤ t ≤ 1
6
,
3(1− e−1/3)
(
161
81
t + 1
)
,
1
6
< t ≤ 1
3
.
By Mathematica, we easily get that
cos
(
e−t − pi
20
)
− 2
(
e−t/2 − pi
20
)
+ et + e−t − 240
81
(1− e−1/3)(2t + 1) > 0, 0 ≤ t ≤ 1
6
,
cos
(
e−t − pi
20
)
− 2
(
e−t/2 − pi
20
)
+ et + e−t − 3(1− e−1/3)
(
161
81
t + 1
)
> 0,
1
6
< t ≤ 1
3
,
and then
α′1(t) ≤ f
(
t, α1(t), α1
(
t
2
))
− aα1(t), t ∈ J ′.
Similarly, we can prove that
β1(t) =
e
t − pi
80
, 0 ≤ t ≤ 1/6,
81
80
(
et − pi
80
)
, 1/6 < t ≤ 1/3
is an upper solution of (5.1). Therefore, applying Theorem 4.2, we obtain the existence of monotone sequences that
approximate the extremal solutions of (5.1) in the functional interval [α1, β1] (Fig. 2).
2106 Z. Luo, Z. Jing / Computers and Mathematics with Applications 55 (2008) 2094–2107
(2) Let µ = 9/10. Then
9
10
+ e
1/3
e1/3 − 1
∣∣∣∣− 180
∣∣∣∣ < 1,
and so the inequality (3.2) is satisfied.
As in the proof of (1), we easily obtain that α2(t) = 27/20, t ∈ [0, 1/3] and
β2(t) =
{
8/5, 0 ≤ t ≤ 1/6,
81/50, 1/6 < t ≤ 1/3
are lower and upper solutions of (5.1). By Theorem 4.1, there exists a solution u of problem (5.1) with α2 ≤ u ≤ β2.
Remark. It should be noted that conclusions in [26–29] cannot be applied to problem (5.1) because L1 = −1/80 < 0.
Thus our results are better than the conclusions in [26–29].
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