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Abstract
In this paper, we prove that the small energy harmonic maps from
H2 to H2 are asymptotically stable under the wave map equation in the
subcritical perturbation class. This result may be seen as an example
supporting the soliton resolution conjecture for geometric wave equa-
tions without equivariant assumptions on the initial data. In this paper,
we construct Tao’s caloric gauge in the case when nontrivial harmonic
map occurs. With the “dynamic separation” the master equation of
the heat tension field appears as a semilinear magnetic wave equation.
By the endpoint and weighted Strichartz estimates for magnetic wave
equations obtained by the first author [38], the asymptotic stability
follows by a bootstrap argument.
Contents
1 Introduction 2
2 Preliminaries 6
2.1 The global coordinates and definitions of the function spaces 7
2.2 Sobolev embedding and Equivalence lemma . . . . . . . . . . 8
2.3 The Local and conditional global well-posedness . . . . . . . 10
2.4 Geometric identities related to Gauges . . . . . . . . . . . . . 13
3 Caloric Gauge 14
3.1 Warming up for the heat flows . . . . . . . . . . . . . . . . . 15
3.2 The existence of caloric gauge . . . . . . . . . . . . . . . . . . 30
3.3 Expressions for the connection coefficients . . . . . . . . . . . 33
4 Derivation of the master equation for the heat tension field 34
5 Bootstrap for the heat tension filed 38
5.1 Strichartz estimates for wave equation with magnetic potential 38
5.2 Setting of Bootstrap . . . . . . . . . . . . . . . . . . . . . . . 39
5.3 Close all the bootstrap . . . . . . . . . . . . . . . . . . . . . . 52
6 Proof of Theorem 1.1 54
7 Proof of remaining lemmas and claims 55
1
8 Acknowledgments 58
1 Introduction
Let (M,h) and (N, g) be two Riemannian manifolds without boundary. A
wave map is a map from the Lorentz manifold R×M into N ,
u : R×M → N,
which is locally a critical point for the functional
F (u) =
∫
R×M
(
−〈∂tu, ∂tu〉u∗g + hij
〈
∂xiu, ∂xju
〉
u∗g
)
dtdvolh. (1.1)
Here hijdx
idxj is the metric tension under a local coordinate (x1, ..., xm) for
M . In a coordinate free expression, the integrand in the functional F (u) is
the energy density of u under the Lorentz metric of R×M ,
η = −dt⊗ dt+ hijdxi ⊗ dxj .
Given a local coordinate (y1, ..., yn) for N , the Euler-Lagrange equation for
(1.1) is given by
uk + ηαβΓ
k
ij(u)∂αu
i∂βu
j = 0, (1.2)
where  = −∂2t + ∆M is the D’Alembertian on R × M , Γkij(u) are the
Christoffel symbols at the point u(t, x) ∈ N . In this paper, we consider the
case M = H2, N = H2.
The wave map equation on a flat spacetime, which is sometimes known as
the nonlinear σ-model, arises as a model problem in general relativity and
particle physics, see for instance [39]. The wave map equation on curved
spacetime is related to the wave map-Einstein system and the Kerr Ernst
potential, see [1, 17, 13]. We remark that the case where the background
manifold is the hyperbolic space is of particular interest. Indeed, the anti-de
Sitter space (AdSn), which is the exact solution of Einstein’s field equation
for an empty universe with a negative cosmological constant, is asymptoti-
cally hyperbolic.
There exist plenty of works on the Cauchy problem, the long dynamics
and blow up for wave maps on R1+m. We first recall the non-exhaustive
lists of results on equivariant maps. The critical well-posedness theory was
initially considered by Christodoulou, Tahvildar-Zadeh [7] for radial wave
maps and Shatah, Tahvildar-Zadeh [47] for equivariant wave maps. The
global well-posedness result of [7] was recently improved to scattering by
Chiodaroli, Krieger, Luhrmann [6]. The bubbling theorem of wave maps
was proved by Struwe [51]. The explicit construction of blow up solutions
behaving as a perturbation of the rescaling harmonic map was achieved
by Krieger, Schlag, Tataru [29], Raphael, Rodnianski [41], and Rodnianski,
Sterbenz [43] for the S2 target in the equivariant class. And the ill-posedness
theory was studied in D’Ancona, Georgiev [10] and Tao [52].
Without equivariant assumptions on the initial data the sharp subcritical
well-posedness theory was developed by Klainerman, Machedon [22, 23] and
Klainerman, Selberg [25]. The small data critical case was started by Tataru
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[57] in the critical Besov space, and then completed by Tao [53, 54] for wave
maps from R1+d to Sm in the critical Sobolev space. The small data theory
in critical Sobolev space for general targets was considered by Krieger [27,
26], Klainerman, Rodnianski [24], Shatah, Struwe [44], Nahmod, Stefanov,
Uhlenbeck [40], and Tataru [59].
The dynamic behavior for wave maps on R1+2 with general data was
obtained by Krieger, Schlag [28] for the H2 targets, Sterbenz, Tataru [49, 48]
for compact Riemann manifolds and initial data below the threshold, and
Tao [55] for the Hn targets. In fact, Sterbenz, Tataru [49, 48] proved that for
any initial data with energy less than that of the minimal energy nontrivial
harmonic map evolves to a global and scattering solution.
The works on the wave map equations on curved spacetime were rela-
tively less. The existence and orbital stability of equivariant time periodic
wave maps from R× S2 to S2 were proved by Shatah, Tahvildar-Zadeh [46],
see Shahshahani [51] for an generalization of S2. The critical small data
Cauchy problem for wave maps on small asymptotically flat perturbations
of R4 to compact Riemann manifolds was studied by Lawrie [30]. The soli-
ton resolution and asymptotic stability of harmonic maps under wave maps
on H2 to S2 or H2 in the 1-equivariant case were established by Lawrie, Oh,
Shahshahani [31, 32, 34, 35], see also [33] for critical global well-posedness
for wave maps from R×Hd to compact Riemann manifolds with d ≥ 4.
In this paper, we study the asymptotic stability of harmonic maps to
(1.1). The motivation is the so called soliton resolution conjecture in disper-
sive PDEs which claims that every global bounded solution splits into the
superposition of divergent solitons with a radiation part plus an asymptot-
ically vanishing remainder term as t → ∞. The version for wave maps and
hyperbolic Yang-Mills has been verified by Cote [9] and Jia, Kenig [19] for
equivariant maps along a time sequence, see also [20, 21] for exotic-ball wave
maps and [42] for wormholes. Recently Duyckaerts, Jia, Kenig, Merle [11]
obtained the universal blow up profile for type II blow up solutions to wave
maps u : R× R2 → S2 with initial data of energy slightly above the ground
state. For wave maps from R×H2 to H2, Lawrie, Oh, Shahshahani [33, 34]
raised the following soliton resolution conjecture,
Conjecture 1.1 Consider the Cauchy problem for wave map u : R×H2 →
H
2 with finite energy initial data (u0, u1). Suppose that outside some com-
pact subset K of H2 for some harmonic map Q : H2 → H2 we have
u0(x) = Q(x), for x ∈ H2\K.
Then the unique solution (u(t), ∂tu(t)) to the wave map scatters to (Q(x), 0)
as t→∞.
In this paper, we consider the easiest case of Conjecture 1.1, i.e., when
the initial data is a small perturbation of harmonic maps with small energy.
In order to state our main result, we introduce the notion of admissible
harmonic maps.
Definition 1.1. Let D = {z : |z| < 1} with the hyperbolic metric be the
Poincare disk. We say the harmonic map Q : D → D is admissible if Q(D)
is a compact subset of D covered by a geodesic ball centered at 0 of radius
R0, ‖∇kdQ‖L2 < ∞ for k = 0, 1, 2, and there exists some ̺ > 0 such that
e̺r|dQ| ∈ L∞, where r is the distance between x ∈ D and the origin point in
D.
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For any given admissible harmonic mapQ, we define the spaceHk×Hk−1
by (2.8). Our main theorem is as follows.
Theorem 1.1. Fix any R0 > 0. Assume the given admissible harmonic
map Q in Definition 1.1 satisfies
‖dQ‖L2x < µ1, ‖e̺r|dQ|‖L∞x < µ1, ‖∇2dQ‖L∞x + ‖∇dQ‖L∞x < µ1. (1.3)
And assume that the initial data (u0, u1) ∈H3 ×H2 to (1.2) with u0 : H2 →
H
2, u1(x) ∈ Tu0(x)N for each x ∈ H2 satisfy
‖(u0, u1)− (Q, 0)‖H2×H1 < µ2. (1.4)
Then if µ1 > 0 and µ2 > 0 are sufficiently small depending only on R0,
(1.2) has a global solution (u(t), ∂tu(t)) which converges to the harmonic
map Q : H2 → H2 as t→∞, i.e.,
lim
t→∞
sup
x∈H2
dH2 (u(t, x), Q(x)) = 0.
The initial data considered in this paper are perturbations of harmonic
maps in the H2 norm. If one considers perturbations in the energy critical
norm H1, the Sk v.s. Nk norm constructed by Tataru [57] and Tao [54]
should be built for the hyperbolic background.
Remark 1.1 Notice that the limit harmonic map coincides with the un-
perturbed harmonic map in Theorem 1.1. The reason for this coincidence
is that the H2 ×H1 norm assume the initial data coincide with Q at the
infinity, then the uniqueness of harmonic maps with prescribed boundary
map shows the limit harmonic map is exactly the unperturbed one.
Remark 1.2(Examples for the admissible harmonic maps)
Denote D = {z : |z| < 1} to be the Poincare disk. Then any holomorphic
map f : D → D is a harmonic map. If we assume that f(z) can be ana-
lytically extended into a larger disk than the unit disk, then µ1f : D → D
satisfies all the conditions in Definition 1.1 and Theorem 1.1 if 0 < µ1 ≪ 1.
Hence the harmonic maps involved in Theorem 1.1 are relatively rich. See
[Appendix,[37]] for the proof of these facts. It is important to see in theses
examples that the dependence of µ1 on R0 is neglectable.
Remark 1.3(Examples for the perturbations of admissible harmonic maps)
Since we have global coordinates for H2 given by (2.1), the perturbation in
the sense of (1.4) is nothing but perturbations of R2-valued functions.
Since we are dealing with non-equivariant data where the linearization
method seems to be hard to apply, we use the caloric gauge technique in-
troduced by Tao [56] to prove Theorem 1.1. The caloric gauge of Tao was
applied to solve the global regularity of wave maps from R2+1 to Hn in
the heat-wave project. We briefly recall the main idea of the caloric gauge.
Given a solution to the wave map u(t, x) : R1+2 → Hn, suppose that u˜(s, t, x)
solves the heat flow equation with initial data u(t, x){
∂su˜(s, t, x) =
∑2
i=1∇i∂iu˜
u˜(s, t, x) ↾s=0= u(t, x).
Since there exists no nontrivial finite energy harmonic map from R2 to Hn,
one can expect that the corresponding heat flow u˜(s, t, x) converges to a
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fixed point Q as s → ∞. For any given orthonormal frame at the point
Q, one can pullback the orthonormal frame parallel with respect to s along
the heat flow to obtain the frame at u˜(s, t, x), particularly u(t, x) when
s = 0. Then rewriting (1.2) under the constructed frame will give us a
scalar system for the differential fields and connection coefficients. Despite
the fact that the caloric gauge can be viewed as a nonlinear Littlewood-
Paley decomposition, the essential advantage of the caloric gauge is that it
removes some troublesome frequency interactions, which is of fundamental
importance for critical problems in low dimensions.
Generally the caloric gauge was used in the case where no harmonic map
occurs, for instance energy critical geometric wave equations with energy
below the threshold. In our case nontrivial harmonic exists no mater how
small the data one considers. However, as observed in our work [37], the
caloric gauge is still extraordinarily powerful. In fact, denoting the solution
of the heat flow with initial data u(0, x) by U(s, x), it is known that U(s, x)
converges to some harmonic map Q(x) as s→∞. And one can expect that
the solution u(t, x) of (1.2) also converges to the same harmonic map Q(x)
as t →∞. This heuristic idea combined with the caloric gauge reduces the
convergence of solutions to (1.2) to proving the decay of the heat tension
filed.
There are three main ingredients in our proof. The first is to guarantee
that all the heat flows initiated from u(t, x) for different t converge to the
same harmonic map. This enables us to construct the caloric gauge. The
second is to derive the master equation for the heat tension field, which finally
reduces to a linear wave equation with a small magnetic potential. The
third is to design a suitable closed bootstrap program. All these ingredients
are used to overcome the difficulty that no integrability with respect to t
is available for the energy density because the harmonic maps prevent the
energy from decaying to zero as t→∞.
The key for the first ingredient is using the decay of ∂tu along the heat
flow. In order to construct the caloric gauge, one has to prove the heat flow
initiated from u(t, x) converges to the same harmonic map independent of t.
If one only considers t as a smooth parameter, i.e., in the homotopy class,
the corresponding limit harmonic map yielded by the heat flow initiated
from u(t, x) can be different when t varies. Indeed, there exist a family
of harmonic maps {Qλ} which depend smoothly with respect to λ ∈ (0, 1).
Therefore the heat flow with initial data Qλ remains to be Qλ, which changes
according to the variation of λ. This tells us the structure of (1.2) should be
considered. The essential observation is ∂tu decays fast along the heat flow
as s → ∞. By a monotonous property observed initially by Hartman [14]
and the decay estimates of the heat semigroup, we can prove the distance
between the heat flows initiated from u(t1) and u(t2) goes to zero as s→∞.
Therefore the limit harmonic map for the heat flow generated from u(x, t)
are all the same for different t. Similar idea works for the Landau-Lifshitz
flow, see our paper [37]. And we remark that this part can be adapted to
energy critical wave maps form R × H2 to H2 since essentially we only use
the L2x norm of ∂tu in the arguments which is bounded by the energy.
Different from the usual papers on the asymptotic stability, we will not
use the linearization arguments involving spectrum analysis of the linearized
operator and modulation equations. But the master equation appears natu-
rally as a semilinear wave equation with a small magnetic potential. Indeed,
the main equation we need to consider is the nonlinear wave equation for
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the heat tension filed. The point is that although the nonlinear part of this
equation is not controllable, one can separate part of them to be a magnetic
potential with a remainder likely to be controllable. This is why we need
the Strichartz estimates for magnetic wave equations.
The second ingredient is to control the remained terms in the nonlinear
part of the master equation after we separate the magnetic potential away.
In fact, the terms involving one order derivatives of the heat tension filed
can not be controlled only by Strichartz estimates, even if we are working
in the subcritical regularity. In this paper, the one order derivative terms
are controlled by the weighted Strichartz estimates and the exotic Strichartz
estimates owned only by hyperbolic backgrounds compared with the flat
case. These estimates were obtained in the first author’s work [38].
The third ingredient is to close the bootstrap, by which the global space-
time norm bounds of the heat tension field follows. The caloric gauge yields
the gauged equation for the corresponding differential fields φx,t, connection
coefficients Ax,t and the heat tension filed. It has been discovered in Tao [55]
that the key field one needs to study is the heat tension field which satisfies
a semilinear wave equation. And for the small data Cauchy problem of wave
maps on R × H4, Lawrie, Oh, Shahshahani [33] shows in order to close the
bootstrap arguments it suffices to firstly proving a global spacetime bound
for the heat tension filed φs. In our case, since the energy will not decay,
one has to get rid of the inhomogeneous terms which involve only the dif-
ferential fields φx in the master equation. Furthermore, these troublesome
terms involving only φx are much more serious in the study of the equation
of wave map tension filed. This difficulty is overcome by using identities
from intrinsic geometry to gain some cancelation and adding a space-time
bound for |∂tu| on the basis of the bootstrap arguments of [33, 55].
This paper is organized as follows. In Section 2, we recall some notations
and notions and prove an equivalence between the intrinsic and extrinsic
Sobolev norms in some sense. In Section 3, we construct the caloric gauge
and obtain the estimates of the connection coefficients. In Section 4, we we
derive the master equation. In Section 5, we first recall the non-endpoint and
endpoint Strichartz estimates, Morawetz inequality, and weighted Strichartz
estimates for the linear magnetic wave equation. Then we close the bootstrap
and deduce the global spacetime bounds for the heat tension field. In Section
6, we finish the proof of Theorem 1.1. In Section 7, we prove some remaining
claims in the previous sections.
We denote the constants by C(M) and they can change from line to
line. Small constants are usually denoted by δ and it may vary in different
lemmas. A . B means there exists some constant C such that A ≤ CB.
2 Preliminaries
Some standard preliminaries on the geometric notions of the hyperbolic
spaces, Sobolev embedding inequalities and an equivalence relationship for
the intrinsic and extrinsic formulations of the Sobolev spaces are recalled
first. As a corollary we prove the local well-posedness for initial data (u0, u1)
in the H3 ×H2 regularity and a conditional global well-posedness proposi-
tion. In addition, the smoothing effect of heat semigroup is recalled.
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2.1 The global coordinates and definitions of the function
spaces
The covariant derivative in TN is denoted by ∇˜, the covariant derivative
induced by u in u∗(TN) is denoted by ∇. We denote the Riemann curvature
tension of N by R. The components of Riemann metric are denoted by hij
for M and gij for N respectively. The Christoffel symbols on M and N are
denoted by Γkij and Γ
k
ij respectively.
We recall some facts on hyperbolic spaces. Let R1+2 be the Minkowski
space with Minkowski metric −(dx0)2 + (dx1)2 + (dx2)2. Define a bilinear
form on R1+2 × R1+2,
[x, y] = x0y0 − x1y1 − x2y2.
The hyperbolic space H2 is defined by
H
2 = {x ∈ R2+1 : [x, x] = 1 and x0 > 0},
with a Riemannian metric being the pullback of the Minkowski metric by
the inclusion map ι : H2 → R1+2. By Iwasawa decomposition we have a
global system of coordinates. Indeed, the diffeomorphism Ψ : R × R → H2
is given by
Ψ(x1, x2) = (coshx2 + e
−x2 |x1|2/2, sinhx2 + e−x2 |x1|2/2, e−x2x1). (2.1)
The Riemannian metric with respect to this coordinate system is given by
e−2x2(dx1)
2 + (dx2)
2.
The corresponding Christoffel symbols are
Γ12,2 = Γ
2
2,1 = Γ
2
2,2 = Γ
1
1,1 = 0; Γ
1
2,1 = −1, Γ21,1 = e−2x2 . (2.2)
For any (t, x) and u : [0, T ] × H2 → H2, we define an orthonormal frame at
u(t, x) by
Θ1(u(t, x)) = e
u2(t,x) ∂
∂y1
; Θ2(u(t, x)) =
∂
∂y2
. (2.3)
where (u1, u2) denotes the coordinate of u given by (2.1). Throughout this
paper we will use coordinates (2.1) for both the target manifold
N = H2 and the starting manifold M = H2. Recall also the identity for
Riemannian curvature on N = H2
R(X,Y )Z = ∇˜X∇˜Y Z − ∇˜Y ∇˜XZ − ∇˜[X,Y ]Z = 〈X,Z〉Y − 〈Y,Z〉X. (2.4)
We have a useful identity for X,Y,Z ∈ u∗(TN)
∇i (R (X,Y )Z) = R (X,∇iY )Z +R (∇iX,Y )Z +R (X,Y )∇iZ. (2.5)
For simplicity, denote (X ∧ Y )Z = 〈X,Z〉Y − 〈Y,Z〉X.
Let Hk(H2;R) be the usual Sobolev space for scalar functions defined on
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manifolds. We also recall the norm of Hk:
‖f‖2Hk =
k∑
l=1
‖∇lf‖2L2x ,
where ∇lf is the covariant derivative. For maps u : H2 → H2, we define the
intrinsic Sobolev semi-norm Hk by
‖u‖2
Hk
=
k∑
i=1
∫
H2
|∇i−1du|2dvolh.
The map u : H2 → H2 is associated with a vector-valued function u : H2 →
R
2 by (2.1). Indeed, the vector (u1(x), u2(x)) is defined by Ψ(u1(x), u2(x)) =
u(x) for any x ∈ H2 . Let Q : H2 → H2 be an admissible harmonic map in
Definition 1.1. Then the extrinsic Sobolev space is defined by
HkQ = {u : u1 −Q1(x), u2 −Q2(x) ∈ Hk(H2;R)}, (2.6)
where (Q1(x), Q2(x)) ∈ R2 is the corresponding components of Q(x) under
the coordinate (2.1). Denote the set of smooth maps which coincide with Q
outside of some compact subset ofM = H2 by D. Let HkQ be the completion
of D under the metric given by
distk,Q(u,w) =
2∑
j=1
‖uj − wj‖Hk(H2;R), (2.7)
where u,w ∈ HkQ. Since C∞c (H2;R) is dense in Hk(H2;R) (see Hebey [16]),
HkQ coincides with HkQ. And for simplicity, we write Hk without confusions.
If u is a map from R×H2 to H2, we define the space Hk ×Hk−1 by
Hk ×Hk−1 =
u :
2∑
j=1
‖uj −Qj‖Hk(H2;R) + ‖∂tuj‖Hk−1(H2;R) <∞
 .
(2.8)
The distance in Hk ×Hk−1 is given by
distHk×Hk−1(u,w) =
2∑
j=1
‖uj − wj(x)‖Hk + ‖∂tuj − ∂twj‖Hk−1 . (2.9)
2.2 Sobolev embedding and Equivalence lemma
The Fourier transform on hyperbolic spaces takes proper functions defined
on H2 to functions defined on R × S1, see Helgason [15] for details. The
operator (−∆) s2 is defined by the Fourier multiplier λ→ (14 +λ2)
s
2 . We now
recall the Sobolev inequalities of functions in Hk.
Lemma 2.1. If f ∈ C∞c (H2;R), then for 1 < p <∞, p ≤ q ≤ ∞, 0 < θ < 1,
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1 < r < 2, r ≤ l <∞, α > 1, the following inequalities hold
‖f‖L2 . ‖∇f‖L2 (2.10)
‖f‖Lq . ‖∇f‖θL2 ‖f‖1−θLp when
1
p
− θ
2
=
1
q
(2.11)
‖f‖Ll . ‖∇f‖Lr when
1
r
− 1
2
=
1
l
(2.12)
‖f‖L∞ .
∥∥∥(−∆)α2 f∥∥∥
L2
when α > 1 (2.13)
‖∇f‖Lp ∼
∥∥∥(−∆) 12 f∥∥∥
Lp
. (2.14)
For the proof, we refer to Bray [5] for (2.11), Ionescu, Pausader, Staffilani
[18] for (2.12), Hebey [16] for (2.13), see also Lawrie, Oh, Shahshahani [33].
(2.14) is obtained in [50].
We also recall the diamagnetic inequality which sometimes refers to
Kato’s inequality (see [33]) and a more generalized Sobolev inequality (see
[Proposition 2.2,[2]]).
Lemma 2.2. (a) If T is a tension field defined on H2, then in the distribution
sense, one has the diamagnetic inequality
|∇|T || ≤ |∇T |. (2.15)
(b) Let 1 < p, q < ∞ and σ1, σ2 ∈ R such that σ1 − σ2 ≥ n/p − n/q ≥ 0.
Then for all f ∈ C∞c (Hn;R)
‖(−∆)σ2f‖Lq . ‖(−∆)σ1f‖Lp .
Remark 2.1. Lemma 2.1 and (2.15) have several useful corollaries, for
instance for f ∈ H2
‖f‖L∞x . ‖∇2f‖L2x (2.16)
‖f‖L2x . ‖∇2f‖L2x . (2.17)
The intrinsic and extrinsic formulations are equivalent in the following
sense, see [Section 2, [37]].
Lemma 2.3. Suppose that Q is an admissible harmonic map in Definition
1.1. If u ∈HkQ then for k = 2, 3
‖u‖Hk
Q
∼ ‖u‖Hk , (2.18)
in the sense that there exist continuous functions P,Q such that
‖u‖HkQ ≤ P(‖u‖Hk )C(R0, ‖u‖H2) (2.19)
‖u‖Hk ≤ Q(‖u‖Hk
Q
)C(R0, ‖u‖H2Q). (2.20)
Lemma 2.3 and its proof imply the following corollary, by which we can
view Theorem 1.1 as a small data problem in the intrinsic sense. The proof
of Corollary 2.1 is presented in Section 7.
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Corollary 2.1. If (u0, u1) belongs to H
3 × H2 satisfying (1.4) then for
0 < µ1 ≤ 1, 0 < µ2 ≤ 1
‖∇du0‖L2 + ‖∇u1‖L2 + ‖du‖L2 + ‖u1‖L2 ≤ C(R0)µ2 + C(R0)µ1. (2.21)
Lemma 2.4. We have the decay estimates for heat equations on H2:
‖es∆H2f‖L∞x . e−
s
4 s−1‖f‖L1x (2.22)
‖es∆H2f‖L2x . e−
s
4 ‖f‖L2x (2.23)
‖es∆H2f‖Lpx . s
1
p
− 1
r ‖f‖Lrx , (2.24)
‖es∆H2 (−∆H2)αf‖Lqx . s−αe−δs‖f‖Lqx , (2.25)
where 1 ≤ r ≤ p ≤ ∞, α ∈ [0, 1], 1 < q <∞, 0 < δ ≪ 1.
Proof. (2.22) and (2.24) are known in the literature, see [37, 8]. (2.23)
is a corollary of the spectral gap of 14 for −∆H2 . The s−α part of (2.25)
follows by interpolation between the three estimates of [Lemma 2.11,[33]].
Thus it suffices to prove (2.25) for s large. The case of (2.25) when α = 0
follows by directly estimating the heat kernel given in [4]. Since one has
es∆(−∆)αf = e s2∆e s2∆(−∆)αf , by applying the exponential decay Lp − Lp
estimate to the first e
s
2
∆ and the s−α decay of Lp → (−∆)αLp for the second
e
s
2
∆ proved just now, we obtain the full (2.25).
The R2 version of the following lemma was proved in [Lemma 2.5,[56]].
We remark that the same arguments work in the H2 case, because the proof
in [56] only uses the decay estimate (2.24) and the self-ajointness of et∆R2 ,
which are also satisfied by et∆H2 .
Lemma 2.5. For f ∈ L2x defined on H2, one has∫ ∞
0
‖es∆H2f‖2L∞x ds . ‖f‖2L2x .
Without confusion, we will always use ∆ instead of ∆H2 .
2.3 The Local and conditional global well-posedness
We quickly sketch the local well-posedness and conditional global well-posedness
for (1.2). The local well-posedness of (1.2) for (u0, u1) ∈ H3 ×H2 is stan-
dard by fixed point argument. Thus we present the following lemma with a
rough proof.
Lemma 2.6. For any initial data (u0, u1) ∈ H3 ×H2, there exists T > 0
depending only on ‖(u0, u1)‖H3×H2 such that (1.2) has a unique local solution
(u, ∂tu) ∈ C([0, T ];H3 ×H2).
Proof. In the coordinates (2.1), (1.2) can be written as the following semi-
linear wave equation
∂2uk
∂t2
−∆uk + Γkij
∂ui
∂t
∂uj
∂t
− hijΓkmn
∂um
∂xi
∂un
∂xj
= 0. (2.26)
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Notice that H3 and H2 are embedded to L∞ as illustrated in Remark 9.1,
we can prove the local well-posedness of (2.26) by the standard contradiction
mapping argument in the complete metric space H3 ×H2 with the metric
given by
dist(u,w) =
2∑
j=1
‖uj − wj‖H3 +
2∑
j=1
‖∂tuj − ∂twj‖H2 .
Moreover we can obtain the blow-up criterion: T∗ > 0 is the lifespan of
(2.26) if and only if
lim
t→T∗
‖(u(t, x), ∂tu(t, x))‖H3×H2 =∞. (2.27)
The conditional global well-posedness is given by the following proposi-
tion. We remark that in the flat case M = Rd, 1 ≤ d ≤ 3, Theorem 7.1 of
Shatah, Struwe [45] gave a local theory for Cauchy problem in H2 ×H1.
Proposition 2.1. Let (u0, u1) ∈ H3 ×H2 be the initial data of (1.2), T∗
is the maximal lifespan determined by Lemma 2.6. If the solution (u, ∂tu)
satisfies uniformly for all t ∈ [0, T∗)
‖∇du‖L2x + ‖du‖L2x + ‖∇∂tu‖L2x + ‖∂tu‖L2x ≤ C1, (2.28)
for some C1 > 0 independent of t ∈ [0, T∗) then T∗ =∞.
Proof. By the local well-posedness in Lemma 2.6, it suffices to obtain a
uniform bound for ‖(u, ∂tu)‖H3×H2 with respect to t ∈ [0, T ]. By Lemma
2.3, it suffices to prove the intrinsic norms are uniformly bounded up to
order three. We first point out a useful inequality which can be verified by
integration by parts
‖∇2du‖2L2x . ‖∇τ(u)‖
2
L2x
+ ‖du‖6L6x + ‖∇du‖
2
L4x
‖du‖2L4x + C(‖u‖
2
H2
), (2.29)
where τ(u) denotes the tension field which in the local coordinates is written
as
τ(u) =
(
∆uk + hpqΓ
k
ij
∂ui
∂xp
∂uj
∂xq
)
∂
∂yk
.
Thus (2.29), Gagliardo-Nirenberg inequality and Young inequality further
yield
‖∇2du‖2L2x . P(‖u‖
2
H2
) + ‖∇τ(u)‖2L2x , (2.30)
where P(x) is some polynomial. Define
E3(u, ∂tu) =
1
2
∫
H2
|∇τ(u)|2dvolh + 1
2
∫
H2
∣∣∇2∂tu∣∣2dvolh.
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Then integration by parts yields
d
dt
E3(u, ∂tu) =
∫
H2
hii 〈∇t∇iτ(u),∇iτ(u)〉dvolh
+
∫
H2
hiihjj
〈
∇t∇i∇j∂tu− Γkij∇k∂tu,∇i∇j∂tu− Γkij∇k∂tu
〉
dvolh.
Furthermore we have∫
H2
hiihjj
〈
∇t∇i∇j∂tu− Γkij∇k∂tu,∇i∇j∂tu− Γkij∇k∂tu
〉
dvolh
=
∫
H2
hiihjj
〈
∇i∇j∇t∂tu− Γkij∇k∂tu,∇i∇j∂tu− Γkij∇k∂tu
〉
dvolh
+
∫
H2
O
( |∇∂tu| ∣∣∇2∂tu∣∣ )dvolh +O( ∫
H2
|du| |∂tu| |∇∂tu|
∣∣∇2∂tu∣∣ dvolh)
+
∫
H2
O
( |∇∂tu| ∣∣∇2∂tu∣∣ )dvolh + ∫
H2
O
(|du|2|∂tu|2 ∣∣∇2∂tu∣∣ )dvolh
+
∫
H2
O
(|∂tu|2 |∇du| ∣∣∇2∂tu∣∣ )dvolh
Since u solves (1.2), ∇t∂tu = τ(u). Then by integration by parts the leading
term can be expanded as∫
H2
hiihjj
〈
∇i∇j∇t∂tu,∇i∇j∂tu− Γkij∇k∂tu
〉
dvolh
=
∫
H2
hiihjj
〈
∇i∇jτ(u),∇i∇j∂tu− Γkij∇k∂tu
〉
dvolh
= −
∫
H2
hii 〈∇iτ(u),∇t∇iτ(u)〉dvolh +
∫
H2
O
( |∇τ(u)| |du| |∂tu| |τ(u)| )dvolh
+
∫
H2
O
( |∇τ(u)| ∣∣∇2u∣∣ |du| |∂tu| )dvolh + ∫
H2
O
( |∇τ(u)| |∂tu| |du|2)dvolh
+
∫
H2
O
( |∇τ(u)| |∇∂tu| |du|2)dvolh + ∫
H2
O
( |∇τ(u)| |∂tu| |du|3)dvolh
+
∫
H2
O
( |∇∂tu| |∇τ(u)| )dvolh.
Thus we conclude
d
dt
E3(u, ∂tu)
≤ ‖du‖L8x‖∂tu‖L4x‖∇∂tu‖L8x
∥∥∇2∂tu∥∥L2x + ‖∇∂tu‖L2x∥∥∇2∂tu∥∥L2x
+
∥∥∇2∂tu∥∥L2x ‖du‖2L8x ‖∂tu‖2L8x + ‖∇du‖L6x ‖∂tu‖2L6x ∥∥∇2∂tu∥∥L2x
+ ‖∇τ(u)‖L2x‖∇du‖L6x‖du‖L6x‖∂tu‖L6x + ‖∇τ(u)‖L2x‖∇du‖L4x ‖du‖
2
L8x
+ ‖∇τ(u)‖L2x ‖du‖
3
L12x
‖∂tu‖L4x + ‖∇τ(u)‖L2x‖∂tu‖L6x‖τ(u)‖L6x‖du‖L6x
+ ‖∇τ(u)‖L2x‖∂tu‖L6x ‖du‖
2
L8x
+ ‖∇τ(u)‖L2x‖∇∂tu‖L2x + ‖∇τ(u)‖L2x
∥∥∇2∂tu∥∥L2x .
12
Hence Young’s inequality, Sobolev embedding and (2.29), (2.30) give
d
dt
E3(u, ∂tu) ≤ CE3(u, ∂tu) + C.
where C depends only on C1 in (2.28). Thus Gronwall shows
E3(u, ∂tu) ≤ eCt(E3(u0, u1) + C).
If T∗ <∞ this contradicts with (2.27).
2.4 Geometric identities related to Gauges
Let {e1(t, x), e2(t, x)} be an orthonormal frame for u∗(TH2). Let φα =
(ψ1α, ψ
2
α) for α = 0, 1, 2 be the components of ∂t,xu in the frame {e1, e2}, i.e.,
φjα = 〈∂αu, ej〉 .
For given R2-valued function φ defined on [0, T ] × H2, associate φ with a
tangent filed eφ on u∗(TN) by
φ↔ eφ =
2∑
j=1
φjej , (2.31)
The map u induces a covariant derivative on the trivial boundle ([0, T ] ×
H
2,R2) defined by
Dαφ = ∂αφ+ [Aα]φ,
where the coefficient matrix is defined by
[Aα]
k
j = 〈∇αej, ek〉 .
It is easy to check the torsion free identity
Dαφβ = Dβφα, (2.32)
and the commutator identity
e[Dα,Dβ ]φ = e(∂αAβ − ∂βAα)φ+ e[Aα, Aβ ]φ = R(u)(∂αu, ∂βu)(eφ).
(2.33)
In the two dimensional case, (2.33) can be further simplified to
e[Dα,Dβ ]φ = e(∂αAβ − ∂βAα)φ = R(u)(∂αu, ∂βu)(eφ). (2.34)
Remark 2.1 Sometimes in the same line, we will use both the intrinsic
quantities such as R(∂tu, ∂su) and frame dependent quantities such as φi.
This will not cause trouble by remembering the correspondence (2.31). And
we define a matrix valued function a ∧ b by
(a ∧ b)c = 〈a, c〉b− 〈b, c〉a, (2.35)
where a,b, c are vectors on R2. It is easy to see (2.35) coincide with (2.4)
by letting X = a1e1 + a2e2, Y = b1e1 + b2e2, Z = c1e1 + c2e2. Hence (2.34)
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can be written as
[Dα,Dβ ]φ = (φα ∧ φβ)φ (2.36)
Lemma 2.7. With the notions and notations given above, (1.2) can be writ-
ten as
Dtφt − hijDiφj + hijΓkijφk = 0 (2.37)
Proof. In the intrinsic formulation, (1.2) can be written as
∇t∂tu−
(
∇xi∂xju− u∗(∇ ∂
∂xi
∂
∂xj
)
)
hij = 0.
Expanding ∇i∂ju and u∗(∇i∂j) by the frame {ei}2i=1 yields
hij∇i∂ju− hiju∗(∇ ∂
∂xi
∂
∂xj
) =
∑2
l=1
hij∇i (〈∂ju, el〉 el)− Γki,jhij∂ku
= hij
(
∂iψ
p
j ep + [Ai]
p
l ψ
l
jep
)
− Γki,jhijψlkel = ehij (Diφj)− eΓki,jhijφk
And ∇t∂tu is expanded as
∇t∂tu =
∑2
l=1
∇t (〈∂tu, el〉 el) =
(
∂tφ
p
0ep + [A0]
p
l φ
l
0ep
)
= e (D0φ0) .
Hence (2.37) follows.
3 Caloric Gauge
Denote the space C([0, T ];H3 × H2) by XT . The caloric gauge was first
introduced by Tao [56] for the wave maps from R2+1 to Hn. We give the
definition of the caloric gauge in our setting.
Definition 3.1. Let u(t, x) : [0, T ]×H2 → H2 be a solution of (1.2) in XT .
Suppose that the heat flow initiated from u0 converges to a harmonic map
Q : H2 → H2. Then for a given orthonormal frame Ξ(x) , {Ξj(Q(x))}2j=1
which spans the tangent space TQ(x)H
2 for any x ∈ H2, by saying a caloric
gauge we mean a tuple consisting of a map u˜ : R+ × [0, T ] × H2 → H2 and
an orthonormal frame Ω , {Ωj(u˜(s, t, x))}2j=1 such that
∂su˜ = τ(u˜)
∇sΩj = 0
lim
s→∞
Ωj = Ξj
(3.1)
where the convergence of frames is defined by{
lim
s→∞
u˜(s, t, x) = Q(x)
lim
s→∞
〈Ωi(s, t, x),Θj(u˜(s, t, x))〉 = 〈Ξi(Q(x)),Θj(Q(x))〉 (3.2)
The remaining part of this section is devoted to the existence of the
caloric gauge.
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3.1 Warming up for the heat flows
In this subsection, we prove the estimates needed for the existence of the
caloric gauge and the bounds for connection coefficients.
The equation of the heat flow is given by{
∂su = τ(u)
u(0, x) = v(x)
(3.3)
The energy density e is defined by
e(u) =
1
2
|du|2.
The following lemma is due to Li, Tam [36]. (3.6), (3.7) are proved in
[37].
Lemma 3.1. Given initial data v : H2 → H2 with bounded energy density,
suppose that τ(v) ∈ Lpx for some p > 2 and the image of H2 under the map
v is contained in a compact subset of H2. Then the heat flow equation (3.3)
has a global solution u. Moreover for some K,C > 0, we have
(∂s −∆)|du|2 + 2|∇du|2 ≤ K|du|2 (3.4)
(∂s −∆)|∂su|2 + 2|∇∂su|2 ≤ 0 (3.5)
(∂s −∆)|∂su| ≤ 0 (3.6)
(∂s −∆)(|du|e−Cs) ≤ 0. (3.7)
Consider the heat flow from H2 to H2 with a parameter{
∂su˜ = τ(u˜)
u˜(s, t, x) ↾s=0= u(t, x)
(3.8)
We will give two types of estimates of ∇k∂su˜,∇k∂xu˜ in the following.
One is the decay of ‖∇k∂su˜‖L2x as s → ∞ which can be easily proved via
energy arguments. The other is the global boundedness of ‖∂xu˜‖L∞x away
from s = 0 and the decay of ‖∇k∂su˜‖L∞x as s → ∞, both of which need
additional efforts. And we will prove the decay estimates with respect to
s for ‖∂tu˜‖L∞x ⋂L2x , which is the key integrability gain to compensate the
loss of decay of ∂xu˜. We start with the estimate of ‖du˜‖L∞x which is the
cornerstone for all other estimates.
Remark 3.1. The following inequality which can be verified by Moser it-
eration is known in the heat flow literature: If v is a nonnegative function
satisfying
∂tv −∆v ≤ 0,
then for t ≥ 1,
v(x, t) ≤
∫ t
t−1
∫
B(x,1)
v(y, s)dvolyds.
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Introduce the norm:
‖u(t, x)‖XT =‖∇du‖C([0,T ];L2x) + ‖∇∂tu‖C([0,T ];L2x)
+ ‖du‖C([0,T ];L2x) + ‖∂tu‖C([0,T ];L2x). (3.9)
Trivial applications of Remark 3.1, (3.7) and the non-increasing of the energy
along the heat flow give the bounds for ‖du˜‖L∞x . See also [37] for another
proof.
Lemma 3.2. Let (u, ∂tu) solve (1.2) in XT (see (3.9) ) with ‖u‖XT ≤ M .
If u˜ is the solution to (3.8) with initial data u(t, x), then we have uniformly
for t ∈ [0, T ], s ∈ [1,∞)
‖du˜(s, t, x)‖L∞x . ‖du(t, x)‖L2x , (3.10)
The decay of ‖∇k∂su˜‖L2x follows from an energy argument and the bound
of the energy density provided by (3.10).
Lemma 3.3. Let (u, ∂tu) ∈ XT with ‖u‖XT ≤ M , then for some universal
constant δ > 0 the solution u˜(s, t, x) to heat flow (3.8) satisfies
‖∂su˜(s, t, x)‖L2x . e−δsMC(M), for s > 0 (3.11)
‖∇∂su˜(s, t, x)‖L2x . e−δsMC(M), for s ≥ 2 (3.12)∫ ∞
0
‖∇∂su˜(s, t, x)‖2L2xds .MC(M). (3.13)
for all t ∈ [0, T ]. The constant C(M) grows polynomially as M grows.
Proof. First we notice that (3.5), (2.22) and maximum principle yield
‖∂su˜(s, t, x)‖L2x . e−
s
4‖∂su˜(0, t, x)‖L2x (3.14)
‖∂su˜(s, t, x)‖L∞x . s−1e−
s
4‖∂su˜(0, t, x)‖L2x . (3.15)
We introduce three energy functionals:
E1(u˜) = 1
2
∫
H2
|∇u˜|2dx, E2(u) = 1
2
∫
H2
|∂su˜|2dvolh, E3(u) = 1
2
∫
H2
|∇∂su˜|2dvolh.
By integration by parts and (3.8), we have
d
ds
E1(u˜) = −
∫
H2
|τ(u˜)|2dvolh.
Thus the energy is decreasing with respect to s and
‖du˜‖2L2x +
∫ s
0
‖∂su˜‖2L2x ≤ E1(u0). (3.16)
The non-positive sectional curvature assumption with integration by parts
yields
‖∇du˜(s)‖2L2x ≤ ‖τ(u˜(s))‖
2
L2x
+ ‖du˜‖2L2x
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Hence by (3.16), (3.8) we conclude
‖u˜‖2
H2
+
∫ s
0
‖∂su˜‖2L2xds . ‖u0‖
2
H2
. (3.17)
Again by (3.8) and integration by parts, one has
d
ds
E2(u˜) =
∫
H2
〈∇s∂su˜, ∂su˜〉dvolh =
∫
H2
〈∇sτ(u˜), ∂su˜〉dvolh
≤ −
∫
H2
〈∇∂s(u˜),∇∂su˜〉dvolh + C
∫
H2
|du˜|2|∂su˜|2dvolh. (3.18)
Integrating (3.18) with respect to s in (s1, s2) for any 1 < s1 < s2, we infer
from (3.15) and (3.16) that
E2(u˜(s2))− E2(u˜(s1)) +
∫ s2
s1
E3(u˜(s))ds . ‖du˜‖2L∞s L2x
∫ s2
s1
‖∂su˜‖2L∞x ds .M
4e−δs1 .
(3.19)
Then by (3.14) we have for 1 < s < s1 < s2 and any t ∈ [0, T ]∫ s2
s1
‖∇∂su˜(τ, t, x)‖2L2xdτ .M
2e−δs. (3.20)
Integration by parts and (3.8) yield
d
ds
E3(u˜(s))
≤ −
∫
H2
(∣∣∇2∂su˜∣∣2 + C |du˜| |∇∂su˜| |∂su˜|2 +C |du˜| |∇∂su˜| |∂su˜|2)dvolh
+ C
∫
H2
(|du˜|3 |∂tu˜| |∇∂tu˜|+ C ∣∣∇2u˜∣∣ |du˜| |∂tu˜| |∇∂tu˜|+ C|∂tu˜|2|du˜|4)dvolh
+ C
∫
H2
(|∇∂tu˜|2|du˜|2 +C|du˜|2 ∣∣∇2∂tu˜∣∣ |∂tu˜| )dvolh. (3.21)
By Ho¨lder, (3.20), (3.15), we see for 1 < s < s1 < s2 and any t ∈ [0, T ]∫ s2
s1
∫
H2
|du˜| |∇∂su˜| |∂su˜|2dvolhds
. ‖∂su˜‖2L4sL∞x ([s1,s2]×H2) ‖du˜‖L∞s L2x([s1,s2]×H2)‖∇∂su˜‖L2sL2x([s1,s2]×H2)
.M4e−δs1 .
Similarly we have from (3.20), (3.15), (3.10) that for 1 < s < s1 < s2 and
any t ∈ [0, T ]∫ s2
s1
∫
H2
|du˜|3 |∇∂su˜| |∂su˜| dvolhds
. ‖du˜‖3L∞s L∞x ([s1,s2]×H2) ‖∇∂su˜‖L2sL2x([s1,s2]×H2)‖∂su˜‖L2sL2x([s1,s2]×H2)
.M5e−δs1 .
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And similarly we obtain for 1 < s < s1 < s2 and all t ∈ [0, T ]∫ s2
s1
∫
H2
|∇du˜| |du˜| |∂su˜| |∇∂su˜|dvolhds
. ‖du˜‖L∞s L∞x ‖∂su˜‖L2sL∞x ‖∇du˜‖L∞s L2x‖∇∂su˜‖L2sL2x
.M4e−δs1 ,
where the integrand domains are [s1, s2] × H2. The remaining three terms
in (3.21) are easier to bound. In fact, Sobolev embedding, (3.15) and (3.17)
show∫ s2
s1
∫
H2
|∇u˜|4|∂su˜|2dvolhds ≤ ‖∂su˜‖2L2sL∞x ‖∇du˜‖
4
L∞s L
2
x
≤M6e−δs1 .
Similarly we obtain∫ s2
s1
∫
H2
|du˜|2|∇∂su˜|2dvolhds ≤ ‖∇∂su˜‖2L2sL2x ‖du˜‖
2
L∞s L
∞
x
≤M4e−δs1 .
The last remaining term in (3.21) is absorbed by the negative term on the
left. Indeed, for sufficiently small η > 0∫ s2
s1
∫
H2
|du˜|2 ∣∣∇2∂su˜∣∣ |∂su˜|dvolhds
. η
∥∥∇2∂su˜∥∥2L2sL2x([s1,s2]×H2) + η−1 ‖du˜‖4L∞s L∞x ‖∂su˜‖2L2sL2x
. η
∥∥∇2∂su˜∥∥2L2sL2x + η−1M6e−δs1 .
(3.17) implies that there exists s0 ∈ (1, 2) such that∫
H2
|∇∂su|2(s0, t, x)dvolh ≤M2. (3.22)
Hence applying (2.10) and Gronwall inequality to (3.21), we have for s > s0∫
H2
|∇∂su˜|2(s, t, x)dvolh
. e−δ(s−s0)
∫
H2
|∇∂su˜|2(s0, t, x)dvolh +MC(M)
∫ s
s0
e−δ(s−τ)e−δτdτ
.MC(M)
(
e−δ(s−s0) + e−δs(s− s0)
)
. (3.23)
Since s0 ∈ (1, 2), we have verified (3.12) for s ≥ 2. (3.13) follows directly
from (3.12), (3.17) and integrating (3.18) with respect to s.
We then prove the pointwise decay of |∇∂su˜| with respect to s. First
we need the Bochner formula for high derivatives of u˜ along the heat flow.
The proof of following four lemmas is direct calculations with the Bochner
technique. Considering that the proof is quite standard, we state the results
without detailed calculations.
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Lemma 3.4. Let u˜ be a solution to heat flow equation. Then |∇∂su˜|2 satis-
fies
∂s|∇∂su˜|2 −∆|∇∂su˜|2 + 2
∣∣∇2∂su˜∣∣2 . |∇∂su˜|2 + |∂su˜| |du˜|3 |∇∂su˜|
+ |∇∂su˜|2|du˜|2 + |∂su˜| |∇du˜| |∇∂su˜| |du˜| .
(3.24)
Lemma 3.5. Let u˜ be a solution to heat flow equation, then we have
∂s|∇du˜|2 −∆|∇du˜|2 + 2
∣∣∇2du˜∣∣2 . |∇du˜|2 + |du˜|2|∇du˜|2
+ |du˜|2 + |du˜|4 |∇du˜| . (3.25)
Lemma 3.6. Let u˜ be a solution to heat flow equation. Then |∇∂tu˜|2 satis-
fies
(∂s −∆)|∂tu˜|2 = −2|∇∂tu˜|2 −R(u˜)(∇u˜, ∂tu˜,∇u˜, ∂tu˜) ≤ 0. (3.26)
∂s|∇∂tu˜|2 −∆|∇∂tu˜|2 + 2
∣∣∇2∂tu˜∣∣2 . |∇∂tu˜|2 + |∂su˜| |du˜|2 |∇∂tu˜|
+ |du˜|3 |∂tu˜| |∇∂tu˜|+ |du˜| |∂tu˜| |∇du˜| |∇∂tu˜|+ |∇∂tu˜|2|du˜|2. (3.27)
Lemma 3.7. Let u˜ be a solution to heat flow equation, then
∂s|∇t∂su˜|2 −∆|∇t∂su˜|2 + 2|∇∇t∂su˜|2 . |∇t∂su˜|2 + |∇du˜| |∂tu˜| |∇t∂su˜| |∂su˜|
+ |∇t∂su˜| |∇∂su˜| |∂tu˜| |du˜|+ |∇∂tu˜| |∂su˜| |∇t∂su˜| |du˜|+ |∇t∂su˜|2|du˜|2.
(3.28)
We have previously seen that the bound of ‖du˜‖L∞ is useful for bounding
‖∇∂su˜‖L2 . In order to bound ‖∇∂su˜‖L∞ , it is convenient if one has a bound
for ‖∇du˜‖L∞ firstly.
Lemma 3.8. If (u(t, x), ∂tu(t, x)) is a solution to (1.2) with ‖u(t, x)‖XT ≤
M . Then for s ≥ 2
‖∇du˜‖L∞x .MC(M). (3.29)
Proof. The proof of (3.29) is also based on Remark 3.1. One can rewrite
(3.25) by Young inequality in the following form
∂s|∇du˜|2 −∆|∇du˜|2 + 2
∣∣∇2du˜∣∣2 ≤ C (1 + |du˜|2) |∇du˜|2 + |du˜|2 + |du˜|8.
Since for s ≥ 1, ‖du˜‖L∞ .M , ‖∂su˜‖L∞ .M , let r(s, t, x) = |∇du˜|2+M2+
M8, then we have
∂sr −∆r ≤ C
(
M2 + 1
)
r.
Let v = e−C(M
2+1)sr. For s ≥ 2, it is obvious that v satisfies
∂sv −∆v ≤ 0.
By Remark 3.1, we deduce for d(x, y) ≤ 1, s ≥ 2
v(s, t, x) .
∫ s
s−1
∫
B(x,1)
v(τ, t, y)dτdvoly .
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Thus by ‖u‖H2 ≤M and (3.17), we conclude
|∇du˜|2 (s, t, x) .MC(M).
Hence (3.29) follows.
Now we prove the decay of ‖∇∂su˜‖L∞x as s→∞.
Lemma 3.9. If (u, ∂tu) is a solution to (1.2) in XT with ‖u(t, x)‖XT ≤M .
Then for some universal constant δ > 0
‖∇∂su˜‖L∞x .MC(M)e−δs, for s ≥ 1. (3.30)
Proof. By (3.15), for s ≥ 1
‖∂su˜‖L∞x . e−δsM. (3.31)
We can rewrite (3.24) by Young inequality as
∂s|∇∂su˜|2 −∆|∇∂su˜|2 ≤ (1 + |du˜|2)|∇∂su˜|2 + |du˜|6|∂su˜|2 + |du˜|2|∇du˜|2|∂su˜|2.
(3.32)
Let g(s, t, x) = |du˜|6|∂su˜|2 + |du˜|2|∇du˜|2|∂su˜|2, then by Lemma 3.2, Lemma
3.3 and (3.31), g(s, t, x) ≤ C(M)Me−δs for s ≥ 1. Let f(s, t, x) = |∇∂su˜|2 (s, t, x)+
1
δC(M)Me
−δs, then
∂sf −∆f ≤ C
(
M2 + 1
)
f.
Then v¯ = e−C(M
2+1)sf satisfies
∂sv¯ −∆v¯ ≤ 0.
Applying Remark 3.1 to v¯ as before implies
|∇∂su˜|2 (s, t, x)+1
δ
C(M)Me−δs ≤
∫ s
s−1
∫
H2
|∇∂su˜ (τ, t, y)|2dvolhdτ+C(M)Me−δs.
Therefore, (3.30) follows from∫ s
s−1
∫
H2
|∇∂su˜ (τ, t, y)|2dvolhdτ .MC(M)e−δs, (3.33)
which arises from (3.12).
We move to the decay for |∂tu˜| with respect to s.
Lemma 3.10. If (u, ∂tu) is a solution to (1.2) in XT with ‖u(t, x)‖XT ≤M .
Then
‖∂tu˜‖L2x .MC(M)e−δs, for s > 0 (3.34)
‖∂tu˜‖L∞x .MC(M)e−δs, for s ≥ 1 (3.35)∫ ∞
0
‖∇∂tu˜‖2L2xds .MC(M), (3.36)
‖∇∂tu˜‖L∞x .MC(M)e−δs, for s ≥ 1. (3.37)
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Proof. The maximum principle and (2.22) imply
‖∂tu˜(s, t, x)‖2L∞x ≤ s−2e−δs ‖∂tu˜(0, t, x)‖
2
L2x
. (3.38)
Moreover further calculations with (3.26) show
(∂s −∆)|∂tu˜| ≤ 0.
Thus maximum principle and (2.23) give
‖∂tu˜(s, t, x)‖L2x . e−
1
4
s‖∂tu‖L2x ≤M. (3.39)
Therefore, (3.34) and (3.35) follow from (3.38) and (3.39) respectively. Sec-
ond, we prove (3.36) by energy arguments. Introduce the energy functionals
E4(u˜) = 1
2
∫
H2
|∂tu˜|2dvolh, E5(u˜) =
∫
H2
|∇∂tu˜|2dvolh.
Then integration by parts gives
d
ds
E4 (u˜) + E5 (u˜) ≤
∫
H2
|du˜|2|∂tu˜|2dvolh. (3.40)
Integrating this formula with respect to s in [0.κ) with κ > 1 shows∫ κ
0
‖∇∂tu˜‖2L2x ds ≤ ‖∂tu˜(κ)‖
2
L2x
+
∫ 1
0
‖∂tu˜‖2L4 ‖du˜‖2L4ds+E1 (u˜)M
∫ κ
1
e−2δsds,
where we have used (3.34), (3.35) and Ho¨lder. By Sobolev embedding and
letting κ→∞, we obtain∫ ∞
0
‖∇∂tu˜‖2L2x ds ≤M
4 +M2. (3.41)
Finally, the proof of (3.37) follows by the same arguments as (3.30) illustrated
in Lemma 3.9.
Lemma 3.11. Let (u, ∂tu) be a solution to (1.2) in XT with ‖u(t, x)‖XT ≤
M . Then ∥∥∥s 12∇t∂su˜∥∥∥
L∞s L
2
x
.MC(M) for s ∈ [0, 1]. (3.42)
Moreover, for s ∈ [1,∞) and some 0 < δ ≪ 1
‖∇t∂su˜‖L∞s L∞x . e
−δsMC(M). (3.43)
Proof. It is easy to see |∇t∂su˜| ≤ |∇∂tu˜|+
∣∣hii∇i∇t∂iu˜∣∣+ |∂tu˜| |du˜|2, then
|∇t∂su˜| ≤
∣∣∇2∂tu˜∣∣+ |∂tu˜| |du˜|2 + |∇∂tu˜| . (3.44)
Integration by parts gives
d
ds
‖∇∂tu˜‖2L2
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≤ −
∫
H2
∣∣∇2∂tu˜∣∣2dvolh + ∫
H2
|∇∂tu˜| |∂tu˜| |du˜| |∂su˜|dvolh
+
∫
H2
∣∣∇2∂tu˜∣∣|du˜|2 |∂su˜|dvolh + ∫
H2
|∇∂tu˜|2dvolh +
∫
H2
|∇∂tu˜|2|du˜|2dvolh.
(3.45)
By Sobolev embedding, we obtain
d
ds
‖∇∂tu˜‖2L2 ≤ C ‖∇∂tu˜‖2L2
(
1 + ‖∂su˜‖2L∞ + ‖du˜‖2L∞
)
+ ‖∇du˜‖4L2 ‖∂su˜‖2L∞ .
Thus we get
‖∇∂tu˜‖2L2 ≤ ‖∇∂tu˜(0, t, x)‖2L2+e
∫ s
0 V (τ)dτ
∫ s
0
e−
∫ κ
0 V (τ)dτ ‖∇du˜‖4L2 ‖∂su˜‖2L∞ dκ,
where V (s) = Cs+ C‖du˜‖2L∞ + C‖∂su˜‖2L∞ . By Lemma 2.5 and Lemma 3.1∫ 1
0
‖du˜‖2L∞ds+
∫ 1
0
‖∂su˜‖2L∞ds ≤M2. (3.46)
Hence we conclude for s ∈ [0, 1],
‖∇∂tu˜‖2L2 ≤ ‖∇∂tu˜(0, t, x)‖2L2 + eMC(M)sMC(M). (3.47)
With (3.45), we further deduce that∫ 1
0
∥∥∇2∂tu˜∥∥L2ds .MC(M). (3.48)
Integration by parts shows,
d
ds
(∥∥∇2∂tu˜∥∥2L2x s)
≤ −s
∫
H2
∣∣∇3∂tu˜∣∣2dvolhdt + ∥∥∇2∂tu˜∥∥2L2x + s‖∂su˜‖L∞x ‖∇∂tu˜‖L4x‖du˜‖L4x∥∥∇2∂tu˜∥∥L2x
+ s‖∂tu˜‖L∞x ‖∇∂su˜‖L2x‖du˜‖L∞x
∥∥∇2∂tu˜∥∥L2x + s ‖du˜‖2L8 ‖∇∂tu˜‖L4x∥∥∇3∂tu˜∥∥L2x
+ s‖du˜‖L∞x ‖∇∂tu˜‖L2x‖∂su˜‖L∞x
∥∥∇2∂tu˜∥∥L2x + s ‖du˜‖2L∞ ‖∇∂tu˜‖L2x∥∥∇2∂tu˜∥∥L2x
+ s ‖du˜‖2L∞ ‖∇du˜‖L2x
∥∥∇2∂tu˜∥∥L2x + s‖∂tu˜‖L∞x ‖∇du˜‖L2x‖∂su˜‖L∞x ∥∥∇2∂tu˜∥∥L2x
+ s‖∇du˜‖L2x‖∂tu˜‖L∞x
∥∥∇3∂tu˜∥∥L2x‖du˜‖L∞x + s ‖du˜‖2L∞ ∥∥∇2∂tu˜∥∥2L2 .
Then Gronwall with (3.17), (3.46) yields for all s ∈ [0, 1]∥∥∇2∂tu˜∥∥2L2x s+
∫ s
0
∫
H2
∣∣∇3∂tu˜∣∣2τdvolhdτ ≤MC(M). (3.49)
Thus by (3.49), (3.48), (3.47), and (3.44), we conclude∥∥∥s 12∇t∂su˜∥∥∥
L∞s [0,1]L
2
x
≤MC(M). (3.50)
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(3.43) follows by the same path as Lemma 3.9 with the help of (3.28). The
essential ingredient is to prove for s1 ≥ 2∫ s1+1
s1
‖∇2∂tu˜‖2L2xds .MC(M)e
−δs1 . (3.51)
The remaining proof is devoted to verifying (3.51). By (2.10) and (3.45), we
obtain for any 0 < c≪ 1
d
ds
‖∇∂tu˜‖2L2 + c
∫
H2
|∇∂tu˜|2dvolh + c
∫
H2
∣∣∇2∂tu˜∣∣2dvolh
.
∫
H2
|∇∂tu˜| |∂tu˜| |du˜| |∂su˜|dvolh +
∫
H2
∣∣∇2∂tu˜∣∣|du˜|2 |∂su˜|dvolh
+
∫
H2
|∇∂tu˜|2|du˜|2dvolh + 1
c
∫
H2
|∇∂tu˜|2dvolh. (3.52)
By Lemma 3.3 and (3.15), we have for s ≥ 1
‖du˜‖L∞x . ‖du‖L2x .M (3.53)
‖∂su˜‖L∞x . e
−δs‖∂su˜(0, t)‖L2x . e−δsM. (3.54)
Then by Sobolev embedding and Gronwall inequality, for s ≥ 1
‖∇∂tu˜‖2L2x . e
−cs ‖∇∂tu˜(1, t, x)‖2L2x + e
−cs
∫ s
1
ecκ ‖∇∂tu˜(κ)‖2L2x dκ
+ e−cs
∫ s
1
ecκ ‖∇du˜(κ, t)‖4L2x ‖∂su˜(κ, t)‖
2
L∞x
dκ. (3.55)
Hence (3.41), (3.17), (3.54) and (3.55) give for s ∈ [0,∞)
‖∇∂tu˜‖2L2x ≤MC(M), (3.56)
where (3.56) when s ∈ [0, 1] follows by (3.47). Integrating (3.40) with respect
to s in [s1, s2] for 1 ≤ s1 ≤ s2 <∞ yields∫ s2
s1
‖∇∂tu˜‖2L2xds ≤ ‖∂tu˜‖
2
L2x
(s2)− ‖∂tu˜‖2L2x (s1) +
∫ s2
s1
‖∂tu˜‖2L2x ‖du˜‖
2
L∞x
ds.
(3.57)
By (3.34), Lemma 3.2,∫ s2
s1
‖∇∂tu˜‖2L2xds .MC(M)e
−δs1 . (3.58)
Thus in any interval [s∗, s∗ + 1] there exists s
0
∗ ∈ [s∗, s∗ + 1] such that∥∥∇∂tu˜(s0∗)∥∥2L2xds .MC(M)e−δs∗ . (3.59)
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Fix s∗ ≥ 1, applying Gronwall to (3.52) in [s0∗, a] with a ∈ [s0∗, s∗ + 2] gives
‖∇∂tu˜‖2L2x (a, t) ≤ e
−ca
∥∥∇∂tu˜(s0∗, t, x)∥∥2L2x + e−ca
∫ a
s0∗
ecs ‖∇∂tu˜(s)‖2L2x ds
+ e−ca
∫ a
s0∗
ecs ‖∇du˜(s)‖4L2x ‖∂su˜(s)‖
2
L∞x
ds. (3.60)
Thus by (3.34), Lemma 3.2, (3.59) and the fact that a at leat ranges over
all [s∗ + 1, s∗ + 2], we have for s ≥ 2,
‖∇∂tu˜‖2L2x ≤MC(M)e
−δs. (3.61)
Integrating (3.52) with respect to s again in [s1, s1 + 1], we obtain (3.51)
by (3.61) and (3.34), Lemma 3.3. Finally using maximum principle and
Remark 3.1 as Lemma 3.9, we get (3.43) from (3.55), (3.61), (3.44) and
Lemma 3.9.
In the remaining part of this subsection, we consider the short time
behaviors of the differential fields under the heat flow. Since the energy
of the solution to the heat flow in our case will not decay to zero, we can
not expect that it behaves as a solution to the linear heat equation in the
large time scale. However, one can still expect that the solution to the heat
flow is almost governed by the linear equation in the short time scale. We
summarize these useful estimates in the following proposition.
Proposition 3.1. Let u : [0, T ]×H2 → H2 be a solution to (1.2) satisfying
‖(∇du,∇∂tu)‖L2×L2 + ‖(du, ∂tu)‖L2×L2 ≤M.
If u˜ : R+× [0, T ]×H2 → H2 is the solution to (3.8) with initial data u(t, x),
then for any η > 0, it holds uniformly for (s, t) ∈ (0, 1) × [0, T ] that
s
1
2‖∇du˜‖L∞x + s
1
2 ‖∇∂tu˜‖L∞x + s‖∇∂su˜‖L∞x + s
1
2 ‖∂su˜‖L∞x
+ s
1
2 ‖∇∂su˜‖L2x +
∥∥∥s 12∇2∂su˜∥∥∥
L2s,x
+ s‖∇t∂su˜‖L∞x + s
η‖du˜‖L∞x ≤MC(M).
Proof. Since ‖∇du˜‖L2x ≤ M shown by (3.17), Sobolev embedding implies‖du˜‖Lpx ≤M for any p ∈ (2,∞). Then (3.7) and (2.24) yield sη‖du˜‖L∞x ≤M
for any η > 0 and all (t, s) ∈ [0, T ] × (0, 1). By (3.25), one has
∂s |∇du˜| −∆ |∇du˜| ≤ K |∇du˜|+ |du˜|2 |∇du˜|+ |du˜|+ |du˜|4.
Furthermore we obtain
(∂s −∆)
(
e−sKe−
∫ s
0
‖du˜(τ)‖2L∞x
dτ |∇du˜|
)
≤ e−sKe−
∫ s
0
‖du˜(τ)‖2L∞x
dτ
(
|du˜|+ |du˜|4
)
.
Then maximum principle implies for s ∈ [0, 2]
‖∇du˜(s)‖L∞x .
∥∥e∆ s2 (e− sK2 e− ∫ s20 ‖du˜(τ)‖2L∞x dτ |∇du˜| (s
2
))
∥∥
L∞x
+
∥∥∫ s
s
2
e∆(s−τ)e−Kτe
−
∫ τ
0
‖du˜(τ1)‖2L∞x
dτ1(|du˜|+ |du˜|4)(τ)dτ∥∥
L∞x
.
24
By the smoothing effect of the heat semigroup, we obtain for s ∈ [0, 1]
‖∇du˜(s)‖L∞x . s
− 1
2
∥∥∇du˜(s
2
)
∥∥
L2x
+
∫ s
s
2
∥∥|du˜|4(τ)∥∥
L∞x
+
∥∥|du˜||(τ)∥∥
L∞x
dτ.
Then Lemma 2.4 and Lemma 3.1 show for s ∈ (0, 1)
‖∇du˜(s)‖L∞x ≤ s
− 1
2
∥∥∇du˜(s
2
)
∥∥
L2x
+
∫ s
s
2
τ−3/2(
∥∥du∥∥4
L
8
3
x
+
∥∥du∥∥
L2x
)dτ.
Therefore by Sobolev inequality we conclude
‖|∇du˜| (s)‖L∞x ≤ s
− 1
2 sup
t∈[0,T ]
(
‖∇du(t)‖4L2x + ‖du(t)‖L2x
)
+ s−
1
2 sup
s∈[0,1]
‖|∇du˜| (s)‖L2x .
Thus by (3.17), we obtain for s ∈ [0, 1]
s
1
2‖|∇du˜| (s)‖L∞x ≤MC(M). (3.62)
By (3.21) we have
d
ds
(sE3(u˜(s)))
. E3(u˜(s))−
∫
H2
s
∣∣∇2∂su˜∣∣2dvolh + ∫
H2
s
(
|du˜| |∇∂su˜| |∂su˜|2
)
dvolh
+
∫
H2
s
(
|∇du˜| |du˜| |∂su˜| |∇∂su˜|+ |∂su˜|2|du˜|4 + |∇∂su˜|2|du˜|2
)
dvolh
+
∫
H2
s
(|du˜|3 |∂su˜| |∇∂su˜|+ |du˜|2 ∣∣∇2∂su˜∣∣ |∂su˜| )dvolh. (3.63)
The terms in the right hand side can be bounded by Sobolev and Ho¨lder as
follows ∫
H2
s |du˜| |∇∂su˜| |∂su˜|2dvolh ≤ s
1
2 ‖du˜‖L∞x ‖∇∂su˜‖L2xs
1
2 ‖∂su˜‖2L4x∫
H2
s|du˜|3 |∂su˜| |∇∂su˜|dvolh ≤ s ‖du˜‖3L12x ‖∇∂su˜‖L2x‖∂su˜‖L4x∫
H2
s |∇du˜| |du˜| |∂su˜| |∇∂su˜| dvolh ≤ ‖s∇du˜‖L∞x ‖∇∂su˜‖L2x‖du˜‖L4x‖∂su˜‖L4x∫
H2
s|∂su˜|2|du˜|4dvolh ≤ ‖∂su˜‖2L2x s ‖du˜‖
4
L∞x∫
H2
s|∇∂su˜|2|du˜|2dvolh ≤ ‖∇∂su˜‖2L2x s ‖du˜‖
2
L∞x
.
The highest order term can be absorbed by the negative term, indeed we
have∫
H2
s|du˜|2 ∣∣∇2∂su˜∣∣ |∂su˜|dvolh ≤ s
2C
∫
H2
∣∣∇2∂su˜∣∣2dvolh +C ∫
H2
s|∂su˜|2|du˜|4dvolh
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≤ s
2C
∫
H2
∣∣∇2∂su˜∣∣2dvolh + C ‖∂su˜‖2L2x s ‖du˜‖4L∞x .
Recall the fact |du˜| (s) ≤ e∆s |du| when s ∈ [0, 1], |∂su˜| (s) ≤ e∆s |τ(u)|, the
terms involved above are bounded by smoothing effect
s ‖du˜‖2L∞x + s
1
4 ‖∂su˜‖L4x ≤ ‖du‖
2
L2x
+ ‖τ(u)‖L2x . (3.64)
Thus integrating (3.63) with respect to s in [0, s] with (3.62) gives for s ∈
[0, 1]
sE3(u˜(s)) +
∫ s
0
∫
H2
s
∣∣∇2∂su˜∣∣2dvolhds . ∫ s
0
‖∇∂su˜‖2L2x ds
′. (3.65)
Therefore by (3.13), we conclude for s ∈ [0, 1]∫
H2
s|∇∂su˜|2dvolh ≤MC(M). (3.66)
By (3.24), we deduce
∂s |∇∂su˜| −∆ |∇∂su˜| ≤ |∇∂su˜| |du˜|2 + |∂su˜| |du˜|3 + |∂su˜| |∇du˜| |du˜| .
Then as above considering the equation of e
−
∫ s
0 ‖du˜(τ)‖
2
L∞x
dτ |∇∂su˜|, we obtain
by maximum principle that
‖∇∂su˜(s)‖L∞x
≤ s− 12‖∇∂su˜(s
2
)‖L2x +
∫ s
s
2
‖|∂su˜| |du˜|3(τ)‖L∞x + ‖|∂su˜| |∇du˜| |du˜| (τ)‖L∞x dτ.
Hence (3.62) and (3.66) give
‖|∇∂su˜| (s)‖L∞x ≤s
−1M +
(
sup
s∈[0,1]
s‖∂su˜‖L∞x ‖du˜‖L∞x
)∫ s
s
2
τ−1 ‖du˜‖2L∞x dτ
+
(
sup
s∈[0,1]
s‖∇du˜‖L∞x ‖du˜‖L∞x
)∫ s
s
2
τ−1‖du˜‖L∞x dτ
≤ s−1M + s−1M2
∫ s
s
2
(
‖du˜‖2L∞x + ‖du˜‖L∞x
)
dτ.
Consequently, we have by Lemma 2.5,
‖|∇∂su˜| (s)‖L∞x ≤MC(M)s
−1. (3.67)
By Lemma 3.6, one deduces
∂s |∇∂tu˜| −∆ |∇∂tu˜| ≤ K |∇∂tu˜|+ |∇∂tu˜| |du˜|2 + |∂su˜||du˜|2
+ |du˜|3 |∂tu˜|+ |du˜| |∂tu˜| |∇du˜| .
Considering the equation of e−
∫ s
0
(
‖du˜(τ)‖2L∞x
−K
)
dτ |∇∂tu˜|, we have by maxi-
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mum principle that
‖∇∂tu˜‖L∞x ≤ s
− 1
2‖∇∂tu˜‖L2x +
∫ s
s
2
(s− τ)− 12 ‖|du˜|3 |∂tu˜| (τ)‖L2xdτ
+
∫ s
s
2
‖|du˜| |∂tu˜| |∇du˜| (τ)‖L∞x + ‖|∂su˜||du˜|2‖L∞x dτ
≤ s− 12‖∇∂tu˜‖L2x + sup
s∈[0,1]
(
‖∂tu˜‖L4x ‖du˜‖
3
L12x
)∫ s
s
2
(s− τ)− 12dτ
+ sup
s∈[0,1]
(
s
1
2 ‖∇du˜‖L∞x
)∫ s
s
2
τ−
1
2 ‖∂tu˜‖L∞x ‖du˜‖L∞x dτ
+ sup
s∈[0,1]
(
s ‖du˜‖2L∞x s
1
2 ‖∂su˜‖L∞x
) ∫ s
s
2
τ−
3
2dτ.
Hence we deduce by Lemma 2.5
‖|∇∂tu| (s)‖L∞x ≤MC(M)s
− 1
2 . (3.68)
The bounds for |∇t∂su˜| follows by the same arguments as (3.62) with help
of Lemma 3.11 and (3.28).
We summarize the long time and short time behaviors as a proposition.
Proposition 3.2. Let u : [0, T ]×H2 → H2 be a solution to (1.2) satisfying
‖(∇du,∇∂tu)‖L2×L2 + ‖(du, ∂tu)‖L2×L2 ≤M,
If u˜ : R+× [0, T ]×H2 → H2 is the solution to (3.8) with initial data u(t, x),
then for any η > 0, it holds uniformly for t ∈ [0, T ] that
‖du˜‖L∞s [1,∞)L∞x + ‖∇du˜‖L∞s [1,∞)L∞x + ‖∇du˜‖L∞s L2x + ‖∇∂tu˜‖L∞s L2x
+ ‖s 12 |∇du˜|‖L∞s [0,1]L∞x + ‖eδs |∂su˜|‖L∞s L2x + ‖s |∇t∂su˜|‖L∞s [0,1]L∞x
+ ‖s 12 |∇∂tu˜|‖L∞s [0,1]L∞x + ‖s |∇∂su˜|‖L∞s [0,1]L∞x + ‖s
1
2 eδs |∂su˜|‖L∞s L∞x
+ ‖s 12 |∇∂su˜|‖L∞s [0,1]L2x + ‖s
1
2 |∇t∂su˜|‖L∞s [0,1]L2x + ‖sηdu˜‖L∞s (0,1)L∞x∥∥∥s 12 eδs |∇∂tu˜|∥∥∥
L∞s L
∞
x
+
∥∥∥seδs |∇∂su˜|∥∥∥
L∞s L
∞
x
+
∥∥∥seδs|∇t∂su˜|∥∥∥
L∞s L
∞
x∥∥∥eδs |∇∂tu˜|∥∥∥
L∞s L
2
x
+
∥∥∥s 12 eδs |∇∂su˜|∥∥∥
L∞s L
2
x
+
∥∥∥s 12 eδs∇t∂su˜∥∥∥
L∞s L
2
x
≤MC(M).
Lemma 3.12. If (u, ∂tu) solves (1.2) and ‖u(t, x)‖XT ≤M , then we have∥∥∇2du˜∥∥
L2x
≤ max(s− 12 , 1)MC(M) (3.69)∥∥∇2du˜∥∥
L∞x
≤ max(s−1, 1)MC(M) (3.70)
seδ
′s‖∇2∂su˜‖L2x .MC(M) (3.71)
s
3
2 eδ
′s‖∇2∂su˜‖L∞x .MC(M) (3.72)
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Proof. The Bochner formula for
∣∣∇2du˜∣∣2 is as follows
∂s|∇2du˜|2 −∆|∇2du˜|2 + 2|∇3du˜|2 . |∇2du˜|2(|du˜|2 + 1) + |∇du˜|2|∇2du˜||du˜|
+ |du˜|3|∇du˜||∇2du˜|+ |∇du˜||∇2du˜|2. (3.73)
Interpolation by parts and τ(u˜) = ∂su˜ give∥∥∇2du˜∥∥2
L2x
. ‖∇∂su˜‖2L2x + ‖∇du˜‖
3
L2x
+ ‖∇du˜‖2L2x ‖du‖
2
L∞x
(3.74)
Then Proposition 3.2 yields (3.69). (3.73) shows |∇2du˜| satisfies
∂s|∇2du˜| −∆|∇2du˜| . |∇2du˜|(|du˜|2 + 1) + |∇du˜|2|du˜|+ |du˜|3|∇du˜|+ |∇du˜||∇2du˜|.
(3.75)
Let f = |∇2du˜|e−
∫ s
0
(‖du˜‖2
L∞
+‖∇du˜‖L∞+1)dκ. Then for s ∈ [0, 1], by Duhamel
principle and smoothing effect, Lemma 2.5,
‖f(s, x)‖L∞x . s−
1
2 ‖f(s
2
, x)‖L2x +
∫ s
s
2
(s− τ)− 12 ‖|∇du˜|2|du˜|+ |du˜|3|∇du˜|‖L2xdτ.
(3.76)
Then (3.70) when s ∈ [0, 1] follows by Lemma 2.5 and Proposition 3.2.
(3.69) gives ‖∇2du˜‖L2x ≤ MC(M) for all s ≥ 1. Meanwhile Proposition
3.2 shows ‖∇du˜‖L∞ + ‖du˜‖L∞ ≤ MC(M) when s ≥ 1. Then if let Z ,
e−C1(M)s(e−C1(M)s|∇2du˜|+C1(M)), then (∂s−∆)Z ≤ 0. Applying Remark
3.1 to Z gives
‖∇2du˜(s, x)‖2L∞x .
∫ s
s−1
‖∇2du˜(τ, x)‖2L2xdτ +MC(M). (3.77)
Then (3.70) when s ≥ 1 follows by (3.74), (3.33) and Proposition 3.2. The
Bochner formula for
∣∣∇2∂su˜∣∣2 is as follows
∂s
∣∣∇2∂su˜∣∣2 −∆∣∣∇2∂su˜∣∣2 + 2∣∣∇3∂su˜∣∣2 . |∇2∂su˜|2(|du˜|2 + 1) + |∂su˜|2|∇2∂su˜||∇du˜|
+ |∂su˜||du˜||∇∂su˜||∇2∂su˜|+ |∇2∂su˜|2|du˜||∂su˜|+ |∇2du˜||du˜||∂su˜||∇2∂su˜|
+ |∇∂su˜||∇2∂su˜||du˜||∇du˜|+ |∇∂su˜||∇2∂su˜||du˜||∇du˜|+ |∇du˜||∇2∂su˜|2.
(3.78)
Then one has
d
ds
∫
H2
s2
∣∣∇2∂su˜∣∣2dvolh
≤
∫
H2
2s
∣∣∇2∂su˜∣∣2 − 2s2∣∣∇3∂su˜∣∣2 + s2∣∣∇2∂su˜∣∣2|du˜|2dvolh
+
∫
H2
s2|∇2du˜||du˜||∂su˜||∇2∂su˜|+ s2|∇∂su˜||∇2∂su˜||du˜||∇du˜|dvolh
+
∫
H2
s2|∂su˜||du˜||∇∂su˜||∇2∂su˜|+ s2|∇2∂su|2|du˜||∂su˜|dvolh
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+∫
H2
s2|∂su˜|2|∇2∂su˜||∇du˜|+s2|∇2∂su˜|2|∇du˜|dvolh
+
∫
H2
s2|∇∂su˜||∇2∂su˜||du˜||∇du˜|dvolh +
∫
H2
s2
∣∣∇2∂su˜∣∣2dvolh.
Integrating the above formula in s ∈ [s1, τ ] with any 0 < s1 < τ < 2, by
Sobolev embedding, Gagliardo-Nirenberg and Young inequality, we obtain∫
H2
τ2
∣∣∇2∂su˜∣∣2(τ, t)dvolh − ∫
H2
s21
∣∣∇2∂su˜∣∣2(s1, t)dvolh
.
∫ τ
s1
∫
H2
s
∣∣∇2∂su˜∣∣2 − s2∣∣∇3∂su˜∣∣2 + ‖du˜‖2L∞s L4x s2∣∣∇2∂su˜∣∣2dvolhds
+
∫ τ
s1
∫
H2
s3|du˜|2|∂su˜|2
∣∣∇2du˜∣∣2 + s3|∇∂su˜|2|du˜|2|∇du˜|2dvolhds
+
∫ τ
s1
∫
H2
s3|∂su˜|2|du˜|2|∇∂su˜|2 + s2|du˜|2|∂su˜|2dvolhds
+
∫ τ
s1
∫
H2
s3|∇du˜|2|∂su˜|2 + s2|∇du˜|2dvolhds
+
∫ τ
s1
∫
H2
s3|∇∂su˜|2|du˜|2|∇du˜|2dvolhds.
Thus letting s1 → 0, for τ ∈ (0, 2), we deduce from (3.65), (3.70) and
Proposition 3.2 that
‖s∇2∂su˜‖L2x .MC(M),
from which (3.71) when s ∈ (0, 1) follows. Integrating (3.78) with respect to
x in H2, one obtains by (2.10) and Proposition 3.2 especially the L∞x bounds
for |du˜|+ |∇du˜| that for s ≥ 1 and any 0 < c≪ 1
d
ds
∥∥∇2∂su˜∥∥2L2x + c∥∥∇2∂su˜∥∥2L2x . ‖∂su˜‖L∞x ‖∇∂su˜‖L2x∥∥∇2∂su˜∥∥L2x + 1c ∥∥∇2∂su˜∥∥2L2x
+ ‖∂su˜‖L2x
∥∥∇2∂su˜∥∥L2x + ‖∇∂su˜‖L2x∥∥∇2∂su˜∥∥L2x + ∥∥∇2∂su˜∥∥L2x ‖∂su˜‖2L4x .
(3.79)
Meanwhile integrating (3.63) with respect to s in (s′,∞), we obtain from
the exponential decay of |∂su˜|+ |∇∂su˜| in Proposition 3.2 that for s′ ≥ 1∫ ∞
s′
‖∇2∂su˜‖L2xdτ . e−δs
′
MC(M). (3.80)
Hence Gronwall inequality gives if choosing 0 < c < δ then for s ≥ 1 one has∥∥∇2∂su˜(s)∥∥2L2x ≤ e−csMC(M) + e−cs
∫ s
1
ecτ‖∇2∂su˜‖2L2xdτ + e
−cs
∫ s
1
ecτe−δτdτ
.MC(M). (3.81)
Applying Gronwall inequality to (3.79) again in ( s2 , s), we deduce from (3.81)
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that∥∥∇2∂su˜(s)∥∥2L2x ≤ e− c2 sMC(M) + e−cs
∫ s
s
2
ecτ‖∇2∂su˜‖2L2xdτ + e
−cs
∫ s
s
2
ecτe−δτdτ.
(3.82)
Thus (3.71) follows by (3.80). Finally (3.72) follows by (3.71) and applying
Remark 3.1 to (3.78) as before.
3.2 The existence of caloric gauge
As a preparation for the existence of the caloric gauge, we prove that the heat
flows initiated from u(t, x) with different t converge to the same harmonic
map as u0.
Lemma 3.13. If (u, ∂tu) is a solution to (1.2) in XT , then there exists a
harmonic map Q˜ such that as s→∞,
lim
s→∞
sup
(x,t)∈H2×[0,T ]
distH2(u˜(s, x, t), Q˜(x)) = 0.
Proof. The global existence of u˜ is due to Lemma 3.1, the embedding H2 →֒
L∞, H1 →֒ Lp for p ∈ [2,∞) and diamagnetic inequality. Then (3.5),
maximum principle and (2.22) show
‖∂su˜(s, t, x)‖2L∞x ≤ s
−1e−
1
4
s
∫
H2
|∂su˜(0, t, x)|2dvolh. (3.83)
Thus (3.8) yields
sup
(x,t)∈H2×[0,T ]
|∂su˜(s, t, x)| ≤ s−
1
2 e−
1
8
s
∫
H2
|∂tu(t, x)|2dvolh ≤ Cs−1e−
1
8
s.
Therefore for any 1 < s0 < s1 <∞ it holds
dH2(u˜(s0, t, x), u˜(s1, t, x)) .
∫ s1
s0
e−
1
8
sds,
which implies u˜(s, t, x) converges to some map Q˜(t, x) uniformly on (t, x) ∈
[0, T ]×H2. By [Theorem 5.2,[36]], for any fixed t, Q˜(t, x) is a harmonic map
form H2 → H2. It suffices to verify Q˜(t, x) is indeed independent of t. By
(3.26), maximum principle and (2.22),
sup
x∈H2
|∂tu˜(s, t, x)|2 ≤ s−1e−
1
4
s
∫
H2
|∂tu˜(0, t, x)|2dvolh. (3.84)
As a consequence, for 0 ≤ t1 < t2 ≤ T one has
dH2(u˜(s, t1, x), u˜(s, t2, x)) ≤
∫ t2
t1
|∂tu˜(s, t, x)|dt ≤ Cs−
1
2 e−s/8(t2 − t1).
Let s→∞, we get dH2(Q˜(t1, x), Q˜(t2, x)) = 0, thus finishing the proof.
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Lemma 3.14. Let Q be an admissible harmonic map in Definition 1.1, and
µ1, µ2 be sufficiently small. If (u, ∂tu) is a solution to (1.2) in XT , then
u˜(s, t, x) uniformly converges to Q as s→∞.
Proof. By Lemma 3.13, it suffices to prove Q = Q˜. In the coordinate (2.1),
the harmonic map equation can be written as
∆Q˜l + hijΓ
l
pq
∂Q˜p
∂xi
∂Q˜q
∂xj
= 0 (3.85)
∆Ql + hijΓ
l
pq
∂Qp
∂xi
∂Qq
∂xj
= 0. (3.86)
Denote the heat flow initiated from u0 by U(s, x), then by (2.10),
‖U1(s, x)−Q1(x)‖L2 + ‖U2(s, x)−Q2(x)‖L2
. ‖∇(U1 −Q1)‖L2 + ‖∇(U2 −Q2)‖L2 .
[Lemma 2.3,[37]] shows that for k = 1, 2, l = 1, 2,
‖∇lUk‖L2 . C(‖U‖H2 , R0, ‖Q‖H2)‖∇l−1dU‖L2 .
By energy arguments, one obtains ‖∇dU‖L2 ≤ C(‖∇du0‖L2 , ‖du0‖L2) and
the energy decreases along the heat flow, see (3.17). Thus we have by Sobolev
embedding and Corollary 2.1 that
‖U1(s, x)−Q1(x)‖L2 + ‖U2(s, x)−Q2(x)‖L2 + ‖dU‖L2
≤ C(R0)µ2 + C(R0)µ1 (3.87)
‖U1(s, x)‖L∞ + ‖U2(s, x)‖L∞ ≤ C(R0). (3.88)
Hence letting s→∞, we have for some constant C(R0)
‖Q˜1‖L∞ + ‖Q˜2‖L∞ ≤ C, ‖∇Q˜1‖L2 + ‖∇Q˜2‖L2 ≤ µ1C(R0) (3.89)
Multiplying the difference between (3.85) and (3.86) with −Ql+ Q˜l, we have
by integration by parts that∥∥∥∇(Ql − Q˜l)∥∥∥
L2
≤
〈
hij
(
Γ
l
pq(Q)− Γlpq(Q˜)
) ∂Qp
∂xi
∂Qq
∂xj
,−Ql + Q˜l
〉
+
〈
hijΓ
l
pq(Q˜)
(
∂Qp
∂xi
− ∂Q˜
p
∂xi
)
∂Qq
∂xj
,−Ql + Q˜l
〉
+
〈
hijΓ
l
pq(Q˜)
∂Q˜p
∂xi
(
∂Qq
∂xi
− ∂Q˜
q
∂xj
)
,−Ql + Q˜l
〉
.
Thus using the explicit formula for Γ
l
pq, by (3.87), (3.88), (3.89) we get∥∥∥∇(Ql − Q˜l)∥∥∥2
L2
.
(∥∥∥Ql − Q˜l∥∥∥2
L2
+
∥∥∥∇(Ql − Q˜l)∥∥∥2
L2
)( 2∑
k=1
∥∥∥∇Q˜k∥∥∥2
L2
+
∥∥∥∇Qk∥∥∥2
L2
)
.
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Therefore, we conclude for some constant C(R0) which is independent of
µ1, µ2 provided 0 ≤ µ1, µ2 ≤ 1
2∑
l=1
∥∥∥∇(Ql − Q˜l)∥∥∥2
L2
≤ C(R0)
(
‖dQ‖2L2 +
∥∥∥dQ˜∥∥∥2
L2
)( 2∑
l=1
∥∥∥∇(Ql − Q˜l)∥∥∥2
L2
+
∥∥∥Ql − Q˜l∥∥∥2
L2
)
.
Let µ1, µ2 be sufficiently small, (2.10) gives
2∑
l=1
∥∥∥∇(Ql − Q˜l)∥∥∥2
L2
+
∥∥∥Ql − Q˜l∥∥∥2
L2
≤ (µ1 + µ2)
(
2∑
l=1
∥∥∥∇(Ql − Q˜l)∥∥∥2
L2
+
∥∥∥Ql − Q˜l∥∥∥2
L2
)
.
Hence Q˜ = Q.
Now we are ready to prove the existence of the caloric gauge in Definition
3.1.
Proposition 3.3. Given any solution (u, ∂tu) of (1.2) in XT with (u0, u1) ∈
H3Q ×H2Q. For any fixed frame Ξ , {Ξ1(Q(x)),Ξ2(Q(x))}, there exists a
unique corresponding caloric gauge defined in Definition 3.1.
Proof. We first show the existence part. Choose an arbitrary orthonormal
frame E0(t, x) , {ei(t, x)}2i=1 such that E0(t, x) spans the tangent space
Tu(t,x)H
2 for each (t, x) ∈ [0, T ]×H2. The desired frame does exist, in fact we
have a global orthonormal frame for H2 defined by (2.3). Then evolving (3.8)
with initial data u(t, x), we have from Lemma 3.14 that u˜(s, t, x) converges
to Q uniformly for (t, x) ∈ [0, T ] × H2 as s →∞. Meanwhile, we evolve E0
in s according to { ∇sΩi(s, t, x) = 0
Ωi(s, t, x) ↾s=0= ei(t, x)
(3.90)
Denote the evolved frame as Es , {Ωi(s, t, x)}2i=1. We claim that there
exists some orthonormal frame E∞ , {ei(∞, t, x)}2i=1 which spans TQ(x)H2
for each (t, x) ∈ [0, T ]×H2 such that
lim
s→∞
Ωi(s, t, x) = ei(∞, t, x). (3.91)
Indeed, by the definition of the convergence of frames given in (3.2) and the
fact u˜(s, t, x) converges to Q(x), it suffices to show for some scalar function
ci : [0, T ]×H2 → R
lim
s→∞
〈Ωi(s, t, x),Θi(u˜(s, t, x))〉 = ci(t, x). (3.92)
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By direct calculations,
|∇sΘi(u˜(s, t, x))| . |∂su˜| .
then (3.83) and ∇sΩ = 0 imply that for s > 1∣∣∂s 〈Ωi(s, t, x),Θi(u˜(s, t, x))〉 ∣∣ .Me−δs.
Hence (3.92) holds for some ci(t, x), thus verifying (3.91). It remains to ad-
just the initial frame E0 to make the limit frame E∞ coincide with the given
frame Ξ. This can be achieved by the gauge transform invariance illustrated
in Section 2.1. Indeed, since for any U : [0, T ] × H2 → SO(2), and the
solution u˜(s, t, x) to (3.8), one has ∇sU(t, x)Ω(s, t, x) = U(t, x)∇sΩ(s, t, x),
then the following gauge symmetry holds
E0 , {ei(t, x)}2i=1 7→ E′0 , {U(t, x)ei(t, x)}2i=1
Es , {Ωi(s, t, x)}2i=1 7→ E′s , {U(t, x)Ωi(s, t, x)}2i=1 .
Therefore choosing U(t, x) such that U(t, x)E∞ = Ξ, where E∞ is the limit
frame obtained by (3.91), suffices for our purpose. The uniqueness of the
gauge follows from the identity
d
ds
〈Φ1 − Φ2,Φ1 − Φ2〉 = 0,
where (Φ1) and (Φ2) are two caloric gauges satisfying (3.1).
3.3 Expressions for the connection coefficients
The following lemma gives the expressions for the connection coefficients
matrix Ax,t by differential fields. The proof of Lemma 3.15 is almost the
same as [Lemma 3.6,[37]], thus we omit it.
Lemma 3.15. Suppose that Ω(s, t, x) is the caloric gauge constructed in
Proposition 3.3, then we have for i = 1, 2
lim
s→∞
[Ai]
j
k(s, t, x) = 〈∇iΞk(x),Ξj(x)〉 (3.93)
lim
s→∞
At(s, t, x) = 0 (3.94)
Particularly let Ξ(x) = Θ(Q(x)) in Proposition 3.3, denote A∞i the limit
coefficient matrix, i.e., [A∞i ]
k
j = 〈∇iΞk(Q(x)),Ξj(Q(x))〉, then we have for
i = 1, 2, s > 0,
Ai(s, t, x)
√
hii(x) =
∫ ∞
s
√
hii(x)R(u˜(κ)) (∂su˜(κ), ∂iu˜(κ))dκ+
√
hii(x)A∞i .
(3.95)
At(s, t, x) =
∫ ∞
s
φs ∧ φtdκ, (3.96)
Remark 3.2. For convenience, we rewrite (3.95) as Ai(s, t, x) = A
∞
i (s, t, x)+
Aconi (s, t, x), where A
∞
i denotes the limit part, and A
con
i denotes the control-
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lable part, i.e.,
Aconi =
∫ ∞
s
φs ∧ φidκ.
Similarly, we split φi into φi = φ
∞
i + φ
con
i , where φ
con
i =
∫∞
s ∂sφidκ, and
φ∞i = (〈∂iQ(x),Ξ1(Q(x))〉 , 〈∂iQ(x),Ξ2(Q(x))〉)t.
4 Derivation of the master equation for the heat
tension field
Recall that the heat tension filed φs satisfies
φs = h
ijDiφj − hijΓkijφk. (4.1)
And we define the wave tension filed as Tao by
W = Dtφt − hijDiφj + hijΓkijφk. (4.2)
In fact (4.1) is the gauged equation for the heat flow equation, and (4.2) is
the gauged equation for the wave map (1.2), see Lemma 2.7. The evolution
of φs with respect to t is given by the following lemma.
Lemma 4.1. The heat tension field φs satisfies
DtDtφs − hijDiDjφs + hijΓkijDkφs = ∂sW+ hijR(∂su˜, ∂iu˜) (∂j u˜)
+R(∂tu˜, ∂su˜) (∂tu˜) . (4.3)
Proof. By the torsion free identity and the commutator identity, we have
DtDtφs = DtDsφt = DsDtφt +R(∂tu˜, ∂su˜) (∂tu˜)
= Ds
(
W+ hijDiφj − hijΓkijφk
)
+R(∂tu˜, ∂su˜) (∂tu˜)
= ∂sW+ h
ijDsDiφj − hijΓkijDsφk +R(∂tu˜, ∂su˜) (∂tu˜)
= ∂sW+ h
ijDiDjφs − hijΓkijDkφs + hijR(∂su˜, ∂iu˜) (∂j u˜) +R(∂tu˜, ∂su˜) (∂tu˜) .
Thus (4.3) is verified.
The evolution of W with respect to s is given by the following lemma.
Lemma 4.2. Under orthogonal coordinates, the wave tension field W satis-
fies
∂sW =∆W+ 2h
iiAi∂iW+ h
iiAiAiW+ h
ii∂iAiW− hiiΓkiiAkW+ hii (W ∧ φi)φi
+ 3hii(∂tu˜ ∧ ∂iu˜)∇t∂iu˜.
Proof. In the following calculations, we always use the convention in Remark
2.1. By W = Dtφt − φs, we have from commutator equality that
∂sW = Ds(Dtφt − φs) = DtDtφs −Dsφs +R(∂su˜, ∂tu˜) (∂tu˜) .
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Further applications of the torsion free identity and commutator identity
show
DtDtφs −Dsφs
= DtDt
(
hijDiφj − hijΓkijφk
)
−Ds
(
hijDiφj − hijΓkijφk
)
= hijDtDtDiφj − hijΓkijDtDtφk −
(
hijDsDiφj − hijΓkijDsφk
)
= hijDt (DiDjφt +R(∂tu˜, ∂iu˜)(∂j u˜))− hijΓkij (DkDtφt +R(∂tu˜, ∂ku˜)(∂tu˜))
−
(
hijDiDjφs − hijΓkijDkφs + hijR(∂su˜, ∂iu˜)(∂j u˜)
)
= hijDtDiDjφt − hijΓkijDkDtφt − hijDiDjφs + hijΓkijDkφs − hijR(∂su˜, ∂iu˜)(∂j u˜)
+ hij∇t (R(∂tu˜, ∂iu˜)(∂j u˜))− hijΓkijR(∂tu˜, ∂ku˜) (∂tu˜) .
The leading term can be written as
hijDtDiDjφt = h
ijDiDtDjφt + h
ij (R(∂tu˜, ∂iu˜)e (Djφt))
= hijDiDjDtφt + h
ij (R(∂tu˜, ∂iu˜)∇j∂tu˜) + hij∇i (R(∂tu˜, ∂j u˜)∂tu˜) .
Thus we conclude as
∂sW = h
ijDiDj(Dtφt − φs)− hijΓkijDk(Dtφt − φs) + hij (R(∂tu˜, ∂iu˜)∇j∂tu˜)
+ hij∇i (R(∂tu˜, ∂j u˜)∂tu˜)− hijR(∂su˜, ∂iu˜)(∂j u˜) + hij∇t (R(∂tu˜, ∂iu˜)(∂j u˜))
− hijΓkijR(∂tu˜, ∂ku˜) (∂tu˜) +R(∂su˜, ∂tu˜)∂tu˜.
Using W = Dtφt − φs and (2.5) yields
∂sW = ∆W+ 2h
iiAi∂iW+ h
iiAiAiW+ h
ii∂iAiW− hijΓkijAkW
+
{−hii (∂su˜ ∧ ∂iu˜) ∂iu˜+ hii(∇t∂tu˜ ∧ ∂iu˜)∂iu˜}
+ hii(∂tu˜ ∧ ∇t∂iu˜)∂iu˜+ hii(∂tu˜ ∧ ∂iu˜)∇t∂iu˜
+ hii(∇i∂tu˜ ∧ ∂iu˜)∂tu˜+ hii(∂tu˜ ∧ ∂iu˜)∇i∂tu˜
+
{
hii(∂tu˜ ∧ ∇i∂iu˜)∂tu˜− hiiΓkii(∂tu˜ ∧ ∂ku˜)∂tu˜+ (∂su˜ ∧ ∂tu˜)∂tu˜
}
.
(4.4)
Recalling the facts that W is the gauged field for ∇t∂tu˜ − τ(u˜) and ∂su˜ =
τ(u˜), we have
−hii (∂su˜ ∧ ∂iu˜) ∂iu˜+ hii(∇t∂tu˜ ∧ ∂iu˜)∂iu˜ = hii ((∇t∂tu˜− ∂su˜) ∧ ∂iu˜) ∂iu˜
= hii (W ∧ φi)φi. (4.5)
Meanwhile, ∂su˜ = τ(u˜) also implies
hii(∂tu˜ ∧∇i∂iu˜)∂tu˜− hiiΓkii(∂tu˜ ∧ ∂ku˜)∂tu˜+ (∂su˜ ∧ ∂tu˜)∂tu˜
= hii (∂tu˜ ∧ (τ(u˜)− ∂su˜)) ∂tu˜ = 0. (4.6)
Bianchi identity gives
hii(∂tu˜ ∧ ∇t∂iu˜)∂iu˜+ hii(∇i∂tu˜ ∧ ∂iu˜)∂tu˜ = −hii(∂iu˜ ∧ ∂tu˜)∇t∂iu˜
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= hii(∂tu˜ ∧ ∂iu˜)∇t∂iu˜. (4.7)
By (4.5), (4.6) and (4.7), (4.4) can be further simplified as
∂sW =∆W+ 2h
iiAi∂iW+ h
iiAiAiW+ h
ii∂iAiW− hiiΓkiiAkW
+ hii (W ∧ φi)φi + 3hii(∂tu˜ ∧ ∂iu˜)∇t∂iu˜.
Lemma 4.3. Let Q be an admissible harmonic map in Definition 1.1. Fix
the frame Ξ in Remark 3.2 by taking Ξ(Q(x)) = Θ(Q(x)) given by (2.1).
Recall the definitions of A∞i in Lemma 3.15. Then
|A∞i | . |dQ|, |
√
hiiφ∞i | . |dQ| (4.8)
|hii
(
∂iA
∞
i − ΓkiiA∞k
)
| . |dQ|2. (4.9)
Proof. Recall the definition
[A∞i ]
j
k = 〈∇iΘk,Θj〉 ,Θ1 = eQ
2(x) ∂
∂y1
,Θ2 =
∂
∂y2
.
Since Ai is skew-symmetric, it suffices to consider the [Ai]
1
2 terms. Direct
calculation gives
[A∞1 ]
1
2 = 〈∇1Θ2,Θ1〉 = eQ
2(x)∂Q
k
∂x1
〈
∇ ∂
∂yk
∂
∂y2
,
∂
∂y1
〉
= e−Q
2(x) ∂Q
k
∂x1
Γ
1
k2
= −e−Q2(x) ∂Q
1
∂x1
,
and similarly we obtain
[A∞1 ]
2
1 = e
−Q2(x)∂Q
1
∂x1
; [A∞2 ]
2
1 = −[A∞2 ]12 = e−Q
2(x) ∂Q
1
∂x2
.
Thus one has
hii
(
∂i[A
∞
i ]
1
2 − Γkii[A∞k ]12
)
= −
(
∂2Q1
∂x22
e2x2 +
∂2Q1
∂x12
− ∂Q
1
∂x1
∂Q2
∂x1
e2x2 − ∂Q
1
∂x2
∂Q2
∂x2
− ∂Q
1
∂x2
)
e−Q
2(x)
(4.10)
Writing the harmonic map equation for Q in the coordinate (2.1) shows for
l = 1, 2
hii
∂2Ql
∂xi2
− hiiΓkii∂kQl + hiiΓ¯lpq
∂Qp
∂xi
∂Qq
∂xi
= 0.
Let l = 1 in the above equation, we have
e2x2
∂2Q1
∂x12
+
∂2Q1
∂x22
− ∂Q
1
∂x2
− 2e2x2 ∂Q
1
∂x1
∂Q2
∂x1
− 2∂Q
1
∂x2
∂Q2
∂x2
= 0,
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which combined with (4.10) yields
hii
(
∂iA
∞
i − ΓkiiA∞k
)
=
(
e2x2
∂Q1
∂x1
∂Q2
∂x1
+
∂Q1
∂x2
∂Q2
∂x2
)
e−Q
2(x). (4.11)
Writing the energy density in coordinates (2.1), we obtain
|dQ|2 = hij
〈
∂Qk
∂xi
∂
∂yk
,
∂Qk
∂xj
∂
∂yk
〉
= e2x2
∣∣∣∣∂Q1∂x1
∣∣∣∣2e−2Q2 + e2x2∣∣∣∣∂Q2∂x1
∣∣∣∣2 + ∣∣∣∣∂Q1∂x2
∣∣∣∣2e−2Q2 + ∣∣∣∣∂Q2∂x2
∣∣∣∣2.
Thus (4.9) follows by (4.11) and Young inequality. (4.8) is much easier and
follows immediately by the same arguments.
Now we separate the main term in the equation of φs. Recall the limit
of As,t,x given in (3.93), (3.94), one can easily see the main term of (4.3) is
a magnetic wave equation. Precisely, we have the following lemma.
Lemma 4.4. Fix the frame Ξ in Proposition 3.3 by letting Ξi(x) = Θi(Q(x)),
i = 1, 2. Then the heat tension filed φs satisfies
(∂2t −∆)φs +Wφs
= −2At∂tφs −AtAtφs − ∂tAtφs + ∂sw +R(∂tu˜, ∂su˜)(∂tu˜) + 2hiiAconi ∂iφs
+ hiiAconi A
∞
i φs + h
iiA∞i A
con
i φs + h
iiAconi A
con
i φs + h
ii
(
∂iA
con
i − ΓkiiAconk
)
φs
+ hii (φs ∧ φ∞i )φconi + hii (φs ∧ φconi )φ∞i + hii (φs ∧ φconi )φconi ,
where A∞x , A
con
x are defined in Remark 3.2, and W is given by
Wϕ = −2hiiA∞i ∂iϕ− hiiA∞i A∞i ϕ− hii (ϕ ∧ φ∞i )φ∞i − hii(∂iA∞i − ΓkiiA∞k ).
(4.12)
Furthermore, −∆ +W is a self-adjoint operator in L2(H2;C2). And it is
strictly positive if 0 < µ1 ≪ 1.
Proof. By (4.3), expanding Dx,t as ∂t,x +At,x implies
∂2t φs −∆φs
= −2At∂tφs −AtAtφs − ∂tAtφs + hiiAiAiφs + hii
(
∂iAi − ΓkiiAk
)
φs
+ 2hiiAi∂iφs + ∂sW+ h
iiR(∂su˜, ∂iu˜)(∂iu˜) +R(∂tu˜, ∂su˜)(∂tu˜). (4.13)
By Remark 3.2, Ai = A
∞
i + A
con
i , φi = φ
∞
i + φ
con
i . Then fixing Ξ to be
(Θ1(Q),Θ2(Q)), we have (4.13) reduces to
∂2t φs −∆φs − 2hiiA∞i ∂iφs − hiiA∞i A∞i φs − hii (φs ∧ φ∞i )φ∞i − hii(∂iA∞i − ΓkiiA∞k )φs
= −2At∂tφs −AtAtφs − ∂tAtφs + ∂sw + (φt ∧ φs)φt + hiiAconi ∂iφs + hiiAconi A∞i φs
+ hiiA∞i A
con
i φs + h
iiAconi A
con
i φs + h
ii
(
∂iA
con
i − ΓkiiAconk
)
φs + h
ii (φs ∧ φ∞i )φconi
+ hii (φs ∧ φconi )φ∞i + hii (φs ∧ φconi )φconi .
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Then from the non-negativeness of the sectional curvature for the target
N = H2 and the skew-symmetry of the connection matrix A∞i , we have W
is a nonnegative symmetric operator in L2(H2;C2) by direct calculations,
see Lemma 7.3 in Section 7. The self-adjointness of W follows from Kato’s
perturbation theorem. In fact, there exists a self-adjoint realization denote
by ((∆col),D(∆col)) of (∆, C
∞
c (H
2,C2)). It is known that D(∆col) consists
of functions f ∈ L2 whose Laplacian ∆f in distribution sense belong to L2,
see for instance [50]. Write W as W = V1 + V2∇, then V1 and V2 are of
exponential decay as d(x, 0) → ∞ by Lemma 4.3 and Definition 1.1. For
any fixed ε > 0, take R > 0 sufficiently large such that
‖V1(x)‖L∞
d(x,0)≥R
≤ ε, ‖V2(x)‖L∞
d(x,0)≥R
≤ ε,
then for any f ∈ C∞c (H2,C2),
‖V1(x)f + V2∇f‖L2
d(x,0)≥R
≤ ε‖f‖L2 + ε‖∇f‖L2 . (4.14)
For this R, the compactness of Sobolev embedding in bounded domains
implies there exists C(ε,R) such that
‖V1(x)f + V2∇f‖L2
d(x,0)≤R
≤ C(ε,R)‖f‖L2 + ε‖∆f‖L2 . (4.15)
Hence by (4.14) and (4.15), one has for any ε > 0 there exists C(ε) such that
‖V1(x)f + V2∇f‖L2 ≤ C(ε)‖f‖L2 + ε‖∆f‖L2 . (4.16)
Since C∞c (H
2,C2) is a core of ∆col, Kato’s compact perturbation theorem
shows −∆+W is self-adjoint in L2 with domain D(∆col).
5 Bootstrap for the heat tension filed
5.1 Strichartz estimates for wave equation with magnetic po-
tential
Theorem 5.2 and Remark 5.5 of Anker, Pierfelice [2] obtained the Strichartz
estimates for linear wave/Klein-Gordon equation: Let ((p, q), (p˜, q˜)) be a
(σ, σ˜) admissible couple, i.e.,{
(p−1, q−1) ∈ (0, 1
2
]× (0, 1
2
) :
1
p
>
1
2
(
1
2
− 1
q
)
}
∪
{(
0,
1
2
)}
σ ≥ 3
2
(
1
2
− 1
q
)
, σ˜ ≥ 3
2
(
1
2
− 1
q˜
)
.
If u solves ∂2t u−∆u = g with initial data (f0, f1), then∥∥∥∥D˜−σ+ 12x u∥∥∥∥
LptL
q
x
+
∥∥∥∥D˜−σ− 12x ∂tu∥∥∥∥
LptL
q
x
.
∥∥∥∥D˜ 12x f0∥∥∥∥
L2
+
∥∥∥∥D˜− 12x f1∥∥∥∥
L2
+
∥∥∥∥D˜σ˜− 12x g∥∥∥∥
Lp˜
′
t L
q˜′
x
.
where D˜ = (−∆− 14 + κ2) for some κ > 12 .
Let ρ(x) = e−d(x,0). The endpoint and non-endpoint Strichartz estimates
for magnetic wave equations in the small potential case were obtained in the
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first author’s work [Corollary. 1.1. Proposition 3.1 [38]]. We recall this for
reader’s convenience. Consider the magnetic wave equation on H2,{
∂2t f −∆f +B0(x)f +
∑2
i=1 h
iiBi(x)∂if = F
f(0, x) = f0(x), ∂tf(0, x) = f1(x)
(5.1)
Lemma 5.1 ([38]). Assume that B0, B1, B2 in (5.1) satisfy for some ̺ > 0
‖B0‖L2∩e−r̺L∞ +
2∑
i=1
‖
√
hiiBi‖L2∩e−r̺L∞ ≤ µ1. (5.2)
And assume that the Schro¨dinger operator H = −∆+B0 + hiiBi∂i is sym-
metric. If 0 < µ1 ≪ 1, u solves (5.1), then for any 0 < σ ≪ ̺, p ∈ (2, 6)
‖ρσ∇f‖L2tL2x +
∥∥∥(−∆) 14 f∥∥∥
L2tL
p
x
+ ‖∂tf‖L∞t L2x + ‖∇f‖L∞t L2x
. ‖∇f0‖L2 + ‖f1‖L2 + ‖F‖L1tL2x .
Hence by Lemma 4.3, Lemma 4.4 and Lemma 5.1, we have:
Proposition 5.1. Let W be defined above and 0 < µ1 ≪ 1, 0 < σ ≪ ̺≪ 1,
then we have the weighted and endpoint Strichartz estimates for the magnetic
wave equation: If f solves the equation{
∂2t f −∆f +Wf = F
f(0, x) = f0, ∂tf(0, x) = f1
then it holds for any p ∈ (2, 6), 0 < σ ≪ ̺∥∥∥|D| 12 f∥∥∥
L2tL
p
x
+ ‖ρσ∇f‖L2tL2x + ‖∂tf‖L∞t L2x + ‖∇f‖L∞t L2x + ‖ρ
σ∇f‖L2tL2x
. ‖∇f0‖L2 + ‖f1‖L2 + ‖F‖L1tL2x . (5.3)
Remark 5.1. For all σ ∈ R, p ∈ (1,∞), ‖D˜σf‖p is equivalent to ‖(−∆)σ/2f‖p.
Tataru [58] shows for all p ∈ (1,∞), ‖∆f‖p is equivalent to ‖∇2f‖p +
‖∇f‖p + ‖f‖p.
5.2 Setting of Bootstrap
We fix the constants µ1, ε1, ̺, σ to be
0 < µ2 < µ1 ≪ ε1 ≪ 1, 0 < σ ≪ ̺≪ 1. (5.4)
Let L > 0 be sufficiently large say L = 100. Define ω : R+ → R+ and
a : R+ → R+ by
ω(s) =
{
s
1
2 when 0 ≤ s ≤ 1
sL when s ≥ 1 , a(s) =
{
s
3
4 when 0 ≤ s ≤ 1
sL when s ≥ 1
Proposition 5.2. Assume that A is the set of T ∈ [0, T∗) such that for any
2 < q < 6 + 2γ, p ∈ (2, 6) with some fixed 0 < γ ≪ 1,
‖(du, ∂tu)‖L∞t L2x([0,T ]×H2) + ‖(∇∂tu,∇du)‖L∞t L2x([0,T ]×H2)
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+‖∂tu‖L2tLqx([0,T ]×H2) ≤ ε1. (5.5)∥∥∥ω(s)|D|− 12∂tφs∥∥∥
L∞s L
2
tL
p
x
+ ‖ω(s)∂tφs‖L∞s L∞t L2x
+‖ω(s)∇φs‖L∞s L∞t L2x +
∥∥∥ω(s)|D| 12φs∥∥∥
L∞s L
2
tL
p
x
≤ ε1. (5.6)
Then for all T ∈ A we have∥∥∥ω(s)|D|− 12∂tφs∥∥∥
L∞s L
2
tL
p
x([0,T ]×H2)
+
∥∥∥ω(s)|D| 12φs∥∥∥
L∞s L
2
tL
p
x([0,T ]×H2)
+ ‖ω(s)∂tφs‖L∞s L∞t L2x([0,T ]×H2) + ‖ω(s)∇φs‖L∞s L∞t L2x([0,T ]×H2) ≤ ε
2
1. (5.7)
and for any r ∈ (2, 6 + 2γ] it holds that
‖(du, ∂tu)‖L∞t L2x([0,T ]×H2) + ‖(∇∂tu,∇du)‖L∞t L2x([0,T ]×H2) ≤ ε
2
1 (5.8)
‖∂tu‖L2tLrx([0,T ]×H2) ≤ ε
2
1. (5.9)
Moreover we have
‖du‖L∞t L2x([0,T ]×H2) + ‖∂tu‖L∞t L2x([0,T ]×H2) + ‖∇du‖L∞t L2x([0,T ]×H2)
+ ‖∇∂tu‖L∞t L2x([0,T ]×H2) + ‖∂tu‖L2tL6x([0,T ]×H2) ≤ ε
2
1.
(5.10)
The proof of Proposition 5.2 will be divided into several lemmas below.
(5.7) is proved in Proposition 5.11. (5.8), (5.9) and (5.10) are proved in
Proposition 5.13 and Corollary 5.15 respectively.
The bootstrap programm we apply here is based on the design of [33, 55].
The essential refinement is we add a spacetime bound ‖∂tu‖L2tLpx to the
primitive bootstrap assumption. The most important original ingredient in
this part is we use the weighted Strichartz estimates in Section 5.1 to control
the one order derivative terms of φs.
Proposition 5.3. Assume (5.5) holds, then we have for any η > 0∥∥At∥∥L∞t L∞x ≤ ε1 (5.11)∥∥hii∂iAi(s)∥∥L∞t L∞x ≤ ε1max(1, s−η) (5.12)∥∥√hii∂tAi(s)∥∥L∞t L∞x ≤ ε1s− 12 (5.13)∥∥√hiiAi(s)∥∥L∞t L∞x ≤ ε1. (5.14)
Proof. By the commutator identity and the facts |∂tu˜| ≤ es∆|∂tu|, |∂su˜| ≤
es∆|∂su|, (5.11) is bounded by Lemma 2.5,
‖At‖L∞t L∞x ≤
∥∥∫ ∞
s
∥∥φt∥∥L∞x ∥∥φs∥∥L∞x dκ∥∥L∞t ≤ supt∈[0,T ] ∥∥φt∥∥L2sL∞x ∥∥φs∥∥L2sL∞x
≤ sup
t∈[0,T ]
∥∥∂tu∥∥L2x∥∥∂su∥∥L2x ≤ ε1.
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By the commutator identity,∥∥√hii∂tAi∥∥L∞t L∞x ≤
∫ ∞
s
∥∥√hii∂t (φi ∧ φs)∥∥L∞t L∞x dκ
≤
∫ ∞
s
∥∥√hii∂tφi∥∥L∞t L∞x ∥∥φs∥∥L∞t L∞x dκ+
∫ ∞
s
∥∥√hiiφi∥∥L∞t L∞x ∥∥∂tφs∥∥L∞t L∞x dκ.
Using the relation between the induced derivative Di,t and the covariant
derivative on u∗(TN), one obtains |
√
hii∂tφi| ≤ |∇∂tu˜|+|
√
hiiAtφi|+|
√
hiiAiφt|
and similarly |∂tφs| ≤ |∇t∂su˜|+ |Atφs|. Hence it suffices to prove∫ ∞
s
‖|du˜| |∇t∂su˜|‖L∞t L∞x dκ+
∫ ∞
s
‖|∂su˜| |∇∂tu˜|‖L∞t L∞x dκ ≤ ε1s
− 1
2 (5.15)∫ ∞
s
‖
√
hiiAiφtφs‖L∞t L∞x dκ+
∫ ∞
s
‖
√
hiiAtφiφs‖L∞t L∞x dκ ≤ ε1s
− 1
2 (5.16)
For s ∈ (0, 1], Proposition 3.2 and |du˜| ≤ es∆|du| give
‖|du˜| |∇t∂su˜|‖L∞t L∞x + ‖|∂su˜| |∇∂tu˜|‖L∞t L∞x ≤ ε1s
− 1
2 s−1 + ε1s
− 1
2 s−1. (5.17)
For s ≥ 1, we have by Proposition 3.2
‖|du˜| |∇t∂su˜|‖L∞t L∞x + ‖|∂su˜| |∇∂tu˜|‖L∞t L∞x ≤ ε1e
−δs. (5.18)
Therefore (5.18) and (5.17) yield for all s ∈ (0,∞)
‖|du˜| |∇t∂su˜|‖L∞t L∞x + ‖|∂su˜| |∇∂tu˜|‖L∞t L∞x ≤ ε1s
−3/2.
Hence we obtain (5.15). (5.16) and (5.14) can be proved similarly. By (2.2)
and direct calculations similar to Lemma 4.3,
|hii∂iA∞i | . |∇dQ|+ |dQ|. (5.19)
And the same route as (5.13) shows for any η > 0
|hii∂iAconi | ≤ ε1s−η. (5.20)
Thus (5.12) follows by (5.20), (5.19)
Lemma 5.2. Assume (5.5) and (5.6) hold, then we have∥∥∥√hpp|∂p(hii∂iAi(s))|∥∥∥
L∞t L
∞
x
≤ ε1max(s−1, 1) (5.21)
Proof. By Remark 3.2, it suffices to bound A∞ and Acon part separately.
Direct calculations as Lemma 4.3 and (2.2) yield the bound for the A∞ part
is
√
hpp|∂p(hii∂iA∞i (s))| ≤ |∇2dQ|+ |∇dQ|+ |dQ|.
Thus (1.3) shows the A∞ part is bounded by
‖
√
hpp|∂p(hii∂iA∞i (s))|‖L∞x ≤ ε1.
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By (2.2) and direct calculations,
√
hpp|∂p(hii∂i(φi ∧ φs)(s))|
≤ |∇2∂su˜||du˜|+
√
hiihpp|AiAp||∂su˜||du˜|+ |∂su˜||∇2du˜|+ |∇∂su˜||∇du˜|
+
√
hii|Ai||∇∂su˜||du˜|+
√
hii|Ai||∂su˜||∇du˜|+
√
hii|Ai‖∇∂su˜||du˜|
+
√
hpphii|∂pAi||∇∂su˜||du˜|+
√
hpphii|∂pAi||∂su˜||∇du˜|.
Thus the Acon part follows by Lemma 3.12 and interpolation.
Proposition 5.4. Suppose that (5.5), (5.6) hold. Then we have for p ∈
(2, 6) ∥∥a(s)‖∂tφs‖L2tLpx∥∥L∞s ≤ ε1 (5.22)∥∥a(s)‖∇φs‖L2tLpx∥∥L∞s ≤ ε1. (5.23)
Generally we have for θ ∈ [0, 2]∥∥ωθ(s)(−∆)θφs∥∥L∞s L2tLpx ≤ ε1 (5.24)∥∥ω1(s)|D|∂tφs∥∥L∞s L2tLpx ≤ ε1, (5.25)
where ωθ(s) = s
θ+ 1
4 when s ∈ [0, 1] and ωθ(s) = sL when s ≥ 1.
Proof. By (7.13) and Duhamel principle we have
‖(−∆) 12φs(s)‖L2tLpx ≤ ‖(−∆)
1
2 e
s
2
∆φs(
s
2
)‖L2tLpx
+
∥∥∫ s
s
2
(−∆) 12 e(s−τ)∆hiiAi∂iφs(τ)dτ
∥∥
L2tL
p
x
(5.26)
+
∥∥∫ s
s
2
(−∆) 12 e(s−τ)∆G(τ)dτ∥∥
L2tL
p
x
. (5.27)
where G(τ) = hii (∂iAi)φs − hiiΓkiiAkφs + hiiAiAiφs + hii (φs ∧ φi)φi. For
(5.26), the smoothing effect and (5.14) show
s
3
4
∥∥∫ s
s
2
(−∆) 12 e(s−τ)∆hiiAi∂iφs(τ)dτ
∥∥
L2tL
p
x
. s
3
4
∫ s
s
2
(s− τ)− 12∥∥hiiAi∂iφs(τ)∥∥L2tLpxdτ
. s
3
4
∫ s
s
2
(s− τ)− 12 ‖∇φs(τ)‖L2tLpx
∥∥√hiiAi∥∥L∞t L∞x dτ
. s
3
4 ε1
∫ s
s
2
(s− τ)− 12 ‖∇φs(τ)‖L2tLpxdτ.
Thus we conclude when s ∈ [0, 1]
s
3
4
∥∥∫ s
s
2
(−∆) 12 e(s−τ)∆hiiAi∂iφs(τ)dτ
∥∥
L2tL
p
x
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≤ ε1
∥∥∥s 34‖∇φs(s)‖L2tLpx∥∥∥L∞s . (5.28)
Similarly we have for (5.27) that
s
3
4
∫ s
s
2
(s− τ)− 12‖G(τ)‖L2tLpxdτ
≤ s 34
∫ s
s
2
(s− τ)− 12∥∥hii∂iAi∥∥L∞t L∞x ‖φs‖L2tLpxdτ + s 34
∫ s
s
2
‖A2‖L∞t L∞x ‖φs‖L2tLpxdτ
+ s
3
4
∫ s
s
2
(s− τ)− 12
(∥∥hiiAiAi∥∥L∞t L∞x + ∥∥hiiφiφi∥∥L∞t L∞x )‖φs‖L2tLpxdτ.
Thus by Proposition 5.3 and Proposition 3.2, we have for all s ∈ [0, 1]
(5.27) .
∥∥∥s 12 ‖φs(s)‖L2tLpx∥∥∥L∞s . (5.29)
For s ≥ 1, we also have by Duhamel principle
sL
∥∥(−∆) 12φs(s)∥∥L2tLpx
≤ sL
∥∥(−∆) 12 e s2∆φs(s
2
)
∥∥
L2tL
6
x
+ sL
∥∥∫ s
s
2
(−∆) 12 e(s−τ)∆G1(τ)dτ
∥∥
L2tL
p
x
,
where G1 is the inhomogeneous term. The linear term is bounded by
sL
∥∥(−∆) 12 e s2∆φs(s
2
)
∥∥
L2tL
p
x
≤ sLe− 116s∥∥φs(s
2
)
∥∥
L2tL
p
x
.
By Proposition 5.3 and smoothing effect, the first term in G1 is bounded as
sL
∥∥∫ s
s
2
(−∆) 12 e(s−τ)∆hiiAi∂iφs(τ)dτ
∥∥
L2tL
p
x
≤ sL
∫ s
s
2
(s− τ)− 12 e−δ(s−τ)∥∥∇φs(τ)∥∥L2tLpx∥∥√hiiAi∥∥L∞t L∞x dτ
≤ ε1sL
∫ s
s
2
e−δ(s−τ)τ−L(s− τ)− 12∥∥τL∇φs(τ)∥∥L2tLpxdτ.
The other terms in G1 can be estimated similarly, thus we obtain for s ≥ 1
sL
∥∥∥(−∆) 12φs(s)∥∥∥
L2tL
p
x
≤ ε1
∥∥∥sL‖∇φs(s)‖L2tLpx∥∥∥L∞s (s≥1) +
∥∥∥sL‖φs(τ)‖L2tLpx∥∥∥L∞s (s≥1).
(5.30)
Combing (5.26), (5.27), with (5.30) gives corresponding estimates in (5.23)
for ∇φs. It suffices to prove the remaining estimates in (5.23) for ∂tφs.
Denote the inhomogeneous term in (7.15) by G3, then Duhamel principle
gives
s
3
4‖∂tφs(s)‖L2tLpx ≤ s
3
4
∥∥e∆ s2 ∂tφs(s
2
)
∥∥
L2tL
p
x
+ s
3
4
∥∥∫ s
s
2
e∆(s−τ)G3(τ)dτ
∥∥
L2tL
p
x
.
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The first term of G3 is bounded by
s
3
4
∫ s
s
2
∥∥e∆(s−τ)hii (∂tAi) ∂iφs(τ)∥∥L2tLpxdτ ≤ s 34
∫ s
s
2
∥∥√hii∂tAi∥∥L∞t L∞x ∥∥∇φs∥∥L2tLpxdτ.
This is acceptable by Proposition 5.3. The second term in G3 is bounded as
s
3
4
∫ s
s
2
∥∥e∆(s−τ)2hiiAi∂i∂tφs(τ)∥∥L2tLpxdτ
≤ s 34
∫ s
s
2
∥∥e∆(s−τ)√hii∂i (√hiiAi∂tφs)∥∥
L2tL
p
x
dτ + s
3
4
∫ s
s
2
∥∥e∆(s−τ)hii∂iAi∂tφs∥∥L2tLpxdτ
, I + II. (5.31)
I is bounded by the smoothing effect, boundedness of Riesz transform and
Proposition 5.3
I ≤ s 34
∫ s
s
2
∥∥(−∆) 12 e∆(s−τ)(√hiiAi∂tφs)∥∥L2tLpxdτ
≤ s 34
∫ s
s
2
(
s− τ)− 12∥∥√hiiAi∥∥L∞t L∞x ∥∥∂tφs∥∥L2tLpxdτ
≤ s 34
∫ s
s
2
(s− τ )− 12 ε1
∥∥∂tφs∥∥L2tLpxdτ.
II is estimated as the first term of G3 above. The third term of G3 is
bounded as
s
3
4
∫ s
s
2
∥∥e∆(s−τ)hii (∂i∂tAi)φs∥∥L2tLpxdτ
≤ s 34
∫ s
s
2
∥∥e∆(s−τ)√hii∂i(√hii∂tAiφs)∥∥L2tLpxdτ
+ s
3
4
∫ s
s
2
∥∥e∆(s−τ)hii∂tAi∂iφs∥∥L2tLpxdτ. (5.32)
The remaining arguments are almost the same as I and II. And the rest nine
terms in G3 can be estimated as above as well. Hence the desired estimates
in (5.22) for ∂tφs when s ∈ (0, 1] is verified. It suffices to prove (5.22) for
∂tφs when s ≥ 1. The proof for this part is exactly close to the estimates of
∇φs when s ≥ 1 and that of I, II. (5.25) follows by the same arguments as
(5.22) by applying smoothing effect of the heat semigroup. By interpolation,
in order to verify (5.24), it suffices to prove
‖ω1(s)(−∆)φs‖L∞s L2tLpx ≤ ε1. (5.33)
By (7.13), Duhamel principle and the smoothing effect we have
‖(−∆)φs(s)‖L2tLpx ≤ s
−1e−
δ
2
s‖φs(s
2
)‖L2tLpx
+
∫ s
s
2
(s− τ)− 12 e−δ(s−τ)(‖∇(hiiAi∂iφs)‖L2tLpx + ‖∇G‖L2tLpx)dτ.
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Then by Lemma 5.2, Proposition 5.3, (5.23), (5.5), (5.6), one obtains
‖ω1(s)(−∆)φs‖L∞s L2tLpx ≤ ε1
∥∥ω1(s)∇2φs∥∥L∞s L2tLpx + ε1.
Thus (5.24) follows by Remark 5.1.
Lemma 5.3. Assume that (5.5), (5.6) hold, then for q ∈ (2, 6 + 2γ]
‖φt(s)‖L∞s L2tLqx ≤ ε1 (5.34)
‖At‖L1tL∞x ≤ ε
2
1 (5.35)
Proof. First notice that φt satisfies (∂s − ∆)|φt| ≤ 0, thus for any fixed
(t, s, x) one has the pointwise estimate
|φt(s, t, x)| ≤ |φt(0, t, x)| = |∂tu(t, x)|.
Hence (5.34) follows by (5.5). From commutator identity we have
‖At‖L1tL∞x ≤
∫ ∞
0
‖∂tu‖L2tL∞x ‖∂su‖L2tL∞x ds. (5.36)
Sobolev inequality implies for p∗ slightly less than 6
‖φs‖L∞x ≤ ‖|D|
1
2φs‖Lp∗x . (5.37)
And since |∂tu˜| satisfies (∂s −∆)|∂tu˜| ≤ 0, then
‖φt(s)‖L∞x . s−1/p∗e−δs‖φ(
s
2
)‖Lp∗x . (5.38)
By (5.38), (5.37) and (5.6),∫ 1
0
‖φt(s)‖L2tL∞x ‖φs(s)‖L2tL∞x .
∫ 1
0
s
− 1
2
− 1
p∗ ‖φt(s
2
)‖L2tLp∗x s
1
2‖|D| 12φs(s)‖L2tLp∗x ds.
(5.39)∫ ∞
1
‖φt(s)‖L2tL∞x ‖φs(s)‖L2tL∞x .
∫ ∞
1
s−4L‖φt(s
2
)‖L2tLp∗x ‖|D|
1
2φs(s)‖L2tLp∗x ds.
(5.40)
Thus (5.35) is obtained by (5.5) and (5.6).
Lemma 5.4. Assume that (5.5) and (5.6) hold, then for p ∈ (2, 6+2γ] with
0 < γ ≪ 1, φt satisfies
‖ω(s)|D|φt(s)‖L∞s L2tLpx ≤ ε1 (5.41)∥∥∥ω 3
4
(s)∆φt(s)
∥∥∥
L∞s L
2
tL
p
x
≤ ε1 (5.42)
Proof. By Duhamel principle and (7.14)
s
1
2
∥∥(−∆) 12φt(s)∥∥L2tLpx ≤ s 12∥∥(−∆) 12 e s2∆φt(s2)∥∥L2tLpx
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+ s
1
2
∫ s
s
2
∥∥(−∆) 12 e(s−τ)∆G(τ)∥∥
L2tL
p
x
dτ,
where G denotes the inhomogeneous terms. By smoothing effect and Propo-
sition 5.3, the first term in G is bounded by
s
1
2
∫ s
s
2
∥∥(−∆) 12 e(s−τ)∆hiiAi∂iφt∥∥L2tLpxdτ
≤ s 12
∫ s
s
2
(s− τ)− 12∥∥∇φt∥∥L2tLpx∥∥√hiiAi∥∥L∞t L∞x dτ
≤ ε1s
1
2
∫ s
s
2
(s− τ)− 12
∥∥∇φt∥∥L2tLpxdτ.
The large time estimates follow by the same route. Similar estimates for the
rest terms in G and (5.34) yield (5.41). By Duhamel principle and smoothing
effect, we have
‖∆φt‖L2tLpx . s
− 1
2 e−δ
s
2‖∇φt‖L2tLpx +
∫ s
s
2
(s − τ)− 12 e−δ(s−τ)‖∇G‖L2tLpxdτ.
Then Lemma 5.2, Proposition 5.3, (5.41), (5.5), (5.6) give
‖ω 3
4
(s)∆φt‖L∞s L2tLpx . ǫ1 + ǫ1‖ω 34 (s)∇
2φt‖L∞s L2tLpx
Thus (5.42) follows by Remark 5.1.
Lemma 5.5. Suppose that (5.5) and (5.6) hold, then the wave map tension
field satisfies ∥∥∥s− 12W(s)∥∥∥
L∞s L
1
tL
2
x
≤ ε21 (5.43)
‖∇W(s)‖L∞s L1tL2x ≤ ε
2
1 (5.44)∥∥∥s 12∆W(s)∥∥∥
L∞s L
1
tL
2
x
≤ ε21 (5.45)
‖ω(s)∂sW(s)‖L∞s L1tL2x ≤ ε
2
1. (5.46)
Proof. Recall the equation for W evolving along s:
∂sW = ∆W+ 2h
iiAi∂iW+ h
iiAiAiW+ h
ii∂iAiW− hiiΓkiiAkW+ hii (W ∧ φi)φi
+ 3hii(∂tu˜ ∧ ∂iu˜)∇t∂iu˜. (5.47)
Since W(0, s, x)=0 for all (s, x) ∈ R+ ×H2, Duhamel principle gives
(−∆)kW(s, t, x) =
∫ s
0
e(s−τ)∆(−∆)kG2(τ)dτ ,
where G2 denotes the inhomogeneous term.
Step One. In this step, we consider short time behavior, and all the inte-
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grand domain of L∞s is restricted in s ∈ [0, 1]. By (5.14), (5.12),∫ s
0
∥∥hiiAiAiW∥∥L1tL2xdκ ≤
∫ s
0
∥∥hiiAiAi∥∥L∞t L∞x ‖W‖L1tL2xdκ ≤ s 32 ε21∥∥∥Ws− 12∥∥∥L∞s L1tL2x∫ s
0
∥∥hii∂iAiW∥∥L1tL2xdκ ≤
∫ s
0
∥∥hii∂iAi∥∥L∞t L∞x ‖W‖L1tL2xdκ ≤ s 12 ε21∥∥∥Ws− 12∥∥∥L∞s L1tL2x .
By Proposition 3.2,∫ s
0
∥∥hii (W ∧ φi)φi∥∥L1tL2xdκ ≤
∫ s
0
∥∥hiiφiφi∥∥L∞t L∞x ‖W‖L1tL2xdκ ≤ sε21∥∥∥Ws− 12∥∥∥L∞s L1tL2x .
(5.48)
By (5.41), (5.14) and Proposition 3.2,∫ s
0
∥∥hii (∂tu˜ ∧ ∂iu˜)∇i∂tu˜∥∥L1tL2xdκ
≤
∫ s
0
‖du˜‖L∞t L6x‖∇∂tu˜‖L2tL6x‖∂tu˜‖L2tL6xdκ
≤
∫ s
0
‖du˜‖L∞t L6x‖∇φt‖L2tL6x‖∂tu˜‖L2tL6xdκ+
∫ s
0
‖du˜‖L∞t L6x
∥∥∥√hiiAiφt∥∥∥
L2tL
6
x
‖∂tu˜‖L2tL6xdκ
≤ s 12 ε21.
By the smoothing effect and the boundedness of Riesz transform, we have∫ s
0
∥∥∥e(s−κ)∆hiiAi∂iW∥∥∥
L1tL
2
x
dκ
≤
∫ s
0
∥∥∥e(s−κ)∆hii∂i (AiW)∥∥∥
L1tL
2
x
dκ+
∫ s
0
∥∥∥e(s−κ)∆hii∂iAiW∥∥∥
L1tL
2
x
dκ
≤
∫ s
0
(s− κ)− 12
∥∥∥√hiiAiW∥∥∥
L1tL
2
x
dκ+
∫ s
0
∥∥hii∂iAiW∥∥L1tL2xdκ
≤ s 12 ε21
∥∥∥Ws− 12∥∥∥
L∞s L
1
tL
2
x
.
Hence we conclude (5.43) for s ∈ [0, 1] by choosing ε1 sufficiently small. In
order to prove (5.44), we use the following Duhamel principle instead to
apply (5.43),
(−∆) 12W(s) = (−∆) 12 e s2∆W(s
2
) +
∫ s
s
2
(−∆) 12 e(s−τ)∆G2(τ)dτ .
Then (5.44) follows by (5.43) and the smoothing effect. Again by Duhamel
principle and the smoothing effect,
‖ (−∆)W(s)‖L2x ≤ ‖ (−∆) e
s
2
∆W(
s
2
)‖L2x+
∫ s
s
2
(s−τ)− 12 e−δ(s−τ)‖ (−∆) 12 G2(τ)‖L2xdτ.
Thus Lemma 5.2, Proposition 5.3, (5.5), (5.6), Remark 5.1 and Lemma 5.4
give (5.45) for s ∈ [0, 1]. For s ∈ [0, 1], (5.46) now arises from (5.43)-(5.45).
Step Two. We prove (5.43)-(5.45) for s ≥ 1. This can be easily obtained
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by the same arguments as above with the help of s−L decay in the long time
case.
Step Three. We prove the large time behavior. The Duhamel principle we
use is also
(−∆)kW(s) = (−∆)ke s2∆W(s
2
) +
∫ s
s
2
(−∆)ke(s−τ)∆G2(τ)dτ .
Let s ≥ 1, applying smoothing effect we obtain
sL‖W(s)‖L1tL2x ≤ s
Le−s/8
∥∥∥W(s
2
)
∥∥∥
L1tL
2
x
+ sL
∫ s
s
2
e−(s−τ)/8‖G2(τ)‖L1tL2xdτ.
Then by Hausdorff-Young and (5.43)-(5.45), for s ≥ 1
‖W‖L1tL2x ≤ ε
2
1s
−L. (5.49)
Similarly, we have for s ∈ [1,∞)
‖∇W‖L1tL2x + ‖∆W‖L1tL2x ≤ ε
2
1s
−L. (5.50)
Thus the longtime part of (5.46) now results from (5.49), (5.50).
Lemma 5.6. Suppose that (5.5) and (5.6) hold, then for 0 < γ ≪ 1∥∥∥s− 12W(s)∥∥∥
L∞s L
2
tL
3+γ
x
+ ‖ω(s)W(s)‖L∞s L2tL3+γx ≤ ε1 (5.51)
‖ω(s)∂tφt(s)‖L∞s L2tL3+γx ≤ ε1. (5.52)
‖∂tAt(s)‖L∞s L2tL3+γx ≤ ε1. (5.53)
Proof. (5.52) is a direct corollary of (5.51). In fact, the definition of the
wave map tension field gives
Dtφt = φs +W(s).
Hence ∂tφt is bounded by |φs| + |Atφt| + |W|, then (5.52) follows by (5.6),
(5.51), (5.34) and (5.11). (5.51) follows by the same arguments as (5.46).
The only difference is to use∥∥hii (∂tu˜ ∧ ∂iu˜)∇i∂tu˜∥∥L2tL3+γx ≤ ‖∇∂tu˜‖L2tL6+2γx ‖∂tu˜‖L∞t L12+4γx ‖du˜‖L∞t L12+4γx ,
where the term ‖∂tu˜‖L∞t L12+4γx ‖du˜‖L∞t L12+4γx is bounded by Soboelv embed-
ding and Proposition 3.2. It remains to prove (5.53). By the definition of
Dt and At, we have
|∂tAt(s)| ≤
∫ ∞
s
|∂tφt| |φs|dκ+
∫ ∞
s
|∂tφs| |φt| dκ
≤
∫ ∞
s
|Dtφt| |φs|dκ+
∫ ∞
s
|At| |φs| dκ+
∫ ∞
s
|∂tφs| |φt| dκ,
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By W = Dtφt − φs and Ho¨lder,∥∥∥∥∫ ∞
s
|Dtφt| |φs|dκ
∥∥∥∥
L2tL
3+γ
x
≤
∫ ∞
s
‖w‖L2tL3+γx ‖∂su˜‖L∞t L∞x dκ+
∫ ∞
s
‖φs‖L∞t L6+2γx ‖φs‖L2tL6+2γx dκ. (5.54)
Since ‖φs‖L6+2γx ≤ ‖|D|
1
2φs‖Lpx for p ∈ (4, 6), then (5.54) is acceptable by
Proposition 3.2 and Proposition 5.4. Again by Ho¨lder and Sobolev embed-
ding, for 1m +
1
4 =
1
3+γ∥∥∥∥∫ ∞
s
|∂tφs| |φt| dκ
∥∥∥∥
L2tL
3+γ
x
≤
∫ ∞
s
‖∂sφt‖L2tL4x‖φt‖L∞t Lmx dκ
≤
∫ ∞
s
‖∂sφt‖L2tL4x‖∇∂tu˜‖L2xdκ.
Since |∂sφt| ≤ |∂tφs| + |Atφs|, this is also acceptable by Proposition 3.2,
Proposition 5.4, (5.35), and (5.11). Thus (5.53) follows.
Proposition 5.5. Suppose that (5.5) and (5.6) hold. Then we have for
p ∈ (2, 6)∥∥∥ω(s)|D|− 12 ∂tφs∥∥∥
L∞s L
2
tL
p
x([0,T ]×H2)
+
∥∥∥ω(s)|D| 12φs∥∥∥
L∞s L
2
tL
p
x([0,T ]×H2)
+ ‖ω(s)∂tφs‖L∞s L∞t L2x([0,T ]×H2) + ‖ω(s)∇φs‖L∞s L∞t L2x([0,T ]×H2) ≤ ε
2
1. (5.55)
Proof By Lemma 4.4 and Proposition 5.1, we obtain for any p ∈ (2, 6)
ω(s)‖∂tφs‖L∞t L2x + ω(s)‖∇φs‖L∞t L2x + ω(s)
∥∥∥|∇| 12φs∥∥∥
L2tL
p
x
+ ω(s)
∥∥∥|D|− 12 ∂tφs∥∥∥
L2tL
p
x
+ ω(s)‖ρσ∇φs‖L2tL2x
. ω(s)‖∂tφs(0, s, x)‖L2x + ω(s)‖∇φs(0, s, x)‖L2x + ω(s)‖G4‖L1tL2x . (5.56)
where G4 denotes the inhomogeneous term. First, the φs(0, s, x) term is
acceptable by Proposition 3.2, µ2 ≪ ε1 and
|∇t,xφs(0, s, x)| ≤ |∇t,x∂sU |+
√
hγγ |Aγ ||∂sU |,
where U(s, x) is the heat flow initiated from u0. Second, the three terms
involved with At are bounded by
ω(s)‖At∂tφs‖L1tL2x ≤ ‖At‖L1tL∞x ω(s)‖∂tφs‖L∞t L2x
ω(s)‖AtAtφs‖L1tL2x ≤ ‖At‖L1tL∞x ‖At‖L∞t L∞x ω(s)‖φs‖L∞t L2x
ω(s)‖∂tAtφs‖L1tL2x ≤ ‖∂tAt‖L2tL3+γx ω(s)‖φs‖L2tLkx ,
where 1k +
1
3+γ =
1
2 , and k ∈ (2, 6). They are admissible by (5.11), (5.35)
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and (5.53). The ∂tu˜ term is bounded by
ω(s)‖R(∂tu˜, ∂su˜)(∂tu˜)‖L1tL2x ≤ ‖∂tu˜‖L2tL6+2γx ‖∂tu˜‖L∞t L6+2γx ω(s)‖φs‖L2tLkx ,
where 1k +
1
3+γ =
1
2 , and k ∈ (2, 6). The ∂sW term is bounded by (5.46).
The Aconi terms should be dealt with separately. We present the estimates
for these terms as a lemma.
Lemma 5.7 (Continuation of Proof of Proposition 5.5). Under the assump-
tion of Proposition 5.5, we have
ω(s)
∥∥hiiAconi ∂iφs∥∥L1tL2x ≤ ε1ω(s)‖ρσ∇φs‖L2tL2x + ε21 (5.57)
ω(s)
∥∥hiiAconi A∞i φs∥∥L1tL2x ≤ ε21 (5.58)
ω(s)
∥∥hiiAconi Aconi φs∥∥L1tL2x ≤ ε21 (5.59)
ω(s)
∥∥hii∂iAconi φs∥∥L1tL2x ≤ ε21 (5.60)
ω(s)
∥∥∥hiiΓkiiAconk φs∥∥∥
L1tL
2
x
≤ ε21. (5.61)
Proof. Expanding φi as φ
∞
i +
∫∞
s ∂sφidκ yields
Aconi =
∫ ∞
s
φi ∧ φsdκ =
∫ ∞
s
(∫ ∞
κ
∂sφi(τ)dτ + φ
∞
i
)
∧ φs(κ)dκ. (5.62)
Hence we get
ω(s)
∥∥hiiAconi ∂iφs∥∥L1tL2x
≤ ω(s)
∥∥∥∥hii(∫ ∞
s
φ∞i ∧ φs(κ)dκ)∂iφs
∥∥∥∥
L1tL
2
x
+ ω(s)
∥∥∥∥hii(∫ ∞
s
φs(κ) ∧
(∫ ∞
κ
∂sφi(τ)dτ
)
dκ
)
∂iφs
∥∥∥∥
L1tL
2
x
∆
= B1 +B2
The B1 term is bounded by
B1 . ω(s)‖ρσ∇φs‖L2tL2x
∥∥∥∥∫ ∞
s
ρ−σφ∞i
√
hiiφs(κ)dκ
∥∥∥∥
L2tL
∞
x
≤ ω(s)‖ρσ∇φs‖L2tL2x
∥∥∥ρ−σφ∞i √hii∥∥∥
L∞x
∫ ∞
s
‖φs(κ)‖L2tL∞x dκ
. ω(s)‖ρσ∇φs‖L2tL2x
∥∥∥ρ−σ√hiiφ∞i ∥∥∥
L∞x
∥∥∥a(s)‖∇φs(s)‖L2tL4x∥∥∥L∞s , (5.63)
where we have used the Sobolev embedding in the last step. Hence Propo-
sition 5.4 gives an acceptable bound,
B1 ≤ Cµ1ε1ω(s)‖ρσ∇φs‖L2tL2x .
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The B2 term is bounded by
B2 . ω(s)‖∇φs‖L∞t L2x
∫ ∞
s
‖φs(κ)‖L2tL∞x
(∫ ∞
κ
‖∇φs(τ)‖L2tL∞x dτ
)
dκ.
Meanwhile, Sobolev embedding and Proposition 5.4 give when τ ∈ (0, 1)
‖∇φs(τ)‖L2tL∞x ≤
(
τ
3
4‖∇φs(τ)‖L2tL5x
)3/5(
τ5/4
∥∥∇2φs(τ)∥∥L2tL5x)2/5τ− 12−9/20
≤ ε1τ−19/20,
and when τ ∈ [1,∞)
‖∇φs(τ)‖L2tL∞x ≤
(
τL‖∇φs(τ)‖L2tL5x
)3/5(
τL
∥∥∇2φs(τ)∥∥L2tL5x)2/5τ−L ≤ ε1τ−L.
Similarly we deduce by Sobolev embedding ‖f‖L∞ ≤ ‖|D| 12 f‖L5 that
‖φs(τ)‖L2tL∞x ≤ ε1τ
− 1
2 , when τ ∈ (0, 1); ‖φs(τ)‖L2tL∞x ≤ ε1τ
−L, when τ ∈ [1,∞).
Therefore we conclude
B2 ≤ ε21ω(s)‖∇φs‖L∞t L2x . (5.64)
Proposition 5.4 together with (5.63), (5.64) yields (5.57). Next we prove
(5.58). Ho¨lder yields
ω(s)‖hiiAconi A∞i φs‖L1tL2x ≤ ‖
√
hiiAconi ‖
L2tL
10
3
x
ω(s)‖φs‖L2tL5x .
Using the expression Aconi =
∫∞
s φi ∧ φsdκ, we obtain∥∥∥√hiiAconi ∥∥∥
L2tL
10
3
x
.
∥∥∥∥∫ ∞
s
√
hiiφi ∧ φsdκ
∥∥∥∥
L2tL
10
3
x
≤ ‖du˜‖L∞t L10x
∫ ∞
s
‖φs‖L2tL5xdκ
. ‖∇du˜‖L∞t L2x‖ω(s)‖φs(s)‖L2tL5x‖L∞s . (5.65)
Therefore Proposition 5.4 gives (5.58). Third, we verify (5.59). Ho¨lder yields
ω(s)‖hiiAconi Aconi φs‖L1tL2x ≤ ‖
√
hiiAconi ‖
L2tL
10
3
x
‖
√
hiiAconi ‖L∞t L∞x ω(s)‖φs‖L2tL5x .
The term ‖
√
hiiAconi ‖
L2tL
10
3
x
has been estimated in (5.65). The ‖
√
hiiAconi ‖L∞t L∞x
term is bounded by
‖
√
hiiAconi ‖L∞t L∞x .
∥∥∥∥∫ ∞
s
‖du˜‖L∞x ‖φs‖L∞x dκ
∥∥∥∥
L∞t
.
This is acceptable by Proposition 3.2 and Lemma 2.5. Forth, we prove (5.60).
Ho¨lder yields
ω(s)
∥∥hii (∂iAconi )φs∥∥L1tL2x ≤ ∥∥hii∂iAconi ∥∥L2tL4xω(s)‖φs‖L2tL4x .
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The hii∂iAi term is bounded by∥∥hii∂iAconi ∥∥L2tL4x =
∥∥∥∥∫ ∞
s
hii∂iφiφsdκ+
∫ ∞
s
hiiφi∂iφsdκ
∥∥∥∥
L2tL
4
x
≤
∫ ∞
s
∥∥hii∂iφi∥∥L∞t L20x ‖φs‖L2tL5xdκ+
∫ ∞
s
‖du˜‖L∞t L∞x ‖∇φs‖L2tL4xdκ
≤
∫ ∞
s
(
‖∇du˜‖L∞t L20x +
∥∥hiiAiφi∥∥L∞t L20x )‖φs‖L2tL5xdκ
+
∫ ∞
s
‖du˜‖L∞t L∞x ‖∇φs‖L2tL4xdκ.
Thus this is acceptable by Proposition 5.3 and interpolation between the
‖∇du˜‖L∞ bound and the ‖∇du˜‖L2 bound in Proposition 3.2. Finally we
notice that (5.61) is a consequence of (5.65) and
ω(s)
∥∥∥hiiΓkiiAconk φs∥∥∥
L1tL
2
x
≤ ‖Acon2 ‖
L2tL
10
3
x
ω(s)‖φs‖L2tL5x .

Proposition 5.4 with Proposition 5.5 yields
Proposition 5.6. Assume that the solution to (1.2) satisfies (5.6) and (5.5),
then for any p ∈ (2, 6), θ ∈ [0, 2]
‖ω(s)∇φs‖L∞s L∞t L2x +
∥∥∥ω(s)|D| 12φs∥∥∥
L∞s L
2
tL
p
x
≤ ε21
‖ω1(s)|D|∂tφs‖L∞s L2tLpx +
∥∥∥ωθ(s)(−∆)θφs∥∥∥
L∞s L
2
tL
p
x
≤ ε21.
5.3 Close all the bootstrap
Lemma 5.8. Assume that the solution to (1.2) satisfies (5.6) and (5.5),
then for any p ∈ (2, 6 + 2γ]
‖(du, ∂tu)‖L∞t L2x([0,T ]×H2) + ‖(∇∂tu,∇du)‖L∞t L2x([0,T ]×H2) ≤ ε
2
1 (5.66)
‖∂tu‖L2tLpx([0,T ]×H2) ≤ ε
2
1. (5.67)
Proof. First we prove (5.67). By Dsφt = Dtφs, As = 0, one has
‖φt(0, t, x)‖L2tLpx ≤
∥∥∥∥∫ ∞
0
|∂sφt|ds
∥∥∥∥
L2tL
p
x
≤ ‖∂tφs‖L1sL2tLpx + ‖Atφs‖L1sL2tLpx .
(5.68)
Sobolev embedding gives
‖∂tφs‖L6+2γx + ‖φs‖L6+2γx ≤
∥∥∥(−∆)ϑ∂tφs∥∥∥
L6−ηx
+
∥∥∥(−∆)ϑφs∥∥∥
L6−ηx
,
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where ϑ2 =
1
6−η − 16+2γ , 0 < η ≪ 1, 0 < γ ≪ 1. Thus (5.67) follows by
Proposition 5.6 and Proposition 5.3. Second, we prove (5.66). By Remark
3.2, φi(0, t, x) = φ
∞
i +
∫∞
0 ∂sφidκ. Since |du˜| ≤
√
hii|φi|, ‖
√
hiiφ∞i ‖L2x ≤
‖dQ‖L2 ≤ µ1, it suffices to verify for any t, x ∈ [0, T ]×H2∫ ∞
0
‖
√
hii∂sφi‖L2xdκ ≤ ε21.
This is acceptable by Proposition 5.3, Proposition 5.6 and |
√
hii∂sφi| ≤
|∇φs| +
√
hii|Ai||φs|. Recalling (7.12) for the equation of φs evolving along
the heat flow, we have by integration by parts,
d
ds
‖τ(u˜)‖2L2x =
d
ds
〈φs, φs〉 = 2 〈Dsφs, φs〉
= 2hii
〈
DiDiφs − ΓkiiDkφs, φs
〉
+
〈
hij(φs ∧ φi)φj , φs
〉
= −2hii 〈Diφs,Diφs〉+
〈
hij(φs ∧ φi)φj , φs
〉
.
Hence ‖∂su˜‖L2x ≤ e−δs shows
‖τ(u˜(0, t, x))‖2L2x .
∫ ∞
0
hii 〈Diφs,Diφs〉ds
.
∫ ∞
0
〈∇φs,∇φs〉ds+
∫ ∞
0
hii 〈Aiφs, Aiφs〉ds +
∫ ∞
0
|du˜|2|φs|2ds. (5.69)
The nonnegative sectional curvature property of N = H2 with integration
by parts implies
‖∇du˜‖2L2x . ‖τ(u˜)‖
2
L2x
+ ‖du˜‖2L2x .
Hence (5.69) gives
‖∇du˜(0, t, x)‖2L2x
.
∫ ∞
0
〈∇φs,∇φs〉ds+
∫ ∞
0
|du˜|2|φs|2ds+
∫ ∞
0
hii 〈Aiφs, Aiφs〉ds+ ‖du˜(0, t, x)‖2L2x .
(5.70)
Since the |du˜| term has been estimated, by Proposition 5.6 , Proposition 5.3
and (5.70),
‖∇du˜‖L∞t L2x([0,T ]×H2) ≤ ε
2
1.
Finally we prove the desired estimates for |∇∂tu˜|. Integration by parts yields,
d
ds
‖∇∂tu˜‖2L2 =
d
ds
hii 〈Diφt,Diφt〉 = 2hii 〈DsDiφt,Diφt〉
= 2hii 〈DiDtφs,Diφt〉+ 2hii 〈(φs ∧ φi)φt,Diφt〉
= −2hii 〈Dtφs,DiDiφt〉+ 2 〈Dtφs,D2φt〉+ 2hii 〈(φs ∧ φi)φt,Diφt〉
= −2
〈
Dtφs, h
iiDiDiφt − hiiΓkiiDkφt
〉
+ 2hii 〈(φs ∧ φi)φt,Diφt〉 .
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Recall (7.14), the parabolic equation of φt along heat flow, then
d
ds
‖∇∂tu˜‖2L2 = −2 〈Dtφs,Dsφt〉+2hii 〈(φs ∧ φi)φt,Diφt〉+2hii 〈Dtφs, (φt ∧ φi)φi〉 .
Hence we conclude,
‖∇∂tu˜(0, t, x)‖2L2
.
∫ ∞
0
〈∂tφs, ∂tφs〉 dκ+
∫ ∞
0
〈Atφs, Atφs〉 dκ
+
∫ ∞
0
‖φs‖L2x‖du˜‖L∞x ‖∂tu˜‖L∞x ‖∇∂tu˜‖L2xdκ+
∫ ∞
0
‖∂tu˜‖L2x ‖du˜‖
2
L∞x
‖Dtφs‖L2xdκ.
Thus by Proposition 3.2, Proposition 5.6 and Proposition 5.3, we have
‖∇∂tu˜(0, t, x)‖2L2 ≤ ε41.
Therefore, we have proved all estimates in (5.66) and (5.67).
We summarize what we have proved in the following corollary.
Corollary 5.1. Assume (−T ∗, T∗) is the lifespan of solution to (1.2). And
let µ1, µ2 be sufficiently small, then we have
‖du‖L∞t L2x([0,T∗]×H2) + ‖∂tu‖L∞t L2x([0,T∗]×H2) + ‖∇du‖L∞t L2x([0,T∗]×H2)
+ ‖∇∂tu‖L∞t L2x([0,T∗]×H2) + ‖∂tu‖L2tL6x([0,T∗]×H2) ≤ ε
2
1.
Thus by Proposition 2.1, we have (u, ∂tu) is a global solution to (1.2).
6 Proof of Theorem 1.1
Finally, we prove Theorem 1.1 based on Proposition 5.6.
Proposition 6.1. Let u be the solution to (1.2) in X[0,∞). Then as t→∞,
u(t, x) converges to a harmonic map, namely
lim
t→∞
lim
x∈H2
distH2(u(t, x), Q(x)) = 0,
where Q(x) : H2 → H2 is the unperturbed harmonic map.
Proof. For u(t, x), by Proposition 3.3, we have the corresponding heat flow
converges to some harmonic map uniformly for x ∈ H2. Then by the defini-
tion of the distance on complete manifolds, we have
distH2(u(t, x), Q(x)) ≤
∫ ∞
0
‖∂su˜‖L∞x ds. (6.1)
For any T > 0, µ > 0, since |∂su˜| satisfies (∂s −∆)|∂su˜| ≤ 0, one has∫ ∞
T
‖∂su˜(s, t, x)‖L∞x ds .
∫ ∞
T
e−
1
8
s‖τ(u(t, x))‖L2xds . e
−T/8‖∇du(t, x)‖L2x
(6.2)
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∫ µ
0
‖∂su˜(s, t, x)‖L∞x ds .
∫ µ
0
∥∥es∆H2τ(u(t, x))∥∥
L∞x
ds ≤
∫ µ
0
s−
1
2‖∇du(t, x)‖L2xds
. µ
1
2 ‖∇du(t, x)‖L2x (6.3)
Similarly, we have∫ T
µ
‖∂su˜(s, t, x)‖L∞x ds .
∫ T
µ
∥∥∥e(s−µ2 )∆H2∂su˜(µ
2
, t, x)
∥∥∥
L∞x
ds
.
∫ T
µ
(s− µ
2
)
− 1
4
∥∥∥∂su˜(µ
2
, t, x)
∥∥∥
L4x
ds
. µ−
1
4
∫ T
µ
∥∥∥φs(µ
2
, t, x)
∥∥∥
L4x
ds. (6.4)
Therefore it suffices to prove for a fixed µ > 0
lim
t→∞
‖φs(µ)‖L4x = 0. (6.5)
Proposition 5.6 implies µ
1
2 ‖φs(µ)‖L2tL4x+µ
1
2 ‖∂tφs(µ)‖L2tL4x <∞, thus for any
ǫ > 0 there exists a T0 such that
‖φs(µ)‖L2tL4x([T0,∞)×H2) + ‖∂tφs(µ)‖L2tL4x([T0,∞)×H2) < ǫ. (6.6)
Particularly, for any interval [a, a+1] of length one with a ≥ T0, there exists
some ta ∈ [a, a+ 1] such that
‖φs(µ, ta)‖L4x ≤ ǫ/2. (6.7)
Then by fundamental theorem of calculus for any t′ ∈ [a, a+ 1]∣∣∣∥∥φs(µ, t′)∥∥L4x − ‖φs(µ, ta)‖L4x∣∣∣ ≤
∫ t′
ta
∣∣∣∂t‖φs(µ, t)‖L4x∣∣∣dt. (6.8)
Since |∂t‖φs(µ, t)‖L4x | ≤ ‖∂tφs(µ, t)‖L4x , by Ho¨lder, (6.8) and (6.6) show∣∣∣∥∥φs(µ, t′)∥∥L4x − ‖φs(µ, ta)‖L4x∣∣∣ ≤ ‖∂tφs(µ, t)‖L2tL4x(t′ − a) 12 ≤ ‖∂tφs(µ, t)‖L2tL4x .
Thus we have by (6.7) that for any t ∈ [a, a+ 1],
‖φs(µ, t)‖L4x ≤ ǫ.
Since a is arbitrary chosen, we obtain (6.5). Therefore, Theorem 1.1 is
proved,
7 Proof of remaining lemmas and claims
We first collect some useful inequalities for the harmonic maps.
Lemma 7.1. Suppose that Q is an admissible harmonic map in Theorem
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1.1. If 0 < µ1 ≪ 1, then
‖∇dQ‖L2 . µ1 (7.1)
‖∇2dQ‖L2 . µ1. (7.2)
Proof. By integration by parts and the non-positive sectional curvature of
N = H2,
‖∇dQ‖2L2 . ‖dQ‖2L2 + ‖τ(Q)‖2L2
‖∇2dQ‖2L2 . ‖∇τ(Q)‖2L2 + ‖∇dQ‖3L2 + ‖∇dQ‖2L4‖dQ‖2L4 + ‖dQ‖6L2 .
Hence by τ(Q) = 0, we have (7.1). And then (7.2) follows from (1.3),
Gagliardo-Nirenberg inequality and Sobolev embedding.
Now we prove Corollary 2.1.
Lemma 7.2. Fix R0 > 0, let 0 < µ1, µ2 ≪ µ3 ≪ 1, then the initial data
(u0, u1) in Theorem 1.1 satisfy
‖du0‖L2 + ‖u1‖L2 + ‖∇du0‖L2 + ‖∇u1‖L2 ≤ µ3. (7.3)
Proof. First by (7.1), the harmonic map Q satisfies
‖∇dQ‖L2 + ‖dQ‖L2 ≤ µ1. (7.4)
By (1.4) and Sobolev embedding,
‖uk0 −Qk‖L∞ . ‖uk0 −Qk‖H2 ≤ µ2. (7.5)
Hence |u10| + |u20| . R0 + µ2. Then choosing R = CR0 + Cµ2 in [Lemma
2.3,[37]], we have
‖du0‖L2 + ‖∇du0‖L2 ≤ Ce8(CR0+Cµ2)
(‖∇2uk0‖L2 + ‖∇2uk0‖2L2). (7.6)
Again by [Lemma 2.3,[37]] and (7.4),
‖∇2Qk‖L2 ≤ Ce8(R0)
(‖∇dQ‖L2 + ‖∇dQ‖2L2) ≤ Ce8(R0)µ1. (7.7)
Therefore, (1.4), (7.7) and (7.6) give
‖du0‖L2 + ‖∇du0‖L2 ≤ Ce8(CR0+Cµ2)(µ1 + µ2) (7.8)
Let µ1 and µ2 be sufficiently small depending on R0, we obtain
‖du0‖L2 + ‖∇du0‖L2 ≤ µ3. (7.9)
Lemma 7.3. Let W be the magnetic operator defined in Lemma 4.4 as
Wϕ = −2hiiA∞i ∂iϕ− hiiA∞i A∞i ϕ− hii (ϕ ∧ φ∞i )φ∞i − hii(∂iA∞i − ΓkiiA∞k ),
(7.10)
Then W is symmetric with domain C∞c (H
2,C2). And −∆ +W is strictly
positive if µ1 is sufficiently small.
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Proof. Since we work with complex valued functions here, the wedge oper-
ator ∧ should be first extended to the complex number field by taking the
inner product in (2.35) to be the complex inner product. By the explicit
formula for Γkii and h
ii, one has
hiiΓkiiA
∞
k = h
11Γ211A
∞
2 = A
∞
2 . (7.11)
It is easy to see by the non-positiveness and symmetry of the sectional curva-
ture that ϕ 7−→ −hii (ϕ ∧ φ∞i )φ∞i is a non-negative and symmetric operator
on L2(H2,C2). And by the skew-symmetry of A∞i , ϕ 7−→ −hii (ϕ ∧A∞i )A∞i
is a non-negative and symmetric symmetric operator on L2(H2,C2). We
claim that
ϕ 7−→ 2hiiA∞i ∂iϕ+ hii(∂iA∞i − ΓkiiA∞k )
is a symmetric operator on L2(H2,C2) as well. Indeed, by the skew-symmetry
of A∞i , ∂iA
∞
i , integration by parts and (7.11),〈
2hiiA∞i ∂if + h
ii(∂iA
∞
i − ΓkiiA∞k )f, g
〉
=
〈
2hiiA∞i ∂if + h
ii∂iA
∞
i f −A∞2 f, g
〉
=
〈
hii∂iA
∞
i f −A∞2 f, g
〉− 〈2hii∂iA∞i f, g〉− 〈2hiiA∞i f, ∂ig〉+ 〈2h22A∞2 f, g〉
=
〈−hii∂iA∞i f +A∞2 f, g〉− 〈2hiiA∞i f, ∂ig〉
=
〈
f, hii∂iA
∞
i g −A∞2 g
〉
+
〈
f, 2hiiA∞i ∂ig
〉
=
〈
f, 2hiiA∞i ∂ig + h
ii∂iA
∞
i g −A∞2 g
〉
.
It remains to prove −∆ + W is positive. Since we have shown ϕ 7−→
−hii (ϕ ∧ φ∞i )φ∞i and ϕ 7−→ −hii (ϕ ∧A∞i )A∞i are nonnegative, it suffices
to prove for some δ > 0〈
−∆f + 2hiiA∞i ∂if + hii(∂iA∞i − ΓkiiA∞k )f, f
〉
≥ δ 〈f, f〉 .
By the skew-symmetry of A∞i and ∂iA
∞
i , it reduces to〈−∆f + 2hiiA∞i ∂if, f〉 ≥ δ 〈f, f〉 .
Ho¨lder, (2.10) and (4.3) imply for some universal constant c > 0〈−∆f + 2hiiA∞i ∂if, f〉 ≥ ‖∇f‖22 − 2∥∥∥√hiiA∞i ∥∥∥
∞
‖∇f‖2‖f‖2
≥ 1
2
‖∇f‖22 + c ‖f‖22 − 2
∥∥∥√hiiA∞i ∥∥∥
∞
‖∇f‖2‖f‖2
≥ 1
2
‖∇f‖22 + c ‖f‖22 − 2µ1‖∇f‖2‖f‖2.
Let µ1 be sufficiently small, then〈−∆f + 2hiiA∞i ∂if, f〉 ≥ δ 〈f, f〉 .
Recall the equation of the tension field φs:
Lemma 7.4. The evolution of differential fields and the heat tension filed
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along the heat flow are given by the following:
∂sφs = h
iiDiDiφs − hiiΓkiiDkφs + hii(φs ∧ φi)φi (7.12)
∂sφs −∆φs = 2hiiAi∂iφs + hii (∂iAi)φs − hiiΓkiiAkφs + hiiAiAiφs
+ hii (φs ∧ φi)φi (7.13)
∂sφt −∆φt = 2hiiAi∂iφt + hiiAiAiφt + hii∂iAiφt − hiiΓkiiAkφt
+ hii (φt ∧ φi)φi. (7.14)
∂s∂tφs = ∆∂tφs + 2h
ii (∂tAi) ∂iφs + 2h
iiAi∂i∂tφs + h
ii (∂i∂tAi)φs
+ hii (∂iAi) ∂tφs − hiiΓkii (∂tAk)φs − hiiΓkiiAk∂tφs + hii (∂tAi)Aiφs
+ hiiAi (∂tAi)φs + h
iiAiAi∂tφs + h
ii (∂tφs ∧ φi)φi + hii (φs ∧ ∂tφi)φi
+ hii (φs ∧ φi) ∂tφi. (7.15)
Proof. Recall that we use the orthogonal coordinates (2.1) throughout the
paper. Recall the equation of φs:
φs = h
iiDiφi − hiiΓkiiφk. (7.16)
Applying Ds to (7.16) yields
Dsφs = h
iiDsDiφi − hiiΓkiiDsφk = hiiDiDiφs − hiiΓkiiDkφs + hii (φs ∧ φi)φi
= ∆φs + 2h
iiAi∂iφs + h
ii (∂iAi)φs − hiiΓkiiAkφs + hiiAiAiφs + hii (φs ∧ φi)φi.
The tension free identity and commutator identity give
Dsφt = Dtφs = Dt
(
hiiDiφj − hiiΓkiiφk
)
= hiiDtDiφi − hiiΓkiiDtφk
= hiiDiDiφt − hiiΓkiiDtφk + hii (∂tu ∧ ∂iu) ∂iu.
Therefore the differential filed φt satisfies
∂sφt −∆φt = 2hiiAi∂iφt + hiiAiAiφt + hii∂iAiφt − hiiΓkiiAkφt + hii (φt ∧ φi)φi.
Applying ∂t to (7.13) gives (7.15).
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