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INTRODUCTION 
The analysis of the behavior of economic agents 
optimizing over time has received an increasing 
amount of attention in the last few years. A CT"- 
cial problem is the study of the role played by the 
discount parameter in determining the stability pro 
perties of optimal solutions. A well known result 
assures that in multidimensional models of economic 
choice the optimal paths converge to a unique stea- 
dy state when the future utilities are not discoun- 
ted,i.e. when the social rate of discount 6 is equ- 
al to one and the rate of impatience is then equal 
to zero. 
In this paper we summarize some results obtained 
in Montrucchio(l984) and Boldrin and Montrucchio 
(1984). We will consider the case in which the rate 
of impatience is very high,that is 6 is in a small 
neighbourhood of zero : we will show that in this 
case the optimal paths can be of "almost any type". 
OPTIMAL PATHS THAT ARE DYNAMICAL SYSTEMS 
Let us introduce the general analytical framework. 
The model under study is the so called quasi-sta- 
tionary model in its reduced form (see McKenzie, 
1979). Time is assumed to be discrete and it is 
indicated by t=0,1,... . The economy solves 
the programming problem (P) : 
W6(XO) = Max ~o”bct’xt+lNf 
s.t. (Xt,X t+1)E D ,x0 given in X 
under the assumptions : 
(A.l) the feasible transformation set D is a non 
empty.convex and compact subset of XxX,where X 
is a compact subset of the positive orthant of the 
n-dimensional euclidean space ; 
(A.2) the utility function u : XxX * R is a conca- 
ve and continuous function with u(x,.) strictly 
concave for any x. 
First we provide a brief description of the nature 
of the solution to (P),for the existence proof see 
McKenzie(l979). Let (x0,x1,...) be the unique so- 
lution to (P). Define as 7 
ding x0 to .x . 
1 
By the Be P 
: X -c X,the map sen- 
lman's Principle it 
follows that : 
?t 
- T 
d t-1)' 
(x 
x1 = ?&(x0) , x 
2 
- T&Xl) ,..., 
which depends on the discount para- 
697 
meter. 
Let us consider in some detail the extreme situatjDn 
where the time-horizon is finite and equal to one. 
In this case (P) simply reduces to : 
Max u(xo,xl) , s.t. (xo,xl)~D .x o fixed (1) 
in X . 
The solution to (1) determines the short-run dyna- 
mic system x 
solving : t 
= .$(x~_~) where 6 is found by 
VXo) = Argmax{u(xo,xl) ,s.t.(xO,xl)sD1 . (2) 
Our first Theorem is the following. 
Theorem 1 : Let 0 : X + X be 
i? 
iven ,where X is a 
compact and convex subset of R . Let 0 be twice 
differentiable. Then there exists a strictly conva- 
ve and continuous function u : XXX + R such that 
"(Xo,e(Xo)) = Max ( "(x0.x1) ,s.t. xls x 1 . 
The proof of this Theorem can be found in Montruc- 
chio (1984). 
Consider at this point the value function Wg defi- 
ned in (P). It is easily seen that the following is 
true. 
Lemma 1 
(0 , 
: The map 6 + W6 is continuous from 
1) into C'(X). 
Define now as C'(XwX) the space of all the conti- 
nuous and strictly concave functions over xxx , 
endowed with the uniform topology ,and define also 
as CO(X;X) the space of all the continuous maps 
from X to X with the uniform topology. Define 
then as C'(X;X) the closed subspace of 
which cont%ns all the maps f 
cO(x;x) 
such that (x.f(x))c 
D for every x E X . By an appropriate "se of the 
Maximum Lemma(Berge,1966) we can prove the follo- 
wing : 
Lemma2 : The map J : u + B between C"(XxX) 
and CD(X;X) is continuous , where 
e(x) = Argmax ( u(x,y),s.t. (x,y)~D 1. 
Finally we can state : 
Theorem 2 : Under Assumptions (A.l)-(A.2) the follo- 
wing properties are true : 
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is a continuous map from X 
ba: 2, map 6 + T* 
tax ; 
is continuous from ( 0 , 1) 
into C'(X;X) and moreover the following limit 
relatioi holds : 
Co-&n ~6 = B as 6 -f 0+ . 
We sketch the proof. Remember that 
T6 
satisfy : 
To = Argmax t u(x,y)+6Wg(y),s.t.(x,y)cD ) . 
(a) follows immediately from the Maximum Ley. By 
Lemma 1 the map 6+-W from IO , 1) into C (X) 
and the map 6 
into CO(XxX) 
* I u&)+GW (y)1 from lo , 1) 
are both continious. Lemma 2 impli- 
es the continuity of the composition of the latter 
with the map J defined in Lemma 2 itself. But 
this composition of maps is exactly the map 6-t~ 
considered in the part(b the Theorem. The 
6 
CO-limit is easily understood considering that 
TV = Argmax iu(x,y),s.t. (x,y)~D) = B(x). 
These continuity relations,when associated with 
the result of Theorem 1 ,will suggest that also 
the dynamic behaviors coming from the models with 
infinite horizon can be of almost every type if the 
discounting of the agents exhibits a high degree 
of impatience,that is if 6 is small. The next 
Theorem formalizes this intuition. 
Theorem 3 : under assumptions (A.l)-(A.2) and under 
(A.3) int D # @ , 
the set of optimal paths 
=6 
: X + X which are 
solutions to (P) with X and D fixed and with 
u ranging on CO(XxX) and 6 on (0 , 1 ) 
dense in the space CE(X;X). 
, is 
Proof. Once again the proof will only sketched. 
By Michael's Theorem (see for example Florenzano, 
1981,p.44) and the lower-semicontinuity of x + 
int F(x) = int {y / (x,y)sD> , every elements f 
of C'(X;X) can be approximated by a family of 
functions : f (x) = u(x) + a(f(x)-u(x)) . Here 
11 is an approp%ately chosen continuous selector 
such that ME int F(x) for all x in X and (1 <l. 
Then : Co-lim f = f as a -+ 1- 
CL 
and fa(x)cintF(x) 
for every XSX and acl. 
A2 a second step we useothe fact that the space 
C (X;X) is dense in C,(X;X). This follows from 
the point abo e 
Y 
and from the standard result of 
density of C (X;X) in C"(X;Rn). 
Now: consider any function f E CO(X;X) and any 
neighbourhood of this function in D $(x;x) . From 
the density2argument we just recalled there will 
be a 0 E C (X;X) which lies in such a neighbouro- 
od. Theoreg 1 assures that there will exist a 
concave function u(x,y) such that 
e(x) = Argmax ! u(x,y) ,s.t. y c F(x)). 
Thus,from Theorem 2,it follows that the maps ~6 
associated with u(x,y) belong:to that neighbour- 
hood for 6 in an appropriate right-neighbourhood 
of zero. 
A consequence of this Theorem is that also cyclic 
and chaotic behaviors are,at least," 
sible". 
logically gas- 
More exactly we can state that : all C - 
stable properties of continuous maps are candida- 
tes for being present in optimal policies 
T6 
of 
some intertemporal maximization problem of type 
(P) when 6 is small. As a large number of irregular 
behaviors are Co-persistent,the conclusion follows. 
TWO EXAMPLES OF OPTIMAL CHAOTIC PATHS OF 
CAPITAL ACCUMULATION 
We dedicate this part to a quick dscription of two 
simple economies which exhibit chaotic optimal paths 
even if all the market partecipants are fully ratio- 
nal and have perfect foresight. In both cases the 
optimal paths will be described by one dimensional 
maps 
=6 
X + X ,with X being an interval of the 
real line. A good deal of knowledge is available 
now for maps of the interval into itself that show 
erratic behavior. A particularly good and extensive 
survey of these results is given in Collet and 
Eckmann(l98O),to which the reader is referred. 
Wealth effects in a one-sector neoclassical model 
It is a well known fact that in the standard one- 
sector optimal growth model with a neoclassical 
production function and with people maximizing the 
present value of a discounted stream of future con- 
sumption flows over an infinite horizon.the optimal 
sequences of the capital stock are monotonic and 
chaos is therefore impossible. 
We will study now a very simple model where all but 
one of these assumptions are retained: namely we 
assume that net wealth,as it is measured by the ex- 
isting capital stock k ,enters as an argument of 
the utility function: w; can think of it as repre- 
senting some positive welfare effects coming from 
high level of capitalization and unrelated with the. 
consumption of the produced goods(environment,redu- 
ction of pollution.housing quality,etc.). This same 
assumption has been previously used by Kurz(1968) 
for the continuous case. 
For our purposes we need an analytic form of the 
utility function and we adopt the standard Cobb-Dou- 
glas form. 
The optimal problem is then stated as : 
Max 5 (c$?kt)'-' At-l 
t=1 
s.t. 0 c ct < f(k 
t-1)- kt 
ktcK and k. given in K 
where K is an interval of R+ . For the moment we 
will not choose any specific form for the production 
function f . As it is natural we simply allow for 
the case in which f have regions where the margi- 
nal productivity of capital is negative and,obvious 
- ly,we assume strict concavity of f over K. 
That f can have a negative marginal productivity 
should not be surprising given the specification 
above: as the capital depreciation is not explici- 
tely subtracted from the output,we can think of the 
last one as the net(of depreciation) output. Then, 
even with the most standard specifications of f , 
say f(k) = g(k) - uk ,where g(k) satisfies the 
classical Inada's conditions,we know that f'(k)'0 
for all k > k' ,where k' solves g'(k)= p and 
p is the depreciation factor. 
As we briefly show below,it is the ratio between 
1RrERTEHP0EAL. 
the concavity of g and the convexity of the depre- 
ciation process which is critical in producing or 
not the conditions for chaos. 
It is very simple to calculate the map 8(kO) we 
have defined in (2) above. For the problem at hand 
it results to be : 
kl = (1-u) f(k0) = 9(ko,o) . 
The mapping 8(. ,a) : K + K is the desired one- 
parameter unimodal map. In fact there are many pos- 
sible specifications of an aggregate concave produ- 
ction function such that (4) turns out to be uni- 
modal. The ranging of a over the interval (0,l) 
will provide the degree of freedom sufficient to 
obtain those erratic dynamics we claimed to exist. 
Obviously not all the possible specifications of 
f will satisfy the requirements for chaos. It is 
worth pointing out that the linear depreciation 
rule uk is not strong enough to produce chaotic 
motions even if the latter turns out to be unimo- 
dal. On the other hand as soon es we make the 
depreciation process strictly convex the desired 
conditions for chaos are reached. So.for example, 
the well known function 4x(1-x) can be taken es 
a representation of f . It is well known that 
4x(1-x) exhibits not only “topological chaos” 
(i.e., period-three orbits)but also other “chaotic” 
properties as the existence of an absolutely conti- 
nuous invariant measure. 
More generally the following parametric specifica- 
tion : 
f(kt) = (k,)’ - (k,)’ , (5) 
with 0 < 8 < 1 and y > 1 , is able to produce 
various cyclical and irregular behaviors in depen- 
dence of the relative values of 6 and 7 . It is 
worth noting that 4x(1-x) 
of (5). 
Now we need only to recall 
proved to hold between 8 
It is then straightforward 
exists a neighbourhood U 
the map 
T6 
which solves 
6 CU. 
is a very special case 
the limit relations we 
and r d (see Theorem 2). 
to conclude that there 
of the origin such that 
(3) is chaotic for all 
This very simple analysis suggests that the intro- 
duction of wealth effects in the standard neoclas- 
sical model of optimal accumulation can destroy 
the typical stable behavior which is usually 
accepted in the literature. 
Labor-leisure choice in en underdeveloped economy 
Our second example of possible chaotic optimal 
programs is a little more elaborated than the pre- 
vious one. We consider a very simple world with a 
technology of the Gale’s(1967) type : there exist 
two sectors in the economy,one produces a consum- 
ption good using only the stock of capital whereas 
the second sector produces the capital good using 
both capital and labor. The latter is exogeneous 
and growing at a coetent rate X . Let A be the 
input and B ’ the output matrices, L the vector 
of labor inputs, y the rate of depreciation of 
capital : 
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Let us denote by v -[v 
1 2 
,V J ’ the levels of acti- 
vity in the two Sectors. The constraints will be : 
LVt\< h 
t-1 e 
and A vt Q B ” 
0 t-1 . 
We will indicate with Ut - “(V&A t-1) the istan- 
taneous per-capita utility functron. It is very well 
known that the model can be reduced to one with 
constant supply of labor. We will do it here very 
briefly,the cautios reader is referred to Gale(1967) 
for more details. 
Define A’ = XA , B’ - B , L’ = L and ui = u(Vt). 
Assuming that the system is productive , 
that is ?a , we can formulate the optimal 
problem es 
00 
MaxI: “(Vt) 6 
t-l 
t-1 
s.t. ia21”:+Aa22Y: d (l-Y’)~a21Y~+(l+o)~e22v~ (7) 
where y’ b 0 and o >O are proportionality fa- 
ctors between A’ 
the pairs (v’ ,v2) 
and B’ . The space V 
is not compact because 
of fl! 
v 1s 
unbounded : we get the compctness of v simply 
assuming a finite upper bound far the level of 
consumption. This can be done ex-post,that is after 
that problem (7) has been solved : because to 
choose en infinite level of activity for the con- 
sumption sector implies the use of en infinite 
amount of labor,which is excluded by our assumptions. 
To study the problem let us re-define our variables 
as : 
?.a “l * v1 2 
21 t t ’ Xa22vt =, v2 t (8) 
and (7) becomes the following (P’) : 
Max g lot) 2-l 
s.t. v: + v: d (l-r’)v:_, +(l+o)v2 
t-1 
Now denote by Vt_l + F(Vt_l) the production 
correspondence constraining problem (P’), the solu- 
tion to (P’) will be a map V - T (V & t_l) * from 
which using (8) the time pathtof the optimal levels 
of activity is immediately derived. 
Because all the conditions of Theorem 2 are met we 
know that lim T - 8 as 6 -+ 0 , where 0 satisfies 
the condition (2 f . The dynamical system induced by 
iteration of 0 is a bidimensional one but we can 
reduce it to a one-dimensional dynamic system by 
using the following remark. 
It is easily seen that all the points Vt on the 
same segment with slope -Cl-v’)/(l+o) are map- 
ped into the same F(Vt). It follows that the 
induced dynamics becomes monodimensional after only 
one iteration. A closer idea of this reduction of 
700 5th ICMn 
dimensionality comes fromlthe consideration of the 
monotonicity of u in V :this simply amounts to 
assuming that the agents are locally non-satiable 
in the consumption good. Then we conclude that the 
agent will always choose V on the north-east 
border of F(Vt) in every zziiod t . In this case 
it is easy to express the one dimensional dynamic 
by takinglas the state variable the projection z 
on the V axis,in the direction -1,of the point 
1E'" 
Let us denote by (Vl(z),V,(z)) the maxi_mu~ 
on the intersection between the line V +V = 
z and the feasible set F(V). With some simple 
calculations we can derive the one dymensional 
dynamic as : 
=t 
= e(z t_1) = (o+Y’)V2(zt_l)+(l-Y’)zt_l . (9) 
We can concentrate our analysis on the first adden 
dum because the second one , (l-y')z 
Let us note that as 
t_l,is linear. 
y'+l (that is to say for a 
very high rate of capital depreciation) the second 
element of (9) disappears and the map 0 reduces 
to (l+o)v (2 
2 t-1). 
Obviously the characteristic of 0 as a dynamical 
system will depend on the form of the function 
V (2 2 t_l). The latter depends on u(Vt) so that we 
have to choose an analytic specification for the 
utility function. We have chosen the following: 
” 3 (V1)yV2 + ,V1)6(e‘ - V2jK (IO) 
which is concave (if ~+B+K < 1 ) a d it is also 
P 
monotone in the consumption good V . The particu- 
lar features of (10) come2from its non-monotonic 
behavior with respect to V ,which is an index 
of amount of time spent at work. The reader can 
see that the behavior of " with respect to V 
2 
is non-standard as long as the activity level of 
the consumption good industry is smaller or equal 
to a certain critical amount. In fact when V is 
in that small right interval of zero we assume the 
agent receives a positive utility from working up 
to a certain number of hours: after that point 
leisure time becomes desired as it is usually 
assumed. Note that the critical level of V can 
be made arbitrarily small by increasing Y and 
reducing a+5 without influencing the qualita- 
tive results of our analysis. 
It is now very easy to prove that such an economy 
can exhibit chaotic optimal policy functions.This 
s'mply follows from the fact that rhe function 
1 
V (z) is a unimodal map for E < .6/(a+5). 
With some simple calculations we see that the 
implicit function defining V,(z) has the follo- 
wing expression : 
8(1-c) [E 2 +(l-c)V*] -1 = 0-V,) 
-1 
+<(t'-V2) 
-1 
These arguments are enough to conclude that the 
dynamics induced iterating 0 (and the ~~ for 
low values of 6 ) can be very rich and even 
chaotic,depending on the relative values of the 
parameters. 
Also in thcs 'case we will avoid the explicit cal- 
culations referring again the reader to the tech- 
niques illustrated in Collet and Eckmann(l980) 
for unimodal maps. We like only to stress that 
also in this case complicated phen mena arise for 
9 
the non-invertible character of V (z) and for 
the presence of the parameterizing factor (a+~') 
in front of it (see equation (9)). The two parame- 
ters o 'and y' can be used to modulate the cur- 
vature and the slope of the map 0 and it can be 
seen that erratic phenomena will become more and 
more accentuated the larger o and y' are. 
Wedo not intend to discuss further the economic 
implications of our analysis. As a matter of fact 
our purpose here is merely that of suggesting a 
method to discover unexpected results in standard 
and.apparently,well conformed economic models. It 
is not our intention to suggest any possible 
"realistic" . appllcatlon of these results. Never- 
theless the reader would find amazing to compare 
the typical temporal path of a chaotic map with 
many business cycle data. 
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