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Abstract
In this paper, we present the Cantor Intersection Theorem and a formulation of Baire
Theorem in complete PM spaces. In addition, the Heine-Borel property for PM spaces is
considered in detail.
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1. Introduction
The idea of probabilistic metric space (briefly PM space) was introduced by Menger in [4-6].
Since 1958, B. Schweizer and A. Sklar have been studying these spaces, and have developed their
theory in depth [8-12]. These spaces have also been considered by several other authors [e.g.,
3, 14, 16, 18]. For the historical details, as well as for the motivation behind the introduction
of PM spaces, the reader should refer to the book by Schweizer and Sklar [7], where all the
development up to the early 80’s are collected.
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Definition 1.1. A distribution function on [−∞,+∞] is a function F : [−∞,+∞] −→ [0, 1]
which is left-continuous on R, non-decreasing and F (−∞) = 0, F (+∞) = 1. We denote by ∆
the family of all distribution functions on [−∞,+∞]. The order on ∆ is taken pointwise.
Definition 1.2. The Dirac distribution function, Ha : [−∞,+∞] −→ [0, 1] is defined for
a ∈ [−∞,+∞) by
Ha(x) =


0 x ∈ [−∞,+∞]
1 x ∈ (a,+∞]
,
H∞(x) =


0 x ∈ [−∞,+∞)
1 x = +∞
.
Definition 1.3. A distance distribution function (d.d.f.) F : [−∞,+∞] −→ [0, 1] is a dis-
tribution function with a support contained in [0,+∞]. The family of all distance distribution
functions will be denoted by ∆+. Some examples were considered in [2]. The set ∆+ can be
partially ordered by the usual pointwise order, viz. F ≤ G if and only if, F (x) ≤ G(x) for
every x.
Definition 1.4. Let F and G be in ∆+. Let h be in (0, 1], and let (F,G; h) denote the
condition F (x−h)−h ≤ G(x) ≤ F (x+h)+h for all x in (− 1
h
, 1
h
). The modified le´vy distance
is the function dL defined on ∆
+ ×∆+ by
dL(F,G) = inf{h| both (F,G; h)and (G,F ; h) hold}.
The following theorems are proved in [7].
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Theorem 1.5.
1) The function dL is a metric on ∆
+.
2) If F and G are in ∆+ and F ≤ G, then dL(G;H0) ≤ dL(F ;H0).
Theorem 1.6. The metric space (∆+, dL) is compact, and hence complete.
Definition 1.7. A sequence {Fn} of d.d.f’s converge weakly to a d.d.f F (and we write
Fn
w
−→ F ) if and only if the sequence {Fn(x)} converges to F (x) at each continuity point x of
F .
Here we present three theorems that their proofs are in [7].
Theorem 1.8. Let {Fn} be a sequence of functions in ∆+, and let F be in ∆+. Then
Fn
w
−→ F if and only if dL(Fn, F ) −→ 0.
Theorem 1.9. Let h be in (0, 1]. For any F in ∆+
dL(F,H0) = inf{h| (F,H0; h) holds}
= inf{h|F (h+) > 1− h},
and for any t > 0, F (t) > 1− t iff dL(F,H0) < t.
Theorem 1.10. The supremum of any set of d.d.f’s in ∆+ is in ∆+.
In order to present the definition of a probabilistic metric space, we need the notion of
”triangle function” introduced by Serstnev in [13].
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Definition 1.11. A triangle function τ is a binary operation on ∆+ which is commutative,
associative, non-decreasing in each of its variables and has H0 as identity.
A large class of triangle functions can be constructed through an earlier concept, which we
now introduce.
Definition 1.12. A triangular norm (brifly a t-norm) is a binary operation T on the unit
interval [0, 1] that is associative, commutative, non-decreasing in each of its variables and such
that T (x, 1) = x for every x ∈ [0, 1]. If T is a t-norm, then its dual t-conorm S : [0, 1]2 → [0, 1]
is given by S(x, y) = 1− T (1− x, 1− y).
It is obvious that a t-conorm is commutative, associative, and non-decreasing operation on
[0, 1] with unit element 0.
Example 1.13.
i) Minimm TM and maximum SM given by
TM(x, y) = min{x, y}, SM(x, y) = max{x, y}.
ii) product TP and Probabilistic sum SP given by
TP (x, y) = xy, SP (x, y) = x+ y − xy.
iii) Lukasiewicz t-norm TL and Lukasiewicz t-conorm SL given by
TL(x, y) = max{x+ y − 1, 0}, SL(x, y) = min{x+ y, 1}.
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iv) Weakest t-norm (drastic product) TD and strongest t-conorm SD given by
TD(x, y) =


min{x, y} if max{x, y} = 1
0 otherwise,
SD(x, y) =


max{x, y} if min{x, y} = 0
1 otherwise.
More examples are given in [2].
Example 1.14. If T is a left-continuous t-norm, then the function defined by
τT (F,G)(x) = sup{T (F (u), G(ν))|u+ ν = x}, (x ∈ R),
is a triangle function (see [7, section 7.2]).
Example 1.15. If F,G ∈ ∆+ then we define their convolution F ∗G on [0,+∞) by
(F ∗G)(0) = 0, (F ∗G)(+∞) = 1 and
(F ∗G)(x) =
∫
[0,x)
F (x− t)dG(t) for x ∈ (0,+∞).
The convolution is a triangle function (see[2]).
2. Probabilistic Metric Space (PM Space)
Definition 2.1. A probabilistic metric space (PM Space) is a triple (S,F , τ) where S is a
nonempty set, F : S × S → ∆+ is given by F(p, q) = Fp,q and τ is a triangle function, such
that the following conditions are satisfied for all p, q, r in S:
a) Fp,p = H0;
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b) Fp,q 6= H0 for p 6= q;
c) Fp,q = Fq,p;
d) Fp,r ≥ τ(Fp,q, Fq,r).
A very important class of probabilistic metric spaces is given in the following example,(see[2]).
Example 2.2. Let (S,F , τ) be PM space and τ = τT , where
τT (F,G)(x) = sup{T (F (u), G(ν))|u+ ν = x}, (x ∈ R),
for a t-norm T . Then (S,F , τ) is called Menger space.
As a very special case of a Menger space we obtain the classical metric space.
Example 2.3. We can prove that (M,F , τT ) , for F(p,q) = Hd(p,q), for all p, q in M and any
t-norm T is a Menger space if and only if (M, d) is a classical metric space,(see [2]).
Example 2.4. A PM space (S,F , τ) for which τ is a convolution is called Wald space.
Many different topological structures may be defined on a PM space. The one that has received
the most attention to date is the strong topology.
Definition 2.5. Let (S,F , τ) be a PM space. The strong topology is introduced by a strong
neighbourhood system N =
⋃
p∈SNp, where Np = {Np(t)|t > 0} and Np(t) = {q ∈ S|Fp,q(t) >
1− t}for t > 0 and p ∈ S.
Applying Theorem (1.9), we see that q is in Np(t) if and only if dL(Fp,q, H0) < t, whence
Np(t) = {q ∈ S|dL(Fp,q, H0) < t}.
The (ǫ, λ)-topology on (S,F , τ) which is introduced by a family of neighbourhood
{Np(ǫ, λ)}p∈S,ǫ>0,λ∈(0,1), where Np(ǫ, λ) = {q ∈ S|Fp,q(ǫ) > 1 − λ} is of special interest. Since
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Np(t, t) = Np(t) for t > 0 and Np(min{ǫ, λ}) ⊆ Np(ǫ, λ) for every ǫ > 0, λ ∈ (0, 1); thus the
strong neighbourhood system and the (ǫ, λ) -neighbourhood system define the same topology.
(see [7, section 4.3]).
Theorem 2.6([7]). Let (S,F , τ) be a PM space. If τ is continuous, then the strong neigh-
bourhood system N satisfies (1), (2).
(1) If V is a strong neighbourhood of p ∈ S, and q is in V , then there is a strong neighbour-
hood W of q such that W ⊆ V .
(2) If p 6= q, then there is a V in Np and a W in Nq such that V ∩W = φ and thus the strong
neighbourhood system N determines a Hausdorff topology for S.
Definition 2.7. Let (S,F , τ) be a PM space. A sequence {pn}n∈N in S converges to p ∈ S
in (ǫ, λ)-topology if for every ǫ > 0 and λ ∈ (0, 1), there exists n0(ǫ, λ) ∈ N such that
Fpn,p(ǫ) > 1− λ for every n ≥ n0(ǫ, λ).
Definition 2.8. Let (S,F , τ) be a PM space. A sequence {pn}n∈N in S is a Cauchy sequence
if for every ǫ > 0 and λ ∈ (0, 1), there exists n0(ǫ, λ) ∈ N such that Fpn,pm(ǫ) > 1− λ for every
n,m ≥ n0(ǫ, λ), and S is complete if every Cauchy sequence in S converges to a point in S.
Theorem 2.9([7]). Let (S,F , τ) be a PM space. A sequence {pn} in S converges to a point
p in S if and only if dL(Fpn,p, H0)→ 0, as n→∞.Similarly, a sequence {pn} in S is a Cauchy
sequence if and only if dL(Fpm,pn, H0)→ 0, as m,n→∞.
Definition 2.10. Let (S,F , τ) be a PM space. The probabilistic diameter DA of a nonempty
subset A of S is the function D : [−∞,+∞]→ R defined by DA(+∞) = 1 and for every x > 0
DA(x) = supt<x [infp,q∈AFp,q(x)].
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Definition 2.11. Let (S,F , τ) be a PM space and A a nonempty subset of S.
1) A is said to be probabilistic bounded if supx>0DA(x) = 1.
2) A is said to be probabilistic semi-bounded if 0 < supx>0DA(x) < 1.
3) A is said to be probabilistic unbounded if DA(x) ≡ 0.
Definition 2.12. Let (S,F , τ) be a PM space and A a nonempty subset of S. If {Vα}α∈I is a
family of sets such that A ⊂ ∪α∈IVα, {Vα}α∈I is called a cover of A, and A is said to be covered
by V ,αs. A is said to be probabilistic totally bounded if, for every ǫ > 0, A can be covered
by finitely many neighbourhoods Np(ǫ), where p ∈ A or equivalently if for each ǫ > 0 and for
each p ∈ A, there exists p1, p2, · · · , pn ∈ A such that Fpi,p(ǫ) = 1 for every i ∈ {1, 2, · · · , n}
(see[1],[15]).
We now establish the properties of the probabilistic diameter.
Theorem 2.13([7]). Let (S,F , τ) be a PM space under a continuous triangle function τ and
A a nonempty subset of S. The probabilistic diameter DA has the following properties:
1) The function DA is a distance distribution function.
2) DA = H0 iff A is a singleton set.
3) if A ⊆ B, then DA ≥ DB.
4) For any p, q in A, Fp,q ≥ DA.
5) If A = {p, q}, then DA = Fp,q.
6) If A ∩B is nonempty, then DA∪B ≥ τ(DA, DB).
7) DA = DA¯, where A¯ denotes the closure of A in the (ǫ, λ)- topology on S.
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Theorem 2.14. In any PM space every probabilistic totally bounded set is probabilistic
bounded.
Proof. Let (S,F , τ) be a PM space. Let A ⊆ S be a probabilistic totally bounded set.
Hence for every p ∈ A and ǫ > 0, there exists p1, · · · , pn ∈ A such that Fpi,p(ǫ) = 1 for every
i ∈ {1, 2, · · · , n}. According to Definition 2.1 (d), we have 1 = τ(Fp,pi(ǫ), Fpi,q(ǫ)) ≤ Fp,q(ǫ) ≤ 1
for every ǫ > 0, p, q ∈ A and i ∈ {1, 2, · · · , n}. Hence Fp,q(ǫ) = 1 for each p, q ∈ A and ǫ > 0.
Therefore supǫ>0 infp,q∈A Fp,q(ǫ) = 1, that is A is probabilistic bounded. ✷
Theorem 2.15 ([17]) Let (S,F , τ) be a PM space and τ be continuous. Let {pn}n∈N be a
sequence of S. Also suppose that:
a) {pn}n∈N is a Cauchy sequence,
b) there exists a subsequence {pin}n∈N of {pn}n∈N that converges to some p0 ∈ S.
Then {pn}n∈N converges to p0.
Theorem 2.16 (The Cantor Intersection Theorem). A probabilistic metric space (S,F , τ)
under a continuous traingle function τ is complete if and only if for every nested sequence
{Sn}n∈N of nonempty closed subsets of S, such that DSn → H0 (pointwise) as n → ∞, the
intersection
⋂
∞
n=1 Sn consists of exactly one point.
Proof. First suppose that S is complete and {Sn}n∈N is a nested sequence of nonempty closed
subsets of S such thatDSn → H0 pointwise as n→∞. So there is a positive integer n0(ǫ, λ) such
that DSn(ǫ) > 1− λ whenever n ≥ n0(ǫ, λ), for all ǫ > 0 and λ ∈ (0, 1). Let m > n ≥ n0(ǫ, λ),
then pm ∈ Sm ⊆ Sn and pn ∈ Sn. Thus by Theorem 2.13(4), Fpn,pm(ǫ) ≥ DSn(ǫ) > 1 − λ
and since ǫ, λ are arbitrary, hence {Sn} is a Cauchy sequence in (S,F , τ). The completeness
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of (S,F , τ) guarantees that there is an element p0 in S such that pn → p0 as n → ∞. Since
pm ∈ Sn whenever m > n and Sn is closed, it follows that p0 ∈ Sn for every positive integer
n. To show the uniqueness of p0, suppose that q0 belonging to
⋂
∞
n=1 Sn. Apply Theorem 2.13
(4) again to obtain Fp0,q0 ≥ Dsn. Now Dsn → H0 as n→ ∞, therefore Fp0,q0(ǫ) = 1, for every
ǫ > 0 i.e, p0 = q0.
Conversely, suppose every nested sequence of nonempty of closed subsets of S with the
probabilistic diameter tending toH0, have an intersection consists of exactly one point. Suppose
{pn} be a Cauchy sequence in (S,F , τ). Put Sn = {pn, pn+1, · · · }, where n = 1, 2, · · · . Every Sn
is nonempty and closed subsets in S. {Sn}n∈N is a nested sequence of subsets of S, therefore by
Theorem 2.13 (3), {Dsn}n∈N is an increasing sequence and henceDsn → H0 as n→∞. So there
is p0 ∈ S such that
⋂
∞
n=1 Sn = {p0}. Therefore there exists a subsequence of {pn} such that
converges to p0 ∈ S. Hence by Theorem 2.15, {pn} converges to p0 ∈ S. ✷
Theorem 2.17 (Baire Theorem). Let (S,F , τ) be a complete PM Space under a continuous
triangle function τ . If {Gn} is a sequence of dense and open subset of S, then
⋂
∞
n=1Gn is not
empty. (In fact it is dense in S).
Proof. G1 is dense in S, therefore G1 is nonempty. We can choose p1 ∈ G, since G1 is open
in S, there is r > 0 such that Np1(r) ⊆ G1. First we prove Np1(r1) ⊆ Np1(r). Let 0 < r1 <
r
2
.
Let p ∈ Np1(r1), then there exists a sequence {pn} in Np1(r1) such that converges to p. Since
pn −→ p, then for all α > 0, there exist integer n0(ǫ) such that dL(Fpn,p, H0) < α for every
n ≥ n0(ǫ). By Theorem 1.6, the metric space (∆+, dL) is compact and hence τ is uniformly
continuous on ∆+×∆+ and since τ has H0 as identity we have τ(H0, Fpn,p1) = Fpn,p1. Thus for
all ǫ > 0 , there is δ > 0 such that dL(τ(Fpn,p, Fpn,p1), Fpn,p1) < ǫ whenever dL(Fpn,p, H0) < δ.In
the above argument, put α = δ. On the other hand, according to Theorem 1.5 (2) we have
dL(Fp,p1, H0) ≤ dL(τ(Fpn,p, Fpn,p1), H0).
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By Theorem 1.5 (1), dL is a metric on ∆
+, therefore we obtain
dL(Fp1,p, H0) ≤ dL(τ(Fpn,p, Fpn,p1), H0)
≤ dL(τ(Fpn,p, Fpn,p1), Fpn,p1) + dL(Fpn,p1, H0)
≤ ǫ+ dL(Fpn,p1, H0).
Since pn ∈ Np1(r1), therefore dL(Fpn,p1, H0) < r1. Now we choose ǫ = r1− dL(Fpn,p1, H0), hence
we conclude
dL(Fp,p1, H0) < ǫ+ dL(Fpn,p1, H0)
= r1 − dL(Fpn,p1, H0) + dL(Fpn,p1, H0)
= r1 < r.
Thus p ∈ Np1(r) i.e. Np1(r1) ⊆ Np1(r).As G2 is dense in S by Theorem 2.6 and Np1(r1)
is open in S, hence G2 ∩ Np1(r1) is nonempty, therefore we can choose p2 ∈ G2 ∩ Np1(r1).
By Theorem 2.6, intersection of two open sets is open, thus there is 0 < r2 <
r1
2
such that
Np2(r2) ⊆ G2 ∩ Np1(r1). By induction, we choose pn ∈ S and rn > 0 as follows: with pi, ri if
i < n, we see that Gn ∩ Npn−1(rn−1) is nonempty and open, therefore we can choose pn, rn so
that rn <
r
2n
and Npn(rn) ⊆ Gn ∩Npn−1(rn−1).
Every Npn(rn) is nonempty and closed strongly in S. {Npn(rn)} is a nested sequence of
subsets of S. Also DNpn (rn) −→ H0 as n → ∞. Because, by the definition of neighbour-
hood , we have Npn(rn) = {q ∈ S|dL(Fpn,q, H0) < rn}.Since rn <
1
2n
r, for all n ≥ 1, we
see that dL(Fpn,q, H0) → 0 as n → ∞. Therefore for each x > 0, we have Fpn,q(x) → 1
as n → ∞ i.e., pn = q for all n ≥ 1. Thus Npn(rn) is singleton. By Theorem 2.13 (7),
we have DNpn (rn) = DNpn(rn), therefore according to Theorem 2.13 (2), DNpn (rn) → H0 as
n→∞. Now by Theorem 2.16 (The Cantor Intersection Theorem),
⋂
∞
n=1N pn(rn) is not empty
and since for all n ≥ 1,we have
⋂
∞
n=1N pn(rn) ⊆
⋂
∞
n=1Gn,therefore
⋂
∞
n=1Gn is not empty.
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In fact
⋂
∞
n=1Gn is dense in S.As G1 is dense in S, therefore Np(r) ∩ G1 is not empty, for
every p ∈ S and every r > 0. We put A1 = Np(r) ∩ G1, hence A1 is open in S, thus
it contains a neighbourhood Np1(t) for every p1 ∈ A1.According to the preceding argument,
there is r1 > 0 such that Np1(r1) ⊆ Np1(t) ⊆ A. Now we set An = Gn for n = 2, 3, · · ·
and En = Npn(rn) so, we have
⋂
∞
n=1En ⊆
⋂
∞
n=1An, therefore
⋂
∞
n=1An is not empty. On
the other hand,
⋂
∞
n=1An = A1 ∩ (
⋂
∞
n=2An) , thus (Np(r) ∩ G1) ∩ (
⋂
∞
n=2Gn) 6= φ, therefore
Np(r)∩ (
⋂
∞
n=1Gn) 6= φ. Because Np(r) is an arbitrary open set in S,hence
⋂
∞
n=1Gn is dense in
S. ✷
Theorem 2.18. Suppose (S,F , τ) is a PM space and τ is continuous. If E is a subset of the
PM space (S,F , τ), the following are equivalent:
a) E is complete and probabilistic totally bounded.
b) (The Bolzano-Weierstrass Property). Every sequence in E has a subsequence converges
to a point of E.
c) (The Heine-Borel Property). If {Vα}α∈A is a cover of E by open sets, then there is a finite
set F ⊂ A such that {Vα}α∈F covers E.
Proof. We first show that (a) and (b) are equivalent. Then (a) implies(c), and finally (c)
implies (b).
(a) implies (b): Suppose that (a) holds and {xn} is a sequence in E. Since E is probabilistic
totally bounded, hence it can be covered by finitely many neighbourhoods Npi(2
−1), with
pi ∈ E and i ∈ {1, 2, · · · , n}. At least one of them must contain xn for infinitely many n:
say, xn ∈ Np1(2
−2) for n ∈ N1. E ∩Np1(2
−1) can be covered by finitely many neighbourhoods
Npi(2
−2), with pi ∈ E and i ∈ {1, 2, · · · , n} and at least one of them must contain xn for
infinitely many n ∈ N1 : say, xn ∈ Np2(2
−2) for n ∈ N2. Continuing inductively, we obtain a
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sequence of neighbourhoods Npj(2
−j), with pj ∈ E and a decreasing sequence of subset Nj of
N such that xn ∈ Npj (2
−j) for n ∈ Nj . Pick n1 ∈ N1, n2 ∈ N2, · · · such that n1 < n2 < · · · ,
then {xnj} is a Cauchy sequence. Because, by Theorem 1.5 (2) we have
dL(Fxnj ,xnk , H0) ≤ dL(τ(Fxnj ,xj , Fxj ,xnk ), H0).
By Theorem 1.5 (1) dL is a metric on ∆
+, therefore we obtain
dL(Fxnj ,xnk , H0) ≤ dL(τ(Fxnj ,xj , Fxj ,xnk ), H0)
≤ dL(τ(Fxnj ,xj , Fxj ,xnk ), Fxj ,xnk ) + dL(Fxj ,xnk , H0).
By Theorem 1.6, the metric space (∆+, dL) is compact and hence τ is uniformly continuous on
∆+ × ∆+ and since τ has H0 as identity i.e., τ(H0, Fxnj ,xj) = Fxnj ,xj , thus for all ǫ > 0 there
is δ > 0 such that dL(τ(Fxnj ,xj , Fxj ,xnk ), Fxnj ,xj) < ǫ wherever dL(Fxj ,xnk , H0) < δ. Since E is
probabilistic totally bounded, hence dL(Fxj ,xnk , H0) < ǫ
′, for all ǫ′ > 0. We put ǫ′ = δ, then
{xnj} is Cauchy sequence, for dL(Fxnj ,xnk , H0) ≤ 2
1−j, if k > j, and since E is complete, it has
a limit in E.
(b) implies (a): We show that if any conditions in (a) fails, then so does (b). If E is not
complete, there is a Cauchy sequence {xn} in E with no limit in E so,none of subsequences of
{xn} can converge in E, otherwise the whole sequence would converges the same limit. Since
{xn}n∈N is a Cauchy sequence, for all ǫ > 0 there is N1 ∈ N such that dL(Fxn,xm, H0) <
ǫ
2
whenever n ≥ N1, m ≥ N1 . Now if there exists a subsequence {xin} of {xn} that converges to
some x0 ∈ E then,for all ǫ > 0 there is N2 ∈ N such that dL(Fxin ,x0, H0) <
ǫ
2
whenever n ≥ N2
. By uniform continuity of τ ,we have
dL(Fxn,x0, H0) ≤ dL(τ(Fxn,xin , Fxin ,x0), H0)
≤ dL(τ(Fxn,xin , Fxin ,x0), Fxn,xin ) + dL(Fxn,xin , H0)
<
ǫ
2
+
ǫ
2
= ǫ.
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Therefore {xn} converges to x0, a contradiction. On the other hand, if E is not probabilistic
totally bounded, let ǫ > 0 be such that E cannot be covered by finitely many neighbourhoods
Nxi(ǫ), with xi ∈ E and i ∈ {1, 2, · · · , n}. Choose xn ∈ E inductively as follows. Begin with
any x1 ∈ E, and having chosen x1, · · · , xn, pick xn+1 ∈ E\
⋃n
i=1Nxi(ǫ) for all n ∈ N. This
implies, dL(Fxm,xn, H0) ≥ ǫ if m 6= n. So {xn} has no Cauchy subsequence which contradicts
with Bolzano-Wierstrass property.
(b) implies(c): It suffices to show that if (b) holds and {Vα}α∈A is a cover of E by open sets, there
exists ǫ > 0 such that every neighbourhood Np(ǫ), with p ∈ E that intersects E,is contained in
some Vα, for E can be covered by finitely many such neighbourhoods by (a). Suppose to the
contrary, for every n ∈ N, there is xn ∈ E such that Nxn(2
−n) is not contained in any Vα, with
α ∈ A. By the Bolzano-Weierstrass property, there exists a subsequence {xin} that converges
to some x ∈ E. Since {Vα}α∈A is a covering of E, there is α ∈ A such that x ∈ Vα. Also Vα
is open therefore there exists ǫ > 0 such that Nx(ǫ) ⊂ Vα. Now we prove Nxin (2
−n) ⊆ Vα. If
y ∈ Nxin (2
−n), then dL(Fxin ,y, H0) < 2
−n. By the uniform continuity of τ , for all ǫ > 0 there
exists δ > 0 such that dL(τ(Fx,xin , Fxin ,y), Fxin ,y) < ǫ whenever dL(Fxin ,x, H0) < δ. Now let
n ∈ N be such that dL(Fxin ,x, H0) < δ and 2
−n < ǫ
2
. Therefore we have
dL(Fx,y, H0) ≤ dL(τ(Fx,xin , Fxin ,y), H0)
≤ dL(τ(Fx,xin , Fxin ,y), Fxin ,y) + dL(Fxin ,y, H0)
<
ǫ
2
+ 2−n < ǫ.
Hence Nxin (2
−n) ⊆ Vα, which is a contradiction.
(c) implies (b): If {xn} is a sequence in E with no convergent subsequence, for each x ∈ E
there is ǫ(x) > 0 such that Nx(ǫ(x)) contains xn for only finitely many n. Otherwise some sub-
sequence of {xn} converges to x. Then {Nx(ǫ(x))}x∈E is a cover of E by open sets with no finite
subcover. ✷
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