ABSTRACT Considered in this paper is a single-carrier asynchronous bidirectional cooperative network with amplify-and-forward relays helping two transceivers to exchange information. The network is asynchronous in the sense that the delays of propagation along different relaying paths are significantly different from each other. As a result, the channel between the two transceivers is best modeled with a multi-tap impulse response, which can cause interference between adjacent symbols at the end nodes. In a block-wise communication scheme, a cyclic prefix can be appended to each transmitted block of information symbols to avoid interference between adjacent blocks. To suppress interference within each block, however, the network parameters, namely, the relay complex weights and the transceivers' transmit powers should be judiciously chosen. To do so, we herein minimize, over these parameters, the total transmission power consumption throughout the network, under two constraints which ensure that the transceivers' data rates are above two given thresholds. It is herein proved that solving this total transmission power minimization problem leads to the impulse response of end-to-end channel having only a single non-zero tap. Indeed, our analysis shows that only the relays associated with this non-zero tap have to be selected to participate in the information exchange between the two transceivers. We present a simple 1-D integer search algorithm for optimally determining the index of the non-zero tap of the channel impulse response of the end-to-end channel. We also present computationally simple semi-closed-form expressions for the optimal values of the design parameters. Our numerical results show that under identical rate thresholds, in our power allocation scheme, for any channel realization, half of the power budget is allocated to the two transceivers and the remaining half is shared among all the relay nodes.
I. INTRODUCTION
For the last decade, a considerable volume of research efforts has focused on two-way relay networks (see [2] and references therein). In the simplest form of a two-way (bi-directional) relay network, two transceivers communicate with each other with the help of one or more relay nodes. Indeed, the relay nodes cooperate with each other to establish a bidirectional information exchange between
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the end-nodes. Associated with each relay node, there exists a path which conveys the signal from one transceiver to the other transceiver or vice versa. Such a path is herein referred to as a relaying path. If the propagation delays of different relaying paths are the same (or approximately the same), the network is said to be synchronous. In a synchronous bi-directional amplify-and-forward (AF) relaying scheme, where the transceiver-relay links are frequency-flat, the end-to-end channel (i.e., the channel between the two transceivers) can be described using a frequency-flat channel model. Such a channel model represents the channel between the two end-nodes with a complex coefficient which depends on the transceiver-relay channel coefficients as well as on the relays' complex weights.
In real-world applications, however, the signals going through different relays may arrive at each of the two end-nodes with different propagation delays. In other words, different relaying paths could incur different propagation delays. In such asynchronous two-way relay networks, a single channel gain (i.e., a frequency-flat model) may not be sufficient to describe the channel between the two transceivers; instead a multi-tap characterization seems to be a more realistic channel representation. Such a multi-tap channel inevitably produces interference between adjacent symbols (i.e., ISI) at the receiving sides of the two transceivers, specially when the data rates are significantly higher than the inverse of the channel delay spread. Hence, channel equalization becomes inevitable, in order to suppress or eliminate ISI at the receiving sides of the two end-nodes. It is noteworthy that a significant distinction exists between the traditional models that characterize a generic multi-path link and a multi-path characterization of an asynchronous relay channel. This difference is due to the fact that in traditional models of multi-path channels, the end-to-end channel impulse response (E2ECIR) depends solely on the wireless medium. As a result, the equalizer has no control over the channel characteristics and must compensate for the channel as much as possible. In such models, the multi-path channel can be equalized at the receiving sides of the two end-nodes (transceivers), through post-channel equalization, and/or at the transmitting sides of these noses through pre-channel equalization otherwise known as pre-coding. But, in an asynchronous bidirectional AF relay (ABAR) network, the E2ECIR depends on the relays' AF complex weights. One can judiciously determine these weights based on some optimality criterion. Hence, while designing an ABAR network, besides pre-channel and/or post-channel equalizers, there exist additional degrees of freedom for optimal suppression of ISI. Considering ABAR networks, in [3] - [9] model the channel between the two end-nodes using a multi-tap impulse response and exploit these additional degrees of freedom to the advantage of optimal ISI cancelation. These studies use different optimality criterion: for example, the results of [3] rely on a max-min SNR criterion for multi-carrier systems, the studies in [4] and [5] use the sum-rate as the optimality criterion (for multi-carrier and single-carrier schemes, respectively) and the investigations in [7] - [9] resort to a mean squared error (MSE) metric for single-carrier schemes. These approaches have one aspect in common: each of them optimizes its corresponding optimality criterion under a constraint on the total transmission power.
Different from [3] - [9] , we herein aim to design a single-carrier ABAR network, by minimizing the total transmission power consumed throughout the network, under two constraints which require the transceivers' data rates to be above two given thresholds. Such a design approach allows us to ensure the smallest possible level of transmit power is consumed throughout the network, for any given thresholds on the data rates at the two end-nodes. The results in [3] - [9] do not address such a design approach. In this paper, we focus on the multiple access broadcast channel (MABC) bidirectional AF relaying technique, which consists of two time slots. In the first time-slot, the two transceivers (end-nodes) simultaneously broadcast their information symbols. Each relay receives a noisecontaminated superposition of the attenuated signals broadcasted by the two end-nodes. In the second time-slot, each relay broadcasts, to the end-nodes, a phase-and amplitudeadjusted version of that relay's received signal. Based on the assumption that both transceivers have the knowledge of the global channel state information (CSI), each transceiver eliminates the self-interference signal from its received signal and uses the remaining signal to detect the symbol of interest. Considering such a communication scheme, we first present a model for the E2ECIR and model the received signals, as well as the effective noise at the two end-nodes, in an MABC-based ABAR network in the absence of any preor post-channel equalizers. We then present the following contributions:
• By assuming the transmission powers at the two transceivers and the relays' beamforming weights as the design parameters, the paper formulates the problem of minimizing the transmission power consumption throughout the communication scheme, subject to two constraints which ensure that the transceivers' data rates are above two given thresholds.
• We rigorously prove that, solving this total transmission power minimization problem leads to the E2ECIR having only a single non-zero tap. In fact, our analysis shows that only those relays which are associated with this nonzero tap, must be selected to participate in the information exchange between the two end-nodes. We devise a simple 1-dimensional integer search algorithm to find the index of the non-zero tap of the E2ECIR.
• Finally, we show how the optimal values of the relays' complex weights and the transmission powers of the two transceivers can be calculated using computationally efficient expressions. The problem of total transmission power minimization has been extensively studied in the literature, see [2] and [10] - [14] . The motivation behind minimizing the total transmission power is to ensure the least transmit power is consumed throughout the network, while guaranteeing a certain quality of service at the receiver(s). Indeed, this approach aims to find the most power-efficient design for the network.
It is worth mentioning that the authors of [15] - [20] have also made important contributions to the research on asynchronous relay networks. However, these authors do not study the same bi-directional relay network which we herein consider. In the sequel, we briefly explain the differences between our work and each of these investigations. Wang et al. [15] assume that each relay transmits a filtered version of that relay's received signal, while in this paper, the relays use simple AF relaying protocols. Moreover, considering two linear post-channel equalization techniques, namely minimum mean squared error (MMSE) and zero forcing (ZF) receivers, Wang et al. [15] study the diversity of these techniques, while we herein do not assume any type of equalizations and aim to determine the power-optimal values of the transceivers' transmit powers and those of the relays' AF coefficients under two data rate constraints at the two end-nodes. Considering an asynchronous bi-directional relay network of two transceivers and a multi-antenna relay, Fang et al. [20] devise a timing offset and channel estimation algorithm and use this algorithm for relay re-synchronization. We do not assume any relay re-synchronization.
The rest of the paper is organized as it follows: Section II presents data modelling and system description. Section III presents the total power minimization problem and the solution thereof. Simulation results are presented in Section IV and conclusions are drawn in Section V.
Notation: We use bold upper-and lower-case letters to represent matrices and vectors, respectively. tr (·) and E{·} are used to denote the trace of a matrix and the statistical expectation operator, respectively. The complex conjugate, transpose, and Hermitian transpose of a matrix or a vector are denoted by (·) * , (·) T , and (·) H , respectively. The l 2 norms of a vector is denoted as · . I N and 0 N ×M are used to represent the N × N identity matrix and the N × M all-zero matrix, respectively. We use diag(a) to denote a diagonal matrix whose diagonal entries are the elements of vector a. The inverse of a matrix is represented by (·) −1 , while the entry (m, n) and the determinant of matrix are given by (m, n) and det( ), respectively. The magnitude of a complex number is denoted as | · |. The smallest integer number larger than the real number z is represented as z .
II. DATA MODELING
The end-to-end channel model which this paper relies on, was originally developed in [5] . We review this model for the sake of clarity. We consider an ABAR network consisting of two single-antenna transceivers (end-nodes) and L single-antenna relay nodes. The relays use a simple amplify-and-forward relaying protocol to establish a two-way communication link between the two end-nodes. In this network, we assume that the two transceivers can exchange information only through the relays, implying that no direct link exists between the end-nodes. We focus on the AF-based MABC bidirectional relaying technique, where the two end-nodes simultaneously broadcast, in the first time-slot, their information symbols. Each relay receives a noise-contaminated superposition of the faded versions of the signals transmitted by the endnodes. Each relay adjusts the amplitude and the phase of that relay's received signal and transmits the so-obtained signal to the two end-nodes in the second time-slot,. Based on the assumption that both end-nodes have the knowledge of the global CSI, each end-node eliminates the self-interference signal from that transceiver's received signal and uses the remaining signal to detect the symbols of interest. Due to the fact that different network nodes are distributed at different locations, different relaying paths have different propagation delays. Thus, the end-to-end channel can be modeled using a multi-tap impulse response which causes ISI at the two endnodes, when the data rates are relatively high. In a block-wise system modeling of such a communication network, the symbols are assumed to be transmitted and received in blocks. As such, the multi-path characteristics of the end-to-end link results in both intra-and inter-block interference. The latter interference can be avoided by inserting CP between consecutively transmitted blocks, as shown in Fig. 1 . The effect of intra-block-interference, however, has to be somehow accounted for in the system performance optimization. Fig. 1 illustrates the single-carrier ABAR network we study in this paper. At the transmitter front-end of each transceiver, the information symbols are converted into blocks of N s symbols, using an ''S/P'' block, which is a serial-to-parallel conversion blocktextcolorblueFor i = · · · , −2, −1, 0, 1, 2, · · · , let the N s × 1 vector s q (i) represent the i th symbol vector broadcasted by Transceiver (TRx) q, that is
with s q [k] being the k th symbol broadcasted by the q th transceiver to all relays, for q ∈ {1, 2}. It is assumed that the transmitted symbols are drawn from unit-power constellations, that is E{|s q [k]| 2 } = 1 and E{s q [k]} = 0 hold true, for q ∈ {1, 2} and for any k. As shown in Fig. 1, s 
where N t N +N s is the length of the transmitted blocks and
is the k th element of s q (i). The data block s q (i) is then converted back to serial by a parallel-to-serial convertor block (denoted as ''P/S''). The serial output is first multiplied by P q , where P q denotes the transmission power of TRx q, and is then broadcasted to all relays. At the receiving front-end of each transceiver, the received signal is organized into blocks of N t symbols using an S/P block. Self-interference cancellation is then performed on the vectors (blocks) of the received signals using an ''SIC'' block. Based on the fact that each transceiver has the knowledge of its own transmitted signals and using the assumption that each transceiver knows the channel gains between itself and the relays and that each transceiver calculates the relay beamforming complex weights, each transceiver can cancel, from its received signal, self-interference (which is the signal transmitted by this transceiver after being relayed back to the same transceiver). The CP is then removed from the received signal vectors by multiplying these vectors with the CP removing matrix
A. CHANNEL MODELING
The discrete-time channel model for our system is next presented. The link between TRx q and Relay l is herein assumed to be frequency-flat and reciprocal and is thus represented by a complex coefficient, denoted as g lq , and a propagation delay, denoted as τ lq . Let w l stand for the complex weight used by Relay l to amplify-and-forward that relay's received signal. Then one can easily see that the signal going through the l th relaying path is amplified/attenuated by a complex factor, denoted as b l , which is given
If the l th relaying path delays the signal traveling from one end-node to the other end-node by τ l seconds, then we can write
Here,
is the number of discrete-time samples the signal is delayed due to the propagation delay of the l th relaying path and T s is the symbol period. We emphasize that Relay l, whose relaying delay τ l satisfies (4), contributes (or subscribes) only to then th l tap of the E2ECIR. We can now describe the n th tap of the E2ECIR, denoted by
where we define N {0, 1, . . . , N − 1} and N is the maximum of discrete-time relaying path delays (or the delay spread of h [·] ) and is given by
In light of (3), the E2ECIR h[·] depends on the vector of the relay weights which is denoted as
Let h(w) denote the vector of the end-to-end channel taps, that is
To express the contribution of Relay l to h[n], we introduce an N × L matrix B whose (n + 1, l) th element is given by
for n ∈ N and l = 1, . . . , L. We now use (3), (5), and (8) to write h(w) as
where h(w) is given as in (7). Note that (8) and (9) imply that B has only one non-zero entry in each of its columns. This specific structure of B follows from the fact that each relay subscribes only to one of the taps of the E2ECIR h [·] . If row (n + 1) of B is a zero vector, this means that none of the relay subscribes to h [n] , and hence, h[n] is zero.
B. RECEIVED NOISE MODELING
The signal passing through each relaying path is contaminated with noise. To model the noise at the receiver front-ends of the transceivers, we recall that τ lq is defined as the signal delay due to propagation between Relay l and TRx q, while n lq stands for the corresponding discrete-time equivalent delay (measured in samples) satisfying the condition
denote the zero-mean spatio-temporally white noise at Relay l which has a variance of σ 2 . As the relays employ the AF relaying protocol, the noise received at the l th relay is first multiplied by w l , and then, arrives at TRx q with attenuation g lq and with a delay of n lq samples. The superposition of all relay noises received at TRx q is denoted by ξ q [n] and can be written as
where we defined
The total effective noise at TRx q can then be expressed as
where ψ q [n] is the corresponding receiver noise. Defining
we can now write
where
N t × L matrix whose l th column is the noise of Relay l.
C. RECEIVED SIGNAL MODELING
At the output of the SIC block of TRx q, the i th received signal block, denoted as r q (i) can be written as [21] (12) whereq = 1 for q = 2 andq = 2 for q = 1, and we define H 0 (w) and H 1 (w) as
To avoid inter-block-interference, the received signal vector r q (i) is passed through the CP removal block, and thus, the first N entries of this vector are removed. Denoting the output at the CP removal block as r q (i) and based on the fact that R cp H 1 (w) = 0 N s ×N t holds true, we can write
Here, ψ q (i) R cp ψ q (i) is an N s × 1 vector of the effective noise at TRx q after CP removal, the effective channel matrix
Note that in (14) , the effective channel matrixH(w) can in general be non-diagonal, and thus can produce interference within each received block.
D. TOTAL TRANSMISSION POWER FORMULATION
We need to express the total transmission power consumed throughout the network in terms of P 1 and P 2 , and w. Based on Fig. 1 , the N t × 1 vector x l (i) of the i th signal block, transmitted by Relay l, can be represented as
where the vector
T is the i th noise vector at Relay l and x l [t] is the signal transmitted by this relay at time t. Modeling υ l (·) as a zero-mean spatio-temporally white stochastic (vector) process whose elements have a variance of σ 2 , we can write the total average transmit power of Relay l as
where it is assumed thats 1 (·),s 2 (·), and v l (·) are zero-mean mutually independent stationary random vector processes, while the last equality is based on the assumption that the largest time differences between the transceivers' signal arrivals at the relays are negligible, compared to the communication time frame [3] . Using (17), we can represent the total transmission power consumption throughout the communications schemes as
Note that
where the following definition D q σ 2 diag{|g lq | 2 } is used, for q ∈ {1, 2}. Based on this definition, the total transmission power in (18) can be rewritten as
In our design approach, the goal is to minimize P total subject to two constraints on the minimum the data rates at the two transceivers.
III. POWER MINIMIZATION A. PROBLEM DEFINITION
The optimization problem (OP) we consider, can be written as
where R q (Pq, w) is the data rates achieved at TRx q and r q is the corresponding minimum required data rate, for q = 1, 2.
We can express the data rate corresponding to the multiple input multiple output (MIMO) data model in (14) as [21] R q (Pq, w)
In (21), factor 1/2 accounts for the fact that the information exchange takes two time slots, whereas, forq = 1, 2, the matrix C q (w) represents the covariance matrix of ψ q (k) in (14) and is expressed as [7] C
where last equality follows from the fact that for q = 1, 2,
B. PROBLEM SIMPLIFICATION
To simplify (21) , as the N s × N s matrixH(w) is circulant, we can writeH
where (21), R q (Pq, w) can be rewritten as
Note that in (25), we dropped the factor 1/N s which accounts for number of channel uses. As such, r 1 and r 2 are measured in bits. Using the fact that FF H = I N s , we can write (25) as
where we use the fact that for any two square matrices X and Y, we can write det(XY) = det(YX). To further simplify (26), we rewrite D(w) in (24) as
where the N s × 1 vector f k is defined as
the N s × 1 vectorh(w) is obtained by zero-padding h(w) as
and the following definitionB [
T is used. Using (27), we can rewrite (26) as
where D kk (w) stands for the k th diagonal element of D(w). We now use (19) and (30) 
One can assume, without loss optimality, that the first two constraints in (31) are satisfied with equality. Hence, we rewrite the OP (31) as
We next define 2N s new optimization variables γ qk , for q = 1, 2 and for k = 1, · · · , N s , as
where the first equality follows from the expression of D(w) in (27) and the second equality follows from the expression ofh(w) in (29). Based on (33), the first two constraints in (32) can be written as
Using (33), we can write Pq as
Since (35) holds for any k ∈ {1, 2, · · · , N s }, we need to impose the following constraints on
where we define the L × 1 vector a k as
Also, in order to guarantee that P q ≥ 0 holds true, we must ensure that γ qk ≥ 0 holds true for k ∈ {1, 2, · · · , N s } and q ∈ {1, 2}. Using (36), we rewrite (35) as
Using (38), we now rewrite the objective function in (32) as
Let us define two N s × 1 vectors γ 1 and γ 2 as
Using (34) It is shown in [4] that in the OP (44), one can assume, without any loss of optimality, that w can be restricted to the set
Since the solution to (43) inherits all the properties of the solutions to (44), the value of w, which is optimal for (43), must also belong to the set A, i.e., we can add the constraint
to the OP (43), without loss of optimality, we rewrite the OP (43) equivalently as in (47), as shown at the top of the next page.
D. SOLVING THE ORIGINAL OP (42)
We now prove that any solution to the relaxed OP (47) 
The following lemma is used to simplify the OPs in (48) and (49). Lemma 1: Consider the following OP:
T is an M × 1 vector with non-negative entries and c is a constant. At the optimum of (50), all x i 's are equal for all i (i.e., x i = x j , for i, j ∈ {1, 2, · · · , M } ).
Proof: See the appendix. Using Lemma 1, we conclude that at the optimum of the OPs (48) and (49), for any k and k , γ 1k = γ 1k β 1 and γ 2k = γ 2k β 2 hold true. Thus, the first two constraints in (47) can be rewritten as β 1 = 2 2r 1
Ns − 1 and β 2 = 2 2r 2
Ns − 1, and hence, β 1 = γ 1k ≥ 0 and β 2 = γ 2k ≥ 0 hold true because r 1 ≥ 0 and r 2 ≥ 0. Using the fact that any w which is optimal for (47) must belong to A (where |a H k w| = |a H k w| holds true for any k and k ), we conclude that (47) is feasible for, and thus, is a solution to the original problem in (42). As a result, solving (47) provides a solution to (42). In order to solve (47), we can write the set A in (45) as [7] 
Here, B n is the set of those values of w which result in only h[n] being non-zero, for some n ∈ N , while all other taps of h[·] are zero 1,2 . The sets {B n } N −1 n=0 are mutually exclusive, that is
The reason is that each relay subscribes to only one of the taps of the E2ECIR h[·], For any w ∈ A, we can now write
where the first equality relies on the fact that for any w ∈ B n , and for any k and k , |a H k w| 2 = |a H k w| 2 holds true, the second equality follows from the definition of a k in (37), the third equality is based on the Parseval's theorem N s k=1 |f H kB w| 2 = B w 2 , and the fourth equality follows from the fact that the last N s − N rows ofBw are zero. Using (53), the OP (47) can be rewritten as in (54), as shown at the top of the next page. As the sets {B n } N −1 n=0 are mutually exclusive, we can decompose the OP (54) into a set of maximum 3 N subproblems, and then, separately solve each of these subproblems. Therefore, we will have a maximum of N candidate values for the optimal w, Among these candidates, the one which leads to a minimum total transmission power, is indeed the solution to the OP (54) (or to the OP (47)). To further elaborate on how to solve the OP (54), let us rewrite this OP as in (55), as shown at the top of the next page, where we have used the fact that the sets {B n } N −1 n=0 are mutually exclusive. We next define the vector w n as the vector of the weights of the relays associated with h[n], when B n is not empty. For any w ∈ B n , we havẽ
H n w n (56) where b n is an L n × 1 vector whose l th element is the same as the l th non-zero element of the (n + 1) th column of B H 1 In other words, for w ∈ A, the E2ECIR h[·] has only a single non-zero tap and the beamforming weights of those relays which do not subscribe to this non-zero tap will be zero. 2 Note that if no relay is associated with tap n of the E2ECIR h[·], then B n will be empty. 3 Note that some of B n 's could be empty.
, +∞ is an intermediate parameter obtained by solving (61), as shown at the top of the next page, and λ n is an implicit function of z n , which is calculated numerically as the only positive solution to the following equation:
iq is the coefficient representing the link between TRx q and the i th relay which subscribes to h [n] . In (58), we can now find the optimal tap n, forn = 0, 1, . . . , N − 1, by determining which {w o n } N −1 n=0 yields the smallest value for the objective function in (58). Hence, the optimal n, denoted as n o , can be found as in (63), as shown at the top of the next page. Indeed, in the 1-dimensional integer search in (63), we are looking for a subset of the relays which subscribe to one of the taps of the E2ECIR that yields the smallest possible value for the total transmission power among other relay sets. The search for the optimal tap index n is limited only to those taps of h[·] which can be non-zero. If for any n, none of the relays subscribes to h[n], then h[n] = 0, which means that row (n + 1) of B is zero.
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Having n o , we calculate the optimal P 1 and P 2 (denoted by P o 1 and P o 2 , respectively) as
Our proposed algorithm is summarized as Algorithm 1.
Remark 1:
The proposed scheme enjoys a distributed implementation as explained in the sequel. As the two transceivers are assumed to have the knowledge of global CSI, each transceiver can use (59)-(65) to obtain the design parameters. One of the two end-nodes can then broadcast three parameters, namely κ n o , z n o , and λ n o to all the active relays (i.e., those relays contributing to h[n o ]. Each of the L n o active relays can then use (59), with n = n o , to calculate its own beamforming weight using these three parameters along with its own local channel state information. Indeed, in (59), the matrix Q (n o ) q , for q = 1, 2, is a diagonal matrix with its i th entry being amplitude squared of the channel coefficient between TRx q and the i th relay which subscribes to tap n o of the E2ECIR. Also, the i th element of the vector b n o is the product of the two channel coefficients representing the two links between the two end-nodes and the i th relay which subscribes to h[n o ]. As such, the i th active relay can calculate its own beamforming vector using its own local CSI along with the three parameters κ n o , z n o , and λ n o .
Remark 2: Note our results in this paper differ from the results of [4] in several aspects: i) The communication scheme studied in [4] is a multi-carrier scheme, while we herein assume a single-carrier network, ii) The design approach of [4] is based on maximizing the sum-rate over all sub-carriers and at the two transceivers under a total transmission power budget, whereas our design approach in this paper relies on minimizing the total transmission power subject to two constraints on the minimum data rates at the two end-nodes, iii) In [4] , the design parameters at each transceiver include transmit powers over all sub-carriers at the two transceivers, but in this paper, per transceiver, there is only one design parameter, which is the transmission power of that transceiver. Due to these differences, the multicarrier sum-rate maximization based method of [4] cannot be used to obtain the design parameters which minimizes the total transmission power in the single-carrier scheme we consider in this paper. Indeed, in [4] , the input parameter is the maximum total transmission power consumed throughout the network, while the input parameters in our problem in this paper are the minimum data rates at the two transceivers. Note that while deriving our solution, we relied on the results of [4] . More specifically, to solve the relaxed problem in (43), we introduced the OP (44). The latter OP has been solved in [4] , where it has been shown that at the optimum, w ∈ A holds true. We proved that the solution to (43) is indeed what we are trying to obtain and it is not known to us. Hence, we cannot use the solution to (44) to find the solution to (43). Nevertheless, we benefited from the fact that the optimal w for the OP (44) belongs to the set A, and hence, the optimal value for w in the OP (43) also belongs to the set A. This fact allowed us to write the OP (43) as in (47), thereby enabling us to solve the problem of interest. It is also noteworthy that our technique in this paper and the algorithm of [4] result in a relay selection scheme, but the parameters and the criteria used in the process of relay selection in these techniques are different, so are the algorithms used in the two methods to obtain the corresponding optimal values of the relay beamforming weights and the optimal values of transceivers transmit powers.
IV. NUMERICAL RESULTS
We assume an ABAR network where L = 60 single-antenna relays are used to facilitate information exchange between two transceivers. Based on a block transmission scheme, the signals are transmitted in blocks of N s = 64 symbols. In each simulation run, the coefficient g lq is modeled as a zero-mean complex Gaussian random variable whose variance is inversely proportional to the path loss given by (τ l q ) −3 , that is the path loss exponent is chosen to be equal to 3. The random propagation delay τ l q is uniformly drawn from the interval [T s , 4T s ]. Fig. 2 shows the average minimum total transmission power P total , the average of the corresponding relay transmit powers P r , and the averages of the corresponding transmit transceiver powers P 1 and P 2 versus r r 1 = r 2 in dB. In this figure, we compare the performance of our proposed method scheme with two other techniques, 1), the equal power allocation algorithm, denoted as the EPA method and 2) the modified equal power allocation. abbreviated as the 
iq is the channel coefficient between TRx q and the i th relay which subscribes to h[n], for q = 1, 2. Let g Ns − 1 . Also, defineh n (z), for z ∈
, +∞ ash
where for any given value of z ∈
, +∞ , λ n is the only real and positive solution to the following non-linear equation:
, choose p u to be a sufficiently large number, and choose the real scalar arbitrarily small.
Step 9, otherwise let k = k + 1 and go to Step 6. 9: Set z n = z (k+1) n and calculate κ n using
10: Calculate the optimal value of w n , denoted as w o n , from
12: Let n = n + 1, if n < N go to Step 2, otherwise go to the next step. 13: Find the optimal n, denoted as n o , which results in the smallest value for f n (w o n ), i.e., n o = arg min
14: Let w opt stand for the optimal w. If Relay l subscribes to tap n o of the E2ECIR, then the l th element of w opt is the same as that entry of w o n o which corresponds to Relay l, and if Relay l does not subscribe to tap n o of the E2ECIR, then the l th entry of w opt is zero. 15: Calculate the transceiver transmit powers as
MEPA algorithm. In the EPA technique, the total transmission power consumption throughout the network is assumed to be evenly distributed among all nodes, and thus, in the EPA technique each node in the system receives 1/(L + 2) of the total transmission power. In the MEPA technique, half of the total transmission power is assumed to be shared between FIGURE 2. The average P total , the corresponding average P r , the corresponding average P 1 and P 2 , for the proposed method, the average total transmission power for the EPA technique and the average total transmission power for the MEPA method versus r 1 = r 2 = r .
FIGURE 3.
Bit error rate versus r 1 = r 2 = r for different methods.
the two end-nodes and the remaining half of the total transmission power is assumed to be evenly distributed among all relay nodes. Fig. 2 shows that our algorithm outperforms the EPA algorithm with a large margin and also consumes less transmission power than the MEPA method does. Indeed, as shown in this figure, our proposed solution outperforms the MEPA method and the EPA algorithm by more that 10 dB and 20 dB, respectively, when r is larger than 50 bits. Moreover, it is shown in Fig. 2 that for our algorithm, the average relay transmit power is always 3 dB below the average minimum total transmission power. Indeed, in our power allocation scheme, for any channel realization, half of the power budget is allocated to the two transceivers and the remaining half is shared among all the relay nodes, when the rate thresholds are identical. It can be seen from this figure that the average of transceiver powers P 1 and P 2 are identical. Note that P 1 and P 2 may not be identical for a given channel realization. In Fig. 3 , assuming QPSK modulation, we illustrate the end-to-end average bit error rates (BERs) performance for our proposed algorithm which is plotted versus r and is compared with those of the EPA and MEPA schemes. As can be seen from this figure, our total transmission power minimization approach outperforms the EPA and MEPA methods. Fig. 4 shows the minimum total transmission power P total achieved by our power minimization method for one random channel realization, versus β 1 = N s (2 2r 1 Ns −1) and for different values of β 1 + β 2 . It can be seen from this figure that as long as the sum of β 1 and β 2 remains constant, changing β 1 does not change the minimum total transmission power of the network. This phenomenon is the direct result of the fact that the solution to the problem of total transmission power minimization depends on β 1 + β 2 .
In our next simulation example, we assume that the two transceivers are located at (5 km, 0 km) and (−5 km, 0 km), VOLUME 7, 2019 and that the relays locations are randomly distributed in a square area, with dimensions 5 km × 5 km, centered around the point (0 km, 0 km). We assume a the path-loss exponent of 3.8, while the standard deviation of shadowing is 8 dB. We model the small-scale fading channel coefficients as zero-mean complex Gaussian random variables with unit variance. The relays' and transceivers' noises are modeled as zero-mean spatio-temporally white Gaussian random processes with variance σ 2 = −130 dBm. Fig. 5 illustrates the average minimum total transmission power versus r for networks with different numbers of relays. As Fig. 5 shows, when number of relays is small, doubling this number results in about 6 dB saving in total transmit power, while for large number of relays, this saving is about 2-3 dB.
V. CONCLUSIONS
Considered is a single-carrier asynchronous bidirectional cooperative network, where multiple amplify-and-forward relays rely on the so-called multiple access broadcast channel protocol to establish a two-way information exchange between two transceivers. The network considered herein is assumed to be asynchronous in the sense that the signals traveling between the two end-nodes through different relaying paths undergo different propagation delays. As a result, such a two-way relay channel can be seen as a multi-path link which can cause inter-symbol interference (ISI) at the two endnodes. In a block-wise communication scheme, ISI results in both inter-and intra-block interference. While inter-block interference can be eliminated by cyclic prefix insertion and deletion, tackling intra-block interference requires the optimal design of the underlying bidirectional relay channel. Considering the transceivers' transmission powers and the relay complex beamforming weights as the design parameters, we optiamlly designed this bidirectional relay channel via minimizing the total transmission power consumption throughout the communication scheme, under two constraints on the minimum data rates at the two transceivers. Our rigorous proof showed that, at the optimum, only a subset of the relays will have to participate in the information exchange between the two transceivers and the rest of the relays have to be turned off. More specifically, our power-optimal rateconstrained design of the asynchrnous bidirectional relay channel requires the impulse response of the end-to-end channel be single-tap. Therefore, only the relays associated with that single tap have to be turned on and the rest of the relays will have to be turned off. We devised a simple 1-dimensional integer search algorithm to optimally find the index of the non-zero tap of the impulse response of the end-to-end channel. We also developed a computationally efficient semi-closed-form expression for the optimal values of the transceivers' transmission powers and those of the relays' complex weights. Our numerical results showed that our proposed scheme outperforms an equal power allocation scheme, where all nodes in the network consume the same amount of power, while satisfying the same constraints on the transceivers' data rates as our approach does.
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