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Abstract
Compactness of the Neumann operator in the ¯-Neumann problem is studied for weakly
pseudoconvex bounded Hartogs domains in two dimensions. A nonsmooth domain is constructed
for which condition (P) fails to hold, yet the Kohn Laplacian still has compact resolvent. The
main result, in contrast, is that for smoothly bounded Hartogs domains, the well-known sufﬁcient
condition (P) is equivalent to compactness.
The analyses of compactness and condition (P) boil down to the asymptotic behavior of the
lowest eigenvalues of two related sequences of Schrödinger operators, one with a magnetic ﬁeld
and one without, parametrized by a Fourier variable resulting from the Hartogs symmetry. The
nonsmooth example is based on the Aharonov–Bohm phenomenon of quantum physics. For
smooth domains not satisfying (P), we prove that there always exists an exceptional sequence
of Fourier variables for which the Aharonov–Bohm effect is weak and thence that compactness
fails to hold. This sequence can be very sparse, so that the lack of compactness is due to a
rather subtle effect.
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1. Introduction
Let  be a bounded domain in Cn. The -Neumann Laplacian  = ∗ + ∗
is a self-adjoint operator acting on (0, q)-forms with L2-coefﬁcients satisfying certain
boundary conditions. The Kohn Laplacian b is a nonelliptic operator acting on forms
on the boundary, deﬁned under certain regularity assumptions on b [26]. An extensive
literature is devoted to the problem of relating complex-geometric properties of 
with analytical properties of the -Neumann problem and b. Kohn [25] analyzed
the -Neumann problem for smoothly bounded strictly pseudoconvex domains, and
subsequently the subelliptic theory of  and b has become in large part understood
[6,8,13,27]. However, various fundamental issues for domains of inﬁnite type, for which
no subelliptic estimates hold, remain unresolved. See for instance [5,10,14] for surveys
of aspects of the ¯-Neumann problem and Kohn Laplacian. Some recent work on global
regularity and on C∞ hypoellipticity, for domains of inﬁnite type, is in [9,11,12].
In this paper, we study compactness of b and the -Neumann problem. For smoothly
bounded pseudoconvex domains, it is well-known that the compactness is a property
weaker than subellipticity, but stronger than C∞ global regularity [28]. The well-known
property (P) was ﬁrst introduced by Catlin, who proved that it implies compactness for
smoothly bounded pseudoconvex domains [7], and showed that it is implied by natural
geometric conditions. It was later systematically studied by Sibony for all compact sets
in Cn from the viewpoint of potential theory [32]. A compact set K in Cn is said
to satisfy property (P) (or to be B-regular in the terminology of Sibony) if for any
M > 0, there exist a neighborhood U of K and a function  ∈ C∞(U), 01, such
that the complex Hessian (2/zjz¯k) is M at every point of U. Straube proved
that Catlin’s result on the -Neumann Laplacian holds for all bounded pseudoconvex
domains without any regularity assumption on the boundary [35].
It has long been known that compactness precludes the presence of complex discs in
the boundary for domains in C2 (under minimal regularity assumptions on the boundary,
say Lipschitz). The converse is not true; Matheos [30] constructed a smoothly bounded,
pseudoconvex, complete Hartogs 3 domain in C2 whose boundary contains no complex
analytic disc but whose -Neumann Laplacian nevertheless does not have compact
resolvent. (See [17] for a discussion of this and other results on compactness.) However,
whether compactness is equivalent to property (P) for smoothly bounded pseudoconvex
3 The essential feature is that a nonempty open subset of the boundary admit a free action of T by
biholomorphisms. We assume the Hartogs symmetry only for convenience of notation.
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domains in C2 had remained an open question 4 , which we explore and answer for
Hartogs domains—both in the afﬁrmative and in the negative—in this paper.
Matheos [30] exploited the equivalence between compactness in the -Neumann
problem, for smoothly bounded Hartogs domains in C2, and a certain property of
an associated one-parameter family of magnetic Schrödinger operators in C1. Fu and
Straube [18] observed that for smoothly bounded, pseudoconvex, complete Hartogs
domains in C2, this problem is closely related to topics discussed in the mathemat-
ical physics literature under the names diamagnetism and paramagnetism. More pre-
cisely, that property (P) implies compactness for Hartogs domains is a consequence
of diamagnetism, and whether compactness implies property (P) is connected to para-
magnetism. For more on diamagnetism and paramagnetism the reader may consult
[3,16,33,34].
Our results for compactness of the -Neumann problem and Kohn Laplacian are
twofold. By a Hartogs domain we mean an open subset  ⊂ Cd+1 such that whenever
(z, w) ∈ , likewise (z, eiw) ∈  for every  ∈ R. Such a domain is said to be
complete if whenever (z, w) ∈  and |w′| |w|, (z, w′) ∈ .
Theorem 1.1. Let  ⊂ C2 be a smoothly bounded pseudoconvex Hartogs domain.
Then the following are equivalent:
(1) The -Neumann Laplacian  has compact resolvent in L2().
(2) The Kohn Laplacian b has compact resolvent.
(3) b satisﬁes property (P).
For the precise meaning of (2) see Deﬁnition 2.1 (and the subsequent remark) below.
The equivalence between compactness and property (P) is however a quantitative
rather than a qualitative phenomenon, which breaks down for boundaries having very
limited regularity.
Theorem 1.2. There exists a pseudoconvex, complete Hartogs domain  = {(z, w) ∈
C2 : |w| < e−(z), |z| < 2}, where  is continuous, ∇ ∈ L2 in any compact subset
of {|z| < 2}, and  ∈ L1 is lower semicontinuous, such that b does not satisfy
property (P), yet a Kohn Laplacian is well-deﬁned on b and satisﬁes a compactness
inequality.
However, we must emphasize the distinction between “a Kohn Laplacian” and “the
Kohn Laplacian”. The latter is deﬁned with respect to the Hilbert space structure
L2(b) induced by surface measure on b, while the Kohn Laplacian of our theorem
is deﬁned in terms of a different measure, which is smooth when expressed in terms
of certain natural coordinates for b, but is quite different from surface measure.
Our example could alternatively be described as a nonsmooth three-dimensional CR
4 McNeal [31] has introduced a variant (P˜) of condition (P). (P) implies (P˜) for arbitrary domains, but
it remains unknown whether the converse holds for bounded smooth pseudoconvex domains. The two are
equivalent for Hartogs domains, so the distinction is not relevant to our discussion.
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manifold with an S1 action, or as the unit sphere bundle in a holomorphic line bundle
over a one-dimensional base manifold, equipped with a nonsmooth metric.
It is well-known that Schrödinger operators with magnetic ﬁelds arise in connection
with holomorphic line bundles over complex manifolds; see for instance [15]. They arise
in connection with Hartogs domains for the same reasons. Our results both amount
to a semi-classical analysis of certain magnetic Schrödinger operators. Let  be a
subharmonic function on the unit disc 0 such that ∇ ∈ L2(0) in the sense of
distributions. Let S be a Schrödinger operator formally given by 5
S = −[(x + iy)2 + (y − ix)2] + 
and let S0 = −2x − 2y +  be the Schrödinger operator with the same electric
potential but zero magnetic potential. Denote by m and e, respectively, the lowest
eigenvalues of the Dirichlet realizations of S and of S0. The diamagnetic inequality
of Simon [33] (see also Kato [24] and Simon [34]) guarantees that em for any
. For C∞ pseudoconvex complete Hartogs domains which are strictly pseudoconvex
in a neighborhood of {(z, w) : w = 0}, Fu and Straube [18] proved that condition (P)
is equivalent to en →∞ as n→+∞. It is implicit in the analysis of Matheos [30]
that mn →∞ is equivalent to compactness.
It follows from [32] that there exists a C∞, pseudoconvex, complete Hartogs domain
 ⊂ C2 for which the set of weakly pseudoconvex boundary points has positive
measure, yet b satisﬁes property (P); and there exists another such domain for which
the set of strictly pseudoconvex points is dense, yet b does not satisfy property (P).
In light of this and [18], there exists a C∞ subharmonic function  for which  = 0
on a set of positive Lebesgue measure, yet e
n → ∞; and on the other hand there
exists another such  for which {z :  > 0} is dense, yet supn en <∞.
By virtue of these equivalences, Theorem 1.2 amounts to:
Theorem 1.3. There exists a continuous subharmonic function  on the unit disk 0
with ∇ ∈ L2(0) in the sense of distributions and  ∈ L1(0) lower semicontinuous,
such that limn→∞ mn = ∞ but limn→∞ en <∞.
This degree of regularity is quite natural from the perspective of Schrödinger op-
erators, as it guarantees that the magnetic Schrödinger form Q(u, v) = 〈Su, v〉 is
well-deﬁned for all u, v in a standard dense subclass of L2(0), namely C10(0).
Theorem 1.3 is based on the Aharonov–Bohm effect [1], a quantum phenomenon
in which a physical system not exposed to a magnetic ﬁeld is nonetheless inﬂuenced
by the associated magnetic potential. Avron and Simon [3] gave a counterexample,
based on this effect, to a conjectured paramagnetic inequality, which when specialized
5 This is essentially a Pauli operator. The two-dimensional Pauli operator (∇ − a)2, with a =
i(y ,−x), splits into two direct summands, S − and S +. Nonnegativity of  implies that
S − S2(S − ).
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to our situation would have implied that mne2n for all subharmonic . Theorem
1.3 realizes a more extreme form of this phenomenon.
The following weaker variant for C∞ structures is an easy consequence of a simpler
form of the same construction.
Proposition 1.4. There exists a C∞ subharmonic function  on the unit disk 0 such
that supn→∞ en <∞ but lim supn→∞ mn = ∞.
One can even make mn →∞ as n→∞ through a subset of N whose complement
is quite sparse. But to control every value of n, without exception, is a different matter.
Theorem 1.5. Let  be subharmonic, and suppose that  is Hölder continuous of
some positive order. If supn en <∞ then lim infn→∞ mn <∞.
Our analysis suggests that there should exist domains for which mn remains bounded
only for subsequences {n} having upper density zero. Theorem 1.1 is a consequence of
Theorem 1.5; it is only through the existence of possibly sparse sequences of exceptional
values of n that the failure of property (P) implies the failure of compactness.
Although our work may be viewed as a semiclassical analysis of magnetic Schrödinger
operators, the point of view is different than that ordinarily taken in mathemati-
cal physics. There one studies (h∇ − A)2 as h tends to zero. We instead analyze
(∇ − h−1A)2, as h → 0, and are interested in whether the lowest eigenvalue tends
to inﬁnity. In semiclassical terms we have a situation where the lowest eigenvalue is
positive and tends to zero with h, and we are interested in whether or not it is O(h2).
The other distinction is that our magnetic ﬁeld is an arbitrary nonnegative function
(with certain regularity), rather than a function with special properties.
This paper is organized as follows. In Section 2, we recall necessary deﬁnitions
and basic properties of Kohn Laplacians, the ¯-Neumann problem, and Schrödinger
operators. Section 3 contains some basic inequalities for C1, including Lemma 3.2,
which quantiﬁes the key magnetic effect on which Theorem 1.3 is based. The example
of Theorem 1.3 is constructed in Sections 4–6. The veriﬁcation that it possesses the
desired properties is given in Section 7. It will be apparent that Proposition 1.4 follows
from a simpliﬁcation of the same construction, so we will not provide a formal proof.
Theorem 1.5 is proved in Section 8. Theorem 1.2 is then proved in Section 9 by
reducing questions concerning property (P) and compactness to semi-classical analysis
of Schrödinger operators. Finally, the reduction of Theorem 1.1 from Theorem 1.5 is
indicated in Section 10.
2. Preliminaries
2.1. Kohn Laplacians and notions of compactness
Let  = {(z, w) : |w| < e−(z), z ∈ 0} be a complete Hartogs domain in
C1 × C1. Assume that in some neighborhood of b ∩ {w = 0}, b is both smooth
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and strictly pseudoconvex (This is equivalent to the conditions that 0 has smooth
boundary, limz→b0 (z) = +∞, and there exists a subdomain ˆ0 ⊂⊂ 0 such that
−e−2 has a smooth extension to a neighborhood of 0, whose complex Hessian is
strictly positive on 0 \ ˆ0.) We will also assume that  is subharmonic on 0 (which
is equivalent, under our other hypotheses, to pseudoconvexity of ) and that /z
exists in the sense of distributions and belongs to L2 in every compact subset of 0.
All this implies that there exists an open domain ′00 such that  is C∞ and strictly
plurisubharmonic in 0 \ ′0 as well as in a neighborhood of the boundary of ′0.
Let M = b and let T = {z : |z| = 1} ⊂ C1. {(z, w) ∈ b : z ∈ ′0} will be identiﬁed
with ′0 ×T via the inverse of the mapping (z, w) → (z, w/|w|) = (z, ei) ∈ ′0 ×T.
With respect to the resulting coordinates (z, ) deﬁne L¯ = z¯− iz¯j  and let L be its
conjugate. L and L may be considered as operators deﬁned in the sense of distributions
on L2(0 × T). L¯ may naturally be identiﬁed with a Cauchy–Riemann operator ¯b,
mapping scalar-valued functions on M to (0, 1) forms.
We equip M = b with a measure which has a nonvanishing C∞ density with respect
to the induced surface measure wherever z /∈ ′0, and which agrees with Lebesgue
measure under the identiﬁcation with ′0×T wherever z lies in a neighborhood of the
closure of ′0. Surface measure, in contrast, carries a factor related to ∇ so that when∇ is merely square integrable, as is the case in some of our results, then surface
measure need not be equivalent to the measure we have chosen.
Denote by B0,q the bundle of (0, q) forms for q = 0, 1. Any section of B0,1 can
be expressed as F = F(z) dz, and if f is scalar-valued then ¯bf = L¯f dz. We choose
a Hermitian metric for B0,1 so that {dz} has norm 1 at each point of ′0 × T.
Deﬁne
Qb(f, f ) = ‖L¯f ‖2L2 + ‖Lf ‖2L2
for scalar-valued f ∈ C10(′0)× T.
Deﬁnition 2.1. Let  ⊂ C2 be as above. We say that the Kohn(sub)Laplacian has
compact resolvent in L2(b) if the set of all f ∈ C10(′0)×T for which Qb(f, f )1
is precompact in L2(′0).
An alternative notion of compactness, for domains in C2, is that the set of all
scalar-valued f ∈ C1 which are orthogonal to the L2 nullspace of ¯b and satisfy
‖¯bf ‖L2(b)1 should be precompact in L2(b). For smoothly bounded pseudoconvex
domains in C2, the range of ¯b in L2 is necessarily closed according to a theorem of
Kohn, and compactness in the sense of Deﬁnition 2.1 thus implies compactness in this
alternative sense.
We have formulated compactness as in Deﬁnition 2.1 in order to avoid discussing
whether ¯b has closed range for the class of nonsmooth Hartogs domains, Hilbert
space, and Hermitian structures investigated here; we have likewise sidestepped the
question of the relation between compactness for the boundary Kohn Laplacian, and
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compactness for the ¯-Neumann problem for the interior domain, for nonsmooth do-
mains. In particular, the question of whether surface measure, or our alternative measure,
is the relevant measure to place on the boundary has not been analyzed.
Matheos [30] proved that for arbitrary bounded pseudoconvex domains  ⊂ C2 with
C∞ boundaries, compactness holds in the -Neumann problem if and only if for any
ε > 0, there exists Cε > 0 such that
‖u‖2ε(‖Lu‖2 + ‖Lu‖2)+ Cε‖u‖2−1 (2.1)
for all u ∈ C∞(b). Here L¯ = ¯b in local coordinates, and L is the complex vector
ﬁeld conjugate to L¯. For the class of Hartogs domains under consideration in this paper,
this inequality is equivalent to compactness in the sense of Deﬁnition 2.1.
2.2. The -Neumann Laplacian
Let  be a bounded domain in C2. Let L2q(), 0q2, be the space of (0, q)
forms with L2-coefﬁcients, equipped with the standard Euclidean metric.
Let q :L2q()→ L2q+1() be deﬁned in the sense of distributions with dom(q) =
{f ∈ L2q() : qf ∈ L2q+1()}. Let 
∗
q be the adjoint of q−1. Consider
Q(u, v) = (1u, 1v)+ (∗1u, 
∗
1v)
with dom(Q) = dom(1) ∩ dom(∗1). It is easily to see that Q is a densely deﬁned,
nonnegative, closed sesquilinear form. Therefore it uniquely deﬁnes a densely deﬁned,
nonnegative, self-adjoint operator :L21()→ L21() such that dom(1/2) = dom(Q)
and Q(u, v) = (u, v) for u ∈ dom() and v ∈ dom(Q). The operator  is called
the -Neumann Laplacian. It is said to have compact resolvent if (I +)−1:L21()→
L21() is compact. This is in turn equivalent to the following compactness estimate:
For any ε > 0 there exists Cε <∞ such that
‖u‖2εQ(u, u)+ Cε‖u‖2−1, for all u ∈ dom(Q).
It follows from the L2-estimates of Hörmander [23] for  that when  is pseudo-
convex,  is 1-1 and onto, and therefore has a bounded inverse N, which is called
the -Neumann operator. In this case,  has compact resolvent if and only if N is
compact.
2.3. Schrödinger operators in C1
Let  be a subharmonic function deﬁned in a bounded domain 0 ⊂ C1. Assume
that ∇ ∈ L2(0), in the sense of distributions. Let D = (x + iy, y − ix). Let
Q(u, v) = 〈D(u),D(v)〉 + 〈u,v〉
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be the closed, nonnegative sesquilinear form on L2(0) with core C∞0 (0). This
sesquilinear form uniquely deﬁnes a nonnegative, self-adjoint, densely deﬁned oper-
ator S on L2(0). S is the Schrödinger operator with magnetic potential A =
(−y,x) = −y dx+x dy, magnetic ﬁeld dA =  dx ∧ dy, and electric potential
V = . It is formally written as
S = D∗ ·D + 
= −[(x + iy)2 + (y − ix)2] + .
Let S0 = −2x − 2y +  be the Schrödinger operator with the same electric potential
but zero magnetic potential. The lowest eigenvalue of S0 is given by
Deﬁnition 2.2.
e = inf{‖∇u‖2 + ‖
√
u‖2; u ∈ C∞0 (0), ‖u‖ = 1}.
The lowest eigenvalue of S is
Deﬁnition 2.3.
m = inf{Q(u, u); u ∈ C∞0 (0), ‖u‖ = 1}.
m may alternatively be expressed as
m = inf{4‖L(u)‖2; u ∈ C∞0 (0), ‖u‖ = 1}
= inf{4‖uze‖2; u ∈ C∞0 (0), ‖ue‖ = 1},
where L = −z+z. The last equality above follows from an easy substitution while
the preceding equality follows from the integration by parts formula:
〈S(u), u〉 = 4
∫
0
|L(u)|2 =
∫
0
|D(u)|2 +
∫
0
|u|2.
Another useful integration by parts formula is the following twistor formula.∫
0
a|Lu|2 =
∫
0
(
(2azz¯ − azz¯)|u|2 + a|L¯u|2
)
+ 2Re
∫
0
uazL(u) (2.2)
for any a ∈ C2(0). Let b ∈ C2(0) and b0. Using the above formula with a = 1−eb
and applying the Schwarz inequality to the last term, we then obtain∫
0
|Lu|2
∫
0
bzz¯|u|2eb +
∫
0
2azz¯|u|2 +
∫
0
a|L¯u|2. (2.3)
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3. Basic inequalities
In this section, we collect several inequalities which will be used in the analysis. We
start with the following well-known inequality of Kato (e.g. [24,34]), whose relevance
to diamagnetism was observed by Simon [33]. Integrals are taken with respect to
Lebesgue measure on C1, except where otherwise indicated.
Lemma 3.1. Let  be a real-valued function on a domain 0 ⊂ C1 such that ∇ ∈ L2,
in the sense of distributions. Let u ∈ C1(0). Then
∣∣∇|u|(z)∣∣ |Du(z)| for a.e. z ∈ 0.
In particular,
∫
0
|Du|2
∫
0
∣∣∇|u|∣∣2. (3.1)
Here, for the reader’s convenience, is a short proof.
Proof. |u| is Lipschitz continuous, hence is differentiable almost everywhere. The
L∞ function ∇|u| thus deﬁned equals the gradient in the distribution sense, and∣∣∇|u|∣∣ |∇u| a.e.
At points where u vanishes, the magnetic gradient equals the ordinary gradient, so the
conclusion holds. In the open set where u = 0, one can locally write u(z) = r(z)ei(z)
with r,  ∈ C1. Then ∇|u| = ∇r , while (x + iy)rei = (rx + iyr + ixr)ei has
magnitude (|rx |2 + |y + x |2r2)1/2 |rx |. Likewise |(y − ix)rei| |ry |. 
For any x ∈ R deﬁne
‖x‖∗ = distance (x,Z). (3.2)
The next lemma indicates one situation in which the magnetic gradient is relatively
powerful; in fact it will be the key ingredient in our proof that mn →∞. The result
is also not original; for much more general results of the same type see [4,29].
Lemma 3.2. If  ≡ 0 in A = {z : r < |z| < R}, then for any u ∈ C1,
∫
A
|Du|2‖w()‖2∗
∫
A
|z|−2|u(z)|2, (3.3)
where the winding number w() is given by
w() = 1
2	
∫
|z|=
−y dx + x dy (3.4)
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for any  ∈ (r, R). More precisely,
∫ 2	
0
|Du(ei)|2 d−2‖w()‖2∗
∫ 2	
0
|u(ei)|2 d (3.5)
for any  ∈ (r, R).
This expresses one instance of the Aharonov–Bohm phenomenon. The magnetic ﬁeld
 vanishes identically in A, yet if w() = 0 then (roughly speaking) a quantum par-
ticle conﬁned to A and governed by the Hamiltonian D∗D experiences a measurable
effect from the magnetic potential. For a semiclassical analysis of this effect in certain
cases see [20].
By Stokes’ theorem together with the assumption  = 0, the integral (3.4) deﬁning
the winding number is independent of  ∈ (r, R). If  extends to a C2 function in the
disk |z| < R, harmonic where |z| > r , then there is the alternative expression
w() = (2	)−1
∫
 dx dy. (3.6)
Proof. Using the polar coordinates z = rei, a straightforward calculation gives
|Du|2 = |ur + ir−1u|2 + |r−1u − iru|2. (3.7)
It sufﬁces to prove (3.5), which directly implies (3.3). Let ˜ be the harmonic conjugate
of −w() log |z| on A. Let v = ue−i˜. Then |Du| = |Dw() log |z|v|, and |v| ≡ |u|.
Write
v(ei) =
∞∑
k=−∞
vˆ(k, )eik,
where this expression deﬁnes the Fourier coefﬁcients vˆ. It follows from (3.7) that
∫ 2	
0
|Dw() log |z|v(ei)|2 d  −2
∫ 2	
0
|v − iw()v|2 d
= −2
∫ 2	
0
|
∞∑
k=−∞
vˆ(k, )(k − w())eik|2 d
 −2‖w()‖2∗
∫ 2	
0
|v(ei)|2 d.
The lemma then follows. 
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A more general result holds, although only the special case formulated in Lemma
3.2 will be needed in our analysis.
Lemma 3.3. Let  be a rectiﬁable Jordan curve of length , parametrized by arclength
s ∈ [0, ]. Let h be a real-valued function on , regarded as a function of s. Let L
be the ﬁrst-order differential operator d
ds
+ ih, acting on the space L2 of periodic
functions on [0, ]. Deﬁne the winding number w = (2	)−1 ∫ 0 h(s) ds. Then for any
periodic test function u ∈ C1([0, ]),
‖Lu‖L24‖w‖∗−1‖u‖L2 . (3.8)
Proof. Writing H(s) = ∫ s0 h and Lu = f , we have L = e−iH dds eiH so dds (eiHu) =
eiHf , whence
eiH(s)u(s) = eiH(0)u(0)+
∫ s
0
eiHf. (3.9)
Therefore
|ei(H(s)−H(0))u(s)− u(0)|
∫ s
0
|f |. (3.10)
Applying the same reasoning to the interval [s, ] gives
|u()− ei(H(s)−H())u(s)|
∫ 
s
|f |. (3.11)
By the triangle inequality and the periodicity assumption u() = u(0), this implies
|u(s)| · |ei(H(s)−H(0)) − ei(H(s)−H())|
∫ 
0
|f |, (3.12)
which is equivalent to
|u|L∞ · |eiH() − eiH(0)| |f ‖L1 . (3.13)
Now |eiH() − eiH(0)|4‖w‖∗, and applying Cauchy–Schwarz twice gives two factors
of 1/2. 
This implies (3.5), except for a constant factor in the inequality, by taking L to be
the component of the magnetic gradient tangent to . For a general Jordan curve ,
the winding number w which appears in Lemma 3.3 equals 	−1
∫
R , where R is
the region enclosed by .
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We will also need the following Poincaré-type inequalities. Denote by B(z, r) the
disk centered at z with radius r.
Lemma 3.4. For any  < ∞ there exists C < ∞ such that for any R > 0 and any
u ∈ C0(B(0, R)) ∩W 1(B(0, R)),
∫
B(0,R)
|u|2CR2
(∫
B(0,R)
∣∣∇|u|∣∣2 + ∫ 2	
0
|u(Rei)|2 d
)
. (3.14)
Let A = {r < |z| < R}. If u ∈ C0(A) ∩W 1(A) then
∫
A
|u|2(R2 − r2) log(R/r)
∫
A
∣∣∇|u|∣∣2 + (R2 − r2) ∫ 2	
0
|u(rei)|2 d. (3.15)
Proof. |u| likewise belongs to C0 ∩ W 1. Using Friederichs molliﬁers permits us to
assume that |u| ∈ C1. Therefore, without loss of generality, we assume that u0 and
u ∈ C1.
To prove (3.15) we work in polar coordinates, and exploit only the radial component
of the gradient. It thus sufﬁces to show that
∫ R
r
|f ()|2 d log(R/r)(R2 − r2)
∫ R
r
|f ′()|2  d+ (R2 − r2)|f (r)|2
for any f ∈ C1(R). Since f () = f (r)+∫ 
r
f ′(t) dt , the inequality (a+b)22a2+2b2
gives ∫ R
r
|f ()|2 d  2
∫ R
r
|f (r)|2 d+ 2
∫ R
r
( ∫ 
r
|f ′(t)| dt)2 d
= (R2 − r2)|f (r)|2 + 2
∫ R
r
( ∫ 
r
|f ′(t)| dt)2 d.
The ﬁrst term on the right has the desired form, while the second is
2
∫ R
r
( ∫ 
r
|f ′(t)|2t dt)( ∫ 
r
t−1 dt
)
 d log(R/r)(R2 − r2)
∫ R
r
|f ′|2 t dt.
The proof of (3.14) is similar and is left to the reader. 
4. Construction of thick sets in C1
In this section we construct explicit sets in C1 possessing empty Euclidean interiors
but nonempty ﬁne interiors, which will later be used in the proof of Theorem 1.3.
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Let B be an integer greater than 2. We always assume that B is chosen to be
sufﬁciently large for various inequalities encountered below to be valid. For any positive
integer k, let εk = B−k and let k = B−k(Z+ iZ) be the set of lattice points. Let k
be a positive number of the form
k = e−kkB
2k
, where
∑
k
1
kk
<∞ and k1. (4.1)
In particular, k is much smaller than any power of εk for large k.
Let 0 be the unit disk. We choose {zkj }mkj=1 ∈ k ∩0 by induction on k as follows.
For k = 1, {z1j }m1j=1 are chosen to be all points in 1 ∩ 0 such that B(z1j , ε1) ⊂ 0.
Suppose the points zlj have been chosen for lk − 1. Then {zkj }mkj=1 are chosen to be
all those points in k ∩ 0 such that B(zkj , εk) ⊂ 0 and
distance (zkj ,∪k−1l=1 ∪mlj=1 Dlj ) > εk,
where Dlj = B(zlj , l ). Note that mk4ε−2k . Let
k = 0\ ∪kl=1 ∪mlj=1Dlj and W = 0\ ∪∞l=1 ∪mlj=1Dlj = ∩∞k=1k.
It is evident that the set  thus constructed has empty (Euclidean) interior. Moreover,
 has positive Lebesgue measure because
∞∑
k=1
mk∑
j=1
|Dkj |4	
∞∑
k=1
2kε
−2
k 4	
∞∑
k=1
ε2k ! |0|
provided that B is chosen sufﬁciently large.
Lemma 4.1. When B is sufﬁciently large, mkε−2k /4. Furthermore, for any z ∈ k
satisfying distance (z, 0)ε1/2k , there exist ε−1k indices j such that |zkj−z| < 4ε1/2k .
Proof. We use the simple fact that for any r1, the number of integer lattice points
in a (closed or open) disk of radius r is bounded between r2 and 5r2. It follows that
the number of points of k ∩ 0 that are not elements of {zkj } is no more than
∑
1 l<k
4ε−2l 5
(εk + l
εk
)240 ∑
1 l<k
B2l
(
1+ B2k−4l)Cε−2k B−2.
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Fig. 1. The domain 0 and disks Dkj of generations k = 1, 2, 3. Their centers zkj lie on a lattice of
scale B−k , whereas their radii k approach 0 at a doubly exponential rate.
Since the cardinality of k∩{|z| < 1−εk} is ε−2k /2, we have mk(1/2−CB−2)ε−2k >
ε−2k /4.
We now prove the second statement. Indeed, the above reasoning still applies, unless
B(z, 4ε1/2k ) meets some D
l
i with εl > 16ε
1/2
k . In that case there can be only one such l
and only one such i. Otherwise, consider the largest such l; by construction, the distance
from Dli to any D
m
j with m l is εl − 2lεl − 2ε2l . Thus εl − 2ε2l 8ε1/2k < εl/2,
which is impossible. Since B(z, 4ε1/2k ) meets only one D
l
i with εl > 16ε
1/2
k , it must
contain a disk B(z′, 2ε1/2k ) which does not intersect any D
l
i with εl > 16ε
1/2
k (Fig. 1).
As in the preceding paragraph, the number of points in k ∩ B(z′, 32ε1/2k ) that are not
elements of zkj is no more than
∑
1 l<k
εl  16ε
1/2
k
C
(2ε1/2k
εl
)25(εk + l
εk
)2Cεk ∑
1 l<k
ε−2l
(εk + l
εk
)2Cε−1k B−2.
Since the cardinality of k ∩ B(z′, 32ε1/2k ) is  94ε−1k , the number of points zkj in
B(z, 4ε1/2k ) is ( 94 − CB−2)ε−1k ε−1k . 
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Lemma 4.2. If ∑k(kk)−1 <∞ then there exist constants c, C ∈ (0,∞) and functions
Fk ∈ W 10 (k) such that for all k, ‖Fk‖L2(0)c, ‖∇Fk‖L2(0)C, and ‖Fk‖L∞C.
Proof. Deﬁne
f lj (z) =
log(|z− zlj |/l )
log(ε2l /4l )
if l |z− zlj |ε2l /4, and f lj (z) ≡ 1 for |z− zlj |ε2l /4. Note that 0f lj (z)1 for all
z. Let
Fk(z) = (1− |z|2) min
1 lk
min
1 jml
f lj (z).
If z ∈ B(0, 1/2) and |z − zlj |ε2l /4 for all 1 lk and all 1jml , then Fk(z) =
1− |z|2 34 . Moreover 0Fk(z)1 for all z ∈ 0. Since
∞∑
k=1
mk∑
j=1
|B(zkj , ε2k/4)|C	
∑
k
ε−2k ε
4
k ,
we have ‖Fk‖2	/2 provided that B is chosen to be sufﬁciently large.
In estimating ‖∇Fk‖ from above, we may disregard the harmless factor of 1− |z|2.
k can be partitioned into ﬁnitely many pairwise disjoint subregions such that Fk is
identically equal to some f lj on each subregion, and such that the supports of ∇f lj are
mutually disjoint for a ﬁxed l. Moreover, since Fk is continuous, ‖∇(1− |z|2)−1Fk‖2
equals the sum of the squares of the L2 norms of its gradients over all these subregions.
Therefore, since Fk is bounded above in the supremum norm uniformly in k,
‖∇Fk‖2C +
k∑
l=1
ml∑
j=1
∫
l
|∇f lj |2.
Since
∫
l
|∇f lj |2 = 2	
∫ ε2l /4
l
r−2[log(ε2l /4l )]−2r dr = 2	[log(ε2l /4l )]−14	(log(1/l ))−1,
we have
‖∇Fk‖2C
k∑
l=1
ε−2l (log(1/l ))
−1 = C
k∑
l=1
B2lB−2l (ll )−1 = C
k∑
l=1
(ll )
−1. 
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Remark. The ﬁne topology is the smallest topology on C with respect to which all
subharmonic functions are continuous. We refer the reader to [22], Chapter 10, for
an elementary treatise on the ﬁne topology. It follows from [19] that the existence
of functions Fk satisfying the conclusions of Lemma 4.2 is equivalent to W having
nonempty ﬁne interior.
5. Construction of the subharmonic function 
We follow the construction in the preceding section, taking k = exp(−kkB2k).
Let h ∈ C∞0 (C) be the radially symmetric function deﬁned by h(t) = c0e−1/(1−t) for
0 t < 1 and h(t) = 0 for t1, where the constant c0 is chosen so that
∫
C h = 1.
For k ∈ N and 1jmk , deﬁne
kj = 2	
kj−2k h((z− zkj )/k),
where 
kj > 0 satisﬁes

kj kε2k (5.1)
and the factors k are chosen to satisfy
∑
k
(1+ k)kk <∞. (5.2)
Deﬁne also
kj =
1
2	
log |z| ∗ kj .
Thus kj = kj . Set
 =
∑
k
∑
j
kj ;
the next lemma guarantees convergence of this sum.
Lemma 5.1. If the sequences k, k satisfy (5.2), then  is a subharmonic function on
C,  is lower semicontinuous,  ∈ C0, and ∇ ∈ L2(0).
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Proof. Let  =∑k∑j kj . Then
‖‖L1 =
∑
k
∑
j
‖kj‖L1 =
∑
k
∑
j

kj
∑
k
B2kkε
2
k =
∑
k
k <∞,
since there are at most CB2k indices j for each index k, and since ∑k kk converges
by (5.2).
Write
kj (z) = 
kj
∫
|t |<1
log |kt + zkj − z|h(t).
If |z− zkj | > 2k , then
|kj (z)|C
kj log(1/k).
If |z− zkj |2k , then likewise
|kj (z)|C
kj
(
log(1/k)+
∫
|t |<1
| log(t + (zkj − z)/k)|
)
C
kj log(1/k).
Moreover, whenever z /∈ B(zkj , 14εk), there is an improved bound |kj (z)|
kj log(1/εk)
kε2kk. For any z, k there exists at most one index j for which |z − zkj |εk/4. It
follows that for any z ∈ C, uniformly for any k,
∑
j
|kj (z)|kε2kkkB2k +
∑
j :|z−zkj |εk/4
kε
2
kkkε2kkkB2k + B2kkε2kk,
and consequently
∑
k
∑
j
|kj (z)|
∑
k
(1+ k)kk <∞
since εk = B−k . Therefore the series deﬁning  is uniformly convergent to a continuous
function. Since each kj is subharmonic, so is .
We now estimate the L2 norm of ∇. Write
kj
z
= 12
kj
∫
|t |<1
h(t)
z− zkj − kt
.
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If |z− zkj | > 2k , then ∣∣∣∣∣
k
j
z
∣∣∣∣∣
kj |z− zkj |−1.
If |z− zkj |2k , then∣∣∣∣∣
k
j
z
∣∣∣∣∣  12
kj
∫
|t |<1
h(t)
k|t − (z− zkj )/k|

kj
−1
k
∫
|t |<3
1
|t |

k
j
−1
k .
Therefore
‖∇kj‖L2(B(0,1))C
kj + C
kj
( ∫ 1
k
r−2r dr
)1/2C
kj (log(1/k))1/2.
As in the estimation of the supremum norm of , there is a stronger inequality
‖∇kj‖L2{|z−zkj |εk/2}

k
j (log(1/εk))
1/2
kj k1/2.
Again since there are at most CB2k indices j for each k,
‖∇‖L2 
∑
k
(
B2k(kε
2
k )
2 log(1/k)
)1/2 +∑
k
∑
j
kε
2
kk
1/2

∑
k
(
B2k2kε
4
kkkB
2k)1/2+∑
k
B2kkε
2
kk
1/2
∑
k
kk
1/21/2k +
∑
k
kk
1/2.
The hypothesis (5.2) guarantees convergence of these sums. 
Remark. In order for  to be C∞, or even Hölder continuous, it is necessary that
the far more restrictive condition 
kj = O(k) for some  > 2 be satisﬁed.
6. The coefﬁcients kj
Let B be any ﬁxed positive integer, sufﬁciently large so that the hypotheses of
Lemmas 4.1 and 4.2 are satisﬁed, and recall that εk = B−k and k = exp(−kkB2k).
The basic strategy in the proof of Theorem 1.3 is to combine (3.5) with (3.1), using
the former to gain a strong bound over many circles, and the gradient estimate from
(3.1) to then gain control over the remainder of 0. For each large n, we want to ﬁnd
lots of (disjoint) circles , for which (3.5), applied to  = n, gives a strong lower
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bound on
∫
 |u|2. (These circles can have different centers.) Then we use (3.1) on the
complement of the union of all these circles, with (3.1) giving us good control on the
boundary of the complement.
The factor of −2 = |z|−2 in (3.5) is important, since it tends to make ∫ |u|2 much
smaller than
∫ |Du|2, provided the circle has small radius. It can also be used to
gain satisfactory control of the boundary terms in (3.14) and (3.15), if for instance the
annulus {z : r/2 |z|r} is one on which (3.3) gives a good bound on u. On the other
hand, we lose something in applying (3.15) to annuli for which log(R/r) is too large,
relative to R2. Thus for each large n, we want to have a large number of such good
circles, and we want them to be fairly densely distributed in the sense that for each z
and n there is such a circle within distance bn of z, where bn → 0 at some rate to be
speciﬁed.
We use the following setup. There will be a sequence of positive integers Nk con-
verging rapidly to +∞. To each n ∈ [Nk,Nk+1) we will associate a family F(n) of
disks Dkj with the following properties:
(1) For any z ∈ 0 there exists Dkj ∈ F(n) satisfying distance (z,Dkj )Cε1/2k .
(2) For any Dkj ∈ F(n), ‖n
kj‖∗ 14 , where ‖x‖∗ = distance (x,Z). A given disk Dkj
is permitted to belong to F(n) for many different values of n.
Deﬁne
Nk = 2Bk−1 (6.1)
For any sufﬁciently large k, for each integer n ∈ [Nk,Nk+1) we construct families F(n)
of disks, and associated coefﬁcients 
kj , as follows. We ﬁrst cover k−1 by ∼ ε−1k disks
centered in k with radii 8ε1/2k . We may arrange these covering disks so that each D
k
j
belongs to at least one covering disk and the shrinking by half of each covering disk is
disjoint from the other covering disks. By Lemma 4.1, we can then partition the disks
Dkj into ∼ ε−1k subfamilies, each of cardinality ε−1k , so that for each subfamily, all
of its member disks are contained in a common covering disk.
The number 
kj are chosen as follows, to ensure the existence of many disks with
favorable winding numbers n
kj for each integer n ∈ [Nk,Nk+1). Consider ﬁrst n = Nk .
Choose one disk from each subfamily, and let F(n) be the set of all disks thus chosen.
For each disk Dkj ∈ F(n), deﬁne the weight 
kj by
n
kj = 14 . (6.2)
Then ‖n
kj‖∗ = 14 ; moreover, ‖m
kj‖∗1/4 for all m ∈ [Nk, 2Nk). For each m ∈[Nk, 2Nk), set F(m) = F(Nk).
Next consider n = 2Nk , and repeat the procedure: let F(n) be a collection consisting
of one disk Dkj from each subfamily, not previously chosen. Deﬁne 

k
j by n

k
j = 14 .
Then ‖n
kj‖∗ 14 for all n ∈ [2Nk, 4Nk). For m ∈ [2Nk, 4Nk), let F(m) = F(2Nk).
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The next iteration begins with n = 4Nk , and so on. Repeat the procedure until every
integer n ∈ [Nk,Nk+1) has been considered, and both F(n) and associated coefﬁcients

kj deﬁned. There are sufﬁciently many disks D
k
j to allow this because Nk ·2ε
−1
k > Nk+1.
Any disks Dkj not in ∪Nk+1n=NkF(n) play a lesser role in the analysis; we set 
kj = N−1k+1
for those although any sufﬁciently small strictly positive quantity would sufﬁce.
Thus

kj N−1k = 2−B
k−1
for all sufﬁciently large k. On the other hand, we have already imposed the constraint
(5.1) 
kj kε2k = kB−2k , with which the above construction is consistent if
kB2k2−B
k−1
.
In order to apply Lemma 5.1 to conclude that  ∈ C0 and ∇ ∈ L2, we also need
the constraints (4.1) ∑ k−1−1k < ∞ and (5.2) ∑k(1 + k)kk < ∞. All these are
mutually compatible. Indeed if we ﬁx any ε > 0 and set k = kε and k = k−2−2ε for
large k, then kB2k2−B
k−1
with some room to spare.
The conclusions of this section are summarized in the following lemma.
Lemma 6.1. Suppose that mB2m2−B
m−1 for all sufﬁciently large m. Then there exist
coefﬁcients 0
mj satisfying (5.1) such that for each sufﬁciently large positive integer
n there exist an index k = kn and a collection Jn of indices j such that kn → ∞ as
n → ∞, and such that for each point z ∈ k−1 there exists at least one j ∈ Jn such
that |z− zkj |Cε1/2k and distance (	−1n
∫
Dkj
,Z) 14 .
Moreover, it is possible to choose a sequence (m) and an associated sequences
(m) such that (4.1) and (5.2) are also satisﬁed. Therefore  is subharmonic,  ∈ C0
and ∇ ∈ L2, and there exist functions Fk satisfying the conclusions of Lemma 4.2.
7. Proof of Theorem 1.3
We now proceed to prove that mn → ∞ as n → +∞. Given any large n, specify
k by the relation n ∈ [Nk,Nk+1). Let Dkj be any disk in F(n). Consider the annular
region Akj = {z : k < |z − zkj | < εk}. This region is disjoint from Dli for all lk,
except for (l, i) = (k, j). Thus in Akj ,  ≡
∑
l>k
∑
i 
l
i .
Deﬁne ˜k =
∑
lk
∑
i 
l
i . We have
∫
Dkj
n˜k = n
kj ∈ [ 14 , 12 ], and hence for any
test function u ∈ C∞0 (0), (3.3) gives∫
Akj
|u(z)|216ε2k
∫
Akj
|Dn˜ku|2.
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Let Ekj be the set of all radii r ∈ [k, 12εk] for which the circle r = {z : |z −
zkj | = r} intersects some closed disk Dli with l > k. The Lebesgue measure of Ekj is
4
∑
l>k ε
−2
l l = 4
∑
l>k B
2le−l lB2l ! B−k = εk , provided k is sufﬁciently large.
Moreover, for any r ∈ [k, εk],∫
|z−zkj |<r
n(− kj )n
∑
l>k
∑
i

li .
The sum over all lk + 2 contributes at most 4nε−2k+2/Nk+24B2(k+2)2−(B
k+1−Bk) <
1/8 for all sufﬁciently large k, since n < Nk+1. By construction, any point zk+1i satisﬁes
|zk+1i − zkj |B−k−1 = B−1εk . Thus k+1i contributes nothing to the integral, provided
that r 12B−1εk . We therefore conclude that for any r ∈ [k, 12B−1εk] and any mk,
1
4
∫
|z−zkj |<r
nkj 
∫
|z−zkj |<r
n˜m
∫
|z−zkj |<r
nkj + n
∑
lk+2
∑
i

li 12 + 18 58 ,
provided as always that k is sufﬁciently large. We have established a key fact:
Lemma 7.1. Whenever mk and r ∈ [k, 12B−1εk],∫
|z−zkj |<r
n˜m ∈ [ 14 , 58 ]. (7.1)
The next lemma converts this information to a local lower bound for our quadratic
form.
Lemma 7.2. For any j such that Dkj ∈ F(n),∫
B(zkj ,C
′ε1/2k )
|u|2Cεk log(1/εk)
∫
B(zkj ,C
′ε1/2k )
|Dnu|2, (7.2)
Proof. For any r ∈ [k, 12B−1εk]\Ekj ,∫ 2	
0
|u(zkj + rei)|2 d16r2
∫ 2	
0
|Dn˜mu(zkj + rei)|2 d
by (3.5) and (7.1). Hence
∫
r∈[k, 12B−1εk]\Ekj
∫ 2	
0
|u(zkj + rei)|2 d r dr4B−2ε2k
∫
Akj
|Dn˜mu(z)|2.
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Since ‖∇˜m −∇‖L2 → 0, we may now conclude, by letting m→∞ while holding
u ﬁxed, that for each n ∈ [Nk,Nk+1), for each j such that Dkj ∈ F(n),∫
r∈[k, 12B−1εk]\Ekj
∫ 2	
0
|u(zkj + rei)|2 d r dr4B−2ε2k
∫
Akj
|Dnu(z)|2. (7.3)
First of all∫
B(zkj ,εk)
|u|2  Cε2k
∫
B(zkj ,εk)
∣∣∇|u|∣∣2
+C
∫
r∈[k, 12B−1εk]\Ekj
∫ 2	
0
|u(zkj + rei)|2 d r dr, (7.4)
where C is a constant depending only on B. Indeed by (3.14), for any r ∈ [ 14B
−1
εk,
1
2B
−1
εk],
∫
B(zkj ,εk)
|u|2Cε2k
∫
B(zkj ,εk)
∣∣∇|u|∣∣2 + Cε2k ∫ 2	
0
|u(zkj + rei)|2 d.
Integrating both sides with respect to r dr over [ 14B
−1
εk,
1
2B
−1
εk]\Ekj , dividing both
sides by ε2k , and using the fact that |Ekj | ! εk , we obtain (7.4).
Majorizing the right-hand side of (7.4) using (7.3), then invoking the pointwise bound∣∣∇|u|∣∣ |Dnu| of Lemma 3.1, we obtain∫
B(zkj ,εk)
|u|2  Cε2k
∫
B(zkj ,εk)
∣∣∇|u|∣∣2 + Cε2k ∫
B(zkj ,εk)
|Dnu(z)|2
 Cε2k
∫
B(zkj ,εk)
|Dnu(z)|2. (7.5)
Via (3.15) we ﬁnd in the same way that for any ﬁxed ﬁnite constant C′ > 0,∫
εk<|z−zkj |<C′ε1/2k
|u|2
Cεk log(1/εk)
∫
εk<|z−zkj |<C′ε1/2k
∣∣∇|u|∣∣2 + Cεkε−2k ∫
B(zkj ,εk)
|u|2
Cεk log(1/εk)
∫
εk<|z−zkj |<C′ε1/2k
|Dnu|2 + Cε−1k
∫
B(zkj ,εk)
|u|2.
In concert with (7.5) this yields the lemma. 
M. Christ, S. Fu /Advances in Mathematics 197 (2005) 1–40 23
From Lemma 7.2 it follows that∫
∪jB(zkj ,C′ε1/2k )
|u|2CkB−k
∫
0
|Dnu|2,
where the union is taken over all j such that Dkj ∈ F(n). Indeed, choose a maximal
pairwise disjoint subfamily of all the balls B(zkj , C′ε1/2k ), apply the preceding inequality
to the tripled ball B(zkj , 3C′ε
1/2
k ) for each element of the subfamily, and sum. No
point of C belongs to more than a ﬁxed number of the tripled balls, and each ball
B(zkj , C
′ε1/2k ) is contained in at least one of the tripled balls.
The construction guarantees that any point z in the complement in 0 of ∪jB(zkj ,
16ε1/2k ) either satisﬁes 1− ε1/2k < |z| < 1, or is contained in ∪1 l<k ∪mli=1 Dli . For the
former region a direct application of the fundamental theorem of calculus, as in the
proof of (3.15), gives the simple bound ∫ 1−√εk<|z|<1 |u|2C√εk ∫ |∇|u||2, which is
dominated by CB−k/2〈Snu, u〉 by Kato’s inequality. k = k(n)→∞ as n→∞, and
εk → 0 as k →∞, so this region is satisfactorily under control.
For any n ∈ [Nk,Nk+1) and any l < k, let ˜l = (1 − 2/ log n)l and ˆl = (1 −
3/ log n)l . Denote D˜li = B(zli , ˜l ). The electric potential term gives us
∑
l<k
∑
i
∫
D˜li
n−2l 

l
i · c0n−1/2|u|2〈Snu, u〉. (7.6)
Now
n−2l 

l
ine2l lB
2l
N−1l+1 = ne2l lB
2l
2−Bln,
so we conclude that ∫
∪l<k∪i D˜li
|u|2Cn−1/2〈Snu, u〉.
Applying (3.15) to the annulus {r < |z− zli | < l} for all r ∈ [ˆl , ˜l], then integrating
(after multiplying both sides by r), we obtain
∫
˜l<|z−zli |<l
|u|2  (2l − ˆ2l ) log(l/ˆl )
∫
Dli
∣∣∇|u|∣∣2 + 2(2l − ˆ2l )
˜2l − ˆ2l
∫
D˜li
|u|2
 C
∣∣ log(1− 3/ log n)∣∣ ∫
Dli
∣∣∇|u|∣∣2 + C ∫
D˜li
|u|2.
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Once again
∣∣∇|u|∣∣ may be replaced by |Dnu| in the last integral, by Lemma 3.1.
Since every point of 0 belongs either to {1−√εk < |z| < 1}, to some Dli with l < k,
or to B(zkj , 16ε
1/2
k ) for some j such that Dkj ∈ F(n), we conclude ﬁnally that∫
0
|u|2Cmax(B−k/2, n−1/2, ∣∣ log(1− 3/ log n)∣∣)〈Snu, u〉,
where k = k(n) is determined by the relation n ∈ [Nk,Nk+1).
It remains to prove that limn→∞ en < ∞. This is easy. Let Fk be the functions
constructed in the proof of Lemma 4.2. Recall that Fk is piecewise smooth, vanishing
outside k , 0Fk(z)1, ‖Fk‖L2c > 0, and ‖∇Fk‖L2C <∞. Therefore
enC
( ∫
k
|∇Fk|2 + n
∫
k
F 2k
)
C
(
1+ n
∑
l>k
∑
j

lj
)
C
(
1+ n
∑
l>k
l
)
,
since there are at most B2l indices j for any l, and 
lj B−2ll . This is O(1) if k is
chosen n, since
∑
k kk < ∞. We thus deduce that enC < ∞. This concludes
the proof of Theorem 1.3. 
Remark. An interesting discussion of the lowest eigenvalue m of S on multiply
connected domains with ﬁnitely many holes, in the special case where the winding
number corresponding to each hole is congruent to 12 modulo Z, appears in [21],
where the problem is lifted to a twofold covering surface on which each winding
number belongs to Z.
Remark. By reﬁning the estimates of this section slightly one can carry out the con-
struction so that  ∈ L(logL) for any  < 1. It appears that one can get  ∈
L(logL)(log logL)−C for some ﬁnite C, but we have not veriﬁed this in detail.
8. Ground state energies in the smooth case
In this section we prove Theorem 1.5. We are given that  is Hölder continuous
of order  > 0, and that en remains bounded as n→+∞.
Before embarking on the proof, we pause to explain the underlying issues. For large
positive n,
∫ |∇u|2 + n ∫ |u|2 will be large relative to ∫ |u|2, unless u is supported
mainly where  is nearly zero. The proof will proceed by decomposing the support
of the magnetic ﬁeld  into ﬁnitely many subsets for each n, and analyzing the
quadratic form for functions u supported on the complement of their union; it will turn
out to be highly desirable to have a relatively small number of such subsets. Let W be
any connected component of the open set { > 0}. For any n, ∣∣
W
gives rise to a
magnetic ﬁeld whose strength (if W is simply connected) on the complement of W is
governed by the distance from n
∫
W
 to 2	Z; if this distance is nearly zero then this
part of the magnetic ﬁeld should not account for much of a discrepancy between en
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Fig. 2. A situation in which the support of the magnetic ﬁeld , represented by disks and ellipses,
has many topological components, which can usefully be organized into a small number of clusters.
and mn. Since all that is relevant is n
∫
 modulo 2	Z, ﬁelds created by different
components W can interfere destructively with one another. Moreover, even if the ﬁeld
due to W is strong, it is strong only near W; all that is required for mn to be not much
larger than en is for there to exist some suitably large subregion of  on which the
net magnetic ﬁeld is not very strong. Thus it can be advantageous in the analysis to
group components W into clusters, particularly if the contributions of all components in
a cluster happen to interfere destructively outside their union. Moreover, two or more
components separated by narrow necks will tend to act like a single larger component,
since a Brownian particle is unlikely to pass through a narrow neck without straying
into one of the components bounding it. Thus breaking the support of  into its
topological components could be inefﬁcient. Fig. 2 illustrates some of these points.
Lemma 8.1. Let  be a twice continuously differentiable subharmonic function. Sup-
pose that en remains bounded as n → +∞. Then there exists C < ∞ such that for
any  > 0 there exists a real-valued function u ∈ C∞ such that u is supported in 0,
u0, ‖∇u‖L2C, ‖u‖L∞ = 1, ‖u‖L2C−1, and u(z) = 0 wherever (z).
Remark. It follows from results in potential theory [18,19] that there exists u0 with
∇u0 ∈ L2, supported in {z ∈ 0 : (z) = 0}, so that u0 = 0 on a set of positive
Lebesgue measure. The desired function u may be obtained by suitably mollifying u0.
We have elected instead to give a self-contained proof.
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Proof. We are given that there exists B <∞ such that for any M <∞ there exists a
C1 function vM supported in 0 such that ‖∇vM‖2+M
∫ |vM |2B2, and ‖vM‖L2 ∼
1. By replacing vM by its absolute value we may assume that vM0. By replacing vM
by max(vM(z), c)−c for some sufﬁciently small c > 0 we may make vM be supported
in a compact subset of 0, retaining an upper bound
∫ |∇vM |2 +M ∫ |vM |2B2
with B independent of M.
Since ‖v‖L4 is bounded by a constant times ‖∇v‖L2+‖v‖L2 , for large  > 0 we have∫
|v(z)|> |v|2−2
∫
|v(z)|> |v|4(B + 1)C−2. Therefore if we ﬁx a sufﬁciently large
constant  and replace vM by min(vM(z), ), we still have ‖∇vM‖2+M
∫ |vM |2B2
and ‖vM‖L2 12 , and have the additional property ‖vM‖L∞ uniformly in M.
Choose a cutoff function  =  ∈ C∞, taking values in [0, 1], such that (z) ≡ 1
wherever (z)/4, and (z) ≡ 0 wherever (z)/2. Consider u = uM, = vM
where M = M() is to be chosen sufﬁciently large. ‖u‖∞ is bounded above uniformly
in M. ‖u‖L2 is bounded below by a strictly positive constant, provided that M() is
sufﬁciently large, since∫
(z)/4
|vM(z)|2M−14−1
∫
M|vM |2M−12−1B2
may be made as small as desired by choosing M sufﬁciently large. Finally M
∫ |u|2
M
∫ |vM |2 is uniformly bounded, while
‖∇u‖L2‖∇vM‖L2 + ‖vM∇‖L2B + ‖∇‖L∞‖vM‖L2(support (∇)).
Since /4 on the support of ∇, the last term is CM−1/2, where C < ∞
is independent of M. Therefore as M → ∞ with  > 0 held ﬁxed, ‖∇u‖L2 remains
uniformly bounded.
The ﬁnal step is to convolve with an approximation to the identity to produce
a C∞ function; all the bounds continue to hold uniformly for a sufﬁciently ﬁne
approximation. 
Deﬁne Nk = 2k for each k ∈ N; note that these differ from the quantities denoted
Nk in previous sections. For each k ∈ N let uk ∈ C∞ satisfy the conclusions of Lemma
8.1 with  = 12N−2k . Let a0 be some small positive constant. By Sard’s theorem, there
exist regular values of uk in [ 12a0, a0]; choose any such regular value and denote it by
ck . If a0 is chosen sufﬁciently small, then the function u constructed in the proof of
Lemma 8.1 will have the additional property that
‖max(uk − ck, 0)‖L2C−1. (8.1)
Fix such a constant a0.
Consider all connected components Vj of {z ∈ 0 : uk(z) < ck}. Such a component
is said to be harmless if supz∈Vj (z)N
−2
k , and to be dangerous otherwise. Since ck
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W W
W
Fig. 3. Illustration of the proof of Lemma 8.2 with disks D = Di inside components W = Wki of
sublevel sets. uk equals ck ∼ 1 on the boundary of each region W and equals zero on the boundary of
each disk D. This implies a lower bound for each quantity
∫
W\D |∇uk |2 in terms of upper and lower
bounds, respectively, for the diameter of W and the radius of D.
is a regular value, there are only ﬁnitely many such components, and each component
of the boundary of any Vj is a smooth Jordan curve.
Let {Wki : 1 iMk} be the collection of all dangerous components Vj of {z ∈ 0 :
uk(z) < ck}. Mk , the number of dangerous components, plays a central role in the
analysis.
Lemma 8.2. For each Wki , ∫
Wki
|∇uk|2k−1,
uniformly in i, k (Fig. 3). Consequently
Mk = O(k).
In contrast, if we were working with dangerous topological components of {z :
(z) > 0}, the best bound would have roughly the form eck . The size of Mk will be
the crucial element in the pigeonhole argument of Lemma 8.4.
Proof. To verify this, recall that Wki contains a point wi for which (w)N
−2
k ,
and that Wki = Vj for some j. The hypothesis of Hölder continuity implies that
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(z) 12N
−2
k for all z in a disk Di of radius N
−2/
k centered at wi . Therefore
uk(z) = 0 for all z ∈ Di , and consequently Di ⊂ Vj = Wki .
Now consider the function u˜ which equals u on Wki , and equals ck on 
† \ Wki ,
where † denotes some ﬁxed open ball which contains the closure of 0. This function
u˜ vanishes on the boundary of Di , and equals ck ∈ [ 12a0, a0] on the boundary of †.
Since uk ≡ ck on the boundary of Wki , ∇u˜ ∈ L2 in the sense of distributions. It follows
from (3.15) that
‖∇u˜‖2
L21/ log(1/)
where  denotes the radius of Di . Thus ‖∇u˜‖2L21/ log(Nk). But ‖∇uk‖L2(Wki ) =‖∇u˜‖L2 , so the ﬁrst conclusion is established.
The second conclusion follows directly. Since the sets Wki are pairwise disjoint,
Mk =
Mk∑
i=1
1
Mk∑
i=1
k
∫
Wki
|∇uk|2k‖∇uk‖2L2 = O(k). 
The bound Mk = O(k) is the best possible bound of this type, but is insufﬁcient for
our purpose. The next lemma asserts an improvement for some subsequence.
Lemma 8.3. There exist sequences of functions uk and positive numbers ck , satisfying
the conclusions of Lemma 8.1, for which there exists a strictly increasing sequence
k →∞ such that
Mk
k
log(k) log log(k)
. (8.2)
Our analysis requires a bound Mk = o(k/ log k); the factor of log log k in the
denominator serves to guarantee this but is not otherwise needed.
Proof. Let K ∈ N be large. Choose uk = u and ck = c to be independent of k
for all kK; these do still depend on K. For each 2kK let {W˜ ki : 1 imk} be
the collection of all connected components of {z : u(z)c} for which max
z∈W˜ ki (z) ∈
[N−2k , N−2k−1) = [2−2k, 22−2k). For k = 1 the latter condition is instead maxz∈W˜ ki (z)
1
4 .
Then for any kK , {Wki } = ∪lk{W˜ li }, so Mk =
∑k
l=1ml .
Arguing as in the proof of Lemma 8.2 we ﬁnd that
K∑
k=1
k−1mk
K∑
k=1
mk∑
i=1
∫
W˜ ki
|∇u|2‖∇u‖2
L2 .
uniformly in K. Therefore
∑K
k=1 k−1mk = O(1) uniformly in K.
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By summation by parts, it follows that likewise
∑K
k=1 k−2Mk = O(1), since the
boundary terms k−1Mk remain uniformly bounded by Lemma 8.2. If K1 is chosen to
be sufﬁciently large, we may conclude that there exists k = k1 ∈ [1,K1] for which
Mkk[log k log log k]−1.
Next let K2 be a positive integer greater than K1, to be chosen momentarily. For
k ∈ (K1,K2] we choose uk = u and ck = c to be independent of k. Let mk be deﬁned
as above for all kK2. Then for k ∈ (K1,K2], Mk =∑k5=1m5. By the same reasoning
as above,
∑
K1<kK2 k
−2MkC < ∞ for some ﬁxed ﬁnite constant C, independent
of all choices made. It follows that there exists k = k2 ∈ (K1,K2] satisfying (8.2).
Continuing this process through inﬁnitely many steps produces the desired sequence
{k}. 
Fix a sequence (k) satisfying the conclusion of Lemma 8.3. Henceforth we consider
only indices k belonging to this sequence, but omit the subscript  in order to simplify
notation. The possibly very sparse subsequence which yields the bounded limit inﬁmum
in Theorem 1.5 is obtained via the following application of the pigeonhole principle.
Lemma 8.4. Let A ∈ [1,∞) be sufﬁciently large. Then for each sufﬁciently large ,
there exists nNk such that
distance (n
∫
Wki
, 2	Z)k−A f or all 1 iMk. (8.3)
Proof. Write k = k and let εk = k−A. Consider the torus Tk = (R/2	Z)Mk , with one
coordinate for each index iMk . In Tk consider the sequence of points pn, where the
i-th component of pn equals n
∫
Wki
 modulo 2	Z.
Partition Tk into ε−CMkk cubes of sidelength  12εk . Nk/2 is larger than the number
of such cubes, since
ε
−CMk
k k
ACk/ log k log log keACk/ log log k ! 12Nk = 2k−1
for all sufﬁciently large k because of the extra factor of log log k. Therefore by the
pigeonhole principle, there exist indices 1n′ < n′′Nk such that pn′ , pn′′ belong to
the same cube. Setting n = n′′ − n′, we conclude that n has the desired property.

Lemma 8.5. There exists a sequence of natural numbers nNk satisfying (8.3), such
that n →∞ as →∞.
Proof. Modify the proof of Lemma 8.4 as follows: Let (bk) be some nondecreasing
sequence of natural numbers, such that bk →∞ as k →∞, but bk/ log log k → 0.
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In the proof of Lemma 8.4, consider only parameters n which are integral multiples of
2bk , bk = bk . The pigeonhole principle still applies, provided that
eACk/ log log k < 12Nk2
−bk = 2k−1−bk .
This holds for all sufﬁciently large k, since bk/ log log k → 0. Therefore there exists
an index n satisfying (8.3), which is a positive integer multiple of 2bk ; in particular,
n2bk . Thus n2bk →∞. 
Lemma 8.6. Let 0 ⊂ C be open, and let U1, . . . UN be pairwise disjoint open subsets
of 0, all with smooth boundaries. Set  = 0 \∪jUj . Suppose that u is a real-valued
harmonic function in  which has a multiple-valued real harmonic conjugate v in
 such that eiv is single-valued in . Then for any function  with ∇ ∈ L2()
and  ∈ L1(), the quadratic form S is unitarily equivalent in L2() to S−u.
That is, there exists a unitary mapping U on L2() which preserves C10() such that
Q−u(f, f ) = Q(Uf,Uf ) for all f ∈ C10().
Proof. Uf (z) = eiv(z)f (z) does the job, as one sees via the relations vy = ux ,
vx = −uy . 
Lemma 8.7. Let 0, Uj be as in Lemma 8.6, and suppose that they are all simply
connected. Suppose that u ∈ C2(0), that u is harmonic in  = 0 \ ∪jUj , and that∫
Uj
u ∈ 2	Z for each index j. Then u has a multiple-valued real harmonic conjugate
v in  such that eiv is single-valued in .
Proof. Deﬁne u˜j to be the Newtonian potential of ·Uj . Since u−
∑
j u˜j is harmonic
in the simply connected domain 0, it has a single-valued harmonic conjugate v0 in
0. Since Uj is simply connected, the fundamental group of C\Uj is Z, and hence the
condition
∫
Uj
u˜j =
∫
Uj
u ∈ 2	Z guarantees that u˜j has a multiple-valued harmonic
conjugate vj on C \ Uj such that eivj is single-valued. Hence v = v0 +∑j vj is a
multiple-valued harmonic conjugate for u in 0 \ ∪jUj such that eiv is single-valued.

Lemma 8.8. If n satisﬁes (8.3) for each , then the magnetic ground state eigenvalues
mn remain uniformly bounded as →∞.
Proof. Let k = k, and n = n. To each set Wki associate Wk∗i , the smallest open
simply connected set containing Wki ; this equals the union of W
k
i with all the bounded
connected components of C \Wki . It may happen that one Wk∗i is properly contained
in another; delete all such Wk∗i and retain only those which are maximal with respect
to inclusion. Reorder so that those which remain are denoted {Wk∗i : iM∗k } where
M∗k Mk .
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For each 1 iM∗k there is some disk Di ⊂ Wk∗i of radius iN−2/k . Let D˜i be the
disk concentric with Di , with half as large a radius. Choose a function hi supported on
D˜i such that ‖hi‖L1k−A, and
∫
Wk∗i
(n−hi) ∈ 2	Z. Since distance (
∫
Wk∗i
n, 2	Z)
= O(k−A), such functions clearly exist. Let Hi be the Newtonian potential (2	)−1hi ∗
log |z| of hi . Then because 0 is bounded and every point of  \Di lies at a distance
 12i from the support of hi ,
‖∇Hi‖L2(0\Di)C(log i )1/2‖hi‖L1 = O(k1/2k−A).
By Lemmas 8.6 and 8.7, Sn is unitarily equivalent, in L2(0 \ ∪M
∗
k
i=1W
k∗
i ), to Sk
where k is the Newtonian potential of n0\∪iWk∗i +
∑
i hi .
Consider the test function f = uk − ck in 0 \∪iWk∗i , f = 0 in ∪iWk∗i . Since uk ≡
ck on the boundary of each Wk∗i , ‖∇f ‖L2‖∇uk‖L2 , which is uniformly bounded.
Moreover by (8.1), ‖f ‖L2 is bounded below by a strictly positive constant, uniformly
in k.
Since f = O(1) in L∞, it sufﬁces to show that Sk (f, f ) is bounded above, uni-
formly in k. Since ‖f ‖L∞ and ‖∇f ‖L2 are uniformly bounded, it sufﬁces to show that
‖∇k‖L2 remains bounded as k →∞.
Now n0\∪iWk∗i = O(2
−k) in L∞ norm, by the deﬁnition of harmless compo-
nents Vj , so the gradient of its Newtonian potential is O(2−k) in L∞ and hence also
in L2. We have already noted that the gradient of the Newtonian potential Hi of hi is
O(k−A+1) in L2 norm on the complement of Di , hence on the complement of Wk∗i .
There are M∗kk indices i, so in all, ∇ = O(k−A+2) in L2 norm. By choosing A > 2
we can ensure that this is O(k−1). Thus ‖∇k‖L2 → 0 as k →∞. 
Since n →∞ as →∞, Lemma 8.8 implies Theorem 1.5.
Remark. The above arguments actually prove that for a subharmonic function  such
that  is Hölder continuous of some positive order, limn→∞ en = lim infn→∞ mn =
, where  is the ﬁrst eigenvalue of the Dirichlet Laplacian of the ﬁne interior of { =
0}. This is consistent with the well-known phenomenon that a strong magnetic ﬁeld
creates a Dirichlet boundary condition in the semi-classical limit. Thus, for the class of
operators under discussion here, the paramagnetic inequality disproved by Avron and
Simon [3] holds in a lim inf formulation as n→∞.
Remark. Theorem 1.5 also holds in the following slightly more general form. Let A =
(a1, a2) ∈ C1+(0,R2) and let V = |a1/y − a2/x|. Let HA = −(∇ − iA)2 and
H 0V = −+V . Let mtA and etV denote, respectively, the ﬁrst eigenvalues of the Dirichlet
realizations of HtA and H 0tV . Then limt→+∞ 
m
tA = +∞ if and only if limt→+∞ etV =+∞. This can be proved by observing that after a gauge transformation, one may
assume that A = (−y,x) and V = || for some  ∈ C2+(0). Details are left to
the interested reader.
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9. Reduction to a problem in C1
The goal of this section is to reduce questions of compactness and property (P)
on a complete Hartogs domain in C2 to questions concerning semi-classical limits of
Schrödinger operators in C1. Theorem 1.2 is then an easy consequence of this reduction
and Theorem 1.3.
Proposition 9.1. Let  = {(z, w) ∈ C2; |w| < e−(z), z ∈ 0} be a complete Hartogs
domain with smooth, strictly pseudoconvex boundary near b∩ {w = 0}. Suppose that
 is a continuous subharmonic function on 0 such that ∇ ∈ L2loc(0) in the sense
of distributions. Then
(1) If b satisﬁes property (P) then e
n(0) → ∞ as n → ∞. If moreover  is
lower semicontinuous, then the converse also holds.
(2) The Kohn Laplacian has compact resolvent if and only mn(0)→∞ as n→∞.
Note that  is indeed lower semicontinuous in the construction underlying Theorems
1.2 and 1.3.
When b is smooth, the necessity in Theorem 9.1 (2) was ﬁrst established by
Matheos [30] and the other assertions of the lemma were proved in [18]. Although
their results were stated only for the -Neumann Laplacian, their proofs contains the
proof for the Kohn Laplacian as well. Since here we have only minimal assumption
on regularity of the boundary, some modiﬁcations are needed. We provide details for
the reader’s convenience.
Proof. We ﬁrst prove the forward implication in (1). Choose relatively compact sub-
domains 2 and 1, 2 ⊂⊂ 1, such that b is strictly pseudoconvex over 0 \ 2.
For any M > 0, there exist a neighborhood U of b and g ∈ C∞(U) such
that −1g0, and gM on U. Replacing g by ∫ 2	0 g(z, eiw) d if necessary,
we may assume that g(z, eiw) ≡ g(z,w) for all z,w and all  ∈ R. Let  ∈
C∞0 (B(0, 1)) be a Friedrich molliﬁer (i.e., 0, (z) = (|z|), and
∫
C  = 1). Let  =
(1/2)(z/) and  =  ∗ . Then {} is a decreasing sequence of smooth subhar-
monic functions converging locally uniformly to  as → 0+. Furthermore,  →  in
L1loc(0).
For z ∈ 1 and sufﬁciently small , let h(z) = g(z, e−(z)). A straightforward
calculation using polar coordinates w = rei yields that
(h(z))zz¯ = g(X,X)− ()zz¯gre−
where X = (1,−2()zei−). Let CM = max{|gre−|; z ∈ 1}; CM depends on M
since g does. Then −1h0 and h4M − CM on 1.
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Let  ∈ C∞0 (1), 01, and  = 1 on 2. For any f ∈ C∞0 (0), substituting
u = f , b = h, and  = 0 into (2.3), we have
∫
0
|(f )z|2 1
e
∫
0
(h)zz¯|f |2.
Therefore,
∫
0
(|∇f |2 + n|f |2) 
∫
0
(
1
2
|∇(f )|2 − |f∇|2 + n|f |2)
 1
8e
∫
0
h|f |2 + n2
∫
0
|f |2
 M
2e
∫
0
|f |2 +
∫
0
(
n
4
− CM
2e
)|f |2
when n is sufﬁciently large. Letting → 0, we obtain that
∫
0
(|∇f |2 + n|f |2)M
2e
∫
0
|f |2 +
∫
0
(
n
4
− CM
2e
)|f |2M
2e
∫
0
|f |2,
provided that n is sufﬁciently large relative to M. Therefore e
n(0)M/2e for all
sufﬁciently large n, or equivalently, limn→∞ en(0) = ∞.
Now we prove the converse direction in (1). It sufﬁces to prove that K = b ∩
{(z, w) ∈ C2; z ∈ 2} satisﬁes property (P). Let V = {z ∈ 0;  > 0}; V is
open since  is assumed to be lower semicontinuous. Let K0 = 0 \ V . Then K0
is a compact subset of 0 and  ≡ 0 on K0. We claim that K0 has empty ﬁne
interior. Otherwise, K0 supports a function  ∈ W 1 which is nontrivial, that is, is
nonvanishing on some set of positive Lebesgue measure (see [19]). It follows that
e
n(0)‖∇‖2/‖‖2 < ∞, which contradicts our assumption. By Proposition 1.11
in [32], K0 satisﬁes property (P). Therefore, for any M > 0, there exist a neighborhood
U0 of K0 and b ∈ C∞(U0) such that 0b1 and bM . Since  is lower semi-
continuous and 0 \U0 is compact, there exists ε0 > 0 such that ε0 on 0 \U0.
Let g(z, w) = M(|w|2e2 − 1)+ b(z). Then when  is sufﬁciently small, |g|1 and
gM on K. Hence K satisﬁes property (P).
The proof of the necessity in (2) is easy: it sufﬁces to plug u(z)ein into the com-
pactness estimate (2.1) and use the fact that ‖u(z)ein‖2−1‖u‖2/n2.
We now prove the sufﬁciency in (2) by establishing the compactness estimate (2.1).
By assumption, there exists N > 0 such that when n > N,
‖v‖2‖Lnv‖2 for all v ∈ C∞0 (0).
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Taking the complex conjugate, we deduce that when n < −N,
‖v‖2‖L¯nv‖2 for all v ∈ C∞0 (0).
Therefore, when |n| > N
‖v‖2(‖Lnv‖2 + ‖L¯nv‖2) for all v ∈ C∞0 (0).
For u ∈ C∞0 (0 × T ), write u =
∑∞
n=−∞ un(z)ein. Then
‖u‖2 =
∞∑
n=−∞
‖un(z)‖2
∑
|n|N
‖un(z)‖2 + 
∑
|n|>N
(‖Lnun‖2 + ‖L¯nun‖2)
= (‖Lu‖2 + ‖L¯u‖2)+
∑
|n|N
(
‖un‖2 − (‖Lnun‖2 + ‖L¯nun‖2)
)
.
Since the inclusion {u ∈ L2(0); ‖Lnu‖2 + ‖Lnu‖21} ⊂ L2(0) is compact (see
[2]), the last sum in the above inequalities is less than or equal to C
∑
|n|N ‖un‖2−1
for some sufﬁciently large C, depending only on . The desired inequality (2.1) then
follows from the fact that this last sum is controlled by ‖u‖2−1. This completes the
proof of Proposition 9.1. 
We next review the standard procedure used to construct the function  deﬁning a
domain in C2 in Theorem 1.2 from the subharmonic function  in Theorem 1.3. Let 1
be a smooth function such that 011, 1 = 1 for t4/3, and 1 = 0 for t3/2.
Let 2 be a smooth function on (0, 2) such that ′2, ′′2 > 0, 2 = 0 for t1, and
2(t) = − 12 log(4− t2) when t is sufﬁciently closed to 2. We may choose such 2 so
that its second derivative is large enough on [4/3, 3/2] to guarantee that the Laplacian
of (z) = (z)1(|z|)+ 2(|z|) is strictly positive when 1 < |z| < 2.
Proof of Theorem 1.2. Let  be as in Theorem 1.3, and in terms of it deﬁne 
as in the preceding paragraph. That the boundary of the domain  deﬁned in terms
of  does not satisfy property (P) is a consequence of Proposition 9.1 (1) and the
fact that e
n(B(0, 2))
e
n(B(0, 1))1. By Proposition 9.1, in order to establish that
the Kohn Laplacian has compact resolvent in the sense of Deﬁnition 2.1 it sufﬁces to
prove that mn(B(0, 2)) → ∞ as n → ∞. This is a consequence of the combination
of the facts that mn(B(0, 1))→∞, b is strictly pseudoconvex over 1 < |z| < 2, and
b ∩ {(z, w) ∈ C2; |z| = 1} satisﬁes property (P); the details of this argument follow
below.
Let 2 be a smooth function supported in (−1, 1) such that −131, 3 = t for
−1/2 t1/2. For any M > 0, let b(z) = 3(M(|z|2 − 1)) − 1. Applying (2.3) with
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this choice of b(z), we obtain that for any u ∈ C∞0 (B(0, 2)),∫
B(0,2)
|Lnu|2  1
e2
∫
B(0,2)
bzz¯|u|2
 M
e2
∫
||z|2−1|< 12M
|u|2 − CM
∫
||z|2−1| 12M
|u|2, (9.1)
where CM is a constant depend only on M. Let (z) = (|z|2 − 1)2. Then∫
B(0,1)
|Lnu|2 
∫
B(0,1)
|Lnu|2 12
∫
B(0,1)
|Ln(u)|2 −
∫
B(0,1)
|u
z
|2
 1
2
mn(B(0, 1))
∫
B(0,1)
|u|2 − 4
∫
B(0,1)
|u|2. (9.2)
Note also that ∫
B(0,2)
|Lnu|2n
∫
1<|z|<2
|u|2. (9.3)
Combining (9.1)–(9.3), and the facts that mn(B(0, 1))→∞,  > 0 on 1 < |z| < 2,
and →∞ as |z| → 2, we obtain∫
B(0,2)
|Lnu|2 M2e2
∫
B(0,2)
|u|2
when n is sufﬁciently large. Therefore mn(B(0, 2))→∞ as n→∞.
10. Proof of Theorem 1.1
The equivalence of assertions (1) and (2) of Theorem 1.1 has been established by
Matheos [30] and the implication (3) ⇒ (1) is a consequence of Catlin’s theorem [7].
We need only show that (1) implies (3). This will be a consequence of Theorem 1.5; the
proof of the reduction is divided into two lemmas. Let  = {(z, w) ∈ C2; (z, w) < 0}
where  is a smooth deﬁning function that is invariant under rotations in w. Let
S0 = {(z, w) ∈ b; w(z,w) = 0};
Sk = {(z, w) ∈ b; | w(z,w)|1/k}.
Then b = S0 ∪ (∪∞k=1Sk). By Proposition 1.9 in [32], it sufﬁces to prove that each
Sk , k = 0, 1, . . ., is B-regular.
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Lemma 10.1. If the ¯-Neumann Laplacian  has compact resolvent in L2() then S0
is B-regular.
Proof. Let 	: S0 → C be the projection to the z-plane. Let Ŝ0 = 	(S0). According to
Proposition 1.10 in [32], it sufﬁces to prove that all ﬁbers 	−1(z0), z0 ∈ Ŝ0, as well
as Ŝ0 itself, are B-regular.
We identify 	−1(z0) with its projection to the w-plane. Note that 	−1(z0) is a union
of circles centered at the origin. Since b is variety-free, 	−1(z0) must have empty
ﬁne interior, and hence is B-regular. Otherwise, suppose w0 is a ﬁne interior point
of 	−1(z0). Then 	−1(z0) contains a circle centered at w0 (cf. [22, Theorem 10.14]),
which implies that b contains an annulus (or a disc when w0 = 0). But the presence
of a complex variety in b forces  to have a noncompact resolvent (cf. [17]), which
is a contradiction.
It remains to prove that Ŝ0 is B-regular. In fact, we will prove that Ŝ0 has zero
Lebesgue measure. Let (z0, w0) ∈ S0. Since z(z0, w0) = 0, we may assume without
loss of generality that y(z0, w0) = 0. Then in a neighborhood U of (z0, w0), b is
given by y = ˜(x,w) where ˜ is rotation-invariant with respect to w. It follows that
locally
	(U ∩ S0) = {x + i˜(x, |w|) ∈ C1 : ˜|w| (x, |w|) = 0},
which by Sard’s theorem has zero Lebesgue measure. 
Lemma 10.2. Each Sk , k = 1, 2, . . ., is B-regular.
Proof. It sufﬁces to prove that for any (z0, w0) ∈ Sk , there exists a neighborhood U
of (z0, w0) such that U ∩ Sk is B-regular.
Since |w(z0, w0)| = ||w|(z0, |w0|)|/21/k, b is deﬁned near (z0, w0) by a graph
of the form |w| = e−(z). Assume that |w|(z0, |w0|) < 0 (The other case is treated
similarly.) Then there exist a, b > 0 such that
 ∩ Ua,b = {(z, w); z ∈ B(z0, a), e− < |w| < |w0| + b}.
where Ua,b = B(z0, a) × {|w0| − b < |w| < |w0| + b}. The pseudoconvexity of 
implies that  is superharmonic on B(z0, a). Shrinking a if necessary, we may also
assume that e− ∈ (|w0| − b/2, |w0| + b/2) for all z ∈ B(z0, a).
For any  ∈ C∞0 (B(z0, a)) and any positive integer n, consider the (0, 1)-form
un =
{
(z)w−n dz¯, |w0| − b < |w|;
0 otherwise.
Then un ∈ C∞() and un = 0. Since the -Neumann operator has compact resolvent,
the canonical solution operator S is likewise compact (cf. [17]). It follows that for any
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ε > 0, there exists Cε > 0 such that fn(z,w) = S(un) satisﬁes
‖fn‖2ε‖un‖2 + Cε‖un‖2−1,.
Since ‖un‖2−1,(1/n2)‖un‖2, there exists Nε > 0 such that
‖fn‖22ε‖un‖2, nNε. (10.1)
Since fn/w¯ = 0 for (z, w) ∈  with z ∈ B(z0, a), fn(z,w) is holomorphic in w on
e− < |w| < |w0| + b for any ﬁxed z ∈ B(z0, a). Furthermore, fn(z,w) = gn(z)w−n
where gn/z¯ = (z) on  ∩ Ua,b. Note that the left-hand side of (10.1) is
‖fn‖2 
∫
B(z0,a)
|gn(z)|2 dx dy
∫ |w0|+b
e−
r−2n+1 dr
= 1−2(n− 1)
∫
B(z0,a)
|gn(z)|2
×
(
e2(n−1) − (|w0| + b)−2(n−1)
)
dx dy, (10.2)
and the right hand side of (10.1) is
2ε‖un‖2  2ε
∫
B(z0,a)
|(z)|2 dx dy
∫ A
e−
r−2n+1 dr
 2ε−2(n− 1)
∫
B(z0,a)
|(z)|2
(
A−2(n−1) − e2(n−1)
)
(10.3)
(Here we assume that  ⊂ {|w| < A/2} for some constant A > 0.) Since
e2(n−1) − (|w0| + b)−2(n−1) = e2(n−1)
(
1−
(
(|w0| + b)−1e−
)2(n−1))
and
(|w0| + b)−1e− |w0| + b/2|w0| + b < 1,
it follows from (10.1)–(10.3) that for any  ∈ C∞0 (B(z0, a)), there exists gn(z) such
that gn/z¯ = (z) and∫
B(z0,a)
|gn(z)|2e2(n−1)3ε
∫
B(z0,a)
|(z)|2e2(n−1)
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when nNε. A duality argument then yields that∫
B(z0,a)
|(z)|2e−2(n−1)3ε
∫
B(z0,a)
|z(z)|2e−2(n−1) ∀ ∈ C∞0 (B(z0, a)), nNε.
Substituting  = ue(n−1) and then replacing n− 1 by n, this becomes
∫
B(z0,a)
|u(z)|23ε
∫
B(z0,a)
|(z + nz)u|2 ∀u ∈ C∞0 (B(z0, a)), nNε.
Now  is superharmonic; − is subharmonic. −z−nz = L−n, so this last inequality
is equivalent to m−n(B(z0, a)) → ∞ as n → +∞, which by Theorem 1.5 implies
that e−n(B(z0, a))→∞. Therefore, by (the proof of) Proposition 9.1 (1), b∩Ua,b
satisﬁes property (P). 
Remark. In the above proof we assume only that b is of class C2+, which is needed
to invoke Theorem 1.5. In the C∞ case, Lemma 10.2 could be proved more quickly
by combining Theorem 1.5 with the equivalence, established by Matheos [30], between
compactness in the ¯-Neumann problem and boundary compactness in the sense of
(2.1).
Remark. If { = 0} = W is constructed as in Section 4, then the conclusion of
Theorem 1.5 remains valid whenever  is lower semicontinuous and in Lp for some
p > 1.
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