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Теория автоматического управления как наука возникла в 1887 
г., когда профессор Санкт-Петербургского технологического универ-
ситета Вышнеградский А.В. сформулировал основные принципы ре-
гулирования паровых котлов. В дальнейшем эта наука получила ко-
лоссальное развитие и была сформулирована как кибернетика. Ки-
бернетика – наука об управлении объектами. Родоначальником ки-
бернетики считается Норберт Винер, сформулировавший в начале 
40-х годов XX века основные принципы конструирования вычисли-
тельных и управляющих машин. Кибернетика состоит из двух боль-
ших разделов – информатики и автоматики, математическая часть 
которой и есть теория автоматического управления. Техническая ки-
бернетика – наука об управлении техническими объектами. Радио-
автоматика – часть технической кибернетики, связанная с автома-
тическим управлением радиотехническими объектами. Объектом 
управления в радиоавтоматике может быть транзистор, микросхема, 
генератор, радиоприемник, радиостанция, блок питания, антенна, 
электродвигатель и другие устройства. 
1 ОСНОВНЫЕ ПОНЯТИЯ ТЕОРИИ  
АВТОМАТИЧЕСКОГО РЕГУЛИРОВАНИЯ  
И УПРАВЛЕНИЯ 
Объект управления – устройство, которое работает в требуе-
мом режиме, причем режим работы обеспечивается специально ор-
ганизованными управляющими воздействиями. 
Управление – формирование управляющих воздействий. 
Регулирование – частный вид управления – обеспечение посто-
янства какого-либо параметра объекта управления.  
Автоматическое управление – управление без участия человека. 
Управляющее устройство – устройство, оказывающее влияние 
на объект управления. 
6 
САУ (система автоматического управления) – совокупность 
объекта управления и управляющего устройства, взаимодействую-
щих между собой. 
Воздействия на САУ– влияние устройства управления или 
внешней среды на объект управления – бывают детерминированные 
и случайные.  
Задающее воздействие – планируемое воздействие. 
Ошибка управления – разность между номинальным и реаль-
ным значениями выходного сигнала. 
2 ОБЪЕКТ УПРАВЛЕНИЯ 
В общем случае объект управления может быть представлен в 
виде, показанном на рис. 1, где F – совокупность неконтролируемых 
воздействий, Z – совокупность контролируемых воздействий, Y  – 




Рис. 1. Объект управления 
 
Для управления объектом необходимо знать функцию преоб-
разования ),,( ZYXQY  . Объект называется односвязным, если на 
входе один параметр. Объект называется многосвязным, если на вхо-
де несколько параметров. 
Задачей системы АРУ является обеспечение управления объ-
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3 ВИДЫ УПРАВЛЕНИЯ 
1. Жесткое управление (рис. 2) – управляющий сигнал форми-




Рис. 2. Жесткое управление 
 
2. Управление по возмущению (рис. 3) – управляющий сигнал 
формируется с учетом контролируемых возмущающих воздействий, 




Рис. 3. Управление по возмущению 
 
3. Управление по отклонению (управляющее воздействие фор-
мируется в зависимости от реального значения выходного параметра 























Рис. 5. Классическая (каноническая) схема  
автоматического управления по отклонению 
 
Здесь реальное значение выходного параметра сравнивается с 
эталонным значением, и если они отличаются, то сравнивающее 
устройство выдает сигнал рассогласования, который воздействует на 
объект управления таким образом, чтобы свести рассогласование к 
нулю.  
4. Комбинированное управление (рис. 6) – объединяет управ-




Рис. 6. Комбинированное управление 
 
В соответствии с видом управления различают замкнутые и 
разомкнутые САУ. В разомкнутой САУ информация идет в одном 
направлении. В замкнутой САУ информация циркулирует по конту-
ру и используется для формирования управляющего сигнала, если 
X0=const, то имеет место регулирование (система автоматического 
регулирования – САР). 
4 КЛАССИФИКАЦИЯ САУ 
Классификация САУ строится по следующим признакам: 


















3. По виду зависимости: 
 линейные; 
 нелинейные. 




5. По структуре: 
 статические; 
 астатические. 
Адаптивная система (рис. 7) – дополнительно содержит 
устройство адаптации (УА), которое управляет устройством управ-




Рис. 7. Адаптивная система 
 
Адаптивные САУ бывают: экстремальные, самонастраиваю-










5 ТИПОВАЯ СХЕМА САР 
Любая САР имеет типовую структурную схему, приведенную 
на рис. 8.  
На структурной схеме обозначены: ОУ – объект управления;  
Д – датчик-преобразователь выходного сигнала с ОУ в форму, 
удобную для дальнейшего использования; СУ – сравнивающее 
устройство; ЗУ – задающее устройство (формирует эталонный 
сигнал); У – усилитель, на который подается сигнал рассогласования 




Рис. 8. Типовая схема САУ 
 
Целью регулирования является обеспечение постоянства вы-
ходного параметра Y = const. Мерой эталонного параметра является 
сигнал Y 0, формируемый задающим устройством ЗУ. Если выходной 
сигнал отличается от требуемого, то сравнивающее устройство выда-
ет сигнал рассогласования δ = Y 0 – Y 1, который, усиливаясь, воздей-
ствует на объект управления таким образом, чтобы свести рассогла-
сование к нулю.  
6 ПРИМЕРЫ САР 
1) Система автоматического регулирования угловой скорости 
вращения вала электродвигателя (рис. 9). Применяется в аудио- и 

















Рис. 9. Система автоматического регулирования угловой  
скорости вращения вала двигателя: 
ЭД – электродвигатель, Д – датчик, ИОН – источник опорного  
напряжения, У – усилитель, ОВ – обмотка возбуждения 
 
Цель – стабилизация угловой скорости вращения ω вала 
двигателя. ЭД имеет обмотку якоря, подключенную к напряжению 
питания Еп и обмотку возбуждения ОВ, подключенную к выходу 
усилителя рассогласования. Если скорость вращения отличается от 
требуемой, заданной напряжением U0, то сравнивающее устройство 
выдает сигнал рассогласования δ, который меняет ток обмотки 
возбуждения таким образом, чтобы свести рассогласование к нулю. 
2) Система автоматической регулировки усиления (АРУ) в ра-
диоприемных устройствах (рис. 10). Применяется в радиоприемни-
ках, системах звукозаписи и звуковоспроизведения. 
Цель – адаптивное уменьшение коэффициента усиления про-
межуточных каскадов радиоприемного устройства при больших 
входных сигналах. Это необходимо для увеличения качества приема 
и предотвращения перегрузки выходных каскадов.  
Например, самолет может находиться в 100 метрах от радио-
станции или в 1000 километрах от нее. При этом уровень входного 
сигнала бортового радиоприемника может изменяться в миллион и 
более раз (более 120дБ). Поэтому необходимо применение в борто-
вом радиоприемнике системы АРУ, которая приспосабливала бы ра-
диоприемник под различный уровень входных сигналов. Система 
АРУ необходима также при использовании частотно-модулирован-
ных сигналов, когда передаваемая (принимаемая) информация зало-
жена в изменении частоты. При этом необходимо стабилизировать 











а)                                                                б) 
 
Рис. 10. Структурная схема системы АРУ (а) и характеристики, 
иллюстрирующие ее назначение и принцип работы (б): 
В – выпрямитель, У – усилитель обратной связи 
 
Система работает таким образом: промежуточный каскад уси-
лителя с АРУ охвачен обратной связью, образованной выпрямителем 
В, сравнивающим устройством и усилителем У. При малых входных 
сигналах U1, при которых выпрямленное значение U3 выходного сиг-
нала U2 не превышает заданного U0, промежуточный каскад имеет 
большой коэффициент усиления. 
Амплитудные характеристики с АРУ и без АРУ совпадают. 
Если выпрямленное значение U3 выходного сигнала U2 превышает 
U0, то сравнивающее устройство выдает сигнал рассогласования, 
который воздействует на промежуточный каскад таким образом, 
чтобы уменьшить его коэффициент усиления. Для этого сигнал 
рассогласования может управлять глубиной обратной связи, 







































7 ТЕОРИЯ ЛИНЕЙНЫХ САУ.  
ТИПОВЫЕ ВОЗДЕЙСТВИЯ НА САУ 




Рис. 11. Структурная схема САУ 
 
При исследовании характеристик САУ целесообразно 
пользоваться простейшими сигналами, на которые может быть 
разложен любой сложный сигнал. Простейшими сигналами являются 
следующие: 
1) Гармонический сигнал (рис. 12): 
]Im[)sin()( )(   tjAetAtx . 
 
 
Рис. 12. Гармонический сигнал 
 
Последнее равенство следует из разложения по формуле 
Эйлера:  
ImRe)sin()cos()( jtjAtAAe tj   . 
















Рис. 13. Единичный скачок 
 












Рис. 14. Единичный импульс 
 





)(  ,  dttt )()(1  . 
При исследовании линейных САУ пользуются операторным 
изображением сигналов по Лапласу: )()( pХtx  . 
Прямое преобразование Лапласа:  
dtetxtxLpХ pt

















Как правило, операторное изображение входного сигнала 

















































































где pk – корни уравнения 0)( pA , mk – кратность k –го корня. 






21  . 
При отсутствии кратных корней обратное преобразование 



























Основные свойства преобразования Лапласа, которые будем 


















































8 ОСНОВНЫЕ ХАРАКТЕРИСТИКИ ЗВЕНЬЕВ САУ 
САУ можно представить в виде соединения звеньев. Одним из 
этих звеньев обязательно является объект управления. Любая часть 
САУ может быть рассмотрена как звено системы. Реальные звенья и 
элементы могут иметь различные конструкции и разные физические 
принципы работы, но с точки зрения анализа работы имеют значения 
лишь математические зависимости, связывающие входные и 
выходные сигналы звеньев. 
Если преобразование сигнала может производиться только в 
одном направлении, то такое звено называется однонаправленным 
(звеном направленного действия). При этом сигналы, действующие 
на входе и на выходе, можно представлять в обычной или 
операторной форме (рис. 15). 
 
Рис. 15. Иллюстрация к описанию однонаправленных звеньев 
 
В общем случае любая линейная САУ или ее часть (звено) 
описывается следующими характеристиками: 

















k  . 
В операторной форме дифференциальное уравнение при 










2) Передаточная функция – отношение операторных изображений 
выходного и входного сигналов (обычно отношение полиномов). 
W(p) 









































Полюсами передаточной функции называются корни 
уравнения A(p)=0.  
Нулями передаточной функции называются корни уравнения 
B(p)=0. 
3) Комплексный коэффициент передачи (ККП) системы – 




























 dtetxjx tj )()( . 
Формально ККП системы образуется из передаточной функции 
путем замены p на jω. 
Графическое изображение комплексного коэффициента 
передачи называется годографом системы (звена) (рис. 16). Каждая 
точка годографа иллюстрирует коэффициент усиления А(ω) и фазу 
выходного сигнала φ(ω). 
                             а)                                                             б) 
Рис. 16. Пример годографа (а) и ЛАЧХ звена (б) 
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4) Амплитудно-частотная характеристика (АЧХ) – зависи-
мость коэффициента усиления от частоты: 
)()(Im)(Re)( 22  jWA  . 
Используется также логарифмическая АЧХ (ЛАЧХ): 
)(lg20)(  AL  . 
При построении ЛАЧХ горизонтальная шкала откладывается в 
декадах (рис. 16), а коэффициент усиления измеряется в децибелах. 
При этом следует помнить, что коэффициент усиления есть отноше-
ние амплитуд сигналов на входе и на выходе звена, поэтому коэффи-
циенту усиления A=10 соответствует L= 20lg10 = 20 дБ, при А=1, 
L=0; при A=0,1 дБ, L= –20 дБ; при A=100, L=40 дБ; при A=1000000,  
L = 120 дБ. Отметим, что в отличие от всегда положительной АЧХ 
ЛАЧХ отрицательна при А<1. 
Преимущества ЛАЧХ:  
 позволяет графически изображать )(A  в широком диа-
пазоне частот; 
 для наиболее распространенного последовательного со-
единения звеньев ЛАЧХ всей системы получается путем 
суммирования ЛАЧХ отдельных звеньев. 
Кроме обычной ЛАЧХ в теории автоматического управления 
используют также асимптотическую ЛАЧХ – это ЛАЧХ, которая 
получается в результате аппроксимации обычной ЛАЧХ ломаной 
линией с наклоном, кратным 20 дБ/дек. 
5) Фазочастотная характеристика (ФЧХ) – зависимость фазы 









6) Переходная функция h(t) – выходной сигнал при подаче на 
вход единичного скачка. Применяется для оценки качества систем 
управления.  























)( 1 . 
7) Весовая функция w(t) – это выходной сигнал при подаче на 
вход -функции. )}.({)(,1)]([,1)( 1 pWLtwtLpx    
Такая функция применяется для оценки устойчивости системы. 





)()()( tdtxttwty , при 0)(0  twt . 





)(  . 
9 ОБЩИЕ СВОЙСТВА ЛИНЕЙНЫХ ЗВЕНЬЕВ 
В линейных звеньях, полюса которых находятся в левой полу-
плоскости, существует однозначная взаимосвязь между АЧХ и ФЧХ. 
Это следует из преобразования Гильберта для комплексных функций. 
Если есть функция )Im()Re()(  jjF  , все полюса кото-
рой имеют отрицательную вещественную часть, то действительная и 


















































Это означает, что какой-либо амплитудно-частотной характе-
ристике звена или системы соответствует одна единственная фазоча-
стотная характеристика. 
10 ТИПОВЫЕ ЗВЕНЬЯ САУ 
Звенья могут иметь различную физическую структуру. Они 
могут быть электрическими, механическими, гидравлическими, 
пневматическими. Но с математической точки зрения все многообра-
зие реальных звеньев можно свести к типовым, с помощью которых 
можно представить сложную САУ. Типовые звенья – наиболее про-
стые звенья, в которых физические процессы описываются диффе-
ренциальными уравнениями не выше второго порядка. 
1) Пропорциональное звено. Электрическая и механическая мо-
дели пропорционального звена представлены на рис. 17. Механиче-
ская модель представлена в виде редуктора с числом зубьев на коле-
сах n1 и n2. Характеристики пропорционального звена имеют вид:  
 уравнение преобразования: y = kх, 
 передаточная функция (ПФ): kpW )( ;  
 комплексный коэффициент передачи (ККП): kjW )(  ; 
 АЧХ, ЛАЧХ и ФЧХ пропорционального звена соответст-
венно: 
kLkA lg20)(,)(   , 
Im
( ) arctg 0
Re
    ; 
 переходная функция: 1( ) 1( )
k
h t L k t
p


















Рис. 18. АЧХ, ФЧХ и переходная функция пропорционального звена  
 
Графики рассмотренных функций показаны на рис. 18. 
Любое реальное звено может соответствовать какому-то 
типовому только в определенном диапазоне частот m 0 . 
При больших частотах вступают в силу различные физические 
процессы, поэтому коэффициент усиления снижается до нуля. Для 
трансформатора и резистора это межвитковые связи, для усилителя – 
внутренние и монтажные емкости, для редуктора – упругость валов. 
При частотах больших m все характеристики имеют вид 
пунктирной линии.  
2) Интегрирующее звено (рис. 19): 
 
 
Рис. 19. Электрическая модель интегрирующего звена 
 




12 )( . 
Остальные характеристики имеют вид: 
p
k
































h(t) А(ω), L(ω) 
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Отметим, что ЛАЧХ имеет наклон -20 дБ/дек и пересекает ось 




Рис. 20. Характеристики интегрирующего звена 
 









ky  .  


























   
)()()( 1 tkkLth   ,  lg20lg20)(  kL . 
Графики рассмотренных функций показаны на рис. 22. 
 
 
Рис. 22. Характеристики дифференцирующего звена  
 
Отметим, что ЛАЧХ дифференцирующего звена имеет наклон 
+20дБ/дек и пересекает ось частоты при ω = 1/k. 




Рис. 23. Электрические модели инерционного звена 
 
Основное уравнение преобразования: kxy
dt
dy
T  .  
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 , ( ) arctg T    ,  
)1lg(10lg20)( 22TkL   . 
Кроме простой ЛАЧХ в теории управления используется 
асимптотическая ЛАЧХ. Она строится следующим образом: 
 весь диапазон частот разбивается на характерные участки, 
определяемые коэффициентом при частоте под логариф-
мом;  
 при построении асимптоты оставляют только то слагаемое 
под логарифмом, которое максимально на рассматривае-
мом участке частоты. 
В данном случае получим: 
1
20 lg 0 т.к 1 и lg1 0
1
20 lg 20 lg
a
k , , . T
T
L
k T , ;
T

   
 







( )( ) ( )
( ) (1 )





B pW p k B p
h t L L L e k e




     
          
     
 ;
 
0)1()(  TpppA ,
   1 2
0 1p , p T   ; 
12)('  TppA ,
   1)(' 1 pA ,   1)(' 1 pA . 





Рис. 24. Характеристики инерционного звена 
 




Рис. 25. Электрическая модель форсирующего звена 
 
Уравнение преобразования: )( x
dt
dx
Tky  .  





k   
)1()( pTkpW  , )1()( ТjkjW   , 







































)1lg(10lg20)( 22TkL   . 
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Рис. 26. Частотные характеристики форсирующего звена 
 
6) Инерционно-форсирующее звено (рис. 27): 
 
 



























Ty   – дифференциальное уравнение. 


















































2 TTkL   . 
Выражения для асимптот ЛАЧХ получаются путем разбивки 
















































Lth  . 
Характеристики, вид которых зависит от соотношения 




Рис. 28. Характеристики инерционно-форсирующего звена  
 











































Рис. 29. Электрическая модель колебательного звена 
 










































}4)1lg{(10lg20)( 222222 TТkL    , 
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Рассмотренные характеристики показаны на рис. 30. 
 
Рис. 30. АЧХ, ФЧХ и ЛАЧХ колебательного звена 






















































































При ε< 1 
2 1
( ) (1 cos( ))th t k ce t , , .
T T
        

     
При ε> 1  
)1()( 32 21
tptp
ececktL  . 
Переходные характеристики показаны на рис. 31. 
 
Рис. 31. Переходные характеристики колебательного звена при разных ε 
 







)( , то необходимо найти корни этого трехчлена. 
Если корни p1, p2 комплексные, то это звено следует отнести к типо-
вому колебательному звену; а если корни действительные, то необ-
ходимо разложить этот трехчлен по теореме Виета и рассмотреть 
звено как последовательное соединение двух инерционных звеньев: 
))(( 21
22 ppppacbppa  . ЛАЧХ квадратного трехчлена с 










Рис. 32. ЛАЧХ квадратного трехчлена при действительных корнях 
 
8) Звено чистого запаздывания. 
Сигнал на выходе этого звена повторяет входной сигнал с 
постоянным запаздыванием. 
Дифференциальное уравнение: )()(  txty . 
Характеристики звена:  
pepW )(   sincos)( jejW j   ; 

















Характеристики показаны на рис. 33. 
 
 
Рис. 33. Характеристики звена чистого запаздывания 
 
Примером такого звена может быть телевизионный кабель с 






Z  , 00CLl , где l – длина кабеля. Звено 

















11 ЗВЕНЬЯ С МОДУЛИРОВАННЫМ СИГНАЛОМ 
До сих пор рассматривались звенья с немодулированным сиг-
налом. В радиоавтоматике часто используются звенья, у которых 
сигнал представляет собой переменное напряжение (ток) некоторой 
частоты ω0, называемой несущей (рис. 34). Это могут быть усилите-
ли, чувствительные элементы и т.д. В этом случае закон изменения 
сигнала во времени характеризуется изменением амплитуды или 
действующего значения этого напряжения, т.е. огибающей. При этом 
передаваемая информация закладывается в огибающую модулиро-
ванного сигнала. Сущность простейшей амплитудной модуляции 
показана на рис. 35. 
 
 
Рис. 34. Иллюстрация к амплитудной модуляции сигнала: 
0 – несущая частота,  – частота огибающей 
 
 
Рис. 35. Простейшая амплитудная модуляция 
 
При расчете систем автоматического управления, работающих 
с модулируюмым сигналом, возникают две задачи.  
1) Задача анализа – определение воздействия звена с заданной 
передаточной функцией на огибающую модулированного сигнала, 
т.е. нахождение передаточной функции WΩ(p) и комплексного 
коэффициента передачи W(jΩ) по огибающей.  
2) Задача синтеза – синтезировать звено, которое по своему 





ttUU mвых 0sinsin   
tUU m 02 sin  
tUU m  sin1  
33 
эквивалентно заданному (в частности типовому) звену, 
используемому в системе с немодулируемым сигналом. 
Рассмотрим первую задачу – задачу анализа. 
Дано: 0),(),( jWpW . 
Определить: )(),(  jWpW . 
Без доказательства приведем правило определения 
передаточной функции звена по огибающей. Если на обычное звено 
с передаточной функцией W(p) и ККП W(j) идет модулируемый 
сигнал с частотой огибающей  и несущей частотой 0, то 




( ) ( )
( ) ( )
W p W p j ;
W j W j .
   











































 , 0( ) arctg( )T     . 
 
Рис. 36. Иллюстрация к правилам определения АЧХ и ФЧХ  
по огибающей сигнала: 























Отметим, что рассмотренный метод позволяет находить ККП 
по огибающей только для звеньев с симметричной АЧХ, т.е. таких, у 
которых в выражении для АЧХ замена + на –ω не приводит к 
изменению значения АЧХ. В общем случае эквивалентная 
передаточная функция для огибающей может быть определена из 
выражения:  















Однако эти выражения нельзя использовать для элементарных 
интегрирующего и дифференцирующего звеньев.  
Рассмотрим вторую задачу – задачу синтеза. 
Дано: 0);();(  jWpW  – передаточная функция, ККП по 
огибающей и несущая частота соответственно. 
Найти: )(),( jWpW  – передаточную функцию и ККП звень-
ев по абсолютной частоте. 
Фактически это соответствует синтезу звеньев, которые по 
огибающей модулированного сигнала имеют требуемые характери-
стики. Без доказательства приведем правило определения указанных 
характеристик. 
Для того, чтобы по своему действию на огибающую модулиро-
ванного сигнала звено соответствовало заданным функциям ( )W p  и 
ККП W(j), необходимо, чтобы по абсолютной частоте звено имело 
соответственно следующие характеристики: 
ПФ: )()( 0jpWpW   . 
ККП:  )()( 0   jWjW . 















jW , т.е. инерционное 




Рис. 37. Иллюстрация к примеру решения задачи синтеза 
 






















АЧХ и ФЧХ для модулированного сигнала инерционного звена 










 , 0( ) arctg( )T.      
Такие характеристики мы должны обеспечить у звена по 
абсолютной частоте, чтобы по огибающей модулированного сигнала 




Рис. 38. Иллюстрация к решению задачи синтеза звена с требуемыми 
характеристиками по огибающей модулированного сигнала  
 

























Рис. 39. Иллюстрация к реализации звена  
 
Проиллюстрируем применение изложенного правила на при-
мере инерционно-дифференцирующего звена (RC-цепь) (рис. 40). 
 
Рис. 40. Схема и АЧХ инерционно-дифференцирующего звена с 
немодулированным сигналом 
 
Для немодулированного сигнала АЧХ его имеет вид, 































Если на простое звено, показанное на рис. 40, подать 
модулированный сигнал, то дифференцирование не получится. 
Действительно, рассмотрим входной сигнал 1 1 0( )cosU U t t  , где 
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В результате получилось 2 слагаемых. Первое слагаемое явля-
ется полезным, так как содержит требуемую производную от огиба-
ющей, а второе – вредным, так как оно представляет собой ложный 
сигнал, который может в сотни раз превышать по уровню полезный 
сигнал. Согласно изложенному правилу запишем КПП апериодиче-









































Такая АЧХ реализуется, например, цепочкой, показанной в 
правой части рис. 41,
2/1 LC .  
 
Рис. 41. АЧХ и схема, реализующая инерционно-дифференцирующие 
свойства по огибающей модулированного сигнала 
 
ФЧХ синтезированного звена должна иметь вид, показанный 
на рис. 42. Из АЧХ видно, что звено не должно пропускать несущую 
частоту. 
 
Рис. 42. ФЧХ инерционно-дифференцирующего звена по огибающей и по 
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12 СОЕДИНЕНИЕ ЛИНЕЙНЫХ ЗВЕНЬЕВ 
Соединение звеньев бывает трех видов: последовательное, 
параллельно-согласное, параллельно-встречное. 




Рис. 43. Последовательное соединение звеньев 
 
Здесь выходная величина одного звена является входной 







Исключив отсюда по уравнению Xk+1=Yk все промежуточные 







W( p ) W ( p )





т.е. передаточная функция системы последовательно соединенных 
звеньев равна произведению передаточных функций отдельных 























Таким образом, модули ККП (АЧХ) перемножаются, а фазы 













)(lg20)(lg20)(lg20  ; 
 )( kобщ ; ( )общ kA A  . 
W1 W2 Wn 
x y1 y2 yn-1 yn … 
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Таким образом, результирующая ЛАЧХ последовательного со-
единения звеньев получается в результате графического суммирова-
ния их ЛАЧХ. ФЧХ суммируется без логарифмирования. 
Например, пусть система состоит из двух последовательно со-

































Cложение асимптотических ЛАЧХ показано на рис. 45. Здесь 
1 1 120 lg 20 lgL K T ;   2 2 220 lg 20 lgL K T ;   21 LLL  . Для опре-
деления частоты среза системы приравняем общую ЛАЧХ к нулю. 
Частота среза ωср – это частота, при которой коэффициент усиления 
системы становится равным единице, то есть ЛАЧХ пересекает ось 
частоты.  
20 lgK1K2 – 20 lgωT1 – 20 lgωT2 = 0;    20 lgK1K2 = 20 lgω
2T1T2, 















Рис. 45. Иллюстрация к определению общей ЛАЧХ  























Это свойство сложения АЧХ очень важное и широко 
используется при коррекции САР, а также при анализе устойчивости. 
2) Параллельно-согласное соединение звеньев (рис. 46). 
Здесь на все входы звеньев подается одна и та же величина, а 



























Рис. 46. Параллельно -согласное соединение звеньев 
 
При параллельно-согласном включении общая передаточная 
функция системы равна сумме передаточных функций звеньев. 






















3) Параллельно-встречное соединение звеньев (рис. 47): 
 





















Выходной сигнал в таком случае определится как: 
Y(p)=Y1(p) и X1=X±Y2. 
Это соединение, которое образует замкнутую систему. Здесь 
второе звено играет роль обратной связи по отношению к первому. 
Здесь выходной сигнал первого звена, являясь выходом всей систе-
мы, поступает на вход второго звена, выходной сигнал которого со 
знаком «+» или «–» складывается с входным сигналом x. Если сигнал 
y2 складывается с входным сигналом х, то обратная связь положи-
тельная (ПОС); если вычитается, то обратная связь отрицательная 
(ООС).  
Таким образом, если 
X1(р)=X(р)+Y2(р) – ПОС,  
X1(р)=X(р)–Y2(р) – ООС. 
Для ООС имеем: 
Y(p)= X1(p)W1(p); X1(p)=X(p) – Y(p)W2(p);  
Y(p)=[X(p) – Y(p)W2(p)]W1(p). 































В теории колебаний обычно рассматриваются цепи с ПОС. 
В теории регулирования и управления большей частью 
рассматриваются цепи c ООС. Рассмотрим случай, когда имеет место 
простая 100%-я обратная связь (рис. 48), т.е. W2=1. 
 
 




В теории автоматики используются понятия замкнутой и разо-
мкнутой САУ, под которой понимают звено прямого преобразования 
(рис.48). 



















 ,  
где Wp(p) – передаточная функция разомкнутой системы. 
Полученные выражения показывают взаимосвязь передаточ-
ных функций замкнутой и разомкнутой САУ при единичной ООС. 
Все рассмотренные ранее типовые звенья могут быть сведены к раз-
личным соединениям трех простейших элементарных звеньев – про-
порционального, интегрирующего и дифференцирующего. 
13 ОПРЕДЕЛЕНИЕ ПЕРЕДАТОЧНЫХ ФУНКЦИЙ 
ЭЛЕМЕНТОВ САУ ПО ЭКСПЕРИМЕНТАЛЬНЫМ 
ЧАСТОТНЫМ ХАРАКТЕРИСТИКАМ 
Как правило, передаточные функции реальных элементов САУ 
неизвестны. Однако они могут быть определены по эксперименталь-
ным характеристикам. В частности, по экспериментально снятым 
амплитудно-частотной (АЧХ) и фазо-частотной (ФЧХ) характери-
стикам. Для снятия АЧХ и ФЧХ собирается установка, показанная на 
рис. 49. 
На исследуемый элемент подается гармонический сигнал 
x(t)=A1sinωt. На выходе измеряется амплитуда и фаза выходного 
сигнала.  
   )(sin2   tAy . 
 
Рис. 49. Установка для снятия АЧХ и ФЧХ звена: 













Снимаются показания при изменении частоты генератора. 
Заполняется табл. 1. 
 
Таблица 1. Таблица показаний 
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Затем графически строятся АЧХ, ЛАЧХ, ФЧХ. 







  .  
При обработке результатов применяют два метода: метод 
аппроксимации ЛАЧХ и метод неопределенных коэффициентов. 
Метод аппроксимации ЛАЧХ 
Строится ЛАЧХ L(ω). Затем ЛАЧХ аппроксимируется. При-
чем аппроксимацию проводят линиями с наклоном, кратным 20 
дБ/декаду: 0, 20, 40 , 60 дБ/дек. или -20, -40 , -60 и т.д. дБ/дек. Ранее 
показано, что ЛАЧХ типовых звеньев, т.е. звеньев, описываемых 
дифференциальным уравнением не выше второго порядка, доста-
точно точно аппроксимируются ломаной с наклонами 0, ±20, 
±40дБ/дек. Статический коэффициент усиления k определяется зна-
чением А(ω) при ω→0, для систем с интегрирующим звеном при 
ω=k, для системы с дифференцирующим звеном при ω=1/k, когда 
L(ω)=0 на начальном участке ЛАЧХ. Затем по виду ЛАЧХ относят 
это звено к какому-либо из типовых звеньев, для которых переда-
точная функция известна. Постоянные времени Т определяют по 
частоте сопряжений линий ЛАЧХ ωс=1/Т. Например, звено ЛАЧХ, 












Рис. 50. Пример аппроксимации ЛАЧХ 
 
Передаточная функция уточняется по ФЧХ. Общий порядок 
дифференциального уравнения определяется наклоном ЛАЧХ в вы-
сокочастотной области. Пример ЛАЧХ более высокого порядка при-
ведена на рис. 51. 
Если ЛАЧХ можно представить как последовательное соеди-
нение типовых звеньев, то нужно это делать, учитывая, что ЛАЧХ и 
ФЧХ при последовательном соединении звеньев складываются. 
Если исследуемый элемент САУ описывается дифференциаль-
ным уравнением выше второго порядка и ЛАЧХ достаточно точно 
аппроксимируется ломаной линией с углами наклона, кратными 20 
дБ/дек., то общая передаточная функция определяется через переда-
точные функции типовых звеньев, т.к. в этом случае исследуемый 
элемент можно представить в виде последовательного соединения 
типовых звеньев. 
На рис. 51 имеет место последовательное соединение форси-

















Рис. 51. ЛАЧХ и ФЧХ сложной системы: 







































При определении состава звеньев общий коэффициент 
усиления Ку относится к низкочастотному звену. Для остальных 
звеньев он приравнивается к единице (см. рис. 51). 
Метод неопределенных коэффициентов 
В общем случае, когда ЛАЧХ не поддается аппроксимации, т.е. 
постоянные времени близки, то передаточная функция может быть 












































 ,  
здесь ak и bk – искомые коэффициенты, а в правой части равенства 
A(ω) и φ(ω) – экспериментально снятые характеристики. Имеем 
m+n+2 неизвестных. Задаваясь m+n+2 – значениями частоты ω iпо-
лучим систему с нужным количеством линейных алгебраических 


























Здесь в правой части стоит конкретное комплексное число, со-
ставленное из экспериментальных данных. Точность метода опреде-
ляется значениями m и n и оценивается сравнением теоретических и 
экспериментальных значений АЧХ и ФЧХ. Решение проводится на 
ЭВМ путем последовательного итеративного наращивания числа ко-
эффициентов m и n. Систему можно разбить на две подсистемы от-
носительно действительной и мнимой частей. 
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14 ОПРЕДЕЛЕНИЕ ПЕРЕДАТОЧНОЙ ФУНКЦИИ ЗВЕНА 
ПО ЭКСПЕРИМЕНТАЛЬНЫМ ПЕРЕХОДНЫМ  
ХАРАКТЕРИСТИКАМ 
Для того чтобы определить передаточную функцию по пере-
ходной характеристике, на вход звена от генератора (см. рис. 49) по-
дается единичный скачок. Реально это периодический сигнал прямо-
угольной формы (меандр), длительность которого заведомо больше 
времени переходного процесса исследуемого звена. По осциллогра-
фу снимается переходная характеристика. 
Существует несколько способов определения передаточной 
функции по экспериментальной переходной характеристике. 
Метод сопоставления переходных характеристик (ПХ) реаль-
ного и типового звеньев 
Метод заключается в том, что ПХ сопоставляется по виду с ПХ 
типового элементарного звена и на этой основе определяется вид пе-
редаточной функции. 
Например, если переходная функция имеет вид, показанный на 








Постоянная времени определяется по уровню h(t)=0,632k. Действи-
тельно, при t=T имеем kekekth T
T






Рис. 52. Переходная функция инерционного звена 
 
Другой способ для ее установления заключается в определении 
времени, в течение которого выходная величина возрастает от 







нения выходной величины остается неизменной, равной ее началь-
ному значению. То есть в точке t=0 к переходной функции прово-
дится касательная, точка пересечения которой с уровнем h(t)=k 
определит постоянную времени (рис. 52).  
Если переходная функция имеет вид, показанный на рис. 53, то 








)( , которому соответству-




)( , а постоянная времени определя-




Рис. 53. Переходная функция инерционно-дифференцирующего звена 
 
Для элементов САУ, имеющих переходные характеристики, 
















Рис. 54. Переходная функция инерционно-форсирующего звена 





























Постоянная времени Т1 определяется по точке пересечения 
касательной при t=0 с уровнем установившегося режима. 










































Рис. 55. Переходная функция колебательного звена 
 
По переходной характеристике можно определить последова-
тельное соединение типовых звеньев. На рис. 56, 57 показаны пере-




Рис. 56. Переходная функция последовательно соединенных 



























Рис. 57. Последовательное соединение интегрирующего 
 и колебательного звеньев 
Метод аппроксимации 
Применяется, когда вид переходной функции не соответствует 
типовому звену. Допустим, что экспериментально получена 
переходная характеристика, показанная на рис. 58. По виду она не 




Рис. 58. Переходная характеристика сложной системы 
 
Для определения передаточной функции необходимо 
выполнить следующие действия. 
































































)(  . 
Аппроксимацию экспериментальной кривой целесообразно 








)()(  , например полиномами Чебышева, Лежандра, Лаг-
гера, Фурье, тем более, что разложение функции по ортогональным 
полиномам всегда может быть преобразовано в обычный полином. 
Отметим, что вместо единичного скачка на входе может быть любой 
сигнал, однако в этом случае нужно будет определять отображение 
Лапласа и для входного сигнала Х(р). На современных персональных 
компьютерах, используя соответствующие математические пакеты, 
может быть аппроксимирована практически любая кривая. Аппрок-
симация, как правило, производится по методу наименьших квадра-
тов исходя из требуемой точности приближения.  
15 РЕАЛЬНЫЕ ЭЛЕМЕНТЫ САУ  
И ИХ ХАРАКТЕРИСТИКИ. ДАТЧИКИ 
Реальные элементы САУ могут быть разделены на 4 основные 
группы: датчики (измерительные преобразователи), усилители, дис-
криминаторы (сравнивающие устройства) и исполнительные устрой-
ства. Эти элементы присутствуют, как правило, во всех САР и, кроме 
ранее рассмотренных характеристик, оцениваются также следующи-
ми параметрами: 
1) уровень собственных шумов элемента; 
2) максимальная мощность на входе и выходе элемента; 
3) входное и выходное сопротивления, которые нужны для со-
гласования элементов при соединениях. 
Отметим, что все элементы автоматики должны удовлетворять 
требованиям государственной системы приборов (ГСП), то есть 
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иметь входные и выходные сигналы, соответствующие унифициро-
ванному ряду, например ток 4 – 20 мА, напряжение 0 – 5В и т.д. 
Датчики преобразуют заданную или управляемую величину в 
сигнал, удобный для передачи и дальнейшей обработки. В САР дат-
чики, как правило, преобразуют неэлектрическую величину в элек-
трическую. Наиболее часто в САР применяются датчики, преобра-
зующие механическое линейное перемещение или угол поворота в 
электрический сигнал. Механическое перемещение напрямую связа-
но с другими физическими параметрами, такими как давление, сила, 
ускорение, расход, температура, высота, скорость, курс и т.д. Из 
огромного количества указанных датчиков рассмотрим только неко-
торые простейшие. 
Потенциометрические датчики 
Входной величиной является перемещение электрического 
контакта х, выходной – напряжение в нагрузке Uн. На потенциометр 




Рис. 59. Потенциометрический датчик перемещения 
 






, где х – перемещение 
движка потенциометра (входной сигнал) и l – длина потенциометра. 
























При нR  имеем режим холостого хода и 
l
x
UU вых 0  – 
выходной сигнал пропорционален перемещению движка (рис. 60). 
Сопротивление нагрузки искажает статическую характеристику. По-
этому при использовании датчика нужно подбирать такое сопротив-




Рис. 60. Нагрузочная характеристика потенциометрического датчика 
 
Для достаточно широкого диапазона частот потенциометриче-
ский датчик можно считать безынерционным звеном. Для него ККП 
W(j)=K и W(p)=K. Частота ограничена паразитной конструкцион-
ной емкостью. Потенциометры бывают круговые и линейные, для 
круговых К измеряется в [В/град] и для линейных [В/м]. 
Промышленностью выпускаются потенциометры, имеющие 
погрешность в режиме холостого хода 0,05 – 0,1 %. 
Индуктивные датчики перемещений 
В радиоустановках главным образом используются датчики, 
основанные на изменении взаимной индуктивности обмоток. Причем 
наиболее распространены датчики, оформленные в виде электриче-
ских машин переменного тока. Простейший пример такого преобра-
зователя показан на рис. 61. 
Здесь в зависимости от угла поворота  подвижной рамки 3 в 
ее обмотке наводится ЭДС, пропорциональное углу поворота: 
sinmвых UU  . Приведенный датчик является ярким примером 
звена с модуляцией. Здесь несущей частотой является частота пита-
ния tUU mm 01 sin . В подавляющем большинстве частота пита-
ния ω0 намного больше частоты изменения входной механической 
величины, что позволяет считать индуктивные преобразователи 









Рис. 61. Трансформаторный преобразователь угла поворота вала: 
1 – магнитопровод, 2 – обмотка возбуждения,  
3 – измерительная подвижная обмотка 
 
Среди индуктивных датчиков широко распространены также 
сельсины, sin-cos-ые вращающиеся трансформаторы, редуктосины и 
другие датчики, которые также работают по принципу изменения 
взаимоиндуктивности.  
Тахогенераторы (ТГ) – это устройства, преобразующие ско-
рость вращения вала в напряжение, пропорциональное скорости 
(рис. 62). По существу ТГ аналогичны обычным электрическим гене-
раторам, но отличаются от них только маленькой мощностью и, со-
ответственно, малыми габаритами, весом. ТГ бывают постоянного и 




Рис. 62. Тахогенератор 
 
Простейший ТГ представляет собой синхронную машину с ро-
тором в виде постоянного магнита. Выходное напряжение такого 
генератора имеет амплитуду и частоту, которые пропорциональны 
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скорости вращения. Um=KeФ, где Ке – коэффициент, зависящий от 
конструкции якоря, Ф – поток возбуждения,  – угловая скорость. 
Бывает, что вместо постоянного магнита вращается обмотка 
возбуждения. При этом, как правило, поток возбуждения прямо про-
порционален току возбуждения. По угловой скорости ТГ является 
пропорциональным звеном W(j)=k[В/об]. Однако если входной 
величиной является угол поворота , то ТГ является идеальным 
дифференцирующим звеном, т.к. 
dt
d
 ,    kjjW   [В/град], 
  kppW  . Промышленностью выпускаются индуктивные датчики 
круговых и линейных перемещений с погрешностью 0,5-1,0%. 
Пьезоэлектрические преобразователи (рис. 63) применяются 
для преобразования силы, давления, ускорения в электрический сиг-
нал. Такие преобразователи основаны на применении пьезоэлектри-
ческого эффекта, заключающегося в электрилизации кристалла под 
действием механических напряжений – прямой пьезоэффект. Здесь 
действие силы Fx приводит к деформации, что вызывает появление 





Рис. 63. Пьезоэлектрический преобразователь 
 
Ускорение, давление, вибрации линейно связаны с усилием, 
что используется для создания соответствующих датчиков, которые 
можно считать безынерционными: W(p)=k.  
В приборостроении используется также обратный пьезоэф-
фект – деформация кристалла под действием электрического поля – 
применяется для преобразования электрического сигнала в переме-
щение, что, в свою очередь, используется для создания микромашин, 
в частности микророботов.  
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Термоэлектрические датчики применяются для преобразова-
ния температуры в электрический сигнал. Здесь различают:  
 термопары – вырабатывают термоЭДС на стыке разнород-
ных металлов; 
 терморезисторы – изменяют сопротивление под действием 
температуры; 
 термоанемометры – применяются для измерения скорости 
и направления газовых потоков. 
Динамические свойства термодатчиков в первом приближении 
моделируются инерционным звеном. 
Оптические датчики применяются для преобразования опти-
ческого излучения в электрический сигнал. Здесь различают: фоторе-
зисторы, фотодиоды, фототранзисторы, фотоумножители. Их пере-
даточные функции моделируются в первом приближении инерцион-
ным звеном.  
Тензодатчики изменяют электрическое сопротивление кри-
сталла под действием механических напряжений.  
Гироскопические датчики (ГД) – аналогично тахогенераторам 
применяются для получения сигнала, пропорционального угловой 
скорости или производной от угла поворота. 










ГД применяются обычно на бортах подвижных объектов – в 
самолете, автопилотах, датчиках курса. В танках – для стабилизации 
ствола пушки. Активно разрабатываются волоконно-оптические ги-
роскопы, используемые для высокоточной стабилизации стартовых 
платформ при пуске ракет. Подробно о датчиках неэлектрических 
величин описано в [5]. 
16 УСИЛИТЕЛИ 
Применяются в основном для усиления сигналов рассогласо-
вания. Бывают: электронные, магнитные, электромашинные. Элек-
тронные усилители наиболее распространены. Их принципиальные 
схемы хорошо известны. Рассмотрим их с точки зрения применения 
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в САУ. Динамические свойства любого усилителя в общем случае 
определяются постоянными времени его входной Т1 и выходной Т2 
цепей. На рис. 64 приведены типичные АЧХ, ЛАЧХ и ФЧХ любого 
электронного усилителя переменного тока.  
На основании анализа этих характеристик можно заключить, 
что в зависимости от диапазона частот, т.е. полосы пропускания 
системы, любой усилитель переменно можно рассматривать: 
1) при <1 – как дифференцирующее звено, т.к. в этом 
диапазоне наклон характеристики +20дБ/дек, а сдвиг фазы +/2, 
W(p)=kT1p; 
2) при 2<<3 – как безынерционное звено W(p)=k;  
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Электронные усилители в настоящее время могут удовлетво-
рить современные САУ по всем параметрам, в том числе по мощно-
сти, входным и выходным сопротивлениям и уровню шумов, поэто-
му для остальных видов усилителей ограничимся только записью их 
передаточных функций. 
Электромагнитный усилитель. Применяется при больших 
температурах окружающей среды, когда полупроводники теряют ра-
ботоспособность. Передаточная функция одного каскада описывает-
ся инерционным звеном.  
Электромашинный усилитель (ЭМУ). Используется тогда, ко-
гда требуется получить большую мощность, которую трудно обеспе-
чить электронным и магнитным усилителям. Обычно ЭМУ приме-
няют для питания мощных исполнительных механизмов. Передаточ-






где T1 и Т2 – постоянные времени входной и выходной цепей ЭМУ. 
17 СРАВНИВАЮЩИЕ УСТРОЙСТВА, 
ДИСКРИМИНАТОРЫ 
Сравнивающие устройства (СУ) – это устройства, выполняю-
щие вычитание заданной величины из величины контролируемого 
параметра. СУ (в радиотехнике их называют дискриминаторы) кроме 
операции вычитания осуществляют еще преобразование одного вида 
сигналов в другой и их усиление.  
В современных САР сигнал чаще всего передается изменением 
какого-либо электрического параметра – уровня тока или напряже-
ния, амплитуды, фазы или частоты, синусоидальных колебаний. В 
зависимости от того, какая из этих величин применяется в системе, 
употребляется тот или другой дискриминатор. 
Дискриминаторы уровня (ДУ) 
Предназначены для вычитания двух напряжений и последую-
щего их усиления. Простейшая наиболее распространенная схема ДУ 
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имеет вид, представленный на рис. 65. Балансное включение двух 




Рис. 65. Дискриминатор уровня на двух транзисторах 
 
Выходное напряжение )( 21 вхвхвых UUkU  , здесь k зависит 
от коэффициента усиления транзисторов и сопротивлений Rэ и Rk 







pW ,  
где Т – постоянная времени, характеризующая инерционность тран-
зисторов. Как правило, Т достаточно мало, поэтому ДУ обычно рас-
сматривают как безынерционное звено: 
kpW )( . 
ДУ может быть построен также на операционном усилителе, 
который имеет два входа – прямой и инверсный (рис. 66). 
При R1 = R2 = R; )( 12 UU
R
R
U освых  .
 
 
Рис. 66. Дискриминатор уровня (СУ) на операционном усилителе 
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Операционный усилитель использует, как правило, на входе 
схему, показанную на рис. 65. Передаточная функция аналогична. 
Дискриминаторы фазы (ДФ) 
Это устройства, предназначенные для преобразования разности 
фаз двух синусоидальных колебаний одинаковой частоты в 
напряжение. В радиотехнике их еще называют фазовыми 
детекторами. Наиболее часто применяются балансный ДФ, 




Рис. 67. Дискриминатор фазы 
 
Эта схема может рассматриваться как два амплитудных детек-
тора, включенных встречно по нагрузке, на один из которых подает-
ся напряжение, пропорциональное сумме, а на другой – разности 
входных сигналов. Эквивалентная схема показана на рис. 68.  
 
Рис. 68. Эквивалентная схема дискриминатора фазы 
 



































Выходное напряжение пропорционально cos. Здесь характе-
ристика ДФ нелинейна. Если считать cos как аргумент САУ, то в 
динамическом отношении любая схема ДФ эквивалентна инерцион-
ному звену, где постоянная времени определяется: RCT  . 
Дискриминаторы частоты (ДЧ) 
Это устройства, предназначенные для преобразования разности 
частот в напряжение. В радиотехнике их называют еще частотными 
дискриминаторами. Основная характеристика ДЧ – зависимость вы-
ходного напряжения от разности частот )()( 0   ffU . 
Применяются 2 метода задания эталонной частоты 0: 
1) эталонная частота, с которой сравнивается текущая частота 
сигнала, задается эталонным генератором; 
2) эталонная частота задается входящими в состав ДЧ резо-
нансными цепями. 
Принципиальная схема ДЧ с резонансными цепями показана 
на рис. 69 (схема на расстроенных контурах). Здесь эталонная ча-
стота 0 задается резонансными LC цепями, имеющими разные ре-
зонансные частоты. Один контур настроен на резонансную частоту 
1, второй контур – на резонансную частоту 2. Так как напряже-
ние 2 1U U U  , то при частоте входного сигнала u(t), равной 
0 0( ) sinmU t U t,   выходной сигнал 2 1выхU U U  =0. При отличии 
частоты входного сигнала от эталонного значения 0 амплитуда на 
одном из контуров становится больше и выходное напряжение 
Uвых=0. Типичная выходная характеристика рассмотренного ДЧ по-
казана на рис. 69. Она может быть линеаризована при частотах 
12. )( 0  kUвых , где k – коэффициент пропорционально-




Рис. 69. Дискриминатор частоты на расстроенных контурах 
18 ИСПОЛНИТЕЛЬНЫЕ УСТРОЙСТВА 
В радиотехнических САР используются следующие разновид-
ности исполнительных устройств (ИУ): 
1) Механические ИУ – обеспечивают механическое перемеще-
ние какого-либо регулирующего элемента с целью достижения цели 
управления (например, вращение антенны, перемещение движка по-
тенциометра и т.д.). К ним относятся: электромеханические, гидрав-
лические, пневматические ИУ. 
2) Электронные ИУ – управляемые резисторы, емкости, индук-
тивности, транзисторы и другие устройства, используемые при авто-
матической стабилизации тока, напряжения, частоты, при автомати-
ческой настройке контуров, регулировке усиления и в других чисто 
электронных схемах. 
Механические ИУ 
Их основным видом являются электродвигатели. Из всего мно-
гообразия двигателей в САУ применяются двигатели постоянного 









роткозамкнутым или полым ротором. При определении передаточ-
ной функции двигателя обычно пренебрегают инерционностью 
управляющей обмотки двигателя, а в качестве выходной величины 









дв , где Тэм – 
электромеханическая постоянная времени двигателя, зависящая от 
мощности и массы движущихся элементов. Как видим, двигатель 
содержит интегрирующее звено. Двигатель, как правило, является 
основным звеном, определяющим динамические свойства САУ, по-
этому желательно выбирать двигатель с меньшей постоянной вре-
мени.  
Электронные ИУ 
Их использование основано на изменении параметра какого-
либо элемента схемы с целью достижения заданной цели регулиро-
вания. Здесь применяются управляемые резисторы, емкости, индук-
тивности. 
1. Управляемые резисторы – их сопротивление зависит от 
управляющего сигнала: 
 термоуправляемые – это терморезисторы, управляемые 
тепловым полем; 
 фотоуправляемые – это фоторезисторы, управляемые оп-
тическим сигналом; 
 магнитоуправляемые – это резисторы, управляемые маг-
нитным полем; 
 полупроводниковые – это резисторы, управляемые элек-
трическим сигналом; 
2. Управляемые емкости – это варикапы, варакторы – их ем-
кость зависит от приложенного управляющего напряжения. Суще-
ствуют также фотоуправляемые емкости – фотоварикапы на основе 
МДП структур. 
3. Управляемые индуктивности. Индуктивность зависит, 
например, от предварительного насыщения сердечника, которое до-
стигается изменением постоянной составляющей питающего тока. 
На основе названных элементов строятся электрически управ-
ляемые генераторы, устройства управляемой задержки, устройства 
управления фазовым сдвигом. Рассмотрим некоторые из них. 
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Управляемые генераторы 
Простейший управляемый генератор имеет вид, представлен-
ный на рис. 70. Здесь транзистор Т1 охвачен ПОС через транзистор 
Т2. Частота генератора здесь 
RC
К1 . Если R сделать управляемым, 
например, поставить фоторезисторы, управляемые источником света 
(оптроны), яркость свечения которого зависит от применения к нему 







Рис. 70. Управляемый генератор на двух транзисторах и оптроне 
 
Управляемый генератор на операционном усилителе показан 
на рис. 71. Здесь частота зависит от длительности заряда, емкости С, 
которая зависит от Uвх. fUвых=kUвх. При достижении С заданного 
уровня происходит разряд С через диод. Для создания электрически 
управляемых генераторов используется микросхема КР1006ВИ1 
(таймер). 
 
Рис. 71. Управляемый генератор на операционном усилителе 
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Управляемая линия задержки  





Рис. 72. Управляемая линия задержки 
 
Выходной импульс задержан относительно входного на вели-
чину: LCn , C=f(Uупр). Аналогично строятся устройства управ-
ления фазовым сдвигом. Отметим в заключение, что ККП и переда-
точная функция любого реального элемента САУ могут быть опре-
делены по экспериментально снятым АЧХ, ФЧХ и переходной ха-
рактеристикам. 
19 ФУНКЦИОНАЛЬНЫЕ И СТРУКТУРНЫЕ  
СХЕМЫ САУ И ИХ ПЕРЕДАТОЧНЫЕ ФУНКЦИИ 
При изображении систем управления применяют 2 принципа: 
функциональный и структурный, соответственно различают функци-
ональные и структурные схемы. 
Схема структурная (СС) – это схема, определяющая основные 
функциональные части изделия, их назначения и взаимосвязи. Их 
разрабатывают при проектировании изделия на стадии постановки 
задачи – используются для общего ознакомления с изделием. 
Схема функциональная (ФС) – схема, разъясняющая физиче-
ские процессы, протекающие в отдельных функциональных цепях 
изделия или в изделии в целом. Этими схемами пользуются для изу-
чения принципов работы, а также для математического описания си-
стемы. Звенья функциональной схемы могут соответствовать от-
дельным математическим операциям преобразования сигнала. 
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Схема принципиальная (полная) (ПС) – схема, определяющая 
полный состав элементов и связей между ними и дающая детальное 
представление о принципе работы изделия. 
Все ранее рассмотренные нами схемы САР являются структур-
ными. Для составления ФС нужно знать подробное математическое 
описание системы. Однако если математическое описание САУ неиз-
вестно, то для составления ФС нужно разделить структурную схему на 
элементарные звенья и заменить их набором типовых звеньев, матема-
тическое описание которых известно. Чтобы последующее звено не 
оказало влияния на предыдущее, входное сопротивление последующе-
го звена должно быть достаточно большим. Если какое-либо последу-
ющее звено оказывает воздействие на предыдущее, то эти два звена 
нужно рассматривать совместно с учетом этого воздействия. Поясним 
на примерах методику составления функциональных схем. 
Регулятор угловой скорости вращения вала двигателя 
Структурная схема приведена на рис. 73, здесь входной вели-
чиной является напряжение U0, соответствующее заданной угловой 
скорости вращения двигателя 0. Выходной величиной является дей-
ствительная угловая скорость . Здесь каждый функциональный 
элемент схемы имеет следующие передаточные функции: 











2) датчик числа оборотов
22 )( kpW  ; 
3) сравнивающее устройство 33 )( kpW  ; 









Общая функциональная схема имеет вид, показанный на рис. 
















Отметим, что здесь постоянные времени двигателя и усилителя 
мощности Т1 намного больше постоянной времени сравнивающего 
устройства, поэтому последнее моделируется пропорциональным 
звеном W5. В схемах могут иметь место параллельные корректирую-





Рис. 73. Функциональная схема САР угловой скорости  
вращения вала двигателя 
 
Например, часть схемы в целях стабилизации работы может 
быть охвачена местной отрицательной обратной связью W6, а тахоге-
нератор может иметь параллельное интегрирующее звено W7 (рис. 
74). В любом случае схема должна преобразовываться к одноконтур-
ной, где вместо каждого из местных контуров должно стоять звено с 
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2 WWW  , то переда-















 . Общее пра-
вило составления передаточной функции многоконтурной САР по 
структурной схеме заключается в следующем: система сводится к 
одноконтурной, затем выделяются входная и выходная величины, 
относительно них выделяют участок прямого Wп(р) и обратного пре-
образования (обратной связи) WОС(р), схема сводится к типовому ви-
ду, показанному на рис. 75, а передаточная функция находится по 





























В формуле в числителе стоит произведение передаточных 
функций звеньев, находящихся между входом и выходом, а в знаме-
нателе единица складывается с произведением передаточных функ-
ций прямого и обратного участков преобразования. 
Например, для схемы, показанной на рис. 76, общая переда-
точная функция запишется: 
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Рис. 76. Пример функциональной схемы САУ 
 
Бывают такие сложные схемы, для которых затруднительно 
составить общую передаточную функцию. Поэтому их необходимо 
преобразовать к виду, допускающему написание общей передаточ-
ной функции системы. При этом, независимо от преобразований, 























Например, в схеме, показанной на рис. 77, нельзя непосред-
ственно выделить типовые соединения. Написание передаточной 
функции здесь затруднительно. 
Нужно преобразовать схему таким образом, чтобы в ней со-
единение звеньев сводилось к трем типовым видам: последователь-
ному, параллельному согласному и параллельному встречному. По-
этому важно установить общие правила, с помощью которых одна 
схема может быть преобразована в другую с сохранением динамиче-




Рис. 77. Пример функциональной схемы с перекрестными связями 
 
Правила преобразования функциональных схем 
Различают три основных вида преобразования схем: 
1) перемещение суммированного узла через узел разветвления; 
2) перемещение звена через узел разветвления; 
3) перемещение звена через суммирующий узел. 
Правила преобразования схем при каждом из этих видов пере-
мещения зависят от того, совпадает или не совпадает направление 
перемещения с направлением сигнала. В связи с этим различают 6 
правил преобразования схем: 
1. Перенос суммирующего узла через узел разветвления по 

















2. Перенос суммирующего узла через узел разветвления 




Рис. 79. Иллюстрация к правилу переноса узла через узел разветвления 
 
3. Перемещение звена через узел разветвления по направ-




Рис. 80. Иллюстрация к правилу переноса звена 
 
4. Перемещение звена через узел против направления сиг-
нала (рис. 81). 
 
Рис. 81. Иллюстрация к правилу перемещения звена через узел 
 
5. Перемещение звена через суммирующий узел по направ-
лению сигнала (рис. 82). 
 
 
Рис. 82. Иллюстрация к правилу перемещения звена  
через суммирующий узел 
y 
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6. Перемещение звена через суммирующий узел против 




Рис. 83. Иллюстрация к правилу перемещения звена  
через суммирующий узел 
 
Применение этих правил дает возможность проводить самые 
различные преобразования структурных схем. Например, указанную 
на рис. 77 схему можно преобразовать следующим образом: перене-
сем звено W2 через узел разветвления против направления сигнала 















































Важнейшим условием преобразования схем является сохране-
ние математической операции преобразования сигнала. 
20 ПЕРЕДАТОЧНАЯ ФУНКЦИЯ ПО ВОЗМУЩЕНИЮ 
Ранее нами рассматривались передаточные функции по 
управляющему воздействию. Однако на систему могут действовать 
различные возмущающие воздействия, например радиопомехи, 
климатические факторы. Для анализа влияния возмущающего воз-
действия на выходной сигнал системы необходимо найти переда-
точную функцию по возмущению. Возмущение может действовать 
в любой точке структурной схемы и изображаться на ней в виде 
суммирующих узлов. 
Например, для схемы, представленной на рис. 85, возмущение 




Рис. 85. Схема с одним возмущением 
 
Передаточная функция по возмущению Um будет иметь вид: 
5 1








Здесь в числителе стоит произведение передаточных функций 


















дом, а в знаменателе – произведение передаточных функций всех 
звеньев системы. 
Рассмотрим схему с несколькими возмущающими воздействи-
ями (рис. 86). Здесь F1; F2; F3 – возмущающие воздействия, y – вы-




Рис. 86. Схема с несколькими возмущающими воздействиями 
 
Пользуясь правилами преобразования, сведем все возмущения 
в один узел (рис. 87). Из примера видно, что любую совокупность 
возмущающих воздействий, действующую в различных узлах схемы, 
можно свести к одному эквивалентному воздействию, приведенному 
к определенной точке схемы: FЭ=F1+F2/W1+F3W4. 
 
 
Рис. 87. Иллюстрация к преобразованию возмущающих воздействий 
 





































































Рис. 88. Иллюстрация к определению передаточной функции  
по возмущению: х – входной сигнал, F – возмущение, у – выходной сигнал 
 
Передаточная функция полностью характеризует САР. По ней 
могут быть определены все характеристики САУ – статическая и пе-
реходная характеристики, оценена устойчивость. Таким образом, 
функциональная схема, состоящая из сочетаний различных простей-
ших звеньев, позволит полностью выполнить анализ системы. Точ-
ность анализа зависит от количества простейших звеньев, к которым 
сводится система. Например, двигатель в зависимости от требуемой 
точности может моделироваться либо одним интегрирующим зве-
ном, либо двумя последовательно соединенными интегрирующим и 
инерционным звеньями. Очевидно, что точность представления си-
стемы во втором случае выше. Отметим, что практически любое 
пропорциональное звено можно считать инерционным. Однако нет 
никакого смысла бесконечно усложнять систему. Из передаточной 
функции может быть найдено полное дифференциальное уравнение 
системы. Дифференциальное уравнение является наиболее общей 
математической моделью любой САУ. Его решение может полно-
стью характеризовать САУ. Однако прямое решение дифференци-
альных уравнений часто бывает затруднительным, поэтому при ана-
лизе линейных САУ пользуются в основном передаточной функцией 










21 ПРИМЕРЫ РАДИОТЕХНИЧЕСКИХ САР 
Система автоматической подстройки частоты (АПЧ)  
Система АПЧ применяется для стабилизации частоты колеба-
ний генераторов, для слежения за частотой сигнала в радиоприемных 
устройствах, в демодуляторах частотно-модулированных колебаний 
и других радиотехнических устройствах.  
а) Система АПЧ в качестве стабилизатора частоты колебаний 
генератора показана на рис. 89. Целью регулирования является под-
держание постоянной частоты генератора . Здесь установка 0 за-




Рис. 89. Структурная схема системы АПЧ в режиме стабилизации частоты  
 
Типичная дискриминационная характеристика имеет вид, по-




Рис. 90. Дискриминационная характеристика, где U=(–0)K 
 
Напряжение U усиливается и воздействует на управляющий 
элемент генератора таким образом, чтобы свести разность частот 
Δω=ω0 – ω к нулю, тем самым стабилизировать его частоту. В каче-
стве управляющего элемента может применяться варикап, располо-
женный в частотно-задающем контуре генератора. 
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б) Применение системы АПЧ для слежения за частотой сигна-
ла в радиоприемных устройствах. Структурная схема гетеродинного 
приемника, в котором для стабилизации промежуточной частоты 
сигнала применяется система АПЧ, имеет вид, показанный на рис.91. 
Настроить радиоприемник на частоту с нужной радиостан-
ции – это означает внести сигнал, передаваемый на этой частоте, в 
полосу пропускания усилителя промежуточной частоты (УПЧ).  
В этом приемнике частота ωс входного сигнала Uc(t) складыва-
ется с частотой гетеродина Г, образуя сигнал промежуточной часто-
ты ПР, который усиливается усилителем промежуточной частоты 
УПЧ и поступает на последующие каскады, в которых в дальнейшем 
выделяется только полезный сигнал радиостанции. При отсутствии 
системы АПЧ нестабильность входного сигнала и частоты гетероди-
на может привести к уходу промежуточной частоты сигнала за пре-





Рис. 91. Структурная схема супергетеродинного приемника: 
1 – смеситель, 2 – усилитель промежуточной частоты, 3 – дискриминатор,  
4 – усилитель постоянного тока, 5 – гетеродин 
 
Целью регулирования является стабилизация частоты пр. 
Здесь выходной сигнал частоты с поступает на вход смесителя 1. На 
выходе смесителя 1 получается сигнал промежуточной частоты 
пр=с+г, который после УПЧ поступает на выход и в дискримина-
тор 3. В дискриминаторе производится сравнение заданного значе-
ния 0 и фактического значения частоты пр. В результате этого 
сравнения дискриминатор вырабатывает напряжение Ug=K(0-пр), 
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пропорциональное отклонению частоты пр от заданного значения. 
Это напряжение усиливается усилителем 4 и поступает на управля-
ющий элемент гетеродина 5 (например, на управляемую емкость (ва-
рикап) или индуктивность), который меняет частоту колебаний, ге-
нерируемых гетеродином 5, в сторону уменьшения отклонения ча-
стоты пр от требуемого значения 0. 
В результате работы системы АПЧ промежуточная частота 
сигнала поддерживается близкой к центральной частоте УПЧ, это 
позволяет повысить качество приема для широкого диапазона частот 
входных сигналов.  
Для составления функциональной схемы рассмотрим отдель-
ные звенья системы АПЧ, которые можно приравнять к типовым: 
1) смеситель: 
11 KW  ; 



























5) гетеродин: 55 KW  . 




Рис. 92. Функциональная схема АПЧ 
 
Передаточная функция примет вид:  
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где K – общий коэффициент усиления системы. 
При использовании системы АПЧ в качестве демодулятора ча-
стотно-модулированных колебаний выходной сигнал снимается с 
усилителя постоянного тока (см. рис. 91). 
Система фазовой автоматической подстройки частоты 
(ФАПЧ) 
Системы ФАПЧ используются в тех же устройствах, что и 
АПЧ, и кроме того применяются в качестве демодуляторов в устрой-
ствах с фазовой модуляцией, в устройствах воспроизведения магнит-
ной записи и других радиотехнических схемах. Структурная схема 
простейшей системы имеет тот же вид, что и АПЧ, только вместо ЧД 
используется фазовый дискриминатор. Особенность ФАПЧ состоит в 
том, что измерительным элементом, с помощью которого осуществ-
ляется сравнение двух частот, является фазовый детектор (ФД). Фаза 





)()(  , где Т – постоянная времени ФД, следовательно 
фазовый детектор выполняет функции интегрирующего звена. Прин-
цип работы состоит в следующем: если частота генератора Г отлич-
на от 0, то фазовый детектор выдает сигнал рассогласования, про-





0 )(  . 
Это напряжение после усиления воздействует на управляющий 
элемент генератора, который изменяет частоту до тех пор, пока рас-
согласование частот не будет сведено к нулю. Таким образом, в 
функциональной схеме фазовый детектор будет моделироваться тре-
мя звеньями: сравнивающим звеном, звеном интегрирования, преоб-
разующим разность частот в фазу сигнала, и пропорциональным 
преобразованием фазы в напряжение с коэффициентом передачи К1. 




Рис. 93. Функциональная схема системы ФАПЧ 
 
Тогда передаточная функция примет вид: 
 
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где К – общий коэффициент усиления системы. Отметим, что в об-
щем случае зависимость напряжения ФД от фазы нелинейна 
Uфд=F(), однако здесь для простоты она принята линейной.  
Рассмотренные две системы автоматической подстройки ча-
стоты являются примерами статической и астатической систем регу-
лирования. Их отличие состоит в следующем. В статической систе-
ме управляющее воздействие формируется непосредственно в про-
порциональной зависимости от сигнала рассогласования. В астати-
ческой системе управляющее воздействие формируется пропорцио-
нально интегралу от сигнала рассогласования, т.е. в астатической 
системе всегда есть интегрирующее звено. В дальнейшем будет по-
казано, что в конечном итоге в астатической системе ошибка регули-
рования принципиально может быть сведена к нулю, а в статической 
системе стремится к некоторому постоянному значению, зависящему 
от общего коэффициента усиления системы. 
Система автоматического сопровождения цепи по угловым 
координатам 
Структурная схема показана на рис. 94. Назначение системы – 
выдавать оперативную информацию об угловых координатах дви-
жущейся цели. 
Антенна состоит из параболического рефлектора и излучателя, 
вращающегося с постоянной скоростью. Рефлектор может поворачи-
ваться вокруг двух осей: вертикальной (угол азимута α) и горизон-
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тальной (угол места β). К каждой из осей рефлектора через редуктор 
подсоединен выходной вал двигателей с независимым возбуждени-
ем. Управляющие сигналы поступают на двигатели от электрома-
шинных усилителей. Таким образом, в системе имеются 2 одинако-
вых канала: канал азимута и канал угла места, задачей которых явля-
ется обеспечение сопровождения цепи в двух плоскостях в простран-
стве. Благодаря тому, что ось излучателя по отношению к оси ре-
флектора смещена на некоторый угол, при вращении излучателя 
осуществляется модуляция отраженных от цели импульсов. Антенна 





Рис. 94. Структурная схема системы автоматического сопровождения цели 
по угловым координатам: 
Г – генератор, Дв – двигатель, ФД – фазовый детектор, ЭМУ – 
электромашинный усилитель 
 
Угловой дискриминатор обнаруживает отклонение равносиг-
нального направления следящей антенны от направления на объект и 
преобразует это отклонение в постоянное или переменное напряже-
ние. Принцип работы углового дискриминатора иллюстрируется  
рис. 95, 96, 97. Антенна имеет диаграмму направленности, показан-




Рис. 95 – Диаграмма направленности антенны: 
ОМ – направление максимального излучения,  
ОО’ – ось вращения диаграммы направленности 
 
Излучатель вращается с постоянной скоростью ωск относи-
тельно оси ООʹ, не совпадающей с направлением максимального из-
лучения ОМ. Таким образом диаграмма направленности будет вра-
щаться с угловой скоростью ск, а ось максимума излучения описы-
вает в пространстве коническую поверхность (рис. 96). Два крайних 
положения диаграммы направленности имеют вид, показанный на 
рис. 96, из которого видно, что в направлении ООʺ интенсивность 
излучения не меняется при вращении.  




Рис. 96. Иллюстрация к принципу работы углового дискриминатора: 
ООʺ – равносигнальное направление антенны, ОВ – направление на цель 
 
Пересечем пространственную диаграмму направленности 
плоскостью П, перпендикулярной оси вращения. Ось максимума из-
лучения ОМ описывает в этой плоскости окружность с центром Oʺ. 
Пусть ОВ – направление на цель. Точка В – пересечение плос-
кости с направлением на цель. Если точка В не совпадает с точкой 
Oʺ, то есть цель не находится на оси вращения, то интенсивность об-
лучения цели будет периодически изменяться. Интенсивность облу-
чения объекта максимальна, когда максимум излучения проходит 
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через точку А1 (наиболее близкую к цели). Интенсивность облучения 
минимальна в точке А2 в момент наибольшего удаления максимума 
излучения от точки В. Аналогично изменяется в процессе сканирова-
ния и коэффициент усиления антенны при работе ее на прием для 
сигналов, отраженных от объекта. Амплитуда радиоимпульсов, при-
нятых радиоприемным устройством, если Oʺ и В не совпадают, име-
ет вид, показанный на рис. 97, а. Максимальный сигнал имеет место 
в тот момент, когда диаграмма направленности находится между 
точками 1 и 2. Если точки Oʺ и В совпадают, то сигнал приемника 
имеет вид, показанный на рис. 97, б (здесь совпадают напряжение на 
цель и ось вращения диаграммы направленности). 
 
 
  а)                                                             б) 
 
Рис. 97. Сигналы детектора в моменты несовпадения (а) и совпадения (б) 
оси вращения диаграммы направленности с направлением на цель 
 
В этом случае максимум излучения находится на неизменном 
направлении от объекта. Следовательно амплитуда отраженных ра-
диоимпульсов постоянна. Поэтому направление оси вращения диа-
граммы направленности называют равносигнальным направлением. 
Проекции вектора OВ на оси координат определяют отклонение объ-
екта от равносигнального направления в азимутальной (OC) и угло-
местной (OД) плоскостях. 
Обозначим вектор OB ; 1OC ; 2OД . Выражение 
для огибающей отраженного сигнала имеет вид: 
)cos()(2)(   tUtU cкgОГ .  
Этот сигнал образуется на выходе детектора. При малых  
  gg KU )( . Выделение из напряжения огибающей Uог(t) для 
азимутального и угломестного каналов производится с помощью фа-
зовых дискриминаторов, в которых источники опорного напряжения 
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Тогда на выходе дискриминаторов появляются напряжения, 
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Эти напряжения отрабатываются двигателями места и азимута. 
Глубина модуляции характеризует величину рассогласования между 
осью рефлектора и направлением на цель, а фаза модуляции опреде-
ляет знак рассогласования. Принятые антенной импульсы, отражен-
ные от цели, поступают в приемник, имеющий схему автоматическо-
го регулирования усиления (АРУ). Благодаря работе схемы АРУ ам-
плитуда видеосигнала на выходе приемника не зависит от расстояния 
до цели и ее размера. 
Для отработки рассогласования по обоим каналам управления 
используется коммутатор, который последовательно подключает со-
ответственные двигатели отработки ошибки.  
При этом алгоритм отработки следующий. Включается один 
канал, например , и вращает антенну по этому углу до тех пор, пока 
общий сигнал ошибки не станет минимальным. Затем подключается 
канал β и сводит общую ошибку до нуля. Процесс отработки ошибки 
можно проиллюстрировать графически.  
Общую ошибку можно рассматривать как вектор, длина кото-
рого равна: 
22
   , где  и  – составляющие ошибки  




Рис. 98. Иллюстрация к отработке ошибки рассогласования 
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Очевидно, что если отработать ошибку по одной составляю-
щей, то общая ошибка минимизируется. Как только общая ошибка 
становится минимальной, включается второй канал и полностью от-
рабатывает ошибку, поэтому в коммутатор должен входить также 
анализатор ошибки. Для того чтобы успевать отслеживать цель, 
быстродействие системы с учетом коммутации должно быть много 
больше скорости движения цели. 
Составим функциональную схему по одному каналу, х0 – рав-




Рис. 99. Функциональная схема одного канала системы 
 сопровождения цели по угловым координатам  
 
Здесь сравнивающим устройством является сама антенна.  
Звено 1 – под ним можно объединить все антенное устройство, 








W , где Т1 – в основном 
определяется постоянная времени фильтра.  
Звено 2 – усилитель и коммутатор. Из них существенная по-
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W .  
Звено 5 – редуктор с передаточным числом 55 KW  . Общая 
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Рассмотренные примеры иллюстрируют методику перехода от 
структурной схемы к функциональной с последующим определением 
общей передаточной функции системы управления. 
22 УСТОЙЧИВОСТЬ САУ 
Устойчивость САУ определяет ее принципиальную работоспо-
собность. Если система устойчива, то она работоспособна, т.е. может 
отрабатывать рассогласование. 
САУ является устойчивой, если после окончания внешнего 
кратковременного воздействия она с течением времени возвратится к 
исходному состоянию. 
Идеальным кратковременным воздействием является -функ-





















 – САУ нейтральна. 
Наиболее полно вопросы устойчивости исследованы Ляпуно-
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210 . 
Если x(t)=δ(t); то x(p)=1, тогда y(p)=W(p); 
)]([)()( 1 pWLtwty  . 
Теорема 
Для того чтобы линейная САУ была устойчива, необходимо и 
достаточно, чтобы все корни характеристического уравнения си-
стемы имели отрицательную вещественную часть, т.е. находились 
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где kp – корни уравнения 0)( pA , kkk jp   . 







, т.е. САУ устой-




Рис. 101. Иллюстрация к описанию устойчивой САУ 
 







, т.е. САУ не-




Рис. 102. Иллюстрация к описанию неустойчивой САУ 
 














Рис. 103. Иллюстрация к описанию нейтральной САУ 
 
Теорема 2 
Необходимым условием устойчивости является то, чтобы 
все коэффициенты характеристического уравнения были положи-
тельны. 
Доказательство 
Доказательство приведем для случая, когда все корни характе-
ристического уравнения действительны: kkp  .  
Дано: система устойчива и она имеет все корни характеристи-
ческого уравнения 0kp . 
Доказать, что коэффициенты положительны: ak>0.  










21 ))...()...()(()( . 
Если все 0kp , то все сомножители (p–pk) заведомо положи-
тельны, значит и коэффициенты 0ka , так как перемножение всех 
положительных сомножителей дает только положительные коэффи-
циенты. 
Таким образом, если система устойчива, то она точно имеет 
только положительные коэффициенты в характеристическом урав-
нении. Но из того, что она имеет в характеристическом уравнении 
только положительные коэффициенты, не следует, что она устойчи-
ва. Однако претендовать на устойчивость может только система с 
положительными коэффициентами в характеристическом уравнении. 
Таким образом, в общем случае для суждения об устойчивости нуж-
но найти корни характеристического уравнения и посмотреть знак их 
вещественной части. Поиск корней для систем выше третьего поряд-
ка в аналитическом виде затруднителен. Для суждения об устойчи-
вости систем без решения характеристического уравнения разрабо-
таны критерии устойчивости. 
Совокупность правил, позволяющих судить об устойчивости, 
без решения характеристического уравнения системы называется 
критериями устойчивости.  
Бывают алгебраические и частотные критерии устойчивости. 
Алгебраические критерии устойчивости. Критерий Рауса 


















Составляется таблица Рауса по следующим правилам (табл. 2): 
1-я строка – выписываются коэффициенты характеристическо-
го уравнения, начиная с первого через один. Вторая строка – остав-
шиеся коэффициенты. Третья и последующие строки определяются 











 1,11,2,   jiijiji CCC   – рекуррентная формула 
для 3i  и j1, где i –номер строки, а j – номер столбца. 
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Таблица 2. Таблица Рауса 
 
naC 11  212  naC  413  naC  . . . . . . 
 














3242241 CCC   . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
1n  1,1nC  0 0 0 
 
Общее число строк таблицы Рауса n+1. 
 
Формулировка критерия Рауса: 
Система устойчива, если все коэффициенты первого столбца 
таблицы Рауса положительны, т.е. ;011 С  ;021 C  ;031 С  
;01, iC  … .01, nC  
По этому критерию можно узнать число корней характеристи-
ческого уравнения, находящихся в правой полуплоскости. Это число 
характеризует степень неустойчивости системы. Число корней ха-
рактеристического уравнения находится в правой полуплоскости, 
равно числу переменных знаков в первом столбце таблицы Рауса. 
Пример: А(р)= 010432 234  pppp . 
 1 3 10 
 2 4 0 
3=1/2 3–4/2=1 10 0 
4=2 4–20=–16 0  
5=–1 10   
 
Система неустойчива, т.к. один отрицательный коэффициент в 




сти, равно 2, так как имеем две переменные знаков в первом столбце 
таблицы Рауса. 
Критерии Гурвица 




























Для этого по главной диагонали выписываются все коэффици-
енты характеристического уравнения, начиная со второго. Затем от 
главного диагонального элемента вниз выписываются коэффициенты 
по возрастанию степени n, а вверх – по убыванию степени n. 
Формулировка критерия Гурвица: 
Система устойчива, если все диагональные миноры определи-
теля Гурвица положительны, т.е.  










; 03  ; 0n . 
Отметим, что всегда 10  nn a . 







Система неустойчива. По критерию Гурвица можно опреде-
лить диапазон изменения какого-либо параметра, в котором система 











0432 234  kpppp . 
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Из решения последней системы неравенств получаем ответ: 
0<k<2. 
Число корней в правой полуплоскости по критерию Гурвица 
определить нельзя.  
Критерий Найквиста 
По этому критерию об устойчивости замкнутой системы судят 
по частотным характеристикам разомкнутой системы. Для оценки 
устойчивости системы по критерию Найквиста необходимо сделать 
следующее. 





























2) Оценить устойчивость разомкнутой системы, и если разо-
мкнутая система неустойчива, то найти число корней характеристи-
ческого уравнения 0)( pD , находящихся в правой полуплоскости 
m (например, критерий Рауса). 










jW p  . 
По нему оценить устойчивость по следующим правилам. 
Замкнутая САР устойчива, если при изменении частоты от 0 до 
бесконечности годограф разомкнутой системы охватывает точку  
(–1;0) в положительном направлении (против часовой стрелки) m/2 
раз, где m – число корней характеристического уравнения разомкну-
той системы, лежащих в правой полуплоскости. 
Например, при m=2 годограф устойчивой в разомкнутом со-
стоянии системы имеет вид, показанный на рис. 107. Годограф охва-
тывает в положительном направлении точку (-1;0) один раз (m/2=1). 
Система устойчива. Выражение «охватывает» можно пояснить сле-
дующим образом: если из точки (-1;0) построить вектор к линии го-
дографа, то он будет охватывать точку (-1;0) 1 раз, если угол его по-
ворота при изменении 0<ω<∞ будет равен 2π; и охватывать k-раз, 




Рис. 105. Иллюстрация к описанию критерия Найквиста 
 
В частном случае, если разомкнутая система устойчива, т.е. 
m=0, для устойчивости замкнутой системы годограф Wp(jω) может 
не охватывать точку (-1,0) вообще. 
Для практических применений удобно использовать несколько 








верхней полуплоскости в нижнюю (сверху вниз) при возрастании 
частоты называть положительным, а переход из нижней полуплос-
кости в верхнюю (снизу вверх) – отрицательным, то критерии Най-
квиста можно сформулировать следующим образом:  
Замкнутая САР будет устойчива, если при изменении часто-
ты от 0 до ∞ разность между числом положительных (сверху вниз) 
и числом отрицательных (снизу вверх) переходов годографом разо-
мкнутой системы отрезка действительной оси (-∞,-1) равна m/2, 
где m – число корней характеристического уравнения разомкнутой 
системы, лежащих в правой полуплоскости.  
В частном случае, когда m=0, замкнутая система устойчива, 
если указанная разность равна 0. Для астатических систем (для кото-
рых при ω→0, Wp(jω)→∞) годограф нужно дополнить дугой беско-
нечно большого радиуса, соединяющей точку годографа при ω=0 с 
точкой положительного участка действительной оси, причем соеди-
нение производить в положительном направлении (против часовой 
стрелки). 
Пример. Пусть m =2. Система в разомкнутом состоянии не-
устойчива (рис. 106). Годограф на участке (-∞, -1) имеет 2 положи-
тельных и 1 отрицательный переход, их разность 2-1=1=m/2, следо-




Рис. 106. Иллюстрация к описанию критерия Найквиста 
 
Критерий Найквиста для логарифмических характеристик.  
Запасы устойчивости 
Критерий устойчивости Найквиста может быть сформулирован 
применительно к логарифмическим характеристикам системы в 
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разомкнутом состоянии. Точками пересечения ω1, ω2, ω3, ω4 годо-
графа Wp(jω) с отрезком действительной оси (-∞; -1) (рис. 107) соот-
ветствуют точки, для которых  
0)(lg20)(   jWL p  
и 
( )




argW j ; ; ;...
Re





Тогда критерий устойчивости для логарифмических характе-
ристик может быть сформулирован следующим образом:  
Замкнутая САР устойчива, если на участке положительности 
ЛАЧХ разность между числом отрицательных и положительных 
переходов фазочастотной характеристики линии    равна 
m/2, где m – число корней характеристического уравнения разо-




Рис. 107. Иллюстрация к критерию Найквиста  
по логарифмическим характеристикам 
 
Если m=0, то система с характеристиками, показанными на 
рис. 108, устойчива. Отметим, что если ЛАЧХ L(ω)=0, то АЧХ 
-1 
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А(ω)=1, т.е. в момент перехода ЛАЧХ через ноль коэффициент уси-
ления системы становится меньше 1. Частота, при которой ЛАЧХ 
переходит через ось абсцисс, называется частотой среза. 
Для простых систем, устойчивых в разомкнутом состоянии, 
условие устойчивости их в замкнутой системе может быть сформу-
лировано проще: для того, чтобы замкнутая система была устойчива, 
необходимо, чтобы на частоте среза фазочастотная характеристика 
разомкнутой устойчивой системы была больше –π  )( . 
Например, рассмотрим характеристики, показанные на рис. 
108. Здесь на частоте среза ωср  )( ср , поэтому можно опреде-
лить запасы устойчивости по амплитуде и по фазе. Запас по фазе: 
)( ср  ; запас по амплитуде: )(1 крАА   и 
)(1 крLL  . Если годограф разомкнутой системы целиком 
находится внутри круга единичного радиуса, то система будет абсо-
лютно устойчивой (рис. 109). Если годограф проходит через точку  
(–1, 0), то система находится на границе устойчивости, т.е. ∆А=0; 
∆φ=0. 
 
Рис. 108. Иллюстрация к понятию «запасов устойчивости» 
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 , отсюда следу-





Рис. 109. Иллюстрация к понятию абсолютной устойчивости 
 
Следовательно граница устойчивости имеет место при совпа-
дении частоты среза с критической частотой. В системе возникают 
незатухающие колебания. Если крср   , то в системе будут иметь 
место колебания с возрастающей амплитудой.  
Среди частотных критериев также известен критерий Михай-
лова, который в данном пособии не рассматривается. Подробно о 
нем описано в [4]. 
23 УСТОЙЧИВОСТЬ СИСТЕМ С ЗАПАЗДЫВАНИЕМ 
Критерий Найквиста может быть распространен и для систем, 
описываемых иррациональными и трансцендентными функциями. 
Правда, только для систем, устойчивых в разомкнутом состоянии. 








– дробно-рациональная функция, 





Рис. 110. Структурная схема системы с запаздыванием 
 
Передаточная функция в разомкнутом состоянии: 
p
p epWpW
 )()( 1 . Соответственно ККП 
 jp ejWjW








  jp eAjW . 
Из анализа выражений видно, что для построения частотного 
годографа системы с запаздыванием нужно построить годограф си-
стемы без запаздывания и каждый вектор (каждую точку) этого годо-
графа повернуть в отрицательном направлении (по часовой стрелке) 
на угол ωτ (рис. 111). На рис. 111 пунктиром показан круг единично-
го радиуса. Заметим, что при ω→∞, ωτ→∞. Так как при большом ω, 
W1(jω) обычно мал, то годограф системы с запаздыванием закручи-
вается вокруг нуля (рис. 111), Wp(jω) – это система с запаздыванием, 
а W1(jω) – система без запаздывания. Здесь аналогично система будет 
устойчивой, если годограф не охватывает точку (-1,0). Очевидно, что 
при некотором значении τ≈τ0 годограф может пройти через точку  
(-1,0), т.е. система выйдет на границу устойчивости. При дальнейшем 
увеличении τ годограф охватит точку (-1,0) и система тем более ста-
нет неустойчивой. 
 
Рис. 111. Влияние запаздывания на годограф разомкнутой системы 
 
Если еще увеличивать τ, то это может привести к тому, что го-
дограф, деформируясь, снова не будет охватывать точку (-1,0) и си-
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стема вновь станет устойчивой. Дальнейшее увеличение τ может 
опять привести к неустойчивости, т.е. в зависимости от частотных 
свойств при изменении τ система может несколько раз терять и при-
обретать устойчивость. Определим условия возникновения неустой-
чивости. Эти условия определяются равенством:  
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где ωср – частота среза, здесь А1(ω) и φ(ω) – АЧХ и ФЧХ систем без 
















, где k=0;1;2… 
Из первого выражения определяем частоту среза, из второго 










Гарантированная устойчивость имеет место при m=0. Если 
0  , то система устойчива, если 0  , то система неустойчива;  
если ∆φ – запас устойчивости по фазе системы без запаздыва-










Заметим, что если годограф W1(jω) системы без запаздывания 
целиком лежит внутри единичной окружности, то система устойчива 
при любом значении τ. Как уже отмечалось, в системе может быть 
несколько значений τm, при которых система находится на границе 
устойчивости. В простейшем случае τ выбирают минимальной. 
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1( ) arctg( )T    ;
2
1( ) arctg 1ср K    . 



















, при τ ≥ τ0 замкнутая система 
будет неустойчивой, а при τ < τ0 – устойчивой. 
Сравнение критериев устойчивости. 
Критерий Гурвица целесообразно применять, когда характери-
стическое уравнение n ≤ 4. 
Критерий Рауса – при n > 4 он дает быстрый ответ при числен-
но заданных коэффициентах. 
Критерий Найквиста – для сложных систем, этот критерий яв-
ляется единственно приемлемым, когда часть или все характеристи-
ки отдельных звеньев заданы экспериментально. Применим при ана-
лизе систем, описанных трансцендентными и иррациональными 
функциями, систем с запаздыванием. 
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24 ВЛИЯНИЕ ПАРАМЕТРОВ СИСТЕМЫ  
НА ЕЕ УСТОЙЧИВОСТЬ 
Рассмотренные критерии дают возможность сделать заключе-
ние об устойчивости системы. С помощью этих критериев можно 
проследить влияние некоторых параметров на устойчивость систе-
мы – в частности определить предельные значения коэффициента 
усиления или времени запаздывания. Для исследования влияния раз-
личных параметров на ее устойчивость разработаны специальные 
методы. Существует 2 основных метода: метод корневого годографа 
и метод D-разбиений. Рассмотрим наиболее распространенный из 
этих методов – метод D-разбиения. 
Метод D-разбиения 










Это уравнение имеет набор корней pk = αk ± jωk. При заданном 
значении коэффициентов уравнения в общем случае оно имеет m 
корней в правой полуплоскости и (n-m) корней в левой полуплоско-
сти. При изменении коэффициентов уравнения корни его перемеща-
ются в комплексной плоскости. При некотором значении коэффици-
ентов один из корней может попасть в начало координат или пара 
корней попадет на мнимую ось, т.е. αk=0 корни, в общем виде, будут 
иметь вид: kk jp  . 
Рассмотрим более подробно случай, когда n=3, т.е. характери-




3  apapappA . 
Каждой совокупности ai в трехмерном пространстве коэффи-
циентов соответствует единственная точка. Каждой совокупности 
коэффициентов характеристического уравнения (рис. 113, а) соответ-
ствует определенное расположение корней уравнения в комплексной 
плоскости корней (рис. 113, б). Например, точке М в пространстве 
коэффициентов соответствуют точки  m1, m2, m3 в комплексной плос-
кости корней; точке N – корни n1, n2, n3. 
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(а)                           (б) 
 
Рис. 113. Иллюстрация к понятию D-разбиения: 
а) точки пространства коэффициентов, б) точки комплексной плоскости 
корней 
D-разбиением называется разбиение пространства коэффи-
циентов характеристического уравнения на области с различным 
значением числа корней в правой полуплоскости. 
Для уравнения третьей степени можно наметить в простран-
стве коэффициентов 4 области: D(3), D(2), D(1), D(0). Последняя об-
ласть является областью устойчивости. 
Переход через границу D-разбиения соответствует переходу 
корней уравнения через мнимую ось, поэтому уравнение границы  
D-разбиения получается из характеристического уравнения А(р)=0 
заменой р на jω. По полученному в параметрической форме уравне-
нию можно построить границу области D-разбиения, задаваясь зна-
чением ω от -∞ до +∞. Аналогичным способом можно построить об-
ласти D-разбиения в пространстве не коэффициентов уравнения, а 
параметров системы, от которых зависят коэффициенты, например 
постоянных времени Тi или коэффициентов усиления Ki отдельных 
звеньев. 
D-разбиение по двум параметрам 
Во многих случаях необходимо выяснить влияние на устойчи-
вость двух параметров системы. В этом случае характеристическому 
уравнению придают вид:  




где G(p), Q(p), R(p) – полиномы от p; 
τ и γ – параметры системы, по которым проводится исследова-
ние устойчивости. 
Граница D-разбиения в плоскости параметров τ и γ определит-
ся уравнением: 0)()()(   jRjQjG . 
Обозначим: 
)()()( 21  jGGjG  , 
)()()( 21  jQQjQ  , 
)()()( 21  jRRjR  . 
Тогда исходное уравнение можно разбить на два уравнения, 
приравняв действительную и мнимую части к 0.  
1 1 1
2 2 2
( ) ( ) ( ) 0  (1)
( ) ( ) ( ) 0 (2)
G Q R ,                       
                   
G Q R .                       
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






































При ∆≠0 для каждого значения ω можно определить τ и γ и, та-
ким образом, в плоскости τ и γ построить границу D-разбиения при  
–∞<ω<∞. 
В общем случае уравнения (1) и (2) для фиксированной 
частоты ω в плоскости τ и γ представляют собой прямые (1) и (2), 
точка пересечения которых принадлежит к искомой границе  
D-разбиения (рис. 114). 
Рассмотренное решение имеет особые случаи при некоторых 
значениях частоты. 
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1) ∆=0; ∆τ≠0; ∆γ≠0. В этом случае прямые, изображающие 
уравнения (1) и (2) в плоскости τ и γ, параллельны, т.е. пересекаются 








Рис. 115. Иллюстрация к понятию D-разбиения по двум параметрам 
 
2) Δ=0; Δτ=0 или Δγ=0, или Δτ=Δγ=0. В этом случае уравнения 
(1) и (2) становятся эквивалентными, т.е. изображающие их прямые в 
плоскости τ, γ сливаются в одну. Границе D-разбиения при таком 
значении частоты соответствует прямая, а не точка (рис. 116). 
Эта прямая называется особой прямой, т.е. прямая, получаю-
щаяся в плоскости D-разбиения на частоте, при которой все опре-
делители Δ, Δ1, Δ2 равны 0. В большинстве практических задач осо-




















Отметим, что Δ, Δ1, Δ2– нечетная функция ω, следовательно 
функции τ(ω) и γ(ω) – четные функции ω. Поэтому границы  




Рис. 116. Иллюстрация к понятию D-разбиения по двум параметрам 
 
Правила штриховки границы D-разбиения 
1. Граница D-разбиения штрихуется дважды с одной и той же 
стороны и слева – при обходе по возрастанию ω от 0 до ∞, если глав-
ный определитель Δ>0, а справа, если главный определитель Δ<0. 
Границы D-разбиения для положительных и отрицательных 
значений ω совпадают [τ(ω); γ(ω) – четные функции], поэтому она 
штрихуется дважды с одной и той же стороны. Текущая точка по 
границе D-разбиения пробегает дважды при –∞<ω<0 и 0<ω<∞, при 
этом знак Δ меняется.  
2. Штриховка особых прямых, получающихся при ω=0 и ω=∞, 
одинарная и производится так, чтобы вблизи точки сопряжения пря-
мой и кривой D-разбиения заштрихованные и незаштрихованные 
стороны прямой и кривой были направлены друг к другу и далее 
вдоль прямой направление штриховки не менялось (рис. 117). 
3. Штриховка особых прямых, получающихся при ω=ω1 (ω1≠0 
и ω1≠∞), производится следующим образом: 
а) если при ω=ω1 главный определитель ∆, проходя через 
ноль, меняет знак, то штриховка особой прямой двойная и произво-
дится по рассмотренному выше правилу штриховки особых прямых 













Рис. 117. Иллюстрация к правилам штриховки границы D-разбиения 
 
б) если при ω=ω1, ∆, проходя через ноль, не меняет знак, то 
особая прямая не штрихуется вообще и выбрасывается из рассмотре-
ния (рис. 118, б). 
 
 
(а)                                                        (б)  
 
Рис. 118. Иллюстрация к штриховке особых прямых: 
а) штрихуется двойной штриховкой, б) не штрихуется и не рассматривается 
 
При построении границы D-разбиения по двум параметрам 
следует правильно ориентировать оси. Для приведенной выше си-
стемы уравнений τ нужно откладывать по оси абсцисс, а γ – по оси 
ординат, т.е. необходимо всегда первый параметр в уравнениях (1) и 
(2) откладывать по оси абсцисс, а второй – по оси ординат. В про-
тивном случае изменяется ориентация штриховки относительно пра-
вой и левой сторон. Если ∆≡0, то границей D-разбиения являются 
только особые прямые. Оси координат, как правило, всегда являются 
особыми прямыми.  
После построения границы D-разбиения и нанесения на них 
штриховки производится разметка областей. Для этого находят чис-
ло корней m в правой полуплоскости для некоторых значений τ и γ, 
τ τ 
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для которых это сделать легко. Затем по границе D-разбиений произ-
водят разметку других областей по следующему правилу. Если при 
изменении значений τ и γ текущая точка переходит с гладкой сторо-
ны на заштрихованную и пересекает двойную штриховку, то число 
корней в правой полуплоскости уменьшается на 2, если одинарную 
штриховку, то число корней в правой полуплоскости уменьшается на 
1. И наоборот, если текущая точка пересекает границу D-разбиения с 
заштрихованной стороны на гладкую, то число корней характеристи-
ческого уравнения, находящихся в правой полуплоскости, увеличи-
вается на 2 при пересечении двойной штриховки; и на 1 – при пере-
сечении одинарной штриховки. Таким образом, находят области 
устойчивости D(0), если они есть, т.е. значения τ и γ, при которых 
m=0.  
Например, если известно, что в некоторой области τ и γ харак-
теристическому уравнению соответствует m корней в правой полу-
плоскости D(m), то в других областях число корней характеристиче-




Рис. 119. Иллюстрация к правилу разметки областей D-разбиения 
 
Если в плоскости корней штриховать мнимую ось слева, то в 
плоскости τ и γ граница D-разбиения должна штриховаться также 
слева по обходу при изменении ω от -∞ до +∞. Если какому-либо па-
раметру τ и γ соответствует уравнение, имеющее m корней в правой 
полуплоскости, то такое же число корней в правой полуплоскости 
имеет уравнение, соответствующее любым другим значениям τ и γ, к 
которым можно перейти, не пересекая границы D-разбиения. Таким 
образом, для того, чтобы знать распределение корней относительно 
мнимой оси при любых значениях τ и γ, достаточно знать распреде-
ление корней при одном значении τ и γ. 
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Пример. Построить границу D-разбиения по параметрам a и b 
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При ω=0 имеем особые прямые, уравнения которых имеют вид 
a=0; b=0. Эти уравнения получаются путем подстановки частоты, 
обращающей в ноль главный определитель, в исходные уравнения 
для действительной и мнимой частей. 
 
 
Рис. 120. Иллюстрация к построению D-разбиения 
 
Исследуем устойчивость системы при a=1,b=1.  
2102)( 234  pppppA . 





ω a b 
0 0 0 
1 2 4,5 
10  20 0 
10 200 -4500 
-∞ ∞ -∞ 
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Таблица 3. Таблица по критерию Рауса 
 1 10 2 
 2 1 0 
1/2 19/2 2 0 
4/19 11/19 0 0 
361/22 2 0 0 
 
При выбранных значениях a и b система устойчива, так как все 
коэффициенты первого столбца таблицы Рауса положительны. Си-
стема будет также устойчива при всех других значениях a и b, к ко-
торым можно перейти, не пересекая границы D-разбиения. 
Структурная устойчивость 
Устойчивость системы зависит не только от величины тех или 
иных параметров, но и от ее структуры. 
Система называется структурно-неустойчивой, если её нельзя 
сделать устойчивой, меняя в любых пределах значения всех пара-
метров. Устойчивость такой системы можно обеспечить только пу-
тем изменения её структуры. 
Система называется структурно-устойчивой, если её устойчи-
вость можно обеспечить выбором параметров. 
В некоторых случаях по виду структурной схемы можно опре-
делить имеет ли она в своих параметрах область устойчивости. 












)(  , или 
одного интегрирующего и одного неустойчивого инерционного звена 
в одном контуре достаточно, чтобы система была структурно-
неустойчивой. В теории автоматического управления разработаны 
условия структурной устойчивости систем, которые, однако, доста-
точно сложны для запоминания и могут быть найдены в справочни-
ках по теории автоматического управления. 
25 КАЧЕСТВО ПРОЦЕССОВ УПРАВЛЕНИЯ  
(КАЧЕСТВО САУ) 
Устойчивость САУ является важным, но не единственным усло-
вием применимости САУ для решения конкретных технических задач. 
Очевидно, что устойчивая система при отработке различных воздей-
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ствий может быть недостаточно точной или недостаточно быстро-
действующей, недостаточно плавной и т.д. 
Комплекс критериев, характеризующих САУ при отработке 
различных воздействий, объединяется понятием качества управле-
ния (или качества САУ). 
Качество САУ оценивают по характеру переходного процесса, 
возникающего на выходе системы при отработке возбуждающего воз-
действия. Всякий процесс на выходе системы состоит из вынужденной 
и свободной составляющих. При этом свободная составляющая харак-
теризуется переходной функцией системы (т.е. её реакцией на еди-
ничный скачок), что соответствует режиму включения системы. 
Вынужденная составляющая – это изменение выходного сигна-
ла во времени в установившемся режиме. Установившийся режим – 
это состояние системы после окончания переходного процесса. Уста-
новившийся режим определяется характером изменения во времени 
задающего воздействия и определяет выполнение цели регулирования. 
Если задающее воздействие постоянно )(1)( 0 txtx  , то для си-
стемы с единичной обратной связью выходной процесс может быть 





б)                                                        в) 
Рис. 121. Виды переходных процессов: 
а) монотонный процесс, б) колебательный процесс без перерегулирования,  
в) колебательный процесс с перерегулированием 
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Во всех случаях вынужденная составляющая выходного сигна-
ла устyty )( . Если на вход системы подключается, например, ли-
нейно-изменяющийся сигнал 01)( atKtx  , то выходной сигнал 
может иметь вид, показанный на рис. 122. Здесь вынужденная со-




Рис. 122. Выходной сигнал при линейно-изменяющемся входном сигнале 
 
В общем случае при любом входном сигнале качество процес-
са управления характеризуется следующими показателями каче-
ства: 
1. Погрешность системы (установившееся рассогласование). 




 , где )()()( tytxt   – текущее 
рассогласование системы. Таким образом, погрешность системы 
равна рассогласованию в установившемся режиме. Вспомним теоре-
мы о предельных значениях для изображений Лапласа. 










Тогда для погрешности замкнутой системы регулирования 






 , где 












Если ε=0 – система астатическая, а если ε≠0 – система статиче-
ская. 
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2. Время регулирования tp (время затухания переходного про-
цесса) – это время, в течение которого разность между текущим и 
установившимся значениями рассогласования становится меньше 
наперед заданной величины (рис. 121): 
 )(t .  устyth )( . 
Обычно переходной процесс считают законченным, если 
Δ=±5% от установившегося значения. 
3. Максимальное перерегулирование εм равно максимальному 
выбросу выходного сигнала над величиной установившегося режи-
ма. Обычно перерегулирование выражают в относительных едини-
цах 
0y
м  , где y0 – базовое значение, определяемое установив-









Допустимое значение перерегулирования для САР, полученное 
на основании опыта эксплуатации, составляет 10-30%, в ряде случаев 
допускается перерегулирование 70%. В некоторых случаях, напри-
мер во взрывоопасных средах, требуется, чтобы переходный процесс 
протекал без перерегулирования, т.е. был монотонным. 
4. Время максимального перерегулирования tm – это время, при 
котором имеет место максимальное перерегулирование. 














N  . 
Показатели качества 3, 4, 5, 6 характеризуют плавность проте-
кания переходных процессов. Таким образом, все показатели каче-
ства САУ полностью характеризуются переходной функцией систе-
мы. Поэтому для анализа качества управления системы необходимо 
найти её переходную функцию. 
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26 МЕТОДЫ АНАЛИЗА КАЧЕСТВА ПРОЦЕССОВ 
УПРАВЛЕНИЯ. ПРЯМЫЕ МЕТОДЫ АНАЛИЗА 
Оценка качества процесса управления сводится к определению 
перечисленных показателей качества управления. Различают прямые 
и косвенные методы анализа качества управления.  
Прямые методы – это методы, позволяющие непосредственно 
осуществить построение переходного процесса и по нему определить 
показатели качества управления. 
Косвенные методы – это методы, позволяющие определить 
показатели качества управления без непосредственного построения 
переходного процесса. 
Прямые методы анализа качества САУ 
1. Классический метод – решение дифференциальных уравне-
ний, описывающих САУ. Процесс на выходе линейной системы опи-




















Здесь входной сигнал x(t) – известен. 
Для решения дифференциального уравнения нужно знать 
начальные условия, которые, как правило, задаются в виде конкрет-
ных значений для искомой функции и ее производных при t=0: y=μ;  
2 1 1
1 2 1 12 1 1
; ; ; ;
n m
n mn m
dy dy dy dx
... x ...
dt dt dt dt
 
  
       . 
Решение этого дифференциального уравнения даст искомый 
выходной сигнал в виде: 
),(...)( 21 21 tyeCeCeCty вых
tp
n
tptp n   








0 , Сk – по-
стоянные определяемые начальными условиями, yвых(t) – вынужден-
ная составляющая выходного сигнала, определяемая видом входного 
сигнала. 
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Таким образом, при решении дифференциального уравнения 
определяется как вынужденная, так и свободная составляющая вы-
ходного сигнала. Методы решения таких уравнений рассмотрены в 
курсе высшей математики. Здесь могут применяться: 
 аналитические методы при n ≤ 3 (они требуют значения 
корней характеристического уравнения); 
 решение на ПК численными методами для n – любого, в 
том числе >100. 
Отметим, что возможность применения ПК для решения таких 
уравнений обеспечивает большую эффективность классического метода 
анализа качества САУ, т.к. современное программное обеспечение 
включает в себя стандартные математические программы, позволяющие 
легко решать указанные уравнения практически для любых значений n. 
2. Операторный метод. Данный метод основан на обратном 
преобразовании Лапласа исходного дифференциального уравнения, 
либо на использовании передаточной функции. Метод удобен при 
нулевых начальных условиях. Изображение Лапласа дифференци-













































1 )( . 
В общем случае, когда уравнение 0)(1 pA  имеет крат- 





































Здесь от скобки берется производная порядка (mk – 1) по пара-
метру р. Если уравнение A1(p)=0 не имеет кратных корней, т.е. mk=1, 



































Последнее равенство доказывается в высшей математике. При-
веденные выражения позволяют определить выходной сигнал по пе-
редаточной функции системы и входному сигналу. При этом опреде-
ляется и вынужденная и свободная составляющие выходного сигна-
ла. Еще раз отметим, что приведенные выражения справедливы 
только для нулевых начальных условий. При ненулевых условиях 
все значительно сложнее. 
3. Частотный метод. Основан на обратном преобразовании 
Фурье. Если известен комплексный коэффициент передачи системы 






















где Re(ω) – действительная часть ККП. В тех случаях, когда анали-
тическое вычисление интегралов затруднено, а также когда веще-
ственная частотная характеристика задана графиком или таблицей, 
то прибегают к графическому вычислению переходных функций 
(метод трапеций), разработанному Солодовниковым В.В. 
27 КОСВЕННЫЕ МЕТОДЫ ИССЛЕДОВАНИЯ  
КАЧЕСТВА САУ 
Эти методы позволяют определить показатели качества без по-
строения переходного процесса. 
1. Оценка вида переходного процесса по вещественной ча-
стотной характеристике (ВЧХ) 
Пусть ВЧХ замкнутой системы имеет вид, показанный на рис. 
123. Интервал частот, при котором R(ω)≥0, называется интервалом 
положительности 0≤ω≤ωп. Интервал частот, при котором )(R  
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меньше наперед заданной положительной величины, называется ин-
тервалом несущественных частот. Влиянием этой части ВЧХ можно 
пренебречь. Кроме того, если при ω>ωп )0(2,0)( RR  , то при 
оценке качества переходного процесса можно принимать во внима-




Рис. 123. Пример ВЧХ  
 
Правила оценки переходного процесса по ВЧХ 
1. Установившееся значение выходного сигнала при подаче на 
вход единичного скачка равно начальному значению ВЧХ –R(0). 
)0()( Rh  . 
2. Если ВЧХ является непрерывной положительной и убываю-
щей функцией, то величина перерегулирования не превышает 18% 




Рис. 124. Соответствие между ВЧХ и переходной функцией 
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 представляет из себя отрицатель-
ную, убывающую по модулю непрерывную функцию ω, R(∞)=0, то 
переходный процесс будет монотонным (кривая 1, рис. 124). 
4. Если R(ω)>R(0), то переходный процесс не монотонный. 












6. Склонность системы к колебаниям тем больше, чем выше 
пик у ВЧХ. В частности этот пик уходит в бесконечность (кривая 1, 
рис. 125), если система находится на границе колебательной устой-
чивости, что соответствует наличию пары чисто мнимых корней в 
характеристическом уравнении. При наличии одного нулевого корня 
в бесконечность уходит начальное значение ординаты ВЧХ (кривая 




Рис. 125. Виды ВЧХ 
 
Склонность системы к колебаниям характеризуют численно 










Чем больше показатель M, тем более склонна система к колебаниям. 
На основании этих правил можно грубо оценить качество регулиро-
вания системы.  
2.Оценка качества замкнутых САУ по логарифмическим ча-
стотным характеристикам разомкнутых САУ 
116 
Метод позволяет оценить качество замкнутых САУ по ЛАЧХ 
разомкнутых САУ. Исследование качества минимально-фазовых си-
стем, которые в разомкнутом состоянии могут быть представлены 
последовательным соединением типовых звеньев, целесообразно 
проводить по логарифмическим частотным характеристикам. 
Напомним, что ФЧХ минимально-фазовых систем однозначно связа-
на с ЛАЧХ, а асимптотическая ЛАЧХ состоит из отрезков, наклон 
которых кратен 20 дБ/дек. 
Метод подходит для систем, передаточную функцию которых 









W p ) ,




 где l=1;2; r=1;2. 




Рис. 126. Типичная ЛАЧХ разомкнутой системы  
 
Здесь в скобках показаны наклоны участков ЛАЧХ, соответ-
ствующие l=2; r=2. Создан набор номограмм, которые связывают 
конкретные значения параметров типичной ЛАЧХ μ1, ω1, ω2, ωср с 
параметрами соответствующей ей переходной функции. Эти номо-
граммы приводятся, как правило, в справочниках и учебниках по 
АРУ. Номограммы позволяют упростить исследование качества си-
стем управления, т.к. они дают возможность определить многие по-
казатели качества регулирования без построения переходного про-
цесса. Номограммы построены в предположении, что система имеет 
одно интегрирующее звено, поэтому наклон ЛАЧХ в низкочастотной 
области составляет -20дБ/дек. Однако эти номограммы можно при-
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менить и к статическим системам, т.к. параметры переходного про-
цесса определяются видом АЧХ разомкнутой системы в области ча-
стоты среза. При применении этих номограмм для анализа статиче-
ских систем параметры переходного процесса будут несколько за-
вышены. Номограммы построены в относительных величинах, по-
этому могут применяться для любого диапазона частот. В качестве 





, где ωm – резонансная частота АЧХ замкнутой системы; 





, где ωk– частота колебаний в переходном процессе; 
cpmt  , где tm – время максимального перерегулирования; 
cppt  , где tp – время регулирования (затухания переходного 
процесса). 
Всего имеется 17 номограмм, которые различаются значения-
ми отношения ω3/ωср и величинами наклона характеристик на двух 
участках: ω1<ω<ω2 и ω>ω3. Определение параметров переходного 
процесса производится в следующем порядке: 
1. Определяется номограмма по наклонам участков ЛАЧХ при 
ω1<ω<ω2 и ω>ω3, а также по значению ω3/ωср. 
2. Определяется величина μ1, ω1/ωср, ω3/ωср для выбора типа 
номограммы и графика из данного семейства. 
3. Определяются параметры переходного процесса в функции 
ω1/ωср. 
Отметим, что существуют точно такие же номограммы для 
определения параметров АЧХ замкнутой системы по типовой ЛАЧХ 
разомкнутой системы. Они, как правило, рисуются совместно с но-
мограммами для определения качества переходного процесса. 
Отметим, что если в системе нет звеньев, подходящих под ти-
повое выражение для l=2; r=2, а есть звенья с достаточно близкими 
постоянными времени, то эти постоянные времени усредняются по 
формуле 
21TTT   и точную функцию системы подводят к типич-
ному виду. Например, если в передаточной функции имеется произ-
ведение
2
21 )1()1)(1(  TppTpT . 
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3. Интегральные оценки качества 
Основаны на вычислении площади, заключенной между осью 
абсцисс и кривой текущего рассогласования системы. Для систем с 
единичной обратной связью ).()()( tytxt  График текущего рассо-




Рис. 127. Текущее рассогласование системы  
для колебательных процессов 
 
Очевидно, что чем меньше площадь, ограниченная осью вре-
мени и кривой текущего рассогласования системы, тем выше каче-
ство переходного процесса. Различают два вида интегральных оце-
нок – линейную и квадратичную. 





)()()( dttytxdttS  . 
Вычисление этого интеграла не требует знания выходного сиг-
нала y(t). Его можно вычислить, используя изображение Лапласа. 




)()( dtetp pt , можно записать: 
        






































)(  . 
Очевидно, что линейная интегральная оценка пригодна только 
для оценки монотонных переходных процессов (рис. 128), т.к. для 
колебательных процессов площади, расположенные выше и ниже 




Рис. 128. Текущее рассогласование системы для монотонных процессов 
 
От этого недостатка свободна квадратичная интегральная 
оценка. 
б) Квадратичная интегральная оценка. 
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 djdttS ,  
где )(  j  – амплитудный спектр рассогласования системы. В боль-





































– это дробно-рациональная функция. По теореме Релея интегралы от 


















Эти интегралы вычислены впервые в функции коэффициентов 
kk cd , для n≤10 и m=n–1. В справочниках по математике и книгах по 
АРУ существуют таблицы этих интегралов.  
Интегральные оценки качества можно использовать не только 
для анализа, но и для синтеза систем управления. 
Пример. 








pW  и вычислить значе-
















p . По таблице, при-
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Решение системы дает оптимальные значения коэффициентов 
А и В, минимизирующие интегральную оценку качества. Таким обра-
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зом, этот метод пригоден не только для анализа, но и для синтеза си-
стем управления. 
Недостатки интегральных оценок состоят в том, что они не ха-
рактеризуют плавность протекания процессов и не позволяют вы-
числить конкретные значения kp Nt ,,,  . Достоинством является то, 
что эта оценка может использоваться для оптимизации САУ. 
28 ОШИБКИ ВЫНУЖДЕННЫХ РЕЖИМОВ.  
ДИНАМИЧЕСКИЕ ОШИБКИ 
Вынужденный режим – это выходной сигнал систем, когда 
свободная составляющая затухнет. Вынужденный режим обеспечи-
вает выполнение цели управления. Как правило, вынужденный ре-
жим отличается от требуемого режима, соответствующего цели 
управления. Поэтому важно рассмотреть погрешности вынужденных 
режимов. Вынужденный режим определяется характером задающего 
воздействия и не зависит от начальных условий. 
В принципе ошибку установившегося режима можно опреде-
лять как разность между требуемым режимом, соответствующим за-
данной цели управления, и вынужденной составляющей выходного 
сигнала, определяемого из решения уравнений, описывающих САУ, 
)()()( tytyt этвв  . Однако более удобно анализировать вынуж-
денный режим по методу коэффициентов ошибок. 
Метод коэффициентов ошибки 
Определим передаточную функцию системы по ошибке. Рас-




Рис. 129. Система в каноническом виде 
 




























































Следовательно, в общем виде передаточная функция по ошиб-

























 получается в результате алгебраического 
деления двух полиномов. Умножая правую и левую части равенства 
на знаменатель дроби и приравнивая коэффициенты при равных сте-
пенях р, получаем систему уравнений для коэффициентов Сk. 








































































причем при k>m gk=0; при r>n ar=0.  




















)()()()(  , то по коэффициен-

















Первое слагаемое 0C x  – называется статической ошибкой, или 
статизмом системы. Второе слагаемое определяет ошибку по ско-
рости, третье слагаемое – ошибку по ускорению. Все составляющие 
ошибки, кроме статизма, объединяются понятием динамические 
ошибки. Ошибки вынужденных режимов при отработке переменных 
во времени воздействий называют динамическими ошибками.  
Пример. 
Определить погрешность вынужденного режима системы (рис. 












)( .  
Входной сигнал системы: 




Рис. 130. Иллюстрация к примеру определения погрешности  
вынужденного режима системы 
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Находим производные  
2
( ) (2 ) ( ) 1
рад рад
x' t t ; x'' t
с с
    . 
Погрешность вынужденного режима определится:  
)(01,0019,0)()(')()( ''1210 радttxCtxCtxCt  . 
Вынужденный режим системы определится: 
)(5,001,2981,19)()()( 2 радttttxtу   . 
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Отметим, что число коэффициентов, необходимых для реше-
ния задачи, определяется порядком входного сигнала. В нашем слу-
чае   0 tx . 
Порядок астатизма систем автоматического управления 
















Точность установившегося движения системы определяется 
коэффициентами ошибки. Это положено в основу классификации 
систем по точности. Основным признаком точности системы являет-
ся порядок астатизма. 
Порядок астатизма системы равен номеру первого не равного 
нулю коэффициента ошибки. Для системы с нулевым порядком аста-
тизма С0≠0. Для системы с первым порядком астатизма С0=0; С1≠0… 
Для системы с γ-порядком астатизма С0=0; С1=0… Сγ≠0. 



















 , тогда 













где )()()( pGpBpA   – характеристический полином замкнутой 
системы; G(p) – характеристический полином разомкнутой системы. 
Если в разомкнутой системе есть интегрирующие звенья, то в её пе-








m pgpggppG   

,  
где γ – порядок астатизма системы, т.е. порядок астатизма системы 
определяется числом интегрирующих звеньев в ней. 
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Действительно, если γ=0, то 
m
m pgpggpG  ...)( 10 , т.е. 






C  ≠0, 
т.к. g0≠0. Система с нулевым порядком астатизма называется стати-
ческой. 
Из общего выражения для ошибки видно, что в статической 
системе вынужденная погрешность при отработке постоянного воз-
действия 0( ) constx t x   пропорциональна величине этого воздей-






































Таким образом, в статической системе погрешность вынуж-
денного режима обратно пропорциональна коэффициенту усиления 
системы. Для повышения точности системы нужно увеличивать её 
коэффициент усиления. 
Вынужденная погрешность системы с астатизмом первого по-
рядка при отработке постоянного воздействия равна нулю, а при от-
работке линейно-изменяющего воздействия tAAtx 10)(   постоян-
на и пропорциональна скорости изменения этого воздействия 
11АСв  . Аналогично вынужденная погрешность системы с аста-
тизмом порядка γ при отработке воздействия, выражаемого в виде 
полинома 

 tAtAAtx  ...)( 10 , постоянна и пропорциональна 
значению Aγ,  АСв  .  
Таким образом, чем выше порядок астатизма системы, тем 
точнее система. Однако заметим, что реализация замкнутых систем с 
высоким порядком астатизма достаточно затруднительна, т.к. САР, 
содержащая больше двух интегрирующих звеньев в одном контуре, 
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структурно неустойчива и не может быть реализована без специаль-
ных корректирующих устройств. 
29 КОРРЕКЦИЯ САУ 
Как правило, САУ строится из стандартных элементов, имею-
щихся в распоряжении разработчика. Часто бывает так, что постро-
енная по тривиальной схеме система не удовлетворяет заданным 
критериям качества регулирования или требуемым запасам устойчи-
вости. Поэтому требуемого качества регулирования часто можно до-
стичь путем коррекции САУ.  
Под коррекцией САУ понимается выбор и расчет параметров 
специальных корректирующих устройств, обеспечивающих задан-
ные статические и динамические характеристики САУ. 
Коррекция относится к области синтеза САУ, т.к. при ее расче-
те нужно выяснить, какие дополнительные звенья должны быть вве-
дены в систему для обеспечения заданных характеристик. В некото-
рых случаях система без корректирующих звеньев вообще не может 
работать, т.к. является структурно-неустойчивой. 
30 ВИДЫ КОРРЕКЦИИ 
1. Последовательная коррекция – корректирующие устройства 
включаются последовательно в тракт прямой передачи  




Рис. 131. Схема последовательной коррекции 
 
Для передаточной функции WPск(p) скорректированной разо-
мкнутой системы можно записать )()()( pWpWpW kскP  , здесь W(p) – 
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передаточная функция нескорректированной разомкнутой системы; 











2. Параллельная коррекция – корректирующие устройства 
включаются в цепь местной обратной связи, охватывающей одно или 











 , здесь W1, 
W2 – передаточные функции частей системы, не охваченных и охва-




Рис. 132. Схема параллельной коррекции 
 
3. Коррекция по возмущению – корректирующее устройство 
включается в прямую связь, по которой входной сигнал вводится в 




Рис. 133. Схема коррекции по возмущению 
 
Путем преобразования структурной схемы для передаточной 













Первый шаг такого преобразования – перенос узла разветвле-
ния через суммирующий узел по стрелке (рис. 133). 
Такая коррекция не влияет на свободные колебания и устойчи-
вость замкнутой системы. Она уменьшает динамические ошибки си-













Отсюда следует, что, выбрав передаточную функцию коррек-





pWk  , можно полностью 
устранить динамическую ошибку независимо от вида входного воз-
действия. Однако для большинства САУ применение этого метода 
затруднено в связи с трудностью реализации передаточной функции 
Wk(p). Приведенные виды коррекции не исключают друг друга – 
возможны их комбинации.  
31 МЕТОДЫ СИНТЕЗА  
КОРРЕКТИРУЮЩИХ УСТРОЙСТВ 
Наиболее распространены следующие: 
1. Аналитические методы. Для них по известной желаемой пе-
редаточной функции аналитически определяется передаточная 
функция корректирующего звена. Например, если известна переда-
точная функция скорректированной разомкнутой системы WРck(p), 
которая обеспечит заданное качество регулирования, то передаточ-






W Рckk  . Аналогично можно определить пе-
редаточную функцию корректирующего звена при параллельной 
коррекции. Если передаточная функция скорректированной системы 
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неизвестна, то находится аналитическое выражение, связывающее 
показатели качества системы с параметрами корректирующего 
устройства и ищутся значения параметров, соответствующих задан-
ному качеству регулирования. К этому методу относится, например, 
синтез корректирующих устройств по интегральным критериям ка-
чества. 
2. Графоаналитические методы. Эти методы наиболее распро-
странены, они основаны на построении логарифмических характери-
стик разомкнутой системы. При этом широко используются косвен-
ные оценки качества переходного процесса непосредственно по 
ЛАЧХ. При синтезе корректирующего устройства одна из основных 
задач сводится к формированию желаемой ЛАЧХ, т.е. ЛАЧХ скор-
ректированной системы. В общем случае желаемая ЛАЧХ строится 
из условия обеспечения требуемого качества управления и требуе-
мых запасов устойчивости. В этом плане существуют некоторые об-
щие рекомбинации для построения желаемых ЛАЧХ: 
а) ЛАЧХ нескорректированной системы и желаемая ЛАЧХ 
должны совпадать друг с другом в возможно более широком диапа-
зоне частот. В противном случае реализация корректирующих 
устройств усложняется. 




20  (где γ – порядок астатизма системы). Низко-
частотная асимптота при частоте ω=1 имеет ординату 20 lgK,  
где K – коэффициент усиления всей системы. 
в) При частоте среза ωс, т.е. когда 0)(lg20 cpW  , наклон 
желаемой ЛАЧХ целесообразно выбрать 
дек
дБ
20 , что обеспечива-
ет, как правило, необходимый запас устойчивости по фазе. Требуе-





 1 ,  
где      tp – заданное время переходного процесса;  
К1 – коэффициент, определенный из графика по заданной ве-




Рис. 134. Зависимость коэффициента K1 в формуле определения  
частоты среза от перерегулирования 
 
г) Выбор желаемой ЛАЧХ можно определить, пользуясь номо-
граммами, связывающими параметры ЛАЧХ с показателями качества 
регулирования. Эти номограммы приводятся в справочниках и учеб-
никах по АРУ.  
32 СИНТЕЗ ПОСЛЕДОВАТЕЛЬНОГО  
КОРРЕКТИРУЮЩЕГО УСТРОЙСТВА ПО ЛАЧХ 
При последовательной коррекции амплитудные и фазовые ха-
рактеристики скорректированной разомкнутой системы будут выра-
жаться следующими уравнениями: 
( ) ( ) ( )
( ) ( ) ( )
ck k
ck k





     
 
Отсюда ЛАЧХ и ФЧХ корректирующего устройства можно за-
писать:  
( ) ( ) ( ),
( ) ( ) ( ).
k ck
k ck
L L L 
 
  
     
 
По найденным ЛАЧХ и ФЧХ подбирают корректирующие зве-
нья и вычисляют численные значения ее параметров. Корректирую-
щие звенья реализуются с помощью RC цепочек. 
Пример. 
Пусть ЛАЧХ нескорректированной системы изображена в виде 




Рис. 135. ЛАЧХ скорректированной системы 
 
Допустим, из условия требуемого качества регулирования по-
лучена желаемая ЛАЧХ (ЛАЧХ скорректированной Lck, см. рис. 135). 























 .  
Общая структурная схема скорректированной системы состоит 
из последовательного соединения двух инерционных и одного инер-
ционно-форсирующего звена. Инерционно-форсирующее звено ши-
роко используется при коррекции, так как в зависимости от соотно-
шения параметров T1 и Т2 оно может вносить как опережение, так и 
запаздывание по фазе. 
33 СИНТЕЗ ПАРАЛЛЕЛЬНОГО КОРРЕКТИРУЮЩЕГО 
УСТРОЙСТВА ПО ЛАЧХ 
Структурная схема параллельной коррекции показана на рис. 136. 
 
Рис. 136. Иллюстрация к расчету параллельной коррекции 
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Передаточная функция скорректированной разомкнутой си-












 . Задача коррекции по 
















 .  
Рассмотрим два диапазона частот: 
1. Если 1)()( 2  jWjWk , имеем: 
)()()()( 21  jWjWjWjW нck  ,  
где Wн – передаточная функция нескорректированной системы, тогда 
( ) ( )
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ck  ,  
откуда 
)()()()( 2  LLLL kнck  ,  
)()()()( 2   kнck  и )()()( 1  kck LLL  , 
откуда )()(1  ckk LLL  .  
Таким образом, параллельная коррекция работает только в 
диапазоне частот, при которых 1)()( 2  jWjWk , или 
0)()( 2   LLk . Сопрягающая частота, на которой перестает дей-
ствовать параллельная коррекция, определяется из выражений 
1)()( 2  jWjWk  или 0)()( 2   LLk , что соответствует точке 
пересечения суммы kL  и 2L  с осью абсцисс. 
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Последовательность синтеза параллельного корректирующе-
го звена 
1) Строится ЛАЧХ нескорректированной системы Lн(ω). 
2) Строится желаемая ЛАЧХ скорректированной системы 
Lck(ω). 
3. Определяется суммарная характеристика: 
)()()()( 2  ckнk LLLL  . 
4. С учетом требований к системе, а также технической осуще-
ствимости, определяется структурная схема скорректированной си-
стемы, т.е. место съема и место ввода параллельной коррекции, по-
сле чего строится ЛАЧХ неохваченных звеньев L1(ω). 
5. Вычитая из характеристики L1(ω) в диапазоне частот, когда 
0)()( 2   LLk , характеристику Lck(ω), находим ЛАЧХ коррек-
тирующего звена: 
Lk(ω), )()(1  ckk LLL  . 
6. По виду Lk(ω) выбирается корректирующее звено. 
Пример. 
1) Пусть ЛАЧХ нескорректированной системы имеет вид, по-
казанный на рис. 137 (это последовательное соединение трех инер-
ционных звеньев – см. рис. 138). На рис. 137: K – коэффициент 













   
 
Рис. 137. Иллюстрация к синтезу параллельного  
корректирующего устройства 
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2) Из условия требуемого качества регулирования, допустим, 
нашли желаемую ЛАЧХ. 




Рис. 138. Иллюстрация к синтезу параллельного  
корректирующего устройства 
 
4) Из условия 0)()( 2   LLk  видно, что обратной связью 
должны охватываться 2 звена с большими постоянными времени. 
Строим структурную схему и ЛАЧХ неохваченных звеньев L2(ω). 
5) Вычитая из характеристики L1 линию Lck, в диапазоне 
0)()( 2   LLk получаем ЛАЧХ корректирующего звена. Это по-
лучилась прямая ниже оси абсцисс – пропорциональное звено с ко-
эффициентом передачи КОС<1.  
При параллельной коррекции применяют 2 вида обратных свя-
зей: 
1) Жесткая обратная связь – такая, при которой выходной 
сигнал звеньев, охваченных этой связью, передаётся на вход как в 
установившемся, так и в переходном режимах. Здесь корректирую-
щие звенья не содержат интегрирующих и дифференцирующих зве-
ньев. 
2) Гибкая обратная связь – такая, при которой на вход охва-
ченных обратной связью звеньев передаются только производные от 
выходной величины этих звеньев. Гибкая ОС оказывает воздействие 
на систему только в переходных режимах. Корректирующее звено 
имеет в своей структуре последовательно включенные в контур 
дифференцирующие или интегрирующие звенья. 
В целом можно сказать, что жесткая ОС уменьшает и стабили-
зирует общий коэффициент усиления системы и уменьшает ее инер-
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ционность. Гибкая ОС приводит к подавлению сигналов нижних или 
верхних частот. Из-за того, что жесткая ОС уменьшает общий коэф-
фициент усиления, её применение ограничено. Поэтому чаще приме-
няют гибкую ОС, которая позволяет повысить качество регулирова-
ния без уменьшения общего коэффициента усиления системы, одна-
ко гибкая ОС не стабилизирует коэффициент усиления системы. 
34 РЕАЛИЗАЦИЯ КОРРЕКТИРУЮЩИХ УСТРОЙСТВ 
В качестве корректирующих устройств обычно применяют 
пассивные RC-четырехполюсники постоянного тока, включаемые в 
комплекте с усилителями. В справочниках по АРУ приводится 
большое количество различных элементарных электрических кор-
ректирующих устройств.  















 ,  
где 1 2 2 1 2( )T R C ; Т R R C   . 
Применяют последовательное соединение элементарных 
корректирующих звеньев, соединяемых через разделительные 


















Рис. 140. Цепь с последовательным соединением элементарных 
корректирующих звеньев, соединенных через разделительные усилители 
 
Корректирующее устройство необходимо включать в усили-
тельно-преобразовательную часть системы, т.е. в цепь с малой мощ-
ностью. 
Сравнительная оценка методов коррекции 
Последовательная коррекция проста в расчете и в реализации, 
позволяет изменять динамические свойства системы в широких пре-
делах. Однако она уменьшает стабильность и помехозащищенность 
системы, т.к. вводится дополнительное звено, нестабильность кото-
рого прямо передается на выход системы. 
Параллельная коррекция позволяет стабилизировать общий ко-
эффициент преобразования системы, увеличить помехозащищен-
ность, улучшить динамические свойства системы, однако она более 
сложна в расчетах и реализации. 
35 АНАЛИЗ СЛУЧАЙНЫХ ПРОЦЕССОВ  
В ЛИНЕЙНЫХ САУ 
До сих пор рассматривались системы автоматического управ-
ления при детерминированных внешних сигналах – т.е. сигналах, 
точно описываемых известной функцией времени. 
Однако такие сигналы не исчерпывают все возможные условия 
функционирования САУ. На САУ действуют, как правило, случай-
ные сигналы, т.е. сигналы, точное математическое описание которых 
невозможно. Отметим, что случайные сигналы могут быть как по-
лезными, т.е. несущими полезную информацию, так и вредными. 
Например, в системах сопровождения цели по углу невозмож-
но точно предсказать поведение цели – входной сигнал носит слу-
чайный характер, но он полезный сигнал. Кроме того, на систему 
u1(t) u2(t) 
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могут действовать различные помехи, наводки – это вредные сигна-
лы. Случайный сигнал, зависящий от времени, называют еще слу-
чайным процессом.  
Случайными процессами называются процессы, которые в раз-
личные моменты времени могут принимать тот или иной вид (рис. 
141). Случайные процессы описываются статистическими вероят-
ностными характеристиками. При этом статистические оценки полу-
чают либо путем усреднения по множеству в фиксированные момен-














lim  – среднее значение по множе-




















Рис. 141. Иллюстрация к понятию случайный процесс 
 
Стационарными называют такие процессы, усредненные зна-
чения которых xoi и xok не зависят от времени. 
Эргодическими называют такие процессы, средние значения 
которых по времени и по множеству равны, xoi=xok. В дальнейшем 
будем рассматривать только эргодические стационарные процессы. 
Случайный процесс (СП) характеризуется следующими пара-
метрами. 





















Для эргодических СП )( 1tmx x . Для эргодических стацио-
нарных СП 
0 const.x x   












lim)( 22 . 
3. Автокорреляционная функция – характеризует взаимосвязь 
между сечениями СП по времени. Для стационарных СП она не за-
висит от начала отсчета, а только от разности 













lim)(   









  . 
Её свойства  
)()(   xx RR ; 1)(  x , )()0(
2 txRx  . 
4. Взаимно-корреляционная функция – характеризует взаимо-













lim)(  . 









  ; 1)(  xy . 
Если 0)( xyR , то случайные сигналы некоррелированы. 
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5. Спектральная плотность СП – определяет распределение 
мощности сигнала по частоте.  








 dtetxjx tj )()(  – преобразование Фурье. По теореме Ви-
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6. Взаимная спектральная плотность двух сигналов x(t) и y(t): 
)()()(  jyjxjSxy   














7. Если сигнал состоит из суммы двух сигналов, корреляцион-
ные функции которых известны, )()()( tytxtz  , то 
)()()()()(  yxxyyxz RRRRR   и 
( ) ( ) ( ) ( ) ( )
( ) ( ) 2 ( )
z x y xy yx
x y xy
S S S S j S j
S S ReS j .
    
  
    
  
 
Свойства спектральной плотности 
1) Чем шире график корреляционной функции Rx(τ), тем ýже 
график спектральной плотности S(ω). Это соответствует физической 
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сущности процесса – чем медленнее процесс, тем меньше значение в 




Рис. 142. Иллюстрация к описанию свойств спектральной плотности 
 
2) Если )()(  xR , то 1)( S . Такой сигнал называется 




Рис. 143. Иллюстрация к описанию белого шума и его спектра 
 




Рис. 144. Иллюстрация к описанию свойств спектральной плотности 
)()(  ax eR












36 АНАЛИЗ ПРОХОЖДЕНИЯ СЛУЧАЙНОГО СИГНАЛА 
ЧЕРЕЗ ЛИНЕЙНУЮ СИСТЕМУ 
Задачей анализа является определение статистических харак-
теристик выходного сигнала по известным статистическим характе-




Рис. 145. Иллюстрация к описанию задачи анализа 
 
Так, если на входе есть сигнал x(t) с известными Rx(τ) и Sx(ω) на 
входе линейной системы с комплексным коэффициентом передачи 
W(jω) и весовой функцией w(t), то необходимо определить Ry(τ), 
Sy(ω), Rxy(τ), Sxy(τ). 





)()()(  dwtxty .  
Для частотного спектра выходного сигнала можно записать 
)()()(  jxjWjy  , 
где x(jω) и y(jω) – преобразования Фурье от x(t) иy(t); W(jω) – ККП 
системы. 
Зная входной и выходной сигналы системы, можно определить 
все статистические характеристики по классическим ранее опреде-
ленным формулам. Однако легче получать статистические характе-
ристики выходного сигнала путем определения его спектральной 
плотности, т.к. результирующие выражения не содержат интегралов 
свертки и поэтому их легче использовать в численных расчетах. Без 















плотность выходного сигнала Sy(ω) через спектральную плотность 
входного сигнала Sx(ω): 
)()()(
2
 xy SjWS  . 
Таким образом, спектральная плотность выходного сигнала 
равна произведению квадрата модуля ККП на спектральную плот-
ность входного сигнала. 
Взаимная спектральная плотность входного и выходного сиг-
налов определяется: 
( ) ( ) ( ),
( ) ( ) ( ).
xy x
yx x
S j W j S
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djWSdSjWRty xxy  
Тогда взаимная корреляционная функция входного и выходно-























Рассмотрим прохождение белого шума через инерционное 
звено.  
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T

   
 
  . 
Из примера видно, что при подаче на вход сигнала с бесконеч-
но большой средней мощностью   )0()( 02 Ntx  мощность вы-






. Таким образом, 
инерционное звено является фильтром случайных сигналов. Обоб-
щая, можно сказать, что любую систему автоматики или её часть 
можно рассматривать как фильтр случайных сигналов. 
Если на входе двух линейных систем с передаточными функ-
циями W1(p) и W2(p) подаются взаимно коррелированные сигналы, то 






























37 ОПРЕДЕЛЕНИЕ ОШИБКИ САУ  
ПРИ СЛУЧАЙНЫХ ПОМЕХАХ 
В общем случае на САУ действует полезный сигнал U(t), со-
стоящий из детерминированной и случайной частей и случайных по-
мех F(t), приложенных к различным точкам системы. Однако, в об-
щем случае, все помехи могут быть приведены к одной точке систе-
мы, в том числе и ко входу. Действие помехи приводит к появлению 
ошибки в системе управления. Поэтому перед системой управления 
помимо требуемого преобразования полезного сигнала ставится еще 
задача фильтрации помехи. 
Ошибкой системы ∆(t) считается разность между действи-
тельным y(t) и желаемым z(t) выходными сигналами. При этом под 
желаемым выходным сигналом понимают сигнал, который бы полу-
чился в результате преобразования только полезного сигнала эта-
лонной системой. 
Это определение соответствует структурной схеме, показанной 
на рис. 147. Схема состоит из реально существующей анализируемой 
системы W(p) и эталонной системы Wэт(p), соответствующей иде-
альному преобразованию сигнала: 
)()()( tztyt  . 
 
 
Рис. 147. Иллюстрация к понятию ошибки САУ при случайных помехах 
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Определим среднеквадратическую ошибку системы 2 ( )t . 










Отсюда видны две составляющие ошибки, обусловленные от-
личием реальной и эталонной систем (первое слагаемое) и наличием 
помехи (второе слагаемое). Этому уравнению соответствует струк-




Рис. 148. Иллюстрация к описанию составляющих ошибки САУ 
 
Здесь )(tE  и )(tV  – сигналы, вызванные помехой и полезным 
сигналом соответственно. При этом для их спектров можно записать: 
)()()(  jFjWjE  ;     )()]()([)(  jujWjWjV эт  ,  
тогда  
)(Re2)()()(  jSSSS VEEV  . 











Если сигналы )(tu  и )(tF  – некоррелированные, то 
0)( jSFu , тогда 
)(|)(|)(|)()(|)( 22  Fuэт SjWSjWjWS  . 
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Здесь первое слагаемое обусловлено отличием реальной си-
стемы от эталонной, второе слагаемое определяется помехой. 















2 )()0( txRx  . 
Для линейных систем )(S  представляет собой дробно-
рациональную функцию, поэтому, как правило, вычисление 
______
2 )(t  

















0 ,  
где B(jω) и C(jω) – полиномы. 
Это стандартные интегралы, их таблицы приводятся в спра-
вочниках и книгах по АРУ. 
 
Пример. 
Найти среднеквадратическую погрешность 2 ( )t  системы, если:  















)( ;  
0)( FuS .  
Определим: 
































































38 СИНТЕЗ САУ ПО МИНИМУМУ  
СРЕДНЕКВАДРАТИЧЕСКОЙ ОШИБКИ 
При синтезе САУ по минимуму среднеквадратической ошибки 
(СКО), в зависимости от степени детерминированности характери-
стик объекта, различают две постановки задачи. 
1) Частичный синтез 
Здесь структура системы задана и остается неизменной. При 
известных )( pW , )( pWэт  и статистических характеристиках сигна-
лов )(tu  и )(tF  находят такие значения параметров системы, при 
которых СКО минимальна, то есть 2 ( ) mint  . В частичном синтезе 
при заданной структуре находят оптимальные значения параметров 
системы и минимальные значения СКО. 
2) Полный синтез 
Здесь ищут структуру системы, то есть передаточную функцию 
)( pW , такую, чтобы при известных )( pWэт  и статистических ха-
рактеристиках сигналов )(tu  и )(tF  СКО была минимальна, то есть 
2 ( ) mint  . 
Рассмотрим первую задачу – частичный синтез. 
При известных )( pW , )( pWэт ,  uS ,  FS  можно получить 




ngggft  , 
где nggg .., 21  – параметры системы (коэффициент усиления, посто-
янные времени, запас устойчивости и т.д.).  
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Математически задача синтеза здесь сводится к определению 
параметров ig , минимизирующих функцию )...( 1 nggf . Минимум 
может находиться численными методами или аналитически. Наибо-
лее общими являются численные методы оптимизации. Например, 
методы градиентов или покоординатного спуска, легко реализуемые 
на ПК.  
При аналитическом определении берутся произвольные по па-




























Из системы находятся оптимальные значения параметров ig . 
Отметим, что этот метод дает правильные результаты только в том 
случае, когда имеют место не только необходимые, но и достаточные 
условия существования экстремума. 
Пример.  
Для предыдущего примера найти значения 0T  и k , соответ-
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При отсутствии помех, то есть при 0a , оптимальные значе-
ния 00 T , 1k , что соответствует пропорциональному звену с 
единичным коэффициентом усиления. 
Рассмотрим вторую задачу – полный синтез. 
Необходимо определить передаточную функцию системы при 
заданных статистических характеристиках сигналов и )( pWэт , обес-
печивающих минимум 2 ( )t . Эта задача впервые была поставлена и 
решена советским ученым Колмогоровым А.Н. и, независимо от не-
го, Н. Винером. 
Для рассматриваемой нами структурной схемы, определяющей 
ошибку системы (см. рис. 147), можно записать: 
)()()()()(  jxjWjujWj эт  , 















Колмогоровым показано, что минимальное значение спек-
тральной плотности ошибки  S  достигается в оптимальном виде 
комплексного коэффициента передачи, определенном по формуле 












jW  . (3) 
Доказательство приведено в [4]. Выражение (3) известно как 
формула Колмогорова–Винера. Следует обратить внимание, что 
здесь )( jSxu  – это взаимная спектральная плотность полезного 
сигнала и его смеси с помехой      tFtutx  . 
Если помеха и сигнал некоррелированные, то есть 0)( FuS , 

















 . (4) 
Формулы (3) и (4) определяют передаточную функцию систе-
мы, оптимальной по минимуму СКО. 
Однако в большинстве практических задач определенные по 
формулам (3) и (4) передаточные функции физически трудно реали-
зуемые, а системы, построенные по ним, в большинстве случаев не-
работоспособны, так как неустойчивы. 
Например, если  
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 . (5) 
Это выражение соответствует последовательному соединению 
двух инерционных звеньев, одно из которых неустойчиво, так как 
характеристическое уравнение имеет положительный корень 
2p . 
Для нахождения оптимального значения )( jW с учетом 
устойчивости Колмогоровым разработана методика квазиоптималь-
ного синтеза, заключающаяся в следующем: 
1) Представим )(xS  в виде двух сопряженных функций:  
   
)()()(  jjS x  , (6) 
где )(  j  – имеет полюсы в верхней полуплоскости: )(  j  – 
имеет полюсы в нижней полуплоскости, )(xS  – всегда четная 
функция частоты. 



















 . (7) 













где правая часть представляется в виде двух слагаемых с полюсами, 



















  – расщепление. 
Первому из этих слагаемых соответствует устойчивая, а вто-
рому – неустойчивая передаточные функции. Отбрасывая неустой-
чивую часть, для оптимальной устойчивой системы получим: 
   
)(/)()(  jjRjWопт  . (8) 
Это выражение известно как формула Колмогорова – Винера и 
применяется для определения оптимальных передаточных функций – 
устойчивых систем. 
Если передаточная функция выбрана по формуле (8), то спек-



































Найти оптимальное значение )( jW  в предыдущем примере с 
учетом устойчивости. Проводим факторизацию: 
2
2 2
( ) ( ) ( )
1 2 2 2
1 ( ) ( )
1 1 1 1
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   
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Приводя к общему знаменателю и сравнивая числитель, для 
определения коэффициентов A  и B  получаем уравнение:  
1)1()2(   jBjA . 





















































В отличие от ранее полученной передаточной функции (5) в 
квазиоптимальной системе присутствуют только устойчивые звенья. 
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39 КРАТКИЕ ВЫВОДЫ ПО АНАЛИЗУ  
СЛУЧАЙНЫХ СИГНАЛОВ В ЛИНЕЙНЫХ СИСТЕМАХ 
РАДИОАВТОМАТИКИ 
1. Воздействие случайных помех на замкнутые системы приво-
дит к появлению в них дополнительных ошибок. 
2. Ошибка оценивается средней величиной и зависит от спек-
тральной плотности сигналов и передаточной функции системы. 
3. При заданных статистических характеристиках сигналов 
можно определить оптимальную передаточную функцию и опти-
мальные параметры системы. 
Факторизация любой спектральной плотности может быть 
осуществлена следующим образом. Спектральная плотность, в об-














































По теореме Виета можно разложить  
2 2 2 2 2 2
1 2
2 2 2 2 2 2
1 2
1 1 2 2
1 1 2 2
( )( ) ( )
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( )( ) ( )
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Отметим, что рассмотренные методы оптимизации справедли-
вы только для стационарных эргодических систем с бесконечным 
временем наблюдения, то есть для систем, работающих в устано-
вившемся режиме. В более общем случае, то есть при оптимизации 
систем, работающих в переходных режимах и при нестационарных 
случайных процессах, применяют метод, разработанный Кальманом 
и Бъюси. Этот метод основан на применении понятия пространства 
состояний и сводится к синтезу фильтров Кальмана. 
 
155 
40 МОДЕЛИРОВАНИЕ СИСТЕМ УПРАВЛЕНИЯ  
С ИСПОЛЬЗОВАНИЕМ АВТОМАТИЗИРОВАННЫХ 
МАТЕМАТИЧЕСКИХ ПАКЕТОВ 
Описанные основы автоматики могут применяться при реше-
нии большого комплекса задач, связанных с разработкой общих 
принципов управления, а также методов анализа и синтеза систем 
автоматического управления техническими объектами.  
В область задач радиоавтоматики входит имитационное моде-
лирование работы радиотехнических систем. Посредством примене-
ния законов автоматического управления, а также использования 
специализированных математических пакетов, возможна реализация 
моделей электросиловых, механических и гидравлических систем, 
средств цифровой связи и устройств реального времени. 
Одним из пакетов программного обеспечения, успешно ис-
пользуемого для решения подобных задач, является MATLAB Sim-
ulink. При моделировании с использованием Simulink реализуется 
принцип визуального программирования, в соответствии с которым 
пользователь на экране из библиотеки стандартных блоков создает 
модель устройства и осуществляет расчеты. Для работы пользова-
телю предоставляются обширные библиотеки стандартных блоков 
систем управления, например: «Sources» – источники сигналов; 
«Sinks» – приемники сигналов; «Math» – блоки математических опе-
раций; «Signal&Systems» – блоки преобразования сигналов и вспо-
могательные блоки, также существуют специализированные пакеты: 
«Power System Blockset» – для моделирования электротехнических 
устройств; «Control System Toolbox» – для разработки систем управ-
ления; «Digital Signal Processing Blockset» –для разработки цифровых 
устройств и т.д. 
Библиотека «SimPowerSystems» предназначена для имитаци-
онного моделирования электротехнических систем различного 
назначения.  
Библиотека включает в себя большое количество стандартных 
блоков, реализующих типовые звенья электротехнических устройств. 
Устройства питания, в том числе источники постоянного и перемен-
ного напряжения, включены в группу «Electrical Sources», измери-
тельные и контрольные устройства – в группу «Measurements» и 
включают в себя измерители тока и напряжения, мультиметр, трех-
фазные измерители и т.д. 
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Пользуясь при создании модели блоками « Series RLC Branch» 
и «Parallel RLC Branch», возможна реализация последовательного и 
параллельного колебательных контуров, включающих резистор, ин-
дуктивность и конденсатор. Схема с включенными блоками и ре-
зультаты расчетов при моделировании последовательного включения 
сопротивления, индуктивности и электрической емкости представле-




Рис. 149. Пример моделирования схемы с последовательным 
колебательным контуром с параметрами R = 0.1 Ом, L = 0.001 Гн и  
C = 0.001 Ф и источником переменного напряжения амплитудой 100 В, 




Рис. 150. Пример моделирования схемы с параллельным колебательным 
контуром с параметрами R = 0.1 Ом, L = 0.1 мГн и C = 0.01 мФ и 
источником переменного напряжения амплитудой 100 В, частотой 50 Гц 
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При моделировании подобных схем возможно подключение 
различных элементов, в том числе и источников переменного и по-
стоянного напряжения различных значений. Также с использованием 
библиотеки моделируется работа схемы с различными типами 
нагрузки – чисто активной, индуктивной или емкостной.  
С использованием блока «Linear Transformer» производится 
имитационное моделирование работы линейного двух- или трехоб-
моточного однофазного трансформатора. Нелинейность характери-
стики намагничивания материала сердечника не учитывается. Схема 
замещения трехобмоточного трансформатора и окно введения пара-




Рис. 151. Схема замещения линейного однофазного трансформатора и окно 
введения параметров блока «Linear Transformer» 
 
При моделировании работы двухобмоточного трансформатора 
вводятся параметры действующего значения напряжения, активного 
сопротивления и индуктивности рассеяния только первой и второй 
обмоток. Результаты моделирования такого линейного двухобмоточ-
ного трансформатора для питания активной нагрузки приведены на 
рис. 152.  
Блок «3-Phase Series RLC Branch» моделирует трехфазную 
цепь, состоящую из трех RLC-цепей. На рис. 153 показана схема, в 
которой трехфазная последовательная RLC-цепь подключается к 
трехфазному источнику напряжения с действующим значением ли-
нейного напряжения 25 кВ и частотой 50 Гц. Подключение осу-
ществляется с помощью блока 3-Phase Breaker. Параметры цепи вы-
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браны следующими: R = 0.1 Ом, L = 0.1 мГн и C = 0.05 мФ. На ри-




Рис.152. Результаты моделирования работы двухобмоточного  
однофазного трансформатора с активной нагрузкой 
 
Пакет Simulink успешно применяется для реализации имита-
ционного моделирования различных динамических процессов, а 
также для создания и имитации работы систем управления сложны-
ми процессами. Одна из возможных областей применения таких мо-
делей – организация процедур хранения, транспортировки, исполь-
зования жидких продуктов, в том числе жидких нефтепродуктов, 
пищевых продуктов, медицинских и фармацевтических жидкостей. В 
частности, создание имитационных моделей применяется при расче-
те параметров перекачки жидких сред, налива или слива в емкости 
отдельных резервуаров или резервуарных парков. При составлении 
модели создается возможность определения оптимальной зависимо-
сти требуемой неточности отпуска товарных продуктов и параметров 
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используемого технического оборудования: управляющего оборудо-




Рис. 153. Модель схемы с подключенными трехфазным источником 
напряжения и трехфазной последовательной RLC-нагрузкой – 
подключенным блоком «3-Phase Series RLC Branch» 
 
Система управлении процессами перекачки жидкостей вклю-
чает в себя несколько режимов работы: процесс перекачки из транс-
портировочной емкости в емкость хранения и обратно, внутрипарко-
вая перекачка (транспортировка между резервуарами одного парка), 
статичный режим хранения и пр. Для моделирования работы систе-
мы при наполнении контролируемой емкости была разработана 
функциональная схема, представленная на рис. 154.  
Блок управления, реализованный на звеньях с передаточными 
функциями W1, W2 и двух сумматорах, запускает и останавливает 
процесс перекачки продукта. Перед началом налива блок управления 
получает информацию о текущем уровне наполнения резервуара с 
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акустического датчика (звено с передаточной функцией W10) – y, [В]. 
Сумматор производит сравнение текущего уровня заполнения резер-
вуара с максимальным и выдает сигнал разности уровней Δу (см. рис. 
155, а). Звено с передаточной функцией W1 выдает управляющий 
сигнал u1, [В] (см. рис. 155, б) в зависимости от значения Δу. Суть 
работы этих звеньев в проверке: возможен ли налив продукта в кон-




Рис. 154. Функциональная схема модели процедуры  
налива продукта в резервуар:  
Gост,GР,G1 – объемы продукта в резервуаре перед началом операции, 
текущий, налитого продукта; Z0,Z1 – сигналы о требуемом к перекачке 
объеме продукта, перекачанном при наливе; ΔZ1 – сигнал о разнице Z0 и Z1; 
α1 – сигнал блока управления насосным агрегатом; U1 – сигнал управления 
насосным агрегатом; Q1 – расход при наливе; x1 – сигналы расходомера;  
Н – текущий уровень заполнения резервуара; у – сигнал о текущем уровне 
наполнения резервуара; ymax – сигнал о максимальном уровне заполнения 
резервуара; Δy – сигнал о разнице между y и ymax;  
u1 – управляющий сигнал начала/окончания процедуры 
 
Значение требуемого к перекачке объема продукта задается 
оператором – Z0, [В]. Звено с передаточной функцией W2 вычисляет 
























нал о требуемом к перекачке объеме продукта до того момента, когда 
резервуар заполнится до критической отметки ymax, на сумматор, ко-
торый производит сравнение требуемого к перекачке объема продук-
та Z0 с уже перекаченным по каналу налива Z1. 
Блок управления насосным агрегатом реализован на звеньях с 
передаточными функциями W3 и W4. Звено с передаточной функцией 
33 )( kpW   – усилитель, а W4 формирует управляющее воздействие 




Рис.155. Иллюстрации к работе блока управления: 
а) структурная схема звена, б) график зависимости u1(Δy) 
 
Сигнал U1 формируется таким образом, чтобы производитель-
ность насоса при малой разности объемов Z0 и Z1 была максимальной 
(см. рис. 156). Когда объем перекачанного продукта Z1 становится 
близок к значению Z0, управляющий сигнал U1 уменьшает произво-
дительность насоса до плавного завершения процесса налива. 
 
 















а)                                                       б) 
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W . Насосный агрегат изменяет свою производительность в 
зависимости от измерения входного управляющего сигнала U1. 
Включение и выключение насосных агрегатов – инерционный про-
цесс, поэтому следует учитывать время, необходимое оборудованию 
для выхода на заданный уровень производительности. Это время ха-
рактеризуется параметром Т5. 
Звенья W6 и W7 – расходомер. На выходе расходомера два 
электрических сигнала: х1 и z1. Сигнал х1 несет в себе информацию о 
расходе Q1 gо гидравлическому каналу налива, а сигнал z1 – о пере-









W . В силу инерционности процесса включе-
ния следует учитывать, что расходомер способен работать при пол-
ностью заполненной продуктом трубе. Звено 
p
k
W 77   выполняет 
функцию электронного интегрирования, преобразования расхода по 
гидравлическому каналу налива Q1 в значение перекачанного по ка-
налу объема продукта.  
Совокупность звеньев W1 – W7 представляет собой контур кон-
троля процедуры налива продукта в резервуар по расходомеру. Дан-
ный контур учитывает количество отпущенного продукта по гидрав-
лическому каналу налива. Для повышения точности проведения рас-
ходных операций в динамической модели предусмотрен еще один 
контур контроля – по датчику уровня, установленному в полости ре-
зервуара. Данный контур включает в себя вышеописанные составные 
элементы W1 – W5. Сигнал о расходе по каналу налива Q1 с блока W5 
поступает на вход блока W8. Это интегрирующее звено, принцип 




W 88  . На выходе этого звена формируется 
значение G1, характеризующее перекачанный объем по каналу. Сум-
матор производит сложение величины перекачанного объема при 
операции налива со значением объема продукта, уже находящегося 
в резервуаре на момент начала расходных операций. Общее зна-
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чение объема продукта G, заполняющего резервуар, передается на 
вход блока W9. 
Звено W9 характеризует нелинейную безынерционную функ-
цию. Зависимость H(G) определяется тарировочной таблицей кон-
кретного резервуара, составляемой при запуске резервуара в эксплу-
атацию. Проведение аппроксимации значений тарировочной табли-
цы и вычисление функции H(G) позволяет производить вычисление 
уровня заполнения резервуара при любых доступных значениях объ-
ема G. Акустический датчик реализован на базе звена с передаточной 
функцией 1010 kW  , выполняет преобразование физического значе-
ния уровня заполнения резервуара в электрический сигнал у. Это 
значение уровня заполнения резервуара используется при операции 
определения возможности налива продукта в резервуар в начале рас-
ходной операции.  
Необходимость использования двух контуров контроля проце-
дуры налива объясняется следующими факторами. Использование 
режима контроля только по данным расходомера не позволяет за-
фиксировать момент достижения максимального уровня заполнения 
резервуара, что может привести к переливу и потере товарного про-
дукта. Использование только системы, основной на датчике уровня, 
позволяет учитывать фактическое заполнение резервуара, но не учи-
тывает количество отпущенного продукта из транспортирующих ем-
костей, что может способствовать фальсификации данных об отпус-
ке. Использование двух контуров позволяет производить сверку ко-
личества перекачанного по транспортному трубопроводу продукта и 
количества продукта, налитого в емкость резервуарного парка. По-
добный учет позволит повысить точность проводимых расходных 
операций, оптимизировать процесс налива жидких продуктов, за-
фиксировать факт несанкционированного доступа в технологической 
линии. 
Такая имитационная модель позволяет проводить моделирова-
ние процедуры налива продукта в резервуар в режиме реального 
времени. Результатами моделирования являются графики зависимо-
сти контролируемых параметров от времени.  
Рассмотрим в качестве примера процедуру налива продукта в 
цилиндрический резервуар с высотой стенки Н=10 м, вместимостью 
1000 м3, максимальные значения электрических сигналов y, z0, z1, U1, 
α1, x1 равны 10 В, максимальная производительность насосного агре-
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гата Q1=1000 м
3/ч. Все элементы системы управления работают в 
нормальном режиме, без сбоев. 
Главным результатом моделирования процедуры налива явля-
ется график измерения объема перекачанного продукта во времени. 
В идеальном случае, когда постоянные времени управляющих эле-
ментов системы равны нулю, а коэффициенты стабильны и не изме-
няются за все время технологического процесса налива, график из-
менения объема перекачанного продукта и уровня заполнения резер-
вуара во времени имеет вид, представленный на рис.157. В данном 
случае представлено три вида зависимостей с управляющими сигна-
лами Z0 = 2 В, Z0 = 4 В, Z0 = 5 В, что соответствует заданию налива в 
резервуар 200 м3, 400 м
3, 500 м3. 
Из графика видно, что технологический процесс налива про-
дукта в резервуар занимает 2600 с. В результате перекачки 500 м3 




Рис.157. График изменения объема перекачанного продукта и уровня 
заполнения резервуара во времени в идеальном случае 
 
Создание имитационной модели в среде Simulink позволяет не 
только контролировать и прогнозировать уровни наполнения резер-
вуаров во времени, но также производить контроль влияния пара-
метров управляющих компонентов системы друг на друга. Проведе-
ние численных экспериментов с целью получения информации о ко-
личественных характеристиках продуктов, перекачиваемых из 
транспортировочных емкостей в контролируемые емкости резерву-
арных парков, позволяет определить оптимальные значения пара-




































требуемых условий погрешности. При проведении процедуры налива 
на точность расходных операций оказывают влияние погрешности 
используемого технологического оборудования. Таким образом, 
можно проводить исследования влияния нестабильности коэффици-
ентов преобразования и постоянных времени основных элементов 
системы управления: расходомера, уровнемера, насосного агрегата 
на точность проведения процедуры налива продукта в резервуар.  
В примеру, возможно проведение исследований влияния не-
стабильности коэффициента преобразования насосного агрегата на 
точность определения объема перекачанного продукта. 
Нестабильность коэффициента преобразования насосного аг-
регата при проведении расходных операций может привести к изме-
нению времени технологического процесса налива продукции. На 
рис.158 представлены кривые зависимости объема наливаемого про-




Рис.158. График зависимости объема перекачанного продукта  
от времени при операции налива при различных значениях коэффициента k5 
 
При оптимальном режиме работы системы технологический 





























При увеличении коэффициента k5 время налива уменьшается, но по-
скольку данный коэффициент определяется максимальной произво-
дительностью насоса, то его значение обычно ограничено в силу 
конструкционных особенностей оборудования, а также его стоимо-
сти. При уменьшении значения коэффициента k5 время технологиче-
ского процесса перекачки увеличивается. 
Также появляется возможность проведения исследования вли-
яния нестабильности коэффициента преобразования датчика уровня 
на режим ограничения налива. При проведении процедуры налива 
важной задачей является точное определение факта достижения про-
дуктом критического уровня заполнения резервуара. В табл. 4 приве-
дены данные о значениях коэффициента преобразования k10 датчика 
уровня на значение перекачанного объема продукции G1.  
 
Таблица 4 – Зависимость абсолютной погрешности отпуска продукта 





k10, В/м 0,997 0,998 0,999 1,000 1,001 1,002 1,003 1,004 1,005 
G1, м
3 1000 1000 1000 1000 999,01 998,02 997,03 996,06 995,08 
tпер, с 5500 5500 5500 5500 5066 5032 5013 5000 4990 
ΔG, м3 0 0 0 0 0,99 1,98 2,97 3,94 4,92 
 
Исходные данные для исследования: ВZ 100  , 5 0 5T , с , 
6 0 5T , с . Как видно из табл. 4, измерение коэффициента k10 в сторо-
ну уменьшения не влияет на время перекачки и объем продукта, из-
мерение в сторону увеличения на 0,1% влечет недолив в резервуар на 
0,99 м3, что, переводя в объемы даже небольшой нефтебазы, может 






Любую систему автоматического управления можно смодели-
ровать с использованием современных математических пакетов про-
граммного обеспечения, в частности, в оболочке MATLAB Simulink, 
и методом численного эксперимента проводить исследования влия-
ния параметров на качество процессов управления. Однако без по-
нимания классических основ теории управления и аналитических 
методов описания САУ любая компьютерная модель слепа и безжиз-
ненна. Книга дает минимальные знания, достаточные для понимания 
сущности проблем, возникающих на стадии постановки задачи при 
проектировании линейных систем радиоавтоматики. 
В рамках настоящего учебного пособия ставилась задача озна-
комления читателя с основами теории линейных систем автоматиче-
ского управления. Проблемные научные вопросы теории и практики 
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Приложение Б – Задания для индивидуального выполнения 
Вариант №1 
1. Найти переходную функцию линейной САУ, если переда-








По переходной функции определить показатели качества про-
цесса управления. 
2. Найти передаточную функцию системы по асимптотической 
ЛАЧХ и построить соответствующую ей ФЧХ. 
 
3. Найти передаточную функцию XW  по структурной схеме: 
 


















4. Найти значения k, при котором система устойчива, если пе-











5. Построить границу D-разбиения по параметрам а и b и найти 












6. Найти ошибку установившегося режима ε(t) и выходной 
сигнал в установившемся режиме у(t). 
 








7. Дать определение ошибки САУ, работающей при наличии 
помехи, и определить спектральную плотность ошибки SΔ(ω), если 

















FS , передаточная функция эталонной 
системы WЭТ=1, сигнал и помеха некоррелированы. 
8. Найти оптимальную передаточную функцию устойчивой 
САУ, работающей при наличии помехи, если спектральная плот-




US , спектральная плотность по-
Wр(р) 
ε(t) x(t) y(t) 
174 
мехи: 1FS , передаточная функция эталонной системы: WЭТ=1, сиг-
нал и помеха некоррелированы. 













1. Найти переходную функцию линейной САУ, если переда-









По переходной функции определить показатели качества про-
цесса управления. 
2. Найти передаточную функцию системы по асимптотической 
ЛАЧХ и построить соответствующую ей ФЧХ. 
 
 







дБ/дек 0 дБ/дек 
L 











4. Найти значения k, при котором система устойчива, если пе-










5. Построить границу D-разбиения по параметрам а и b и найти 











6. Найти ошибку установившегося режима ε(t) и выходной 
сигнал в установившемся режиме у(t). 
 
 








7. Дать определение ошибки САУ, работающей при наличии 
помехи, и определить спектральную плотность ошибки SΔ(ω), если 









ε(t) x(t) y(t) 
















FS , передаточная функция эталонной 
системы: WЭТ=2, сигнал и помеха некоррелированы. 
8. Найти оптимальную передаточную функцию устойчивой 
САУ, работающей при наличии помехи, если спектральная плот-




US , спектральная плотность поме-
хи: 1FS , передаточная функция эталонной системы: WЭТ=2, сигнал 
и помеха некоррелированы. 













1. Найти переходную функцию линейной САУ, если переда-
точная функция имеет вид: 
3
( )
(0 3 1)(0 5 1)
W p .




По переходной функции определить показатели качества про-
цесса управления. 
2. Найти передаточную функцию системы по асимптотической 











4. Найти значения k, при котором система устойчива, если пе-










5. Построить границу D-разбиения по параметрам а и b и найти 

































6. Найти ошибку установившегося режима ε(t) и выходной 
сигнал в установившемся режиме у(t). 
 
 








7. Дать определение ошибки САУ, работающей при наличии 
помехи, и определить спектральную плотность ошибки SΔ(ω), если 

















FS , передаточная функция эталонной си-
стемы: WЭТ = 3, сигнал и помеха некоррелированы. 
8. Найти оптимальную передаточную функцию устойчивой 
САУ, работающей при наличии помехи, если спектральная плот-




US , спектральная плотность поме-
хи: 1FS , передаточная функция эталонной системы: WЭТ = 3, сиг-
нал и помеха некоррелированы. 















ε(t) x(t) y(t) 
179 
Вариант №4 
1. Найти переходную функцию линейной САУ, если переда-








По переходной функции определить показатели качества про-
цесса управления. 
2. Найти передаточную функцию системы по асимптотической 
ЛАЧХ и построить соответствующую ей ФЧХ. 
 











0 ω1 ω2 




0 дБ/дек ω6 








4. Найти значения k, при котором система устойчива, если пе-










5. Построить границу D-разбиения по параметрам а и b и найти 











6. Найти ошибку установившегося режима ε(t) и выходной 
сигнал в установившемся режиме у(t). 
 
 








7. Дать определение ошибки САУ, работающей при наличии 
помехи, и определить спектральную плотность ошибки SΔ(ω), если 

















FS , передаточная функция эталонной си-
стемы WЭТ = 4, сигнал и помеха некоррелированы. 
8. Найти оптимальную передаточную функцию устойчивой 
САУ, работающей при наличии помехи, если спектральная плот-




US , спектральная плотность поме-
Wр(р) 
ε(t) x(t) y(t) 
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хи 1FS , передаточная функция эталонной системы WЭТ = 4, сигнал 
и помеха некоррелированы. 













1. Найти переходную функцию линейной САУ, если переда-








По переходной функции определить показатели качества про-
цесса управления. 
2. Найти передаточную функцию системы по асимптотической 















0 дБ/дек L 











4. Найти значения k, при котором система устойчива, если пе-










5. Построить границу D-разбиения по параметрам а и b и найти 











6. Найти ошибку установившегося режима ε(t) и выходной 
сигнал в установившемся режиме у(t). 
 
 








7. Дать определение ошибки САУ, работающей при наличии 
помехи, и определить спектральную плотность ошибки SΔ(ω), если 
Wр(р) 
ε(t) x(t) y(t) 























FS , передаточная функция эталонной 
системы WЭТ = 5, сигнал и помеха некоррелированы. 
8. Найти оптимальную передаточную функцию устойчивой 
САУ, работающей при наличии помехи, если спектральная плот-




US , спектральная плотность поме-
хи 1FS , передаточная функция эталонной системы WЭТ = 5, сигнал 
и помеха некоррелированы. 












Вариант № 6 
1. Найти переходную функцию линейной САУ, если переда-








По переходной функции определить показатели качества про-
цесса управления. 
2. Найти передаточную функцию системы по асимптотической 











4. Найти значение k, при котором система устойчива, если пе-










5. Построить границу D-разбиения по параметрам а и b и найти 


















0 дБ/дек L 












6. Найти ошибку установившегося режима ε(t) и выходной 
сигнал в установившемся режиме у(t). 
 
 








7. Дать определение ошибки САУ, работающей при наличии 
помехи, и определить спектральную плотность ошибки SΔ(ω), если 

















FS , передаточная функция эталонной 
системы WЭТ = 6, сигнал и помеха некоррелированы. 
8. Найти оптимальную передаточную функцию устойчивой 
САУ, работающей при наличии помехи, если спектральная плот-




US , спектральная плотность поме-
хи 1FS , передаточная функция эталонной системы WЭТ = 6, сигнал 
и помеха некоррелированы. 















ε(t) x(t) y(t) 
186 
Вариант №7 
1. Найти переходную функцию линейной САУ, если переда-







 .  
По переходной функции определить показатели качества про-
цесса управления. 
2. Найти передаточную функцию системы по асимптотической 






























4. Найти значения k, при котором система устойчива, если пе-










5. Построить границу D-разбиения по параметрам a и b и найти 











6. Найти ошибку установившегося режима ε(t) и выходной 
сигнал в установившемся режиме у(t). 
 
 







7. Дать определение ошибки САУ, работающей при наличии 
помехи, и определить спектральную плотность ошибки ( )S  , если 
















FS , передаточная функция эталонной 
системы WЭТ = 7, сигнал и помеха некоррелированы. 
8. Найти оптимальную передаточную функцию устойчивой 
САУ, работающей при наличии помехи, если спектральная плот-




US , спектральная плотность поме-
Wр(р) 
ε(t) x(t) y(t) 
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хи 1FS , передаточная функция эталонной системы WЭТ=7, сигнал 
и помеха некоррелированы. 













1. Найти переходную функцию линейной САУ, если переда-







pW .  
По переходной функции определить показатели качества про-
цесса управления. 
2. Найти передаточную функцию системы асимптотической 


























4. Найти значение k, при котором система устойчива, если пе-










5. Построить границу D-разбиения по параметрам a и b и найти 











6. Найти ошибку установившегося режима ε(t) и выходной 
сигнал в установившемся режиме у(t). 
 
 







7. Дать определение ошибки САУ, работающей при наличии 
помехи, и определить спектральную плотность ошибки )(S , если 
Wр(р) 
ε(t) x(t) y(t) 
























FS , передаточная функция эталонной 
системы WЭТ = 8, сигнал и помеха некоррелированы. 
8. Найти оптимальную передаточную функцию устойчивой 
САУ, работающей при наличии помехи, если спектральная плот-




US , спектральная плотность поме-
хи 1FS , передаточная функция эталонной системы WЭТ  = 8, сигнал 
и помеха некоррелированы. 
 












1. Найти переходную функцию линейной САУ, если переда-








По переходной функции определить показатели качества про-
цесса управления. 
2. Найти передаточную функцию системы по асимптотической 











4. Найти значения k, при котором система устойчива, если пе-










5. Построить границу D-разбиения по параметрам a и b и найти 











6. Найти ошибку установившегося режима ε(t) и выходной 
сигнал в установившемся режиме у(t). 
L 
































7. Дать определение ошибки САУ, работающей при наличии 
помехи, и определить спектральную плотность ошибки )(S , если 
















FS , передаточная функция эталонной 
системы WЭТ = 9, сигнал и помеха некоррелированы. 
8. Найти оптимальную передаточную функцию устойчивой 
САУ, работающей при наличии помехи, если спектральная плот-




US , спектральная плотность поме-
хи 1FS , передаточная функция эталонной системы WЭТ = 9, сигнал 
и помеха некоррелированы. 

















ε(t) x(t) y(t) 
193 
Вариант №10 
1. Найти переходную функцию линейной САУ, если переда-







pW .  
По переходной функции определить показатели качества про-
цесса управления. 
2. Найти передаточную функцию системы по асимптотической 





























4. Найти значение k, при котором система устойчива, если пе-










5. Построить границу D-разбиения по параметрам a и b и найти 











6. Найти ошибку установившегося режима ε(t) и выходной 
сигнал в установившемся режиме у(t). 
 







7. Дать определение ошибки САУ, работающей при наличии 
помехи, и определить спектральную плотность ошибки )(S , если 
















FS , передаточная функция эталонной 
системы WЭТ = 10, сигнал и помеха некоррелированы. 
8. Найти оптимальную передаточную функцию устойчивой 
САУ, работающей при наличии помехи, если спектральная плот-




US , спектральная плотность по-
Wр(р) 
ε(t) x(t) y(t) 
195 
мехи 1FS , передаточная функция эталонной системы WЭТ = 10, 
сигнал и помеха некоррелированы. 













1. Найти переходную функцию линейной САУ, если переда-







pW .  
По переходной функции определить показатели качества про-
цесса управления. 
2. Найти передаточную функцию системы асимптотической 

























4. Найти значение k, при котором система устойчива, если пе-










5. Построить границу D-разбиения по параметрам a и b и найти 











6. Найти ошибку установившегося режима ε(t) и выходной 
сигнал в установившемся режиме у(t). 
 
 







7. Дать определение ошибки САУ, работающей при наличии 
помехи, и определить спектральную плотность ошибки )(S , если 
Wр(р) 
ε(t) x(t) y(t) 























FS , передаточная функция эталонной 
системы WЭТ = 11, сигнал и помеха некоррелированы. 
8. Найти оптимальную передаточную функцию устойчивой 
САУ, работающей при наличии помехи, если спектральная плот-




US , спектральная плотность поме-
хи 1FS , передаточная функция эталонной системы WЭТ = 11, сиг-
нал и помеха некоррелированы. 













1. Найти переходную функцию линейной САУ, если переда-







pW .  
По переходной функции определить показатели качества про-
цесса управления. 
2. Найти передаточную функцию системы асимптотической 











4. Найти значение k, при котором система устойчива, если пе-










5. Построить границу D-разбиения по параметрам a и b и найти 
область устойчивости системы, если передаточная функция имеет 
вид: 
L 











0 ω ω5 
-20 
дБ/дек 
















6. Найти ошибку установившегося режима ε(t) и выходной 
сигнал в установившемся режиме у(t). 
 







7. Дать определение ошибки САУ, работающей при наличии 
помехи, и определить спектральную плотность ошибки )(S , если 
















FS , передаточная функция эталонной 
системы WЭТ = 12, сигнал и помеха некоррелированы. 
8. Найти оптимальную передаточную функцию устойчивой 
САУ, работающей при наличии помехи, если спектральная плот-




US , спектральная плотность поме-
хи 1FS , передаточная функция эталонной системы WЭТ = 12, сиг-
нал и помеха некоррелированы. 
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