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Early in 1920, three months before his death, S. Ramanujan wrote his last letter to G.H.
Hardy. For the mathematical part of this letter see [21, pp. 127–131] (also reproduced
in [4]). In the course of it he said: “I discovered very interesting functions recently
which I call ‘Mock’ ϑ-functions. Unlike the ‘False’ ϑ-functions (studied partially by
Prof. Rogers in his interesting paper [22]) they enter into mathematics as beautifully
as the ordinary ϑ-functions. I am sending you with this letter some examples.” He
then provided a long list of mock ϑ-functions, together with identities satisfied by
them. The first three pages in which Ramanujan explained what he meant by a mock
ϑ-function are very obscure.
G.N. Watson wrote the first papers ([26] and [27]) to elucidate the mock ϑ-functions.
The first of these is Watson’s Presidential Address to the London Mathematical So-
ciety in 1935. He entitled it “The Final Problem: An Account of the Mock Theta
Functions.” In it he writes: “I make no apologies for my subject being what is now
regarded as old-fashioned, because, as a friend remarked to me a few months ago, I am
an old-fashioned mathematician.” His methods may have been a bit old-fashioned, but
looking at the number of articles on mock ϑ-functions that have appeared since 1935,
or even in the last ten years, we must conclude that the subject is still up-to-date.
In these two papers, Watson proves most of the assertions found in the letter of
Ramanujan. The first paper considers only the third-order functions. It provides
three new mock ϑ-functions not mentioned in the letter. The bulk of the paper is
devoted to the modular transformation properties of these functions. To get these
transformations, he first proves certain identities. For example, for the third order
mock ϑ-function
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with q = e2πiτ , τ ∈ H := {τ ∈ C | Im(τ) > 0}, and (q)∞ =
∏∞
n=1(1− qn) = q−
1
24 η(τ),
where η is the Dedekind eta-function.
In Watson’s second paper on mock ϑ-functions, he moves on to the fifth order
functions. He manages to prove all of the identities given by Ramanujan in his letter.
However, he is unable to find the modular transformation properties, simply because
he is unable to find identities like (1) for the fifth order functions. He even expressed
his doubts about finding anything comparable to (1). However Andrews (see [2]) was
able to find comparable results for most of the fifth order functions. For example, for








(−1)jq 52n2+ 12n−j2 (1− q4n+2),









 (−1)jq 52n2+ 12n−j2 . (2)
The seventh order functions were mostly neglected by Watson, perhaps because
Ramanujan makes no positive assertions about them. However A. Selberg (see [23])
provides a full account of the behaviour of the seventh order functions near the unit
circle. In [12, pp. 666] we find identities similar to (2) for the seventh order mock









 (−1)r+sq 32 r2+4rs+ 32 s2+ 12 r+ 12 s. (3)
In [11] L. Go¨ttsche and D. Zagier consider sums like the ones in (2) and (3).
They call them theta-functions for indefinite lattices. For some special cases they find
modular transformation properties for these functions. However, these results do not
include the sums in (2) and (3). In [20], a theorem about the modularity of a certain
family of q-series associated with indefinite binary quadratic forms is given. Again,
the results do not include the sums in (2) and (3).
This thesis
This thesis is the result of my research on the following two questions, both posed by
Don Zagier:
1. How do the mock ϑ-functions fit in the theory of modular forms?
2. Is there a theory of indefinite theta functions?
This thesis 3
Since most of the mock ϑ-functions had been related to sums like the one in (1), I first




1− e2πinτ+2πiu (τ ∈ H, v ∈ C, u ∈ C \ (Zτ + Z)).
This function was also studied by Lerch in [15] (see [14] for an abstract). Therefore
we call this a Lerch sum. This sum is of the same type as the sum in (1). The
function does not transform like a Jacobi form. However, we find that on addition of a
(relatively easy) correction term the function does transform like a Jacobi form. This
correction term is real-analytic.
In Chapter 2 we consider certain indefinite ϑ-functions, in an attempt to give
a partial answer to the second question. These indefinite ϑ-functions are modified
versions of the sums considered by Go¨ttsche and Zagier in [11]. We find elliptic and
modular transformation properties for these functions. Because of the modifications
the indefinite ϑ-functions are no longer holomorphic (in general). Although the results
in this chapter are more general than the results in [11], the second question is far
from being solved. This is because we only consider indefinite quadratic forms of
type (r − 1, 1). It remains a problem of considerable interest to develop a theory of
theta-series for quadratic forms of arbitrary type.
In [3] Andrews gives most of the fifth order mock theta functions as Fourier co-
efficients of meromorphic Jacobi forms, namely certain quotients of ordinary Jacobi
theta-series. This is the motivation for the study of the modularity of Fourier coeffi-
cients of meromorphic Jacobi forms, in Chapter 3. We find that modularity follows on
adding a real-analytic correction term to the Fourier coefficients.
In Chapter 4 we use the results from Chapter 2, together with (2), (3) and similar
identities for other mock ϑ-functions, to get the modular transformation properties of
the seventh-order mock ϑ-functions and most of the fifth-order functions. The final
result is that we can write each of these mock ϑ-functions as the sum of two functions
H and G, where:
• H is a real-analytic modular form of weight 1/2 and is an eigenfunction of the
appropriate Casimir operator with eigenvalue 3/16 (this is also the eigenvalue of
holomorphic modular forms of this weight; for the theory of real-analytic modular
forms see for example [16, Ch. IV]); and




2τ−2πifb, where f ranges over a certain arithmetic





Moreover G is bounded as τ tends vertically to any rational limit.
This decomposition is thus similar to the one found in [29] for an Eisenstein series
of weight 3/2, the holomorphic part of the series, in that case, having class numbers
as Fourier coefficients.
4 Introduction
Many of the results of Chapter 4 could also be deduced using the methods from
Chapter 1 or Chapter 3 instead of Chapter 2, i.e. we have actually given 3 approaches




In this chapter, we first study a function h, which is essentially the function ϕ studied
by Mordell in [17] and [18]. We reproduce some of the results of Mordell. In the next
section we study a function µ, which is essentially a function studied by Lerch in [15].
We find elliptic and modular transformation properties of this function. One of these











+ µ(u, v; τ) =
1
2i
h(u − v; τ).
In section 4 we find a real-analytic function R with essentially the same elliptic and
modular transformation properties as µ. Combining the properties of µ and R we find
a real-analytic function µ˜, which transforms like a Jacobi form.
In the last section we relate h to a period integral of a unary theta function of
weight 3/2.
1.2 The Mordell integral
In this section, we present results of Mordell found in [17] and [18], in a form suitable
for the purpose of this chapter. The function h defined in Definition 1.1 is essentially
the function ϕ studied by Mordell: ϕ(x; τ) = − 12τe−πiτ/4+πixh(x − τ2 + 12 ; τ). The
same function was used earlier by Riemann (as described by Siegel [24]) to prove the
functional equation for the Riemann zeta function. Mordell was the first to analyze
the behaviour of this integral relative to modular transformations. Consequently, we
shall refer to this integral as the Mordell integral.
6 Chapter 1. Lerch Sums
Definition 1.1 For z ∈ C and τ ∈ H set







Proposition 1.2 The function h has the following properties:
(1) h(z) + h(z + 1) = 2√−iτ e
πi(z+ 12 )
2/τ ,
(2) h(z) + e−2πiz−πiτh(z + τ) = 2e−πiz−πiτ/4,
(3) z 7→ h(z; τ) is the unique holomorphic function satisfying (1) and (2),
(4) h is an even function of z,
(5) h( zτ ;− 1τ ) =
√−iτ e−πiz2/τ h(z; τ),
(6) h(z; τ) = e
pii















Proof: (1) We have










2−2πx(z+ 12 ) dx.
This last integral is well known and equals 1√−iτ e
πi(z+ 12 )
2/τ .











dx = −e−2πiz−πiτh(z + τ).
Now using Cauchy’s theorem we find

















(3) If we have two holomorphic functions h1 and h2 both satisfying the two equations,
their difference f = h1 − h2 is a holomorphic function satisfying:{
f(z) + f(z + 1) = 0
f(z) + e−2πiz−πiτf(z + τ) = 0.
So f(z0+mτ +n) = (−1)m+neπim2τ+2πimz0f(z0). Letting z0 vary over a fundamental
parallelogram [0, 1)Z + [0, 1) and m,n vary over Z, we see that f(z) is bounded and
1.3 Lerch sums 7
tends to 0 as Im(z)→∞, so f ≡ 0 by Liouville’s theorem.
(4) Replace x by −x in the integral.
(5) Let g(x) = 1coshπx . We first compute the Fourier transform Fg of g: Using Cauchy’s






































We see that g is its own Fourier transform! (Note the unusual plus sign in the definition
of the Fourier transform).
Let fτ (x) = e
πiτx2 , τ ∈ H. The Fourier transform of fτ is given by
Ffτ =






dx = F(fτ · g)(z) = (Ffτ ) ∗ (Fg)(z)
=










This identity holds for z ∈ R. Since both sides are analytic functions of z, the identity
holds for all z ∈ C. If we replace z by iz we get the desired result.
We may also prove the identity of part (5) by using (1) and (2) to show that
z 7→ 1√−iτ eπiz
2/τh( zτ ;− 1τ ) also satisfies the two equations (1) and (2). By uniqueness
we get the equation.
(6) Using (1) and (2) we can show that the right hand side, considered as a function
of z, also satisfies (1) and (2). The equation now follows from (3). 2
1.3 Lerch sums




1− e2πinτ+2πiu (τ ∈ H, v ∈ C, u ∈ C \ (Zτ + Z)).
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This function was also studied by Lerch. The original paper [15] is in Czech and is
not very easy to obtain. See [14] for an abstract in German. We will prove elliptic
and modular transformation properties of this function in Proposition 1.4 and 1.5
respectively. These results are equivalent to the results found by Lerch.
It is more convenient to normalize the above sum by dividing by the classical Jacobi
theta function ϑ. (Lerch did this too.) We will first give, without proof, some standard
properties of ϑ. For the theory of ϑ-functions see [19].
Proposition 1.3 For z ∈ C and τ ∈ H define






(1) ϑ(z + 1) = −ϑ(z).
(2) ϑ(z + τ) = −e−πiτ−2πizϑ(z).
(3) Up to a multiplicative constant, z 7→ ϑ(z) is the unique holomorphic function
satisfying (1) and (2).
(4) ϑ(−z) = −ϑ(z).
(5) The zeros of ϑ are the points z = nτ +m, with n,m ∈ Z. These are simple zeros.
(6) ϑ(z; τ + 1) = e
pii
4 ϑ(z; τ).
(7) ϑ( zτ ;− 1τ ) = −i
√−iτeπiz2/τϑ(z; τ).
(8) ϑ(z; τ) = −iq 18 ζ− 12
∞∏
n=1
(1− qn)(1 − ζqn−1)(1− ζ−1qn), with q = e2πiτ , ζ = e2πiz.
This is the Jacobi triple product identity.
(9) ϑ′(0; τ + 1) = e
pii
4 ϑ′(0; τ) and ϑ′(0;− 1τ ) = (−iτ)3/2 ϑ′(0; τ).
(10) ϑ′(0; τ) = −2πη(τ)3, with η as in the introduction.
We now turn to the normalized version of Lerch’s function:
Proposition 1.4 For u, v ∈ C \ (Zτ + Z) and τ ∈ H, define








(1) µ(u+ 1, v) = −µ(u, v),
1.3 Lerch sums 9
(2) µ(u, v + 1) = −µ(u, v),
(3) µ(u, v) + e−2πi(u−v)−πiτµ(u+ τ, v) = −ie−πi(u−v)−πiτ/4,
(4) µ(u+ τ, v + τ) = µ(u, v),
(5) µ(−u,−v) = µ(u, v),
(6) u 7→ µ(u, v) is a meromorphic function, with simple poles in the points u = nτ+m
(n,m ∈ Z), and residue −12πi 1ϑ(v) in u = 0,
(7) µ(u+ z, v + z)− µ(u, v) = 1
2πi
ϑ′(0)ϑ(u + v + z)ϑ(z)
ϑ(u)ϑ(v)ϑ(u + z)ϑ(v + z)
,
for u, v, u+ z, v + z 6∈ Zτ + Z,
(8) µ(v, u) = µ(u, v).
Proof: (1) is trivial and (2) follows from (1) of Proposition 1.3.






















Dividing both sides by −eπiuϑ(v), we get the desired result.
(4) Part (2) of Proposition 1.3 gives














Replace n by n− 1 in the last sum to get the desired result.








We multiply by −e
2piinτ−2piiu
−e2piinτ−2piiu to find







10 Chapter 1. Lerch Sums
Now using (4) of Proposition 1.3 we find
µ(u, v) = µ(−u,−v).
(6) From the definition we see that u 7→ µ(u, v) has a simple pole if 1−e2πinτ+2πiu = 0,
for some n ∈ Z. So u 7→ µ(u, v) has simple poles in the points u = −nτ+m (n,m ∈ Z).















(7) Consider f(z) = ϑ(u + z)ϑ(v + z) (µ(u+ z, v + z)− µ(u, v)). Using (1), (2) and
(5) of Proposition 1.3, and (1), (2), (4) and (6) of this proposition, we see that f has
no poles, a zero for z = 0, and satisfies{
f(z + 1) = f(z)
f(z + τ) = e−2πiτ−2πi(u+v+2z)f(z).
It follows that the quotient f(z)/ϑ(z)ϑ(u + v + z) is a double periodic function with
at most one simple pole in each fundamental parallelogram, and hence constant:
f(z) = C(u, v)ϑ(z)ϑ(u + v + z). (1.1)
To compute C we consider z = −u. If we take z = −u in (1.1) we find
f(−u) = C(u, v)ϑ(−u)ϑ(v) = −C(u, v)ϑ(u)ϑ(v) (1.2)
by (4) of Proposition 1.3.
By definition we have
f(−u) = lim
z→−u
ϑ(u + z)ϑ(v + z) (µ(u+ z, v + z)− µ(u, v))
= ϑ(v − u) · lim
z→0
ϑ(z)µ(z, v − u)










where we have used (6).
Combining (1.2) and (1.3) gives the desired result.
(8) Take z = −u− v in (7) and use (5) of Proposition 1.3 to find
µ(−v,−u) = µ(u, v).
If we now use (5), we get the desired result. 2
Proposition 1.5 Let µ be as in Proposition 1.4. Then µ satisfies the following mod-
ular transformation properties:
1.4 A real-analytic Jacobi form? 11
(1) µ(u, v; τ + 1) = e−
pii

















with h as in Definition 1.1.
Proof: (1) Use (6) of Proposition 1.3.




τ ,− 1τ ) in (7) of Proposition 1.4 and using (7) and
(9) of Proposition 1.3 we see that the left hand side depends only on u − v, not on u
and v separately. Call it 12i h˜(u−v; τ). Using (1) and (3) of Proposition 1.4 we see that
h˜ satisfies the two identities (1) and (2) of Proposition 1.2, so if we can prove that h˜
is a holomorphic function, then we may conclude that h˜ = h, as desired.
The poles of both u 7→ µ(u, v) and u 7→ µ(uτ , vτ ;− 1τ ) are simple, and occur at
u ∈ Zτ + Z, so the only poles of u 7→ h˜(u − v) could be simple poles for u ∈ Zτ + Z.
Since this is a function of u− v it has no poles at all, and hence is holomorphic.
Alternatively, we can check, using (6) of Proposition 1.4 and (7) of Proposition
1.3, that the residue at u = 0 vanishes. By (1) and (3) of Proposition 1.4 the residues
vanish for all u ∈ Zτ + Z, hence h˜ is holomorphic. 2
1.4 A real-analytic Jacobi form?














This is an odd entire function of z.





















du and substitute u =
√
v. 2












with y = Im(τ) and a = Im(u)Im(τ) .
12 Chapter 1. Lerch Sums
Lemma 1.8 For all c, ǫ > 0, this series converges absolutely and uniformly on the set
















(−1)ν− 12 (ν + a)e−πiν2τ−2πiν(aτ−b). (1.5)
Proof: We split sgn(ν) − E((ν + a)√2y) into the sum of sgn(ν) − sgn((ν + a)√2y)
and sgn((ν + a)
√
2y)β(2(ν + a)2y). We see that sgn(ν) − sgn((ν + a)√2y) is nonzero
for only a finite number of values ν ∈ 12 +Z (this number depends on a, but since a is










converges absolutely and uniformly.





We have the inequality
(ν + a)2 ≥ 1
2
ν2,
for |ν| ≥ ν0, for some ν0 ∈ R which depends only on c (a is bounded by c). Hence we














converges absolutely and uniformly on the given set.
Since R is the (infinite) sum of real-analytic functions, and the series converges
absolutely and uniformly, it is real-analytic.


































































, this gives the differential equation (1.4). Similarly
∂
∂τ







































(−1)ν− 12 (ν + a) e−πiν2τ−2πiν(aτ−b),
proving equation (1.5). 2
Proposition 1.9 The function R has the following elliptic transformation properties:
(1) R(u+ 1) = −R(u),
(2) R(u) + e−2πiu−πiτR(u+ τ) = 2e−πiu−πiτ/4,
(3) R(−u) = R(u).
Proof: Part (1) is trivial, and for (3) we replace ν by −ν in the sum and use the fact
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sgn(ν)− sgn(ν − 1)
}
(−1)ν− 12 e−πiν2τ−2πiνu = 2e−πiu−πiτ/4,
since sgn(ν)− sgn(ν − 1) is zero for all ν ∈ 12 + Z except for ν = 12 . 2
Proposition 1.10 R has the following modular transformation properties:











+R(u; τ) = h(u; τ).
Proof: Part (1) is trivial. The left hand side of (2) we call h˜(u; τ). Using (1) and (2)
of Proposition 1.9 we can see that h˜ satisfies:{
h˜(u) + h˜(u+ 1) = 2√−iτ e
πi(u+ 12 )
2/τ ,
h˜(u) + e−2πiu−πiτ h˜(u+ τ) = 2e−πiu−πiτ/4.
Part (3) of Proposition 1.2 determines h as the unique holomorphic function with these
properties. This reduces the proof to showing that h˜ is a holomorphic function of u.
We fix τ ∈ H, and determine u = aτ − b by the coordinates a, b ∈ R (this implies


















h˜(aτ − b; τ) = 0.







R(aτ − b; τ) = −2i
√
2ye−2πa








































R(aτ − b; τ), with (a, b, τ) replaced by
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with y′ = Im(− 1τ ) = yττ . In the last step we have used (4) of Proposition 1.3.















































R(aτ − b; τ) = 0.
We have established the fact that h˜ is holomorphic, and hence equals h. 2
In the next theorem we combine the properties of µ and R to find a function µ˜
which is no longer meromorphic, but has better elliptic and modular transformation
properties than µ.
Theorem 1.11 We set
µ˜(u, v; τ) = µ(u, v; τ) +
i
2
R(u− v; τ), (1.8)
then
(1) µ˜(u+ kτ + l, v +mτ + n) = (−1)k+l+m+neπi(k−m)2τ+2πi(k−m)(u−v)µ˜(u, v),




















) ∈ SL2(Z), with v(γ) = η(aτ+bcτ+d )/((cτ + d) 12 η(τ))
(3) µ˜(−u,−v) = µ˜(v, u) = µ˜(u, v),
(4) µ˜(u+ z, v + z)− µ˜(u, v) = 1
2πi
ϑ′(0)ϑ(u + v + z)ϑ(z)
ϑ(u)ϑ(v)ϑ(u + z)ϑ(v + z)
,
for u, v, u+ z, v + z 6∈ Zτ + Z,
(5) u 7→ µ˜(u, v) has singularities in the points u = nτ +m (n,m ∈ Z). Furthermore
we have limu→0 uµ˜(u, v) = −12πi
1
ϑ(v) .
16 Chapter 1. Lerch Sums
Remark 1.12 Parts (1) and (2) of the theorem say that the function µ˜ transforms like




(for the theory of Jacobi
forms, see [9], where, however, only Jacobi forms of one variable are considered).
Furthermore we can find several differential equations satisfied by µ˜. Therefore we
would like to call this function a real-analytic Jacobi form. However, in the literature
I haven’t been able to find a satisfying definition of a real-analytic Jacobi form. I
intend to return to this problem in the future.
Remark 1.13 All three function in (1.8) have a property that the other two do not
have: µ˜ transforms well (like a Jacobi form), µ is meromorphic and u, v 7→ R(u − v)
depends only on u− v.
Proof: (1) Using the first four parts of Proposition 1.4 and the first two of Proposition
1.9 we find
µ˜(u+ 1, v) = −µ˜(u, v),
µ˜(u, v + 1) = −µ˜(u, v),
µ˜(u + τ, v) = −e2πi(u−v)+πiτ µ˜(u, v),
µ˜(u, v + τ) = −e2πi(v−u)+πiτ µ˜(u, v).
Combining these equations we get the desired result.
(2) Using Proposition 1.5 and Proposition 1.10 we find
µ˜(u, v; τ + 1) = e−
pii










= −√−iτe−πi(u−v)2/τ µ˜(u, v; τ)
Set m(u, v; τ) := ϑ(u − v; τ)µ˜(u, v; τ). Using (6) and (7) of Proposition 1.3 we see









































= (cτ + d)







) µ˜(u, v; τ). (1.9)











cτ + d eπicz
2/(cτ+d)ϑ(z; τ), (1.10)
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with χ(γ) some eighth root of unity. Applying ddz
∣∣
z=0







= χ(γ)(cτ + d)
3
2ϑ′(0; τ).
Using (10) of Proposition 1.3 we find
χ(γ) = v(γ)3
If we combine this with (1.9) and (1.10) we get the desired result.
(3) Using (5) of Proposition 1.4 and (3) of Proposition 1.9 we find
µ˜(−u,−v) = µ˜(u, v)
Using (8) of Proposition 1.4 and (3) of Proposition 1.9 we find
µ˜(v, u) = µ˜(u, v)
(4) This follows directly from (7) of Proposition 1.4.
(5) R has no singularities, so the singularities come from µ. The location and nature
of these singularities is already given in (6) of Proposition 1.4. 2
1.5 Period integrals of weight 3/2 unary theta func-
tions
In this section we will rewrite h in terms of the period integral of a unary theta function
of weight 3/2.
To state the main result we need the following definition:






The function ga,b is a unary theta function.
Proposition 1.15 ga,b satisfies:
(1) ga+1,b(τ) = ga,b(τ)
(2) ga,b+1(τ) = e
2πiaga,b(τ)
(3) g−a,−b(τ) = −ga,b(τ)
(4) ga,b(τ + 1) = e
−πia(a+1)ga,a+b+ 12 (τ)
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(5) ga,b(− 1τ ) = ie2πiab(−iτ)
3
2 gb,−a(τ)
I will not prove these relations, since they are all easy. For (5) use Poisson summation.
From these relations it follows that if a and b are rational, the function ga,b is a modular
form of weight 3/2.
Theorem 1.16 Let τ ∈ H, then






−i(z + τ) dz = −e
−πia2τ+2πia(b+ 12 )R(aτ − b),
with R as in Lemma 1.8.






−i(z + τ) dz = −e
−πia2τ+2πia(b+ 12 )h(aτ − b),
with h as in Definition 1.1.
Remark 1.17 The left hand side in (2) is 1-periodic as a function of a and, up to a
factor, as a function of b, while the right hand side is not.
For the proof we need the following two lemmas:










−i(z + τ) dz.
Proof: Both sides define a holomorphic function of τ ∈ H. So we only have to prove













where we have substituted z = iu in the integral on the right. We can easily see that



































Both sides have the same limit 0 as t→∞, hence they are equal. 2
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z − iν .
Proof: We first show that the series on the right hand side converges (it doesn’t
converge absolutely). Since Dirichlet’s test for convergence (see [28, pp. 17]) is not
directly applicable, we prove this by means of partial summation (we could also do














2 ) − 1 ,

















(z − iν)(z − i(ν + 1)) −
Tν0−1
z − iν0 +
Tν1
z − i(ν1 + 1) ,
with ν0, ν1 ∈ 12 + Z. We have limν0→−∞
Tν0−1
z−iν0 = 0, because Tν0 is bounded, and
also limν1→∞
Tν1













For z 6∈ iZ we consider the 1-periodic function given by b 7→ e2πbz for b ∈ (− 12 , 12 ).








The given function is continuous on the interval (− 12 , 12 ), hence we get from the theory





















n=−m. If we replace z by z − 12 i, substitute ν = n+ 12












z − iν .
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z−iν converges, hence we get the desired result. 2







(Im(z)→ ∞), for some ν0 > 0 (for a ∈ (− 12 , 0) we can take ν0 = a+ 12 , for a ∈ [0, 12 )
we can take ν0 =
1


















































































= −e−πia2τ+2πia(b+ 12 )·∑
ν∈ 12+Z
{







If we use that for a ∈ (− 12 , 12 ) we have sgn(ν + a) = sgn(ν) for all ν ∈ 12 + Z, we get
the desired result.



























coshπ(z − ia) dz.
If we replace z by z− ia in Lemma 1.19, multiply both sides by e2πia(b+ 12 ) and replace
1.5 Period integrals of weight 3/2 unary theta functions 21
ν by ν − a, we find
−eπia e
2πbz








z − iν ,
with b ∈ (− 12 , 12 ). Hence we find
−eπia e
2πbz


















This identity also follows from the theory of partial fraction decompositions given in
[28, pp. 134–136]. Using it we see
















































∣∣∣∣ eπiτz2+2πiν(b+ 12 )( 1z − iν + 1iν
)∣∣∣∣ dz (1.11)
converges. We have∣∣∣∣ eπiτz2+2πiν(b+ 12 )( 1z − iν + 1iν
)∣∣∣∣ = e−πyz2 ∣∣∣∣ 1z − iν + 1iν
∣∣∣∣ ≤ |z|ν2 e−πyz2 ,
with y = Im(τ). Both
∫
R
|z|e−πyz2dz and ∑ν∈a+ 12+Z 1ν2 converge and hence the
expression in (1.11) converges. Now making the change of order we find
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(−i(z + τ)) 32 dz,
so

























(−i(z + τ)) 32
∣∣∣∣∣ = 1|ν| eπiν
2z
|z + τ | 32 ≤
eπiν
2z














Hence we can interchange the order of summation and integration in (1.12):















Using partial integration we find
















































−i(z + τ) dz.
(1.13)
Let z ∈ iR≥0, and ν0 ∈ a+ 12 + Z, ν0 > 0. By partial summation we find (with Tν as























































converges uniformly for z ∈ iR≥0.



















converge uniformly for z ∈ iR≥0.





















by Lemma 1.19 with z = 0. If we put this into (1.13), we get the desired result. 2
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Remark 1.20 We may also prove part (2) by using (2) of Proposition 1.10 together
with part (1): We split the integral
∫ i∞




0 . For the first






−i(z + τ) dz = −e
−πia2τ+2πia(b+ 12 )R(aτ − b), (1.14)























gb+ 12 ,−a+ 12 (z)√
−i (z − 1τ ) dz,
by (5) and (2) of Proposition 1.15. Using part (1) of this proposition with (a, b, τ)
















−i(z + τ) dz







= −e−πia2τ+2πia(b+ 12 )
{







= −e−πia2τ+2πia(b+ 12 )h(aτ − b),




The classical theta series associated to a positive definite quadratic form Q : Rr −→ R






These theta series have well-known transformation properties. In particular Θ(0; τ) is
a modular form of weight r/2.
In [11] Go¨ttsche and Zagier define a theta function for the case when the type of
Q is (r − 1, 1). The definition of these functions is almost the same as in (2.1), only
here the sum doesn’t run over Zr, but some appropriate subset. However, in general,
these functions do not have nice modular transformation properties.
In this chapter we give a modified definition. We find elliptic and modular trans-
formation properties for these functions. The theta functions we define depend not
only on Q, but also on two vectors c1, c2 ∈ Rr with Q(ci) ≤ 0, i = 1, 2. The case
Q(c1) = Q(c2) = 0 gives the same functions as in [11].
There is a connection between the indefinite ϑ-functions from this chapter and cer-
tain ϑ-functions considered by Siegel (see [25]). However, I will not give this connection
here.
2.2 Definition of ϑ
Let A be a symmetric r × r-matrix with integer coefficients, which is non-degenerate.
We consider the quadratic form Q : Cr −→ C, Q(x) = 12 〈x,Ax〉 and the associated
bilinear form B(x, y) = 〈x,Ay〉 = Q(x+ y)−Q(x)−Q(y).
The type of Q is the pair (r − s, s), where s is the largest dimension of a linear
subspace of Rr on which Q is negative definite. The signature of Q is the number
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r − 2s.
From now on we assume that s = 1, i.e., that Q has type (r − 1, 1). Then the
set of vectors c ∈ Rr with Q(c) < 0 has two components. If B(c1, c2) < 0 then c1
and c2 belong to the same component, while if B(c1, c2) > 0 then c1 and c2 belong to
opposite components. Let CQ be one of the two components. If c0 is a vector in that
component, then CQ is given by:
CQ := {c ∈ Rr | Q(c) < 0, B(c, c0) < 0}.
We further set
SQ := {c ∈ Zr | c primitive, Q(c) = 0, B(c, c0) < 0}.
(c primitive means that the greatest common divisor of the components of c is 1).
The (r − 1)-dimensional hyperbolic space CQ/R+ is the natural domain of definition
of automorphic forms with respect to O+A(Z) (see section 2.4 for the definition), and
SQ is a set of representatives for the corresponding set of cusps
{c ∈ Qr | Q(c) = 0, B(c, c0) < 0}/Q+.





. Further we put
CQ := CQ ∪ SQ. This is a generalisation of the usual construction H = H ∪ P1(Q),
which is the special cone CQ = CQ∪SQ for the quadratic form Q(a, b, c) = 12 (b2−4ac).
For c ∈ CQ put
R(c) :=
{
Rr if c ∈ CQ
{a ∈ Rr | B(c, a) 6∈ Z} if c ∈ SQ
and
D(c) := {(z, τ) ∈ Cr ×H | Im(z)/ Im(τ) ∈ R(c)}.
Definition 2.1 Let c1, c2 ∈ CQ. We define the theta function of Q with characteris-







where ρ(ν; τ) is defined by
ρ(ν; τ) = ρc1,c2A (ν; τ) := ρ









if c ∈ CQ,
sgn(B(c, ν)) if c ∈ SQ,
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with y = Im(τ) and E as in Definition 1.6.
For (z, τ) ∈ D(c1)∩D(c2), we define the theta function of Q with respect to (c1, c2)
by






with a, b ∈ Rr defined by z = aτ + b, so a = Im(z)Im(τ) , b = Im(zτ)Im(τ) .
Remark 2.2 The definition doesn’t change if we replace ci by λci, with λ ∈ R+.
Hence we could replace the condition Q(ci) < 0 by Q(ci) = −1. This would simplify
the definition of ρ.
Remark 2.3 In some special cases ϑa,b is holomorphic: if c1, c2 ∈ SQ and, as we will
see in section 2.5, also for some special values of c1, c2, a and b. In general however,
the functions ϑ and ϑa,b are not holomorphic.
Because Q is indefinite, e2πiQ(n)τ isn’t bounded. Therefore it’s not immediately
clear that the series defining ϑ(z; τ) converges absolutely. However, using an estimate
for the growth of ρ we shall find:
Proposition 2.4 The series defining ϑ(z; τ) converges absolutely.
For the proof of this proposition, we need two lemmas
Lemma 2.5 Let c ∈ CQ. The quadratic form Qc : Rr −→ R, Qc(ν) := Q(ν)− B(c,ν)
2
2Q(c)
is positive definite, and we have




2 − 2Q(c)Q(c0)− |B(c, c0)|
√
B(c, c0)2 − 4Q(c)Q(c0)
2Q(c)Q(c0)
> 0.
Proof: If ν ∈ Rr is linearly independent of c, the quadratic form Q has type (1, 1) on
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If ν = λc, with λ 6= 0, we get Q(ν)− B(c,ν)22Q(c) = −Q(c)λ2 > 0, which proves that Qc is
positive definite.
For the second part we consider the restriction of Qc to the ellipsoid S = {ν ∈
Rr|Qc0(ν) = 1}. Since S is compact, Qc|S assumes its absolute minimum at some
point ν0. We compute that minimum with the method of Lagrange multipliers: There
















Taking the inner product with c on both sides of (2.2) we find
−B(ν0, c) = λ
(




Taking the inner product with c0 on both sides of (2.2) we find
B(ν0, c0)− B(ν0, c)B(c, c0)
Q(c)
= −λB(ν0, c0). (2.4)
Combining (2.3) and (2.4) we find
Q(c)Q(c0)(λ + 1)
2 = λB(c, c0)
2 (2.5)
or
B(ν0, c) = B(ν0, c0) = 0.
If B(ν0, c) = B(ν0, c0) = 0, then (2.2) reduces to Aν0 = λAν0, from which we find
λ = 1.
The roots of (2.5) are
λ± =
B(c, c0)
2 − 2Q(c)Q(c0)± |B(c, c0)|
√
B(c, c0)2 − 4Q(c)Q(c0)
2Q(c)Q(c0)
.
Taking the inner product with ν0 on both sides of (2.2) and dividing by 2, we find
Qc(ν0) = λQc0(ν0) = λ.
Hence the absolute minimum of Qc|S is the minimum of {1, λ−, λ+} which is λ− =
λc,c0 . So we have
Qc(ν) ≥ λc,c0 ∀ν ∈ S.












Multiplying both sides by Qc0(ν) we get the desired result. 2
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Lemma 2.6 Let c1, c2 ∈ CQ be linearly independent. The quadratic form Q+ : Rr −→
R, Q+(ν) := Q(ν) + B(c1,c2)4Q(c1)Q(c2)−B(c1,c2)2B(c1, ν)B(c2, ν) is positive definite.
Proof: If ν ∈ Rr is not a linear combination of c1 and c2, the quadratic form Q has
type (2, 1) on span{c1, c2, ν}; so the matrix 2Q(c1) B(c1, c2) B(c1, ν)B(c1, c2) 2Q(c2) B(c2, ν)
B(c1, ν) B(c2, ν) 2Q(ν)
 (2.6)





4Q(c1)Q(c2)−B(c1, c2)2 ≥ 0.







So if Q+(ν) = 0, we have B(c1, ν) = B(c2, ν) = 0, which implies ν = 0. Thus if ν 6= 0
then Q+(ν) is strictly positive, so Q+ is positive definite.
Proof of Proposition 2.4: If c1, c2 ∈ CQ, we write ρ(ν; τ), using Lemma 1.7, as the



































with β as in Lemma 1.7. If c1 ∈ CQ and c2 ∈ SQ we get only the sum of the first and
the last expression. If c1 ∈ SQ and c2 ∈ CQ we get the sum of the last two expressions.
If c1, c2 ∈ SQ we have only the last expression. Hence the proof is reduced to showing
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converges absolutely for all c1, c2 ∈ CQ.
We will first show that the series (2.10) converges absolutely for all c with Q(c) < 0:


























converges, and so the series (2.10) converges absolutely if Q(c) < 0.
We will now show that the series (2.11) converges absolutely for all c1, c2 ∈ CQ:
If c1 and c2 are linearly dependent, we have ρ
c1,c2 = 0. Hence we can assume that
they are linearly independent.
Case 1: c1, c2 ∈ CQ.
If we have B(c1, ν)B(c2, ν) > 0, then sgn(B(c1, ν))− sgn(B(c2, ν)) = 0. If we have
B(c1, ν)B(c2, ν) ≤ 0, then (note that 4Q(c1)Q(c2)−B(c1, c2)2 < 0, as we saw before)
Q(ν) ≥ Q+(ν),
with Q+ as in Lemma 2.6. Hence we find∣∣∣{sgn(B(c1, ν)) − sgn(B(c2, ν))}e2πiQ(ν)τ+2πiB(ν,b)∣∣∣
=
∣∣∣sgn(B(c1, ν))− sgn(B(c2, ν))∣∣∣ e−2πQ(ν)y
≤ 2e−2πQ+(ν)y.
(2.13)




converges, and so the series (2.11) converges absolutely.
Case 2: c1 ∈ CQ and c2 ∈ SQ.
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We write ν = µ + nc2 with µ ∈ a + Zr and n ∈ Z, such that B(c1,µ)B(c1,c2) ∈ [0, 1)





). Then sgn(B(c2, ν)) = sgn(B(c2, µ)) (use B(c2, c2) = 0) and






































n if |x| < 1

















1− e2πiB(c2,µ)τ+2πiB(c2,b) − δ(B(c1, µ)).
Here we used that
B(c2, µ) ≥ B(c2, µ˜) > 0, (2.14)
for all µ ∈ a + Zr, and for some µ˜ ∈ a + Zr. This is guaranteed by the fact that
(z, τ) ∈ D(c2).
Since c1, c2 ∈ Zr we have{
µ ∈ a+ Zr
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This series converges absolutely, since Q is positive definite on 〈c1〉⊥Z , and the term
2
1− e2πiB(c2,ξ+µ0)τ+2πiB(c2,b) − δ(B(c1, µ0))
is bounded (use (2.14)).
Case 3: c1 ∈ SQ and c2 ∈ CQ.
Since ϑc1,c2 = −ϑc2,c1 , this follows directly from the previous case.
Case 4: c1, c2 ∈ SQ.
Since ϑc1,c2 = ϑc1,c3 + ϑc3,c2 , for arbitrary c3 ∈ CQ, this follows directly from case
2 and 3. 2
2.3 Properties of the ϑ-functions
The theta functions in Definition 2.1 have some nice elliptic and modular transforma-
tion properties, similar to those of the theta functions associated to positive definite
quadratic forms.
Proposition 2.7 The function ϑ satisfies:
(1) For c1, c2, c3 ∈ CQ and (z, τ) ∈ D(c1) ∩ D(c2) ∩ D(c3) we have the cocycle
conditions ϑc1,c2 + ϑc2,c1 = 0 and ϑc1,c2 + ϑc2,c3 + ϑc3,c1 = 0.
(2) ϑ(z + λτ + µ; τ) = e−2πiQ(λ)τ−2πiB(z,λ)ϑ(z; τ) for all λ ∈ Zr and µ ∈ A−1Zr.
(3) ϑ(−z; τ) = −ϑ(z; τ).
(4) The function (c1, c2) 7→ ϑc1,c2 is continuous on CQ × CQ.
(5) Let c1, c3 ∈ CQ, c2 ∈ SQ and (z, τ) ∈ D(c2). Set c(t) = c2+ tc3. Then c(t) ∈ CQ
for all t ∈ (0,∞) and limt↓0 ϑc1,c(t)(z; τ) = ϑc1,c2(z; τ).
(6) ϑ(z; τ + 1) = ϑ(z + 12A
−1A∗; τ) with A∗ = (A11 . . . Arr)T ∈ Zr, the vector of
diagonal elements of A. In particular, ϑ(z; τ + 2) = ϑ(z; τ) and ϑ(z; τ + 1) =
ϑ(z; τ) if the matrix A is even.
(7) Let D′(c) :=
{
(z, τ) ∈ D(c) | ( zτ ,− 1τ ) ∈ D(c)} = {(aτ + b, τ) | τ ∈ H, a, b ∈












e2πiQ(z+pτ)/τϑ(z + pτ ; τ).
Proof: (1) follows from the corresponding relations for ρc1,c2 .
(2) The identity ϑ(z+µ; τ) = ϑ(z; τ) for µ ∈ A−1Zr is easy, and we find ϑ(z+λτ ; τ) =
e−2πiQ(λ)τ−2πiB(z,λ)ϑ(z; τ) for λ ∈ Zr when we replace n by n+ λ in the definition.
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For (3), replace n by −n in the definition and use that E and sgn are odd functions.
(4) We show that c1 7→ ϑc1,c2 is continuous on CQ. The result then follows from (1).
Using the decomposition of ρ as the sum of (2.7), (2.8) and (2.9) we see that it’s






























are continuous on CQ.










Since c 7→ λc,c0 is continuous and λc,c0 > 0 for all c ∈ CQ, we can find an neighbour-







converges, and so the series in (2.15) converges uniformly for c in Nc. Hence the
function in (2.15) is continuous on Nc. Since this holds for all c ∈ CQ, the function in
(2.15) is continuous on CQ.
In (2.13) we have seen that∣∣∣{sgn(B(c1, ν))− sgn(B(c2, ν))} e2πiQ(ν)τ+2πiB(ν,b)∣∣∣ ≤ 2e−2πQ+(ν)y.
The function Q+ restricted to the sphere S = {ν ∈ Rr| ‖ν‖ = 1} assumes its absolute
minimum λ(c1) > 0. Hence
Q+(ν) ≥ λ(c1) ∀ν ∈ S,
and so
Q+(ν) ≥ λ(c1)‖ν‖2 ∀ν ∈ Rr.
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Since c1 7→ λ(c1) is continuous and λ(c1) > 0 for all c1 ∈ CQ, we can find an neigh-
bourhood Nc1 of c1 such that λ(c1) ≥ ǫ > 0 for all c1 ∈ Nc1 . Hence on Nc1 we





converges, and so the series in (2.16) converges uniformly for c1 in Nc1 . Hence the
function in (2.16) is continuous on Nc1 . Since this holds for all c1 ∈ CQ, the function
in (2.16) is continuous on CQ.
(5) Note that ϑc1,c(t) = ϑc1,c3 + ϑc3,c(t). We can therefore assume c3 to be equal to
c1. We have Q(c(t)) = Q(c2 + tc1) = tB(c1, c2) + t
2Q(c1) < 0 and B(c1, c(t)) =
B(c1, c2) + 2tQ(c1) < 0 for all t ∈ (0,∞), since B(c1, c2) < 0 and Q(c1) < 0. Hence
c(t) ∈ CQ for all t ∈ (0,∞).
Using ϑc1,c(t) = ϑc1,c2 + ϑc2,c(t) and the decomposition of ρ as the sum of (2.7),































e2πiQ(ν)τ+2πiB(ν,b) = 0. (2.18)
It is easy to see that∣∣∣sgn(B(c2, ν)) − sgn(B(c(t), ν))∣∣∣ ≤ ∣∣∣sgn(B(c1, ν))− sgn(B(c2, ν))∣∣∣
for all ν ∈ a+Zr and t ∈ (0,∞) (Both sides can take on the values 0,1 and 2. If the right
hand side is 0, then sgn(B(c1, ν)) = sgn(B(c2, ν)), so sgn(B(c2, ν)) = sgn(B(c(t), ν)).
Hence the left hand side is also 0, and the equation holds. If the right hand side is 1,
then either B(c1, ν) or B(c2, ν) is zero. If B(c2, ν) = 0 we get that the left hand side
equals the right hand side. If B(c1, ν) = 0 the left hand side equals 0). Hence∣∣∣{sgn(B(c2, ν)) − sgn(B(c(t), ν))} e2πiQ(ν)τ+2πiB(ν,b)∣∣∣
≤
∣∣∣{sgn(B(c1, ν)) − sgn(B(c2, ν))} e2πiQ(ν)τ+2πiB(ν,b)∣∣∣ ,
for all ν ∈ a + Zr and t ∈ (0,∞). In the proof of Proposition 2.4 (Case 2) we have
seen that (2.11) converges absolutely, i.e.∑
ν∈a+Zr
∣∣∣{sgn(B(c1, ν)) − sgn(B(c2, ν))} e2πiQ(ν)τ+2πiB(ν,b)∣∣∣






















































We write a+ Zr as the union of P1, P2 and P3, with
P1 := {ν ∈ a+ Zr | sgn(B(c2, ν)) = − sgn(B(c1, ν))}
P2 := {ν ∈ a+ Zr |B(c1, ν)(B(c1, c2)B(c1, ν)− 2Q(c1)B(c2, ν)) ≥ 0}
P3 := {ν ∈ a+ Zr | sgn(B(c2, ν)) = − sgn(B(c1, c2)B(c1, ν)− 2Q(c1)B(c2, ν))}
Note that B(c2, ν) 6= 0 for all ν ∈ a + Zr, which is guaranteed by the fact that
(z, τ) ∈ D(c2).








for all t ∈ (0,∞). We have seen in the proof of Proposition 2.4 (Case 2) that the series
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B(c1, c2)B(c1, ν)−Q(c1)B(c2, ν)
)
, (2.19)
for all t ∈ (0,∞), which we get from the inequality(
B(c2, ν) +
(














y ≤ e−2π eQ(ν),
for all t ∈ (0,∞), with
Q˜(ν) := Q(ν)− 2B(c2, ν)
B(c1, c2)2
(
B(c1, c2)B(c1, ν)−Q(c1)B(c2, ν)
)
. (2.20)
Write ν = νc1c1 + νc2c2 + ν
⊥, with ν⊥ such that B(c1, ν⊥) = B(c2, ν⊥) = 0. We
see
B(c1, ν) = 2Q(c1)νc1 +B(c1, c2)νc2


















B(c1, c2)B(c1, ν)−Q(c1)B(c2, ν)
)
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and
Q˜(ν) = Q(ν⊥)− B(c2, ν)
B(c1, c2)2
(
B(c1, c2)B(c1, ν)−Q(c1)B(c2, ν)
)
.
The quadratic form Q˜ has type (r − 1, 1): Q has type (1, 1) on 〈c1, c2〉R and type
(r− 2, 0) on 〈c1, c2〉⊥R. On 〈c1, c2〉⊥R we have Q˜ = Q and on 〈c1, c2〉R we have Q˜ = −Q.





























Q˜(c˜2) = Q˜(−c2) = −Q(c2) = 0
















If we choose C eQ such that c˜1 ∈ C eQ then we see that c˜2 ∈ S eQ.
Using (2.20) we see
B˜(x, y) = Q˜(x+ y)− Q˜(x) − Q˜(y)
= B(x, y) − 2
B(c1, c2)
(







B˜(c1, ν) = −B(c1, ν)
B˜(c2, ν) = −B(c2, ν).
Since c˜1 and c˜2 are linear combinations of c1 and c2, we have
B˜(c˜1, ν) = −B(c˜1, ν)
B˜(c˜2, ν) = −B(c˜2, ν)
for all ν ∈ Rr.
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We rewrite the set P3:
P3 = {ν ∈ a+ Zr | sgn(B(c2, ν)) = − sgn(B(c1, c2)B(c1, ν)− 2Q(c1)B(c2, ν))}







= {ν ∈ a+ Zr | sgn(B(c˜2, ν)) = − sgn(B(c˜1, ν))}
= {ν ∈ a+ Zr | sgn(B˜(c˜2, ν)) = − sgn(B˜(c˜1, ν))}.


















On all three sets P1, P2 and P3, we have found a suitable majorant, independent




























































Hence we get equation (2.18).
(6) Since ρ(a; τ) depends only on Im(τ), we have ρ(a; τ + 1) = ρ(a; τ). Hence
ϑ(z; τ + 1) =
∑
n∈Zr
ρ(n+ a; τ)e2πiQ(n)e2πiQ(n)τ+2πiB(n,z), (2.21)
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If we put this into (2.21) we get (6).
We first prove (7) for the case c1, c2 ∈ CQ. We do this using the Poisson summation
formula. The main point – and the reason for the definition of the function ρ – is that
a 7→ ρ(a; τ)e2πiQ(a)τ is more or less its own Fourier transform:
Lemma 2.8 We have for all α ∈ Rr and τ ∈ H∫
Rr









Proof: The integral converges. This is analogous to the convergence of ϑ for case 1:













































(see (2.12)), with a 7→ Q(a)− B(c,a)22Q(c) positive definite (see Lemma 2.5). We also have∣∣∣{sgn(B(c1, a))− sgn(B(c2, a))} e2πiQ(a)τ+2πiB(a,b)∣∣∣ ≤ 2e−2πQ+(a)y,
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, with ac ∈ R, a′ ∈ Rr−1 and C a r × (r − 1)-matrix
whose columns form a basis for
〈c〉⊥
R
:= {a ∈ Rr | B(c, a) = 0}.
In that way we can split the integral over Rr in an integral over R and an integral


























∣∣det (c C)∣∣ da′dac
= 2






















(By a change of basis in Rn one can reduce to the case when M is diagonal).
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Q is positive definite on 〈c〉⊥
R

















































with y′ = Im
(− 1τ ). In the last step we have used
(det ( c C ))
2
detA = 2Q(c) detCTAC,




















































































is constant as a function of α. Since both terms are odd as a function of α, that
constant is zero. This proves the lemma. 2
Proof of (7): Case 1: c1, c2 ∈ CQ.























2πiQ(a)τ+2πiB(a,b) ϑ(aτ + b; τ)
into (2.24) (on the left replace (a, b, τ) by (a, b,−1/τ), on the right by (b + p,−a, τ))












e2πiQ(bτ−a+pτ)/τϑ(bτ − a+ pτ ; τ),
which is the desired result for z = bτ − a.
Case 2: c1 ∈ CQ and c2 ∈ SQ.
We use (5): We have proven the identity for ϑc1,c(t); if we take limt↓0 on both sides
we get the desired result.
The other two cases follow using the cocycle conditions given in (1). 2
Corollary 2.9 The function ϑa,b has the following elliptic and modular transforma-
tion properties:
(1) ϑa+λ,b = ϑa,b for all λ ∈ Zr.
(2) ϑa,b+µ = e
2πiB(a,µ) ϑa,b for all µ ∈ A−1Zr.
(3) ϑ−a,−b = −ϑa,b.
(4) ϑa,b(τ + 1) = e
−2πiQ(a)−πiB(A−1A∗,a) ϑa,a+b+ 12A−1A∗(τ) with A
∗ the vector of
diagonal elements of A.
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We consider the group
OA(R) := {C ∈ GLr(R) | CtAC = A}.
If C ∈ OA(R) and c ∈ CQ ⊂ Rr then Q(Cc) = Q(c), so C · CQ is either CQ or −CQ.
We consider only matrices C that leave CQ invariant, i.e. B(Cc, c) < 0, for all c ∈ CQ.
Set
O+A(R) := {C ∈ GLr(R) | CtAC = A, B(Cc, c) < 0 ∀c ∈ CQ}.





Remark 2.11 From CtAC = A, we find det(C) = ±1, so O+A(Z) is the group of
elements of O+A(R) that have integer coefficients.






O+A(Z) has only two elements: (
1 0




. However, in general O+A(Z) is an
infinite group.
If we consider the theta functions in Definition 2.1 not only as a function of z and τ ,
but also as a function of c1 and c2, we get transformation properties with respect to
O+A(Z):
Proposition 2.13 Let C ∈ O+A(Z), c1, c2 ∈ CQ and let (z, τ) ∈ D(c1) ∩ D(c2). Let
ϑc1,c2A (z; τ) be as in Definition 2.1. Then we have C · CQ = CQ, C · SQ = SQ,
(Cz, τ) ∈ D(Cc1) ∩D(Cc2), and
ϑCc1,Cc2(Cz; τ) = ϑc1,c2(z; τ).
Proof: C·CQ = CQ holds by definition. If c ∈ Zr is primitive, then Cc is also primitive.
Hence we find C ·SQ = SQ. We have Q(Cx) = Q(x) and B(Cx,Cy) = B(x, y), for all




















Hence if (z, τ) ∈ D(c) then (Cz, τ) ∈ D(Cc).
If we replace (c1, c2, z, n) by (Cc1, Cc2, Cz, Cn) in the definition of ϑ we get the
desired transformation property. 2
Remark 2.14 The C acts on both c1 and c2 at the same time.
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Corollary 2.15 Let C ∈ O+A(Z), c1, c2 ∈ CQ and let a ∈ R(c1)∩R(c2). Let ϑc1,c2a,b (τ)
be as in Definition 2.1. Then












, e := ( 11 ), and a = b =
1
6e.
Then B(c1, c2) = −6 and Q(c1) = Q(c2) = − 32 . If we choose CQ such that c1 ∈ CQ


































ϑ− 16 e,− 16 e(τ) + ϑ 16 e,− 16 e(τ) + ϑ 12 e,− 16 e(τ)
)
.
Using (3), (2), (3), (1) and (2) of Corollary 2.9, we see
ϑ− 16 e,− 16 e(τ) = −ϑ 16 e, 16 e(τ)
ϑ 1
6 e,− 16 e(τ) = e

















































e2πiQ(ν)τ+2πiB(ν,b) = 0. (2.28)




) ∈ O+A(Z). If we replace ν by Cν in
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Using C−1a = a − ( 01 ), C−1b = b − ( 01 ) and B (ν, ( 01 )) = 2ν1 + ν2 ≡ 12 mod 1 for











































































(−1)n+mq 12n2+2nm+ 12m2+ 12n+ 12m,
(2.29)
where we have substituted ν1 =
1
6 + n and ν2 =
1
6 +m in the last step.
From (2.29) together with (2.25) and (2.26) we see that ϑa,b is a holomorphic
modular form of weight 1, with the same transformation properties as η2. Hence ϑa,b
is a multiple of η2 (their quotient is a holomorphic function on the compact Riemann














(−1)n+mq 12n2+2nm+ 12m2+ 12n+ 12m = (q)2∞.


















. Then B(c1, c2) = −21
and Q(c1) = Q(c2) = − 32 . Using Corollary 2.9, we see
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To get the first equation we use C =
(−7 −12
4 7
) ∈ O+A(Z) (Cc1 = c1, C−1a = a+ (−21 )








(Cc2 = c2, C





































(−1)n+mq 12n2− 32m2+ 12n+ 12m,
where we have substituted ν1 =
1
2 + n and ν2 = − 16 +m in the last step. Replacing n
by −n− 1, we see ∑
n+2m,n−2m<0




(−1)n+mq 12n2− 32m2+ 12n+ 12m,
so
ϑa,b(τ) = −4epii3 q 112
∑
n≥2|m|
(−1)n+mq 12n2− 32m2+ 12n+ 12m.
We see that ϑa,b is a holomorphic modular form of weight 1, with the same transfor-
mation properties as η2. Hence ϑa,b is a multiple of η
2. By comparing the first Fourier
coefficients we find
ϑa,b = −4epii3 η2,
or equivalently ∑
n≥2|m|
(−1)n+mq 12n2− 32m2+ 12n+ 12m = (q)2∞.
This last equation is proven in [1, pp. 451], using different techniques. In that arti-
cle several similar results are proven. The modular transformation properties of the
functions involved can be found using the same method as in the examples presented
here.
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These examples are very special: in general, ϑa,b is not a holomorphic function.
However, for the special values of c1, c2, a and b given here, ϑa,b is holomorphic.
In [20] a theorem about the modularity of a certain family of q-series associated
with indefinite binary quadratic forms is given. This result may also be found using
the same method as in the examples presented here.
In the next two chapters, we will see some other examples. In these examples, the





In this chapter we consider functions ϕ : C×H −→ C that satisfy
ϕ(z + λτ + µ; τ) = e−2πim(λ










= (cτ + d)ke2πimcz
2/(cτ+d)ϕ(z; τ) ∀ ( a bc d ) ∈ SL2(Z), (M)
with k ∈ Z and m ∈ Z>0. The first equation gives the transformation law with respect
to z 7→ z+λτ+µ and will be denoted by (E), for elliptic. The second equation gives the
transformation law with respect to SL2(Z) and will be denoted by (M), for modular.
Jacobi forms of weight k and index m satisfy both (E) and (M).
It is a classical result, see [9, pp. 57–59], that the space of Jacobi forms of weight
k and index m is isomorphic to a certain space of (vector-valued) modular forms of
weight k − 12 in one variable:










ϕ(z; τ)e−2πilzdz p ∈ C








If ϕ also satisfies the transformation (M), then we have for each l:



























ϕ(z; τ)e−2πirzdz p ∈ C.
(The extra factor eπir
2τ/2m in the Fourier coefficients is for convenience).
If we use (E) with λ = 1 and µ = 0 we see that hr+2m = hr. Hence hr depends

















with ϑm,l as in (3.2).
If ϕ also satisfies the transformation (M), then we get the transformation properties
(3.3) and (3.4) of hl from the transformation properties of ϑm,l and the decomposition
given in (3.1); see [9, pp. 58–59] for details. 2
The hl are more or less the Fourier coefficients of ϕ, if we consider ϕ as a function
of z. These Fourier coefficients form a vector-valued modular form.
In [3] Andrews gives most of the fifth order mock theta functions as Fourier co-
efficients of meromorphic Jacobi forms (i.e. meromorphic as a function of z), namely
certain quotients of ordinary Jacobi theta-series. In this chapter (see Theorem 3.9),
we generalize Theorem 3.1 to include meromorphic Jacobi forms. We give the result
only for Jacobi forms on the full Jacobi group (i.e. satisfying (E) and (M) without any





), but it could certainly be generalized to
congruence subgroups (and vector-valued Jacobi forms) and could then be combined
with Andrews’s identities to obtain information about the modular properties of the
fifth order mock theta functions. We will not carry this out, since the same results
will be obtained in Chapter 4 using instead the results on indefinite ϑ-functions from
Chapter 2.
3.2 A building block 51
3.2 A building block
In this section we define functions fu : C × H −→ C and f˜u : C × H −→ C, which
will be used in the next section as building blocks for meromorphic Jacobi forms.
Definition 3.2 Let u ∈ C and m ∈ Z>0. Define fu : C×H −→ C by
fu(z; τ) = f
(m)






Note the similarity of this sum with the Lerch sums studied in Chapter 1. The func-
tion f (1/2) is the sum studied in Section 1.2. The following result is the analogue of
Proposition 1.4 and Proposition 1.5.
Proposition 3.3 We have
(1) fu satisfies (E),
(2) z 7→ fu(z; τ) is a meromorphic function, with simple poles in u + Zτ + Z, and
residue − 12πi in z = u,
(3) fu+1(z; τ) = fu(z; τ)





(5) fu(z; τ + 1) = fu(z; τ),













hl(u; τ)ϑm,l(z; τ), with







where L = R − it with 0 < t < 1. This path can be deformed into the real axis
indented by the lower half of a small circle with the origin as its centre.
Proof:We see immediately that the series converges absolutely, unless z = u−λτ +µ
for some λ, µ ∈ Z, in which case one term in the sum becomes infinite. Hence z 7→
fu(z; τ) is meromorphic, with simple poles only in the points z = u−λτ+µ (λ, µ ∈ Z).
(1) It is easy to see that fu(z + µ) = fu(z) for all µ ∈ Z. Also
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(2) We have already seen that z 7→ fu(z; τ) is a meromorphic function, with simple
poles in u+ Zτ + Z. The pole in z = u comes from the term λ = 0. We see
lim
z→u
(z − u)fu(z; τ) = lim
z→u
(z − u)





(4) If we replace λ by λ+ 1 in the definition we find


























In the last step we have changed the order of summation and substituted µ = 2mλ+ l.
(5) Trivial.







is meromorphic, with simple poles in u + Zτ + Z, and
residue − τ2πie−2πimu
2/τ in z = u. So
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If we substitute x = i(z − u)/τ in this last integral and use Cauchy’s theorem, we get
the desired result. 2
We see that the transformation law with respect to SL2(Z) for fu is rather compli-
cated. However, if we modify the definition a little (in Theorem 1.11 we did something
similar), we get a function which is no longer holomorphic as a function of τ , but has
simpler transformation properties with respect to SL2(Z).
Definition 3.4 Let u ∈ C. Define f˜u : C×H −→ C by

























y = Im(τ) and E as in Definition 1.6.
The function Rm,l is the analogue of the function R defined in Lemma 1.8. We will not
show that the series defining Rm,l converges, since this is similar to the convergence
of R, proven in Lemma 1.8.
Proposition 3.5 We have





with respect to (z, u, τ) ∈ C2 ×H, i.e.
(a) f˜u satisfies (E),
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(b) f˜u+λτ+µ(z; τ) = e


















(2) for fixed u, z 7→ f˜u(z; τ) is a meromorphic function, with simple poles in u+Zτ+Z,
and no other poles, and residue − 12πi in z = u,












with A = ( 2m 11 0 ), c1 = (
0




Proof: (2) This follows directly from (2) of Proposition 3.3 and the fact that ϑm,l is
holomorphic.
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Hence









































(1a) and (1b) follow directly from (3) and the transformation properties of ϑc1,c2A given
in (2) of Proposition 2.7.
(1c) Using (3) and the transformation properties of ϑc1,c2A given in (6) and (7) of
Proposition 2.7 we see










2−u2)/τ f˜u(z; τ). (3.7)
Combining these results we get (1c). 2
Remark 3.6 We do not need (3) to prove (1): We could also prove (3.7) using (6) of














We will not prove this equation. Part (1b) and equation (3.6) may also be proved by
using properties of fu given in Proposition 3.3 and properties of Rm,l, which we will
not give here. Part (1a) follows directly from the fact that both fu and ϑm,l satisfy
(E).
Proposition 3.7 Let Rm,l be as in Definition 3.4. Then













(2) τ 7→ e−2πimα2τRm,l(ατ + β; τ) is an eigenfunction of the weight 1/2 Casimir
operator Ω 1
2
= −4y2 ∂2∂τ∂τ + iy ∂∂τ + 316 with eigenvalue 316 .
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If we now substitute λ′ = λ2m + α we get the desired result.
(2) From (1) we see that τ 7→ √y ∂∂τ e−2πimα








2τRm,l(ατ + β; τ) = 0
We can write the operator Ω 1
2





















2τRm,l(ατ + β; τ),
which proves (2). 2
3.3 Transformation properties
Before we can state the main result we need the following
Definition 3.8 Let u ∈ C and let f be a real-analytic function in a neighbourhood
of u. If g is a meromorphic function with a pole of order s in u, then f · g has, in a




anm(v − u)n(v − u)m.















f(v) · (v − u)sg(v)
)
.
If f is holomorphic the definition coincides with the usual definition of the residue.
Now the main result:
Theorem 3.9 Let ϕ be such that z 7→ ϕ(z; τ), for fixed τ ∈ H, is a meromorphic













for τ ∈ H and z 6∈ Singϕ(·; τ), with
Singϕ(·; τ) := {u ∈ C | z 7→ ϕ(z; τ) has a pole in u},
Λτ = Zτ + Z,
and, for 0 ≤ l ≤ 2m− 1 and any p ∈ C such that there are no poles on the boundary














with singp ϕ(·; τ) = Singϕ(·; τ) ∩ Pp.





transforms under the action of
SL2(Z) as in equations (3.3) and (3.4).
Proof: Let p ∈ C be such that z 7→ ϕ(z; τ) has no poles on ∂Pp. Let z ∈ Pp,
z 6∈ Singϕ(·; τ). Now consider ∫
∂Pp
fv(z; τ)ϕ(v; τ)dv.
We compute this integral in two different ways. On the one hand, the function we are






fv(z; τ)ϕ(v; τ)dv −
∫ p+1
p
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by (4) of Proposition 3.3. On the other hand, we can compute the integral using the
residue theorem. The poles of v 7→ fv(z; τ)ϕ(v; τ) inside Pp are the poles of ϕ inside















































with hl as in the theorem. Since v 7→ f˜v(z; τ)ϕ(v; τ) is invariant under translation by










. So far we have only proven the identity for z ∈ Pp. However, both
sides satisfy (E), so the identity holds for all z ∈ C, z 6∈ Singϕ(·; τ).
In the rest of the proof we assume that ϕ satisfies (M). Let









From the first part of the theorem we see that ϕ+ ϕ˜ is a holomorphic function, which
satisfies (E), and




If we can show that ϕ˜ also satisfies (M), then the second part of the theorem follows





) ∈ SL2(Z). If u is a pole of ϕ (·; γτ), then u′ = (cτ + d)u is a pole of
ϕ(·; τ), and Λτ = (cτ + d)Λγτ . Hence
Singϕ (·; γτ)modΛγτ = (cτ + d) Singϕ(·; τ)mod Λτ .























= (cτ + d)k+1−se2πimcz
2/(cτ+d)f˜v(z; τ)(v − u)sϕ(v; τ).
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= (cτ + d)ke2πimcz
2/(cτ+d)ϕ˜(z; τ),




If all the poles of ϕ are simple, the theorem from the previous section reduces to
Corollary 3.10 Let ϕ be such that z 7→ ϕ(z; τ), for fixed τ ∈ H, is a meromorphic









Singϕ(·; τ) := {u ∈ C | z 7→ ϕ(z; τ) has a pole in u},




and, for 0 ≤ l ≤ 2m− 1 and any p ∈ C such that there are no poles on the boundary
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with singp ϕ(·; τ) = Singϕ(·; τ) ∩ Pp.





transforms under the action of
SL2(Z) as in equations (3.3) and (3.4).
In a special case, the residue function τ 7→ du(τ) has modular transformation
properties:
Proposition 3.11 Let ϕ and du(τ) be as in Corollary 3.10 and suppose that the pole
u of ϕ(·; τ) is of the form u = ατ + β, with α, β ∈ Q independent of τ . Then
τ 7→ e2πimα2τdu(τ) transforms as a modular form of weight k − 1 on some subgroup
Γα,β of SL2(Z).










= (cτ + d)k−1e2πimcu
2/(cτ+d)du(τ).
Hence (u, τ) 7→ du(τ) transforms as a Jacobi form of weight k − 1 and index m. By
Theorem 1.3 of [9, pp. 10] we get the desired result. Actually, that theorem also
assumes a growth condition, but one can check in the proof that the growth condition





























2 − ζ 12 + ζ− 12 − 9ζ− 32
)
q + . . .
}
,
with ϑa,b(z; τ) :=
∑
λ∈a+Z e
πiλ2τ+2πiλ(z+b), ζ = e2πiz and q = e2πiτ .
Using Table V on page 36 of [19] we see that ϕ transforms like a Jacobi form of
weight k = 1 and index m = 13 on the full modular group. (Note that Mumford uses








Also there’s a mistake in the 4th formula on the right: it should read ϑ11(z/τ,−1/τ) =
−i(−iτ) 12 exp(πiz2/τ)ϑ11(z, τ).)
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The function ϕ is meromorphic in z with simple poles in Zτ + Z. If we take










































ϕ(z; τ)e−2πilzdz + 256iR13,l(0; τ), (3.9)
for 0 ≤ l ≤ 25. According to the corollary the hl transform as a vector-valued modular
form of weight 12 .






are holomorphic as a function of τ . In particular they are eigenfunctions of Ω 1
2
with
eigenvalue 316 . Using (2) of Proposition 3.7 we see that τ 7→ R13,l(0; τ) is also a
eigenfunction of Ω 1
2







So the hl form a vector-valued real-analytic modular form of weight
1
2 . The transfor-
mations are:


































is a theta function of weight 3/2.
Summarizing, we have proved:
Proposition 3.12 Let ϕ be the function given by
ϕ(z; τ) =
(

















valued real-analytic modular form of weight 1/2, with eigenvalue 3/16 for the weight
1/2 Casimir operator.
This is a very special example: It has been constructed is such a way that the du
are constant (as a function of τ). As a result the hl are eigenfunctions of a Casimir
operator. However, in general the du will not be constant and the hl will not be





Mock ϑ-functions were introduced by S. Ramanujan in the last letter he wrote to G.H.
Hardy, dated January, 1920. For a photocopy of the mathematical part of this letter
see [21, pp. 127–131] (also reproduced in [4]). In this letter, Ramanujan provided a
list of 17 mock ϑ-functions, together with identities they satisfy. Ramanujan divided
his list of functions into “third order”, “fifth order” and “seventh order” functions, but
did not say what he meant. There’s still no formal definition of “order”, but known
identities for these mock ϑ-functions make it clear that they are related to the numbers
3, 5 and 7. Therefore we regard the order of a mock ϑ-function merely as a convenient
label, which may or may not have a deeper significance.
In his letter, Ramanujan explained what he meant by a mock ϑ-function. In [5] we
find a formal definition. Slightly rephrased it reads: a mock ϑ-function is a function
f of the complex variable q, defined by a q-series of a particular type (Ramanujan
calls this the Eulerian form), which converges for |q| < 1 and satisfies the following
conditions:
(1) infinitely many roots of unity are exponential singularities,
(2) for every root of unity ξ there is a ϑ-function ϑξ(q) such that the difference
f(q) − ϑξ(q) is bounded as q → ξ radially (presumably with only finitely many
of the ϑξ being different),
(3) there is no ϑ-function that works for all ξ, i.e. f is not the sum of two functions,
one of which is a ϑ-function and the other a function which is bounded in all
roots of unity.
(When Ramanujan refers to ϑ-functions, he means sums, products, and quotients of




2+bn with a, b ∈ Q and ǫ = −1, 1).
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The 17 functions given by Ramanujan indeed satisfy conditions (1) and (2) (see [26],
[27] and [23]). However no proof has ever been given that they also satisfy condition
(3). Watson (see [26]) proved a very weak form of condition (3) for the “third order”
mock ϑ-functions, namely, that they are not equal to ϑ-functions.
In this chapter we will see that condition (3) is not satisfied if we strengthen it
slightly. Indeed, we shall discuss vector-valued mock ϑ-functions F for which there is
a vector-valued real-analytic modular form H such that F −H is bounded in all roots
of unity.
There are several ways to get these results: For example let us consider the “fifth















(−1)jq 52n2+ 12n−j2 (1− q4n+2), (4.1)
with (q)∞ =
∏∞
n=1(1 − qn). Using this identity, Andrews (see [3]) showed that f0(q)
can be seen as a Fourier coefficient of a certain quotient of Jacobi theta functions.
Next Hickerson (see [13]) showed that f0(q) can be related to a sum similar to the
Lerch sum discussed in Chapter I. Similar results have been found for most other
mock ϑ-functions. Hence we can extend the results of Chapter I to include these
“Lerch-like” sums and thereby get the transformation properties of f0. We may also
use the techniques from Chapter 3 and the representation of the mock ϑ-functions as a
Fourier coefficient of a meromorphic Jacobi form, to find the transformation properties.
However, we will use (4.1) and similar identities for the other mock ϑ-functions and
apply the results from Chapter 2.
4.2 General results
Before we start with the mock ϑ-functions, we derive some general results, which we
will use repeatedly.






with y = Im(τ) and β as in Lemma 1.7.
This function, a kind of non-holomorphic unary theta-series, is a slight modification
of the function R studied in Chapter 1 (cf. (1) of the following proposition) and is also
similar to the function Rm,l(z; τ) defined in Definition 3.4.
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Proposition 4.2 Let a ∈ (0, 1), b ∈ R and τ ∈ H. We have
(1) Ra,b(τ) = ie
−πi(a− 12 )2τ−2πi(a− 12 )b R
(
(a − 12 )τ + b + 12 ; τ
)
, with R as defined in
Lemma 1.8.




−i(z + τ) dz, with ga,b as in Definition 1.14.
(3) If ξ ∈ Q, then Ra,b(τ) is bounded as τ ↓ ξ.
(4) ∂∂τRa,b(τ) = −i 1√2y ga,−b(−τ ).
(5) τ 7→ Ra,b(τ) is an eigenfunction of the weight 1/2 Casimir operator Ω 1
2
=
−4y2 ∂2∂τ∂τ + iy ∂∂τ + 316 , with eigenvalue 316 .






















(−1)ν− 12 e−πiν2τ−2πiν((a− 12 )τ+b+ 12 ).
Using Lemma 1.7, we write sgn(ν)−E ((ν + a− 12)√2y) as the sum of sgn(ν)−sgn(ν+
a− 12 ) and sgn(ν + a− 12 )β(2(ν + a− 12 )2y). We see that sgn(ν)− sgn(ν + a− 12 ) = 0































2τ+2πi(a− 12 )(b+ 12 )
∑
ν∈a+Z
sgn(ν)β(2ν2y) (−1)ν−ae−πiν2τ−2πiν(b+ 12 )
= −ieπi(a− 12 )2τ+2πi(a− 12 )b Ra,b(τ),
where we have substituted ν → ν − a+ 12 in the second step.
(2) Use (1) of this proposition and (1) of Theorem 1.16 with a replaced by a− 12 and
b replaced by −b− 12 .
(3) This follows directly from (2) and the fact that limz↓ξ ga,−b(z) = 0 for all ξ ∈ Q.
(4) This follows directly from (2) by taking ∂∂τ on both sides.
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We can write the operator Ω 1
2


















We now return to the general setup of Chapter 2, i.e. indefinite ϑ-series for a














(this is the same series as in (2.10)) for c ∈ CQ ∩ Zr. In order to do so, we write
ν = µ + nc with µ ∈ a + Zr, n ∈ Z, such that B(c,µ)2Q(c) ∈ [0, 1). Since c ∈ Zr we can
write {
µ ∈ a+ Zr








(disjoint union), for a suitable finite set P0, with 〈c〉⊥Z := {ξ ∈ Zr | B(c, ξ) = 0}. We
can now state the result:

























with µ⊥0 = µ0 − B(c,µ0)2Q(c) c and b⊥ = b− B(c,b)2Q(c) c.
Remark 4.4 Since µ⊥0 + 〈c〉⊥Z is a shifted (r − 1)-dimensional lattice, on which Q is




is a classical (positive definite) theta function, and is in particular modular of weight
(r − 1)/2.
Proof: We write ν = µ0 + ξ + nc, with µ0 ∈ P0, ξ ∈ 〈c〉⊥Z and n ∈ Z. Set µ⊥0 =







c+ µ⊥0 + ξ,
























































If we use B(α, b) = B(α, b⊥) for all α ∈ µ⊥0 + 〈c〉⊥Z , we get the desired result. 2
4.3 The seventh order mock ϑ-functions
In this section we deal with the “seventh order” mock ϑ-functions from Ramanujan’s
























(−1)r+sq 32 r2+4rs+ 32 s2+ 32 r+ 32 s.










































and e := ( 11 ). We have B(c1, c2) = −28 and
Q(c1) = Q(c2) = − 212 . If we choose CQ such that c1 ∈ CQ then also c2 ∈ CQ.
We collect these three mock ϑ-functions into a single vector-valued mock ϑ-function
F7(τ) :=
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84 R 1342 ,− 12 + ζ84R 4142 ,− 12
ζ2984R 1142 ,− 52 + ζ
−41
84 R 2542 ,− 52
ζ528R 2342 ,− 32 + ζ
−9
28 R 3742 ,− 32
 (21τ).
Note that the components of H7 are the quotient of a (real-analytic) binary theta
series by η, while the components of G7 are (real-analytic) unary theta series.
Proposition 4.5 We have
F7 = H7 +G7,
where
(1) The function H7 is a (vector-valued) real-analytic modular form of weight 1/2,
satisfying
H7(τ + 1) =












 sin π7 sin 3π7 sin 2π7sin 3π7 − sin 2π7 sin π7
sin 2π7 sin
π
7 − sin 3π7
H7(τ),
and is an eigenfunction of the Casimir operator Ω 1
2
, with eigenvalue 316 .
(2) The function G7 is bounded if τ ↓ ξ, with ξ ∈ Q.












. Using (4) and (2)








 (τ + 1) =
ζ28 0 00 ζ928 0
0 0 ζ2528
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Using Corollary 2.9 and ϑs, 114 e = −e
2πi(s1+s2)ϑe−s, 114 e for all s = (
s1
s2 ) ∈ R2, which we













 sin π7 sin 3π7 sin 2π7sin 3π7 − sin 2π7 sin π7
sin 2π7 sin
π
7 − sin 3π7









If we use η(τ + 1) = ζ24η(τ) and η
(− 1τ ) = √−iτ η(τ), we get the transformations for
H7.
Using Proposition 4.3 we see (P0 =
{− 1314e,− 2714e,− 4114e} and 〈c〉⊥Z = {ξ ∈ Z2 | ξ1 =



















































ζ512R 1142 ,− 52 (21τ) + ζ
−5

















42 ,− 32 (21τ) + ζ
−1

































ζ512R 1142 ,− 52 (21τ) + ζ
−5
12 R 2542 ,− 52 (21τ)
)
















42 ,− 32 (21τ) + ζ
−1
4 R 3742 ,− 32 (21τ)
)
.

















ζ−112 R 1342 ,− 12 (21τ) + ζ12R 4142 ,− 12 (21τ)
)
= 2ζ14 q
− 1168 η(τ)F0(q) + 2η(τ)
(












168 F0(q) + ζ
−13










168 F2(q) + ζ
29
84R 1142 ,− 52 (21τ) + ζ
−41









168 F1(q) + ζ
5
28R 2342 ,− 32 (21τ) + ζ
−9
28 R 3742 ,− 32 (21τ).
So
H7 = F7 −G7.




















Hence H7 is a vector valued real-analytic modular form of weight 1/2. From (3) of
Proposition 4.2 we obtain that G7 is bounded if τ ↓ ξ, with ξ ∈ Q. 2
As a corollary we get the description of the non-modularity of the “seventh order”
mock ϑ-function F7. To state the corollary we need the following vector of theta




84 g 1342 ,
1
2




ζ7384 g 1142 ,
1
2
+ ζ5984 g 2542 ,
1
2
ζ6184 g 2342 ,
1
2
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 sin π7 sin 3π7 sin 2π7sin 3π7 − sin 2π7 sin π7
sin 2π7 sin
π
7 − sin 3π7
 .
Corollary 4.6 We have











−i(z + τ) dz,
where we have to integrate each component of the vector, as well as the obvious equation
F7(τ + 1) =
ζ−1168 0 00 ζ47168 0
0 0 ζ−25168
F7(τ).








If we replace τ by −1/τ in the equation (or multiply both sides by M7/
√−iτ and use
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where we have replaced z by −1/z in the integral. Using the transformation property












−i(z + τ) dz. (4.4)
Putting (4.3) and (4.4) in (4.2) we get the desired result. 2
Remark 4.7 Using (2) of Theorem 1.16 we could give the non-modularity of F7 in
terms of the function h from Chapter 1. The result is similar to results found by
Watson in [26] for the “third order” mock ϑ-functions.
4.4 The fifth order mock ϑ-functions
In this section we deal with eight of the ten “fifth order” mock ϑ-functions from
Ramanujan’s letter. The remaining two will be discussed in the next section. In [2]















(−1)nq5n2+2n− 12 j2− 12 j(1 + q6n+3),
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Note that there are mistakes in the 3rd and 8th formula in [2]. We will use these
identities as the definitions of the mock ϑ-functions. We write four of these identities
in a more suitable form (the other four will be discussed later):

















































































































































Remark 4.9 We have B(c1, c2) = −70 and Q(c1) = Q(c2) = −15. If we choose CQ





(−1)jq 52n2+ 12n−j2(1 − q4n+2)

















(−1)jq 52n2+ 12n−j2 ,
where we have replaced n by −n − 1 in the second sum. From this we get the first




























































From this we get the 4th and 6th identity. 2
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+ ζ−124 R 2360 , 52 + ζ
−5
24 R 4360 ,
5
2





Proposition 4.10 We have
F5,1 = H5,1 +G5,1,
where
(1) The function H5,1 is a (vector-valued) real-analytic modular form of weight 1/2,
satisfying
H5,1(τ + 1) =

ζ−160 0 0 0 0 0
0 ζ1160 0 0 0 0
0 0 0 0 ζ−1240 0
0 0 0 0 0 ζ71240
0 0 ζ−1240 0 0 0




















2 sin 2π5 0 0
0 0
√
2 sin 2π5 −
√






sin 2π5 0 0 0 0
1√
2
sin 2π5 − 1√2 sin
π
5 0 0 0 0
0 0 0 0 sin 2π5 sin
π
5
0 0 0 0 sin π5 − sin 2π5

,
and is an eigenfunction of the Casimir operator Ω 1
2
, with eigenvalue 316 .
(2) The function G5,1 is bounded if τ ↓ ξ, with ξ ∈ Q.





















































Using (4) and (2) of Corollary 2.9 we see
Θ(τ + 1) =

ζ40 0 0 0 0 0
0 ζ940 0 0 0 0
0 0 0 0 ζ1380 0
0 0 0 0 0 ζ3780
0 0 ζ−780 0 0 0




















If we use η(τ + 1) = ζ24η(τ) and η
(− 1τ ) = √−iτ η(τ), we obtain the transformations
for H5,1.
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If we write ρ(ν; τ) as the sum of the three expressions (2.7), (2.8) and (2.9) and

































(30τ) + ζ−112 R 1130 , 52 (30τ)
)
.
We can find similar identities for the other components of H5,1. Combining them gives
H5,1 = F5,1 −G5,1.




















Hence H5,1 is a vector valued real-analytic modular form of weight 1/2. From (3) of
Proposition 4.2 we get that G5,1 is bounded as τ ↓ ξ, with ξ ∈ Q. 2
As with Corollary 4.6, we could also use Proposition 4.10 to describe the non-
modularity of the “fifth order” mock ϑ-function F5,1. We omit this.
We turn now to the other four “fifth order” mock ϑ-functions.







































































































































































Remark 4.12 We have B(c1, c2) = −120 and Q(c1) = Q(c2) = −15. If we choose
CQ such that c1 ∈ CQ then also c2 ∈ CQ.
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(−1)jq 52n2+ 12n− 32 j2− 12 j ,








































(−1)jq 52n2+ 12n− 32 j2− 12 j ,
from which the result follows. 2
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+ ζ−124 R 2360 , 52 + ζ
−5
24 R 4360 ,
5
2





Proposition 4.13 We have
F5,2 = H5,2 +G5,2,
where
(1) The function H5,2 is a (vector-valued) real-analytic modular form of weight 1/2,
satisfying
H5,2(τ + 1) =

ζ−160 0 0 0 0 0
0 ζ1160 0 0 0 0
0 0 0 0 ζ−1240 0
0 0 0 0 0 ζ71240
0 0 ζ−1240 0 0 0












with M5 as in Proposition 4.10, and is an eigenfunction of the Casimir operator
Ω 1
2
, with eigenvalue 316 .
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(2) The function G5,2 is bounded if τ ↓ ξ, with ξ ∈ Q.





















































Using (4) and (2) of Corollary 2.9 we see
Θ(τ + 1) =

ζ−160 0 0 0 0 0
0 ζ1160 0 0 0 0
0 0 0 0 ζ19120 0
0 0 0 0 0 ζ67120
0 0 ζ−124 0 0 0



























0 0 ζ−110 sin
2π





5 0 0 0 0
ζ5 sin
2π
5 −ζ5 sin π5 0 0 0 0
0 0 0 0 sin 2π5 sin
π
5
0 0 0 0 sin π5 − sin 2π5
Θ(τ).
If we use that
f(τ) :=
 η(τ/2)η((τ + 1)/2)
η(2τ)

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transforms as
f(τ + 1) =


















we obtain the transformations for H5,2.
If we write ρ(ν; τ) as the sum of the three expressions (2.7), (2.8) and (2.9) and







































(30τ) + ζ−112 R 1130 , 52 (30τ).
We can find similar identities for the other components of H5,2. Combining them gives
H5,2 = F5,2 −G5,2.




















Hence H5,2 is a vector valued real-analytic modular form of weight 1/2. From (3) of
Proposition 4.2 we get that G5,2 is bounded as τ ↓ ξ, with ξ ∈ Q. 2
Proposition 4.14 The (holomorphic) function F5 := F5,1 + F5,2 is a (vector-valued)
modular form of weight 1/2, satisfying
F5(τ + 1) =

ζ−160 0 0 0 0 0
0 ζ1160 0 0 0 0
0 0 0 0 ζ−1240 0
0 0 0 0 0 ζ71240
0 0 ζ−1240 0 0 0
0 0 0 ζ71240 0 0
F5(τ),











with M5 as in Proposition 4.10.
Proof: Since G5,2 = −G5,1, we get from Proposition 4.10 and Proposition 4.13
F5 = H5,1 +H5,2.
Using this, the transformation behaviour of F follows directly from the transformation
behaviour of H5,1 and H5,2 given in Proposition 4.10 and Proposition 4.13. 2
Proposition 4.14 implies that each of the six components of F5 := F5,1 + F5,2, i.e.
each of the six functions
q−
1














2 )− q− 49240ϕ1(−q 12 )
q−
1
240 (−1 + F0(−q 12 )) + q− 1240ϕ0(q 12 )
q
71
240F1(−q 12 )) + q− 49240ϕ1(q 12 )
is a modular form on a suitable congruence subgroup of SL2(Z). The first four functions
were already given in terms of theta functions in [27, pp. 299]. Similar identities for
the fifth and sixth function follow directly from the identities for the third and fourth
function by replacing q
1
2 by −q 12 .
4.5 Other mock ϑ-functions
In the previous sections we have dealt with the seventh order and most of the fifth
order mock ϑ-functions from Ramanujan’s letter. We were able to do this because
identities for these mock ϑ-functions were available in the literature. Similar identities
for the other two fifth order mock ϑ-functions, χ0 and χ1, are not available in the
literature, as far as I know. I have found the following identities (which I will not
prove here) for χ0 and χ1


















(−1)k+l+mq 12k2+ 12 l2+ 12m2+2kl+2km+2lm+ 32 (k+l+m).
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These series are similar to the ones we used for the seventh and fifth order mock theta
functions. However, the quadratic form is of type (1, 2). Hence we cannot apply any of
the results from Chapter 2. However, in [27] identities for χ0 and χ1 are given which
give χ0 and χ1 as a linear combination of other fifth order mock ϑ-functions. Hence,
we could derive the transformation properties of χ0 and χ1.
In Ramanujan’s letter four third order mock ϑ-functions are given. Watson (see
[26]) defined three more third order mock ϑ-functions. Later even more exotic mock
ϑ-functions were introduced: of sixth order (see [5]), of eighth order (see [10]) and of
tenth order (see [6], [7] and [8]). In these articles, identities are given, which relate
the mock ϑ-functions to sums of the same type as the ones we used for the fifth
and seventh order mock ϑ-functions. Hence, using the same techniques, we could
derive the transformation properties of these mock ϑ-functions. In [30] I derive the
transformation properties of the vector-valued third order mock ϑ-function
F (τ) =





The result is similar to the results found in this chapter.
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Samenvatting
Dit proefschrift gaat over mock thetafuncties. Deze mock thetafuncties zijn een
“uitvinding” van de Indiase wiskundige Srinivasa Ramanujan. Ramanujan leefde van
1887 tot 1920. Hoewel hij nooit een universitaire studie heeft afgemaakt, wordt hij
door velen gezien als een wiskundig genie. Ramanujan werkte erg intu¨ıtief en bewees
zelden z’n beweringen. Dit komt doordat hij door z’n onvolledige wiskundige opleiding
nooit de kunst van het bewijzen heeft aangeleerd. Het leven en werk van Ramanujan
bevat dan ook een element van mysterie en romantiek.
De mock thetafuncties ontdekte Ramanujan kort voor hij op 32 jarige leeftijd stierf.
Hoewel verschillende wiskundigen zich na de dood van Ramanujan met de mock theta-
functies hebben beziggehouden, en ook verschillende resultaten hebben geboekt, is
nooit echt duidelijk geworden wat er nu werkelijk aan de hand is. Daardoor vormen
ze nog steeds een bron van raadsels voor hedendaagse wiskundigen. In dit proefschrift
plaats ik de voorbeelden die Ramanujan gaf van mock thetafuncties in een diepere
achterliggende theorie (namelijk die van ree¨el analytische modulaire vormen). Hier-
mee kan een natuurlijke verklaring worden gegeven voor de eigenschappen van mock
thetafuncties, zoals Ramanujan die beschreef.
Het engelse werkwoord “to mock” betekent overigens zoiets als bespotten of spot-
tend naa¨pen. We zouden dus ook kunnen spreken over spottende thetafuncties of
nepthetafuncties (thetafuncties waren in Ramanujans tijd reeds uitgebreid bestudeerd
en ook Ramanujan was hier vertrouwd mee), maar dit dekt niet helemaal de lading.
In “Alice in Wonderland” van Lewis Carroll komt een nepschildpad (mock turtle)
voor. Hiervan wordt nepschildpadsoep (mock turtle soup) gemaakt. In werkelijkheid
is nepschildpadsoep natuurlijk nagemaakte schildpadsoep (gemaakt van kalfshoofd,
kalfsvlees, etc.)




1− e2πinτ+2πiu (τ ∈ H, v ∈ C, u ∈ C \ (Zτ + Z)).
Ik noem dit een Lerch som, omdat deze som ook al werd bestudeerd door Lerch. Deze
Lerch som transformeert bijna als een Jacobivorm onder substituties in (u, v, τ). Ik
laat zien dat het transformatiegedrag precies dat van een Jacobivorm wordt als we
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er een (relatief eenvoudige) correctieterm bij optellen. Deze correctieterm blijkt niet
holomorf te zijn in (u, v, τ), alleen ree¨el analytisch. Voor bepaalde waarden van (u, v)
zouden we de Lerch som als functie van τ een mock thetafunctie kunnen noemen,
hoewel deze niet expliciet bij Ramanujan voorkomen.
In hoofdstuk 2 bekijk ik thetafuncties bij indefiniete kwadratische vormen. Deze
thetafuncties zijn een aanpassing van een klasse van thetafuncties ge¨ıntroduceerd door
Go¨ttsche en Zagier, en lijken op de thetafuncties ingevoerd door Siegel. Voor deze in-
definiete thetafuncties vind ik elliptisch en modulair transformatiegedrag, analoog aan
het transformatiegedrag van thetafuncties behorende bij positief definiete kwadratische
vormen. In het geval van positief definiete kwadratische vormen zijn de thetafuncties
holomorf. De thetafuncties in dit hoofdstuk zijn dat niet. Door specialisatie van de
parameters is het mogelijk om mock thetafuncties te verkrijgen uit deze indefiniete
thetafuncties.
In hoofdstuk 3 bestudeer ik de modulariteit van de Fourier coe¨fficie¨nten van mero-
morfe Jacobivormen.
In hoofdstuk 4 gebruik ik het verband tussen mock thetafuncties en de indefiniete
thetafuncties uit hoofdstuk 2, om deze mock thetafuncties in verband te brengen met
ree¨el analytische modulaire vormen. We hadden echter even goed de methoden uit
hoofdstuk 1 of hoofdstuk 3 kunnen gebruiken om tot hetzelfde resultaat te komen.
Niet alle mock thetafuncties vallen in dit kader: Voor een tweetal mock thetafuncties
van orde 5 zou een uitbreiding van mijn theorie gewenst zijn tot een andere klasse van
indefiniete kwadratische vormen.
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