Abstract-Detection of spurious features is instrumental in many computer vision applications. The standard approach is feature based, where extracted features are matched between the image frames. This approach requires only vision, but is computer intensive and not yet suitable for real-time applications. We propose an alternative based on algorithms from the statistical fault detection literature. It is based on image data and an inertial measurement unit (IMU). The principle of analytical redundancy is applied to batches of measurements from a sliding time window. The resulting algorithm is fast and scalable, and requires only feature positions as inputs from the computer vision system. It is also pointed out that the algorithm can be extended to also detect non-stationary features (moving targets for instance). The algorithm is applied to real data from an unmanned aerial vehicle in a navigation application.
I. INTRODUCTION
Computer vision algorithms are today used in a large number of applications within areas of tracking, navigation, augmented reality and simultaneous localization and mapping (SLAM). In common for these applications is that features in the image frames are detected and used as observations in a (Kalman) filter to estimate camera pose and/or target pose. For a feature to be useful, it has to be stationary in space and clearly shaped so its position is unambiguously computed in consecutive frames by the feature detection algorithm. If the latter is not the case, the feature is called a spurious feature.
The classical approach is a stand-alone computer vision feature-based solution. One standard approach for avoiding spurious features is to use the so called random sample consensus (RANSAC) algorithm [2] . A problem with this algorithm is that it is not directly suitable for real-time algorithms. Some interesting recent work on reducing the computational complexity have been presented in [13] . To mention a few applications, where RANSAC type outlier detection is used we have [8] , [12] , [14] . For image to image comparisons the difference between the predicted feature location and its actual location can be used to detect outliers. Another idea is to make use of the epipolar geometry to detect outliers, simply by computing the distance to the epipolar lies for each correspondence. If this distance is larger than a certain threshold the feature is detected as being a spurious feature [16] .
For real-time applications with limited computational resources, methods based on correlation maximization of patch templates in each frame for a large number of features should be avoided.
The approach we suggest is prediction based, combining IMU measurements with a model to obtain the predictions. The detection part is an application of the stochastic parity space approach in fault detection. The stochastic parity space approach as described in [5] extends the classical parity space approach in fault detection [1] to stochastic measurement errors and process noise. The proposed algorithm consists of the following components:
• An IMU for predicting how the features move from frame to frame.
• A list of feature points for each frame is used as measurement vector. Here, for instance, the Harris detector [6] can be used.
• A sliding window where the feature points are monitored for outliers.
• A parity space approach where the feature observations are projected onto a smaller subspace which eliminates unknown inputs, attenuates the noise and highlights outliers. In a way, the analytical redundancy in the parity space extends the concept of projective geometry to a sequence of frames, utilizing a temporal motion model for the camera pose.
The algorithm is applied to airborne images in a SLAM application, where the goal is to navigate an unmanned aerial vehicle (UAV) back to home-base without infrastructure, as described in [9] . This case is particularly challenging, since the ground scene is rich of spurious features. Yet, the algorithm is quite successful in detecting spurious features.
The outline is as follows. Section II surveys the stochastic parity space approach to fault detection in linear systems. Section III presents a kinematic model suitable for fusion of IMU and camera information, and gives a state space model suitable for the parity space approach. Section IV illustrates the method on artificial data from the realistic scenario, on which the method is evaluated on real data in Section V.
II. PARITY SPACE
If a model of a system is available, it is possible to determine in which part of the output space an output from a healthy system can reside. If there is signal energy in other parts of the output space, it is not in accordance with the model and a fault must therefore be present. This is exploited within the parity space framework [1] , where an orthogonal projection of the output is used to create a residual that is non-sensitive to healthy outputs.
A. Modeling
Let us consider a discrete-time dynamical system in the form
where x t is the state vector, u t an input signal, f t a fault vector, y t a measurement, v t process noise and e t the measurement noise. Since we are interested in monitoring how the system behaves over time, the system can be written in batch form. The batch form is often used in fault detection and diagnosis [1] , [3] , [4] . 
with the extended observability matrix
. . .
The matrices determining how the remaining signals affect the system are described bȳ
implying that the system (2) can be written as
If the system can be written in the form (5), where Cov(V + E) = S, we can compute an estimate of the initial state according tox
In this work, the standard parity space approach with orthogonal projection is used. This implies that the initial state in the test window is estimated using the pseudo-inverse as shown above. An interesting extension would be to make a minimum variance estimate of the initial state which corresponds to an oblique projection in the parity space framework, see [15] . Note that in the special case S = σI, (6) is in fact the minimum variance estimate.
B. Residual Generation
A residual for detecting abnormal behavior of the output y t can now be formed as
Since P O ⊥ t is rank deficient, the information inr can be expressed using a lower dimensional residual
where the columns of B O ⊥ forms an orthonormal basis for R(O ⊥ ) (This can be computed with an SVD). The residual r has the covariance
A normalized residual is then given bȳ
C. Statistical tests
To test whether a fault has occurred or not, the following hypothesis test is formed,
To decide between the hypotheses, a GLR test will be performed using the following test statistic
where n denotes the dimension ofr. This function is maximized for F = (W TH f ) †r , which gives
To choose suitable thresholds for the test statistics above, it is necessary to compute their distributions. While having Gaussian noise, the test statistics will be chi-square distributed variables. For a thorough review of statistics in signal processing, see e.g., [10] . The normalized residual is distributed as
where F = 0 under the null hypothesis (11). The test statistic is then distributed as the non
where ν = rank(W TH f ) and
Note that λ = 0 in the fault-free case and then the test statistic is distributed according to the central
The threshold is then chosen from the χ 2 -distribution so that the fault-free hypothesis is rejected erroneously only with a small probability.
III. DETECTION OF SPURIOUS FEATURES
In this work we assume that stationary features are observed through a pinhole camera. As states in the model, the threedimensional position of the feature m i,t is used and the full state vector is m t = m
T . The pinhole camera [11] , [7] is assumed to be calibrated and have unit focal length. The system equations can be written as
where
Here, R t is the rotation matrix between the world and the camera coordinate frame, p t is the translation between the coordinate frames and m c i,t the feature position in the camera coordinate frame. This model could be extended to include dynamics for m t if we want to model moving objects as well. To use the parity space framework, the measurement equation is simply linearized according to, T denotes the one-step ahead prediction from the filter. Evaluation of (19) gives
The term e z i,t has zero mean and covariance
. Hence, we can make the approximation that this term is only a contribution to the measurement noise. Define the total measurement noise as e i,t = e z i,t + e c i,t . Using this approximation, the measurement equation can be written as
. . .) and premultiply the total measurement equation with this matrix. This equation can then be written aŝ
This linearized model can be used in the parity space framework from Section II, use the notation x t = m t , F t = I and the rest of the definitions in (24).
A. Known Translation
In case the translation is known, it is modeled as a deterministic input. The system can be written in batch form (2), but using Y as stackedẐy t and observing thatH v V = 0 since the system has no process noise (17a),
The residual is then formed according to Section II-B
For n m = 3, L = 3 and R 0 = I (without loss of generality), O will have the following form
The rank of this matrix is 3 · 3 = 9 and it is easy to see that the rank in the general case is rank(O) = 3n m . The number of rows of O is 2n m L, so the dimension of the orthogonal
This is also the dimension of the residualr 1 in (26).
B. Unknown Translation
When the translation is unknown, the predictions of the feature position in the camera coordinate frame will become more uncertain. The covariance in (22) depends on these predictions. In order to limit this we will make the following pragmatic approximation
This can be motivated by the fact that the sensor noise is fairly small and this noise term depends on the position of the feature in the image, see section IV for an illustration. In the detection problem, the translation can no longer be seen as a known input to the system and the residual should therefore be insensitive to it. Hence, the batched system is rewritten as
(29) A residual can now be constructed by an orthogonal projection ontoÕ asr
where the columns of the orthonormal matrix BÕ ⊥ spans the orthogonal image space toÕ. For n m = 3, L = 3 and R 0 = I (without loss of generality),Õ would have the following form
where O was given in (27) and
Using row operations, (32) can be transformed into
The rank of this matrix is 3 · 2 + 2 · 3 = 12, or in the general case 3(n m − 1) + 2L. Since the number of rows are 2n c l, the dimension of the orthogonal image space toÕ will be 2n m L − 3(n m − 1) + 2L = (2L − 3)n m − 2L + 3. This will also be the dimension of the residualr 2 in (30).
IV. SIMULATIONS
For the simulations, a map of features similar to the real flight scenario in Section V is created. The scenario is a helicopter flying at an altitude of 58 m, with a downward-looking camera attached to it. The features are uniformly spread out over an area of 40 × 40 m and the altitude is generated from a Gaussian distribution N(58, 1). A fault is introduced with the direction k (−1 1) T for one of the features, the magnitude k is varied between the values {0, 0.02, 0.03}. The measurement noise is distributed as e i,t ∼ N(0, 0.005
2 ). 
A. Known Translation
If the translation is known, the dimension of the residual will be (2L − 3)n m = 3. This will also be the degrees of freedom in the χ 2 -test used for detection, see Section II-C. In Figure 2 , the Receiver Operation Characteristics (ROC) curves are plotted. The ROC-curve shows how the probability of detection P d for a fault varies versus the probability of false alarm P fa . The ROC-curve is a straight line for the no fault case. This is natural, since P d = P fa for any threshold if there is nothing to detect. It can be noted that the probability of detection decreases with uncertainty of z c . This is due to the increased measurement noise, illustrated in Figure 1 . 
B. Unknown Translation
In the case of unknown translation, the degrees of freedom in the χ 2 -test is decreased to (2L − 3)n m − 2L + 3 = 2. This somewhat reduces the power of the test which can be seen in Figure 3 . Given a certain P fa , the P d is lower here compared to the case of known translation in Figure 2 . The strength with this test is that no knowledge of the translation is needed. In reality, the estimate of the position change between two frames is often poor. 
V. REAL WORLD EXPERIMENT
In this example, simultaneous localization and mapping (SLAM) is performed using a Yamaha RMAX helicopter with an IMU and a camera looking at the ground. The task is to be able to localize the helicopter by combining inertial measurements with the camera image. During the process, landmarks are found in the image and the 3D positions of these landmarks are estimated. The setup and the SLAM algorithm are explained in [9] .
The detection of spurious features within the SLAM framework is the focus of the present work. Features in two consecutive frames are compared. The IMU computes the change in rotation of the camera between the frames, but the translation is considered unknown since the integrated accelerations gives high uncertainty. The theory derived in Section III-B can therefore be applied. To form the test, the features are divided into several groups. If a test indicates that there is an inconsistency in one of the groups, these features will be discarded.
The image sequence and IMU data that we have used for this paper are collected when flying a 300 m distance at around 60 m altitude. Without using this detection method, the estimated position diverges, since spurious features contaminate the filter. When spurious features are detected, the position is estimated without problems. Figure 4 shows an example of when spurious features are detected. The eight features in view are grouped into three groups and a consistency test between image one and two is performed for each group. In this example, the group consisting of feature 1 and 2 is not consistent and the features are therefore discarded. Feature 1 is detected on an edge and the feature tracker makes a common mistake, which is to move the feature along this edge.
VI. CONCLUSIONS AND FUTURE WORK
The contribution of this paper has been to show how the parity space framework from the statistical fault detection literature can be applied to find spurious features. The characteristics and performance have been shown in simulation examples. Furthermore, it has also been successfully implemented in a real-world example where it is necessary to estimate the helicopter position. 
