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Abstract
The interplay between the structure and the function of a neuronal network is a funda-
mental issue in neuroscience. Although many brain networks have been shown to exhibit
non-trivial correlations in their connectivity patterns, their role for neuronal computations
is yet poorly understood. We set one main focus of this thesis on degree correlations and
their influence on the activities in neuronal networks. To this end, we develop a mean field
model and investigate the activities in recurrent neuronal networks. Therefore, neurons
with equal input degree are grouped into populations. Discarding heterogeneities within
the populations, a system of equations determining the population-averaged firing rates
is derived. We investigate the influence of degree correlations on the steady states of the
activity in an exemplary model system. For this system, solutions can be constructed
analytically, which will be step function activity profiles in degree space. We find that de-
pending on the degree-correlations, networks of neurons can exhibit complex, multi-stable
activity regimes.
The second focus of this thesis concerns spontaneous activity that is observed in many
developing neuronal circuits. Particularly, we focus on retinal waves, which are believed to
be essential for the development of the visual system. Experiments performed on rabbits
revealed that stage I retinal waves (the earliest stage) are nucleated spontaneously with
a mean inter-wave interval of 36±18 sec−1, to propagate without directional bias at a
speed of 451±91 µm/sec. It has been known that the waves at this age spread through the
ganglion cell layer of the retina and rely on gap junction coupling between the neurons.
Because gap junctions (electrical synapses) have short integration times, it has been argued
that they cannot set the low speed of stage I retinal waves. We present a theoretical model
consisting of a two-dimensional network of the noisy bursting neurons, which are coupled
via gap junctions. We demonstrate that this model explains the observed propagation
speed, which is discussed analytically. The reason for the comparatively slow propagation
speed, despite the instantaneous coupling, are the non-linear dynamics of the neurons’
membrane potential, which leads to a significant latency of the burst onset in response
to gap junction currents between coupled cells. Simulations of small networks of neurons
are employed to investigate the dependence of the waves’ nucleation rate on the noise
intensity, which takes the form of an Arrhenius escape rate. Using these results, we perform
simulations of realistically sized networks. To our knowledge, this is the first time it is
demonstrated that the experimentally observed wave speed and nucleation rate of stage I
retinal waves is recovered for a gap-junction coupling strength and noise intensity within
a physiologically plausible range. Particularly the implication of gap junctions as mediator
of these waves was previously unexplained.
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Zusammenfassung
Welchen Einfluss die Struktur eines neuronalen Netzwerks auf seine Funktion ausübt,
ist ein zentrales Thema der Neurowissenschaften. Obwohl gezeigt wurde, dass die Struk-
tur vieler Gehirnnetzwerke nicht-triviale Gradkorrelationen aufweisen, ist deren Einfluss
auf die neuronale Verarbeitung noch nicht vollständig verstanden. Diese Problem stellt
einen Schwerpunkt dieser Arbeit dar – wir entwickeln ein „mean field“-Modell zur Unter-
suchung der Aktivitäten in rekurrenten neuronalen Netzwerken. Zu diesem Zweck werden
Neuronen mit gleichem Eingangsgrad in Populationen gruppiert. Die Annahme vernachläs-
sigbarer Heterogenitäten innerhalb der Populationen ermöglicht die Herleitung eines Gle-
ichungssystems, welches die populationsgemittelten Feuerraten der Neuronen beschreibt.
Wir untersuchen den Einfluss von Gradkorrelationen auf die stationären Zustände der Ak-
tivität in einem Modellsystem. Für dieses System können Lösungen analytisch konstruiert
werden, welche sich als Stufenfunktionen für die Aktivitäten im Gradraum darstellen. Diese
Untersuchung zeigt unter anderem, dass Gradkorrelationen in neuronalen Netzwerken zu
komplexen, multistabilen Aktivitätsregimen führen können.
Der zweite Schwerpunkt dieser Arbeit liegt auf spontaner Aktivität, einem Phänomen,
welches in vielen neuronalen Systemen während der Entwicklung beobachtet wird. Wir
konzentrieren uns dabei auf Wellen auf der Netzhaut, von denen angenommen wird, dass
sie für die Entwicklung des visuellen Systems eine wesentliche Rolle spielen. An Kaninchen
durchgeführte Experimente zeigten, dass Wellen auf der Netzhaut im frühesten Stadium
mit einer mittleren Rate von 36±18 sec−1 auftreten und sich mit einer Geschwindigkeit von
451±91 µ m/sec ausbreiten. Es ist bekannt, dass sich die Wellen in der Ganglienzellschicht
der Netzhaut ausbreiten und auf Gap Junction-Kopplung zwischen den Neuronen beruhen.
Da Gap Junctions (elektrische Synapsen) kurze Integrationszeiten haben, wurde vermutet,
dass diese nicht für die niedrige Ausbreitungsgeschwindigkeit der Wellen auf der Netzhaut
verantwortlich sein können. Wir entwickeln ein Modell, das aus einem zweidimensionalen
Netzwerk von gekoppelten burstenden Neuronen besteht und die beobachtete Ausbre-
itungsgeschwindigkeit erklärt. Der Grund für die vergleichsweise langsame Ausbreitungs-
geschwindigkeit trotz instantan wirkender Kopplung, ist die nichtlineare Dynamik des
Membranpotentials der Neuronen. Diese führt zu einer signifikanten Verzögerung zwischen
dem Einsetzen von Bursts in gekoppelten Zellen. Mithilfe von Simulationen kleinerer neu-
ronaler Netzwerke wird die Abhängigkeit der Nukleationsrate der Wellen von der Rauschin-
tensität untersucht, die sich in Form einer Arrhenius-Rate darstellt. Abschließend nutzen
wir diese Ergebnisse, um Simulationen mit realistischen Netzwerkgrößen durchzuführen.
Nach unserem Kenntnisstand ist dies das erste Mal, dass gezeigt wurde, dass die experi-
mentell beobachtete Wellengeschwindigkeit und Nukleationsrate der frühen Wellen auf der
Netzhaut für eine physiologisch plausible Gap Junction-Kopplungsstärke und Rauschin-
tensität zu erwarten sind. Zuvor war insbesondere die Rolle der Gap Junctions als wellen-
vermittlendes Element umstritten.
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1 Introduction
The human brain with its nearly 100 billion neurons and 100 trillion connections is ab-
solutely astonishing and its understanding, or even description, remains to be one of the
greatest challenges in science. In simple words, neurons or nerve cells are electrically ex-
citable cells, that communicate with other cells [111]. So how is it, that these tiny units with
their seemingly simple functionality (expressing an action potential or not), enable humans
to function the way that they do? What is it that enables us with higher cognitive abilities,
such as thinking, perception, or memory? These questions have driven neuroscientists for
decades.
An increasing number of studies choose graph-theoretical approaches to tackle the quest
of explaining the mechanisms behind brain functions [122]. This trend is also observed
in many other scientific fields. It is well known, that we require not only the knowledge
of single components, but also the knowledge about the ways in which these components
interact, to explain complex systems, such as societies, ecosystems, global economy, or the
brain. The reason for the emergent properties oftentimes originates in the interactions,
which display diverse and organized patterns as a result of highly selective coupling of the
elements [121].
An important reason for this development in neuroscience can be found in novel imaging
technologies, which allow for detailed anatomical analyses of the brains cytoarchitecture,
resulting in rich information about its structural organization [41, 6]. It appears that neu-
ronal circuits are fairly heterogeneous, expressing regions of highly connected neurons as
well as regions showing sparse connectivity [121]. But also the activity of neurons displays
a considerable variability. For instance in the neocortex, it is observed that a large fraction
of neurons fire at very small rates, in contrast to a small fraction of neurons that are highly
active [147, 58]. A recent study by Timme et al. [127] showed that neurons of cortical and
hippocampal slice cultures exhibit correlations between the firing rate of the neurons and
their number of connections to other neurons. Defining neurons as nodes and synaptic
connections as links, this number of connections of a neurons is referred to as the degree
of the neurons, in network theory. The distribution of firing rates as function of the degree
of the neuron indicates that higher degree nodes fire with higher frequencies. This is a
well suited example highlighting the strong connection between the structure of a neuronal
system and its functions.
With the development of graph-theoretical methods and network theory, there are nowa-
days numerous studies characterizing the structure of the different regions of the brain.
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One much discussed feature in the context of neuronal circuits is the tendency of neurons
to connect to other neurons with similar (or dissimilar) degree [93, 121]. To what extend
such correlations in connectivity patterns affect the computational processes, or rather
their firing or activity behavior, formulates one central focus of this thesis.
Neuronal networks of the brain typically contain very many neurons. A popular approach
to investigate the behavior of large neuronal networks is to employ firing rate models, a
simplification for the description of the dynamics of individual neurons. A different strategy
to study large networks of neurons is to look at the average behavior of collections of
neurons within this network, rather than tracking the behavior of every single neuron.
These collections of neurons are commonly referred to as populations and accordingly,
models to describe their behavior are termed population models [37]. Would a combination
of the two approaches be an oversimplification, or what can be learned from such a model?
If we introduce correlations to the connectivity between different populations, what effect
does this have on the self-sustained activity in the network? Is a population activity model
suitable to describe processes of the microscopic counter part? These are questions we are
addressing in Chapter 2.
The astonishing complexity of neural circuits and immense functional diversity of the
brain also led neuroscientists to investigate how their connectivity emerges during devel-
opment. The development of the brain is traditionally regarded as a two stage process
[12]. An earlier stage results in the coarse organization of neurons, which is refined at a
second later stage. The early stage is believed to be genetically predetermined. Cells ex-
perience differentiation and migration and initial connections are formed largely through
molecular mechanisms that depend on intrinsic developmental programs [148]. The synap-
tic refinement during the later stage is believed to rely on electrical activity. This activity
can be spontaneous as well as experience-driven at early embryonic stages and during the
postnatal periods and is critical for circuit development [103].
An increasing number of studies indicating that actually the interaction between neural
activity and genetic programs even at early periods of development affects the organiza-
tion of neural circuits, has led to a slight modification of this picture. Even before the
maturation of synapses, neurons are found to exhibit spontaneous activity and it was
found that this activity influences the organization of neuronal circuits, i.e. neuronal mi-
gration, differentiation, and establishment of neurotransmitter phenotypes [120, 98]. E.g.
in case of the retina, spontaneous activity is observed at early stages of development and
it was found that blocking this activity disrupts eye-specific segregation into the visual
thalamus [91, 128]. The observed activity patterns have been characterized as spatially
correlated bursts of neurons in the ganglion cell (GC) layer, which are followed by peri-
ods of silence [42, 89, 142]. These correlated activity patterns are termed retinal waves,
whose propagation mechanisms in particular have received much attention in recent years
[22, 47, 13, 76, 67], experimentally as well as theoretically.
One especially puzzling result of these investigations was the implication of gap junctions
in the transmission process of the earliest type of retinal waves [89, 47]. Particularly, it was
experimentally observed that these retinal waves are disrupted upon application of gap
junction blockers [124]. Gap junctions are electrical synapses which form a direct pathway
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for ions as well as small molecules to move between neurons and therefore allow strong cur-
rents between the cells [4]. Consequently, they have oftentimes been attributed important
roles in the synchronization of neuronal activity, e.g. [136, 9]. However, the earliest stage
retinal waves express comparatively slow propagation [124]. How these slowly propagating
waves can be formed in strongly coupled bursting cells is the subject of Chapter 3.
The thesis is structured as follows: In the remainder of this introductory chapter, we
introduce the key concepts of network theory, with a particular focus on network correla-
tions. Next, we turn to a description of the fundamental concepts of neuronal dynamics
which are required to introduce the firing rate or activity model, employed in Chapter 2,
as well as the neuron model, employed in Chapter 3.
In Chapter 2 we discuss the population activity model to study the influence of the
heterogeneities of the connectivity of individual neurons on the resulting background firing
states that was experimentally observed in recurrent neuronal networks, e.g. [127]. The
population activity model is a mean field model for population averaged activities of indi-
vidual neurons. We begin with a derivation from the underlying activity model and discuss
under which limiting transition the model is an exact description. Following, we apply the
population activity model to different examples of network ensembles. Using numerical
simulations as well as analytical solutions, we examine the behavior of large neuronal net-
works. As a main result we find that heterogeneities of the network structure can strongly
influence the complexity of the steady state solutions neuronal systems, leading to different
numbers of stable firing states. We observe that positive degree correlations, which may be
associated with assortative mixing, can reduce the overall network activity at the steady
state, possibly enhancing the network’s abilities to sense external inputs.
In Chapter 3 we turn the focus to the study of a developing neuronal system. Specifi-
cally, we describe a model to explain early stage retinal waves. To our knowledge, this is
the first time the propagation mechanism of these slow waves is explicitly demonstrated
and explained. Previously, it was believed that gap junctions cannot be the mediator of
stage I retinal waves [89, 47]. The model consists of coupled bursting cells to mimic the
electro-physiological behavior of ganglion cells during this age. The coupling of these cells
is modeled as instantaneously acting, diffusive coupling. As a main result, we find that
the experimentally observed propagation speed is recovered for biologically plausible gap
junction conductances. We describe the dependence of the wave speed on the coupling
strength analytically. And, using the experimentally determined frequency of the observed
waves, we discuss the strength of the required fluctuations to randomly initiate these waves
in simulations of comparable system sizes. Finally, we conclude this thesis in Chapter 4.
1.1 Network theory
Generally speaking, networks are representations of elements, that are connected to each
other. A number of different terms are used to denote these elements, such as points, nodes,
sites or vertices. The connections are commonly termed lines, links, bonds, or edges. In
mathematics, networks and network theory are synonymously referred to as graphs and
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graph theory, respectively. One of the main intends of network theory is to serve as an
efficient tool for the analysis of patterns formed by the connections [93] and it is considered
to be one of the most important advances in statistical physics in recent years [3].
There is a vast variety of examples for networks in our everydays life, such as the Internet
or a public transportation network. While in these examples it is intuitive to define the
nodes and the links, there are also cases where this is not so easy. For example, network
theory has become a popular tool for the analysis of time series, e.g. [86, 146]. Consider
some recorded signal, nodes of a network describing this signal could be different ranges
of values that the signal attains. Next, one could define links of this network in terms of
the frequency of transitions from one range to the next. Similar approaches can lead to
important insights about seemingly random signals and especially their connections, e.g.
[110].
A big field of scientific research that employs network theory can be found in neuro-
science, which is devoted to studying the nervous system. The central nervous system of a
human is composed of a large number of cells, that are connected via different synapses.
Hence network theory is a very suitable tool to study the structure of this system [21, 109].
In mathematical terms, a graph G(N,E) is defined through the set of nodes N and the
set of edges E, where each edge (i, j) is a tuple of indices of the nodes i and j, which
it connects. Depending on the application, it can be important to distinguish between
directed and undirected graphs. In directed graph, an edge (i, j) has a direction, such that
an output of neuron j does not affect neuron i, if they are only connected with a directed
link from node i to j. We denote the total number of nodes with N and the total number
of edges with E.
A fundamental mathematical representation of a graph or network is provided by the so
called adjacency matrix a, a square N ×N matrix whose elements aij count the number
of links from node i to node j. For so called simple graphs (i.e. graphs without multi- and
without self-edges, thus aii ≡ 0), they read
aij =
{
1 if there is a link from node i to j,
0 otherwise.
(1.1.1)
Many properties of a graph can be obtained from the adjacency matrix, such as the total
number of links E =
∑
i
∑
j aij . For undirected graphs, the adjacency matrix is symmetric
aij = aji. A fundamental property of a node is its degree, which is the number of links
connected to this node,
ki =
∑
j
aij . (1.1.2)
For directed graphs, one has to distinguish between the in-degree and the out-degree of a
node,
kini =
∑
j
aji and kouti =
∑
j
aij . (1.1.3)
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An essential global property of a given graph is its degree distribution P (k), which is
the probability of any randomly selected node to be of degree k. The degree distribution
of a given network realization can be measured as the number of nodes with degree k,
normalized by the total number of nodes, i.e.
P (k) =
∑
i δki,k
N
. (1.1.4)
Therein, δki,k denotes the Kronecker delta, which is one if ki = k and zero otherwise.
Throughout this work, we will sometimes employ a notation where we indicate the presence
of a Kronecker delta in the summation, i.e.
∑
i δki,kf(i) =
∑
i:ki=k
f(i).
The mean degree (with respect to nodes) is an important characteristic of a network,
which is
⟨k⟩ = 1
N
∑
i
ki =
∑
k
kP (k). (1.1.5)
A useful relation following from the definition above is
N⟨k⟩ =
∑
i
ki =
∑
i
∑
j
aij = E. (1.1.6)
Note that in case of undirected networks, aij and aji actually denote the same link and
therefore
∑
i
∑
j aij = 2E, because every link is counted twice.
The definitions above hold for given network realizations. Another approach to these
properties (e.g. degree distribution or mean degree) is given in probabilistic terms. Consider
for example, instead of a given network, some set of nodes and a given wiring instruction
that includes some sort of randomness. Connecting the nodes employing this probabilistic
wiring instruction then results in what is called a network realization, of an ensemble of
networks. In this case, the degree distribution measured from one network realization may
only represent an approximation of the degree distribution of the ensemble of network. A
good example for such an ensemble of networks is the so called Erdös-Rényi random graph.
Erdös-Rényi random graphs
In the field of network science much interest was received by random graphs or networks,
i.e. graphs that are generated by a probabilistic method. In that sense, a given network
created by the probabilistic generation method then represents only one possible network
realization. One reason for the interest in random networks is its occurrence in the real
world. Choosing suitable generation methods, random graphs can be employed to model
real-world networks, consequently allowing for a study of e.g. dynamical phenomena oc-
curring on such networks.
The most famous example for a probabilistic generation method is to take N nodes and
connect each of the N(N−1)/2 possible pairs of nodes with probability p by an undirected
link. The resulting network realization belongs to the random graph G(N, p), an ensemble
of networks defined byN and p. Such a network is referred to as Erdös-Rényi (ER) network,
5
1 Introduction
after its inventors [35].
The mean degree of an ER random network is given as ⟨k⟩ = p(N − 1). The probability
that a randomly selected node of such a network is of degree k is proportional to the
probability of this node being connected to k neighbors times the probability that this
node is not connected to the other N − k − 1 neighbors of the network, i.e.
P (k) =
(
N − 1
k
)
pk(1− p)N−k−1. (1.1.7)
In Chapter 2, we employ an ER random network to investigate the applicability of the
population equation model, a formalism for the description of the dynamics of population
activities. Note, that there are many other examples of random network ensembles, such
as the so called scale-free networks, which are briefly introduced in the following.
Scale-free graphs
A network is said to be scale-free, if its degree distribution follows (at least asymptotically)
a power law, i.e.
P (k) ∝ k−γ , (1.1.8)
where the exponent γ usually falls into the range of 2 < γ < 3. A good example of such
a network is the world wide web [7]. An interesting property of such a network is their
expression of hubs, which are nodes whose degree is very large compared to the mean
degree.
The distinctive feature between the two examples of classes of networks introduced above
are their degree distributions. There are different structural properties of complex networks
that may be used for their categorization. One example is the clustering coefficient, a
measure of the tendency of nodes to form tightly connected groups of nodes within in
networks. Another is the average shortest path length, a distance in terms of nodes that
need to be passed in order to reach one arbitrary node from another. An interesting feature,
that has been observed in complex networks is the so called small-world phenomenon [137].
A network is said to show small-world behavior if neighbors of a node are likely neighbors
as well (high clustering coefficient), while most nodes are not neighbors of each other. In
such networks, the distance between any two nodes (average shortest path length) is small,
typically proportional to the total number of nodes in the network [137]. For an overview
of structural properties of complex networks and their interpretation see e.g. [109].
In Chapter 2 we study the influence the network structure on its self-sustained activity.
We characterize the structure in terms of the N(k, k′), which is introduced in the following.
1.1.1 Network correlations
There are a number of different possibilities to describe or quantify network correlations.
We begin by introducing the edge-end distributions Pe(k), which defines the probability
that a randomly selected edge points to a node of degree k [138, 145]. In terms of the
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degree distribution it reads
Pe(k) =
kP (k)
⟨k⟩ . (1.1.9)
In terms of the adjacency matrix of a single given network realization, it is defined as
Pe(k) =
1
E
∑
i
∑
j:kj=k
aij =
1
E
∑
j:kj=k
kj (1.1.10)
Throughout this work, we synonymously refer to network correlations as correlations
between degrees of pairs of connected nodes (another sometimes employed terminology
is mixing of networks [95]). A quantification of correlations is given by the joint degree
distribution P (k, k′), which gives the probability that a randomly selected link points from
a node with degree k to a node with degree k′. For a single network, this probability is the
fraction of links that point from nodes with degree k to nodes with degree k′, such that
P (k, k′) =
Ek,k′
E
. (1.1.11)
Therein E denotes the total number of links and Ek,k′ denotes the total number of links
that point from nodes of degree k′ to nodes of degree k. For a given adjacency matrix A,
this number can be measured as
Ek,k′ =
∑
i:ki=k
∑
j:kj=k′
aij . (1.1.12)
In probability theory, joint probability functions are commonly termed uncorrelated, if
they are given as the product of the individual probabilities. Similarly, networks are termed
uncorrelated, if the joint degree distribution is given by the product of the two individual
edge end distribution [15], which we denote as
P unc(k, k′) = Pe(k)Pe(k′). (1.1.13)
It is convenient to define a conditional probability corresponding to Eq. (1.1.11), giving
the probability of finding a node of degree k when following any link of a node with degree
k′ [138]:
P (k|k′) = P (k, k′)/Pe(k′). (1.1.14)
For undirected networks the joint degree distribution P (k, k′) is symmetric, leading to the
equality
Pe(k
′)P (k|k′) = Pe(k)P (k′|k), (1.1.15)
which is termed degree detailed balance condition [15]. In Chapter 2, we deal with network
correlations using the function N(k, k′), which is the number links that point from nodes
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with degree k′ to neurons with degree k, averaged of the the number of neurons with degree
k. In terms It is related to the conditional probability, it is defined as
N(k, k′) = kP (k′|k) = kP (k′, k)/Pe(k′) (1.1.16)
Using Eq. (1.1.9), and Eq. (1.1.11), and E = ⟨k⟩N we can express the joint probability for
a given network as
P (k|k′) = Ek,k′
kNP (k)
(1.1.17)
and correspondingly, N(k, k′) can is defined in terms of the adjacency matrix as
N(k, k′) =
1
Nk
∑
i:ki=k′
∑
j:ki=k
aij , (1.1.18)
where the denominator is the number of nodes with degree k, i.e. Nk = NP (k). Following
a related study [112], we will refer to N(k, k′) as the joint distribution function throughout
this study. Note, that this terminology may seem misleading, because N(k, k′) it is not
normalized to one, as the name might suggest. Important properties of the joint distribution
function, following from the definitions above are listed below:
N(k, k′) ≥ 0, ∀ k, k′ (1.1.19)∑
k′
N(k, k′) = k (1.1.20)∑
k
P (k)N(k, k′) = k′P (k′) (1.1.21)
Eq. (1.1.19) follows from the positivity of probability. Eq. (1.1.20) follows from the normal-
ization of the conditional probability, i.e.
∑
k′ P (k
′|k) = 1 and Eq. (1.1.16). To convince
ourselves of Eq. (1.1.21), we can rewrite it using Eq. (1.1.16) and the degree detailed
balance condition (1.1.15), i.e.:∑
k
P (k)N(k, k′) =
∑
k
kP (k)P (k′|k) =
∑
k
⟨k⟩Pe(k)P (k′|k)
=
∑
k
⟨k⟩Pe(k′)P (k|k′)
= k′P (k′)
∑
k
P (k|k′) = k′P (k′). (1.1.22)
For directed networks, the joint degree distribution P (k, k′) is not necessarily symmetric
and accordingly condition Eq. (1.1.15) may not be fulfilled. In Chapter 2 we study directed
networks, but of neurons with equal in- and out-degree. In this case the summation of the
joint degree distribution over either degree must yield the edge-end distribution of the
8
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remaining degree (cf. Eq. (17) in [138]), i.e.∑
k
P (k, k′) = Pe(k′), and
∑
k′
P (k, k′) = Pe(k). (1.1.23)
Then again, we find∑
k
P (k)N(k, k′) =
∑
k
⟨k⟩Pe(k)P (k′|k) =
∑
k
⟨k⟩Pe(k)P (k
′, k)
Pe(k)
= ⟨k⟩
∑
k
P (k′, k) = ⟨k⟩Pe(k′) = k′P (k′) (1.1.24)
As we will see in Chapter 2, the joint distribution function N(k, k′) is very well suited
to characterize degree correlations in complex networks. But because it may be a high-
dimensional matrix, there are more intuitive ways to evaluate these correlations. A different
measure to capture degree correlations is the so called average nearest neighbor function
knn(k) (cf. [138]) which is defined as
knn(k) =
∑
k′
k′P (k′|k) =
∑
k′
k′
k
N(k′, k). (1.1.25)
A frequently discussed scalar measure characterizing correlations in networks is given by
the Pearson correlation coefficient which was introduced in this context by Newman [94, 95]
and is defined as
r =
∑
k,k′ kk
′[P (k, k′)− Pe(k)Pe(k′)]
⟨k2⟩e − ⟨k⟩2e
. (1.1.26)
The subscript e indicates an averaging with respect to the edge-end distribution, i.e. ⟨k⟩e =∑
k kPe(k). The factor (⟨k2⟩e − ⟨k⟩2e)−1 normalizes r to fall in the range of [−1, 1]. A
positive value of r indicates the presence of assortative mixing in the network, which
corresponds to the tendency of nodes being connected to other nodes of similar degree.
This behavior is reflected in knn(k) if it is an increasing function. The opposite case (r < 0
and knn(k) decreasing with k) is termed disassortativity and indicates the tendency of
nodes being connected to nodes of dissimilar degree. In case of directed networks, the
Pearson correlation coefficient needs to be adjusted to the desired type of correlation that
it shall characterize, i.e. between in- or out-degree and in- or out-degree. Because we focus
exclusively on networks where the in- and out-degree of every individual node is identical,
this distinction is redundant, but can be found elsewhere, e.g. [96, 125]. In terms of the joint
distribution function, the Pearson correlation coefficient for undirected networks reads
r =
∑
k,k′ kk
′[Pe(k)k N(k, k
′)− Pe(k)Pe(k′)]
⟨k2⟩e − ⟨k⟩2e
(1.1.27)
Here, we used the term assortativity synonymously with degree assortativity, which is the
most commonly used from of assortativity [96]. Depending on the given task, it could
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actually be interesting to consider a different type of assortativity. Imagine for example
the public transportation network of a city. For such a system, valuable insights might be
gained from studying assortativity with respect to the type of transport (metro, airplane,
...) that has access to a node (station, harbor, ...).
1.1.2 Network structures
Throughout this study, we are interested in networks of the brain, in which neurons are the
nodes, and synapses are the links between the nodes. Before we turn to the details about
the dynamics of the neurons and synapses used in this thesis, we briefly discuss possible
structures of brain circuits.
The interplay between the structural architecture of the networks in the brain, namely
neuronal circuits and connections, and its functional richness remains one of the funda-
mental mysteries in neuroscience [101]. For instance, the neocortex can solve a variety of
computational problems in real time, using seemingly slow computational elements, which
cannot be achieved by man-made computational methods implemented on much faster
hardware [34]. One interesting property of the neocortical circuits is their recurrent con-
nectivity.
The term recurrent connectivity typically indicates that the neurons are coupled within
the same stage of processing, opposed to feed-forward connectivity where the activity of
the neurons is typically transmitted to a different region. Particularly in the neocortex, it
is observed that most of the synapses formed on the dendritic tree come from neighboring
excitatory neurons [34]. The immense computational power of recurrent neuronal network
structure is also echoed by the successful application of its artificial analog for applications
in artificial intelligence, e.g. [113, 48].
In Chapter 2 of this thesis, we employ a recurrent network to study the influence of
the network structure on the self-sustained activity patterns, that can be observed in this
system. A recurrent neuronal network is illustrated in Fig. 1.1.
In Chapter 3, we deal with a network model of the retinal ganglion cell layer at an
early stage during development. The mature retina consists of several different layers, such
as the layer of rods and layer of cones, outer and inner nuclear layers, outer and inner
plexiform layers, and the ganglion cell layer. The precise architecture of a mature retina is
not the subject of this thesis, and described elsewhere, e.g. [108]. In summary, a presented
visual stimulus (light) triggers response in photo receptors (rods and cones), undergoing
processing by other neurons, whose ultimate output are action potentials in retinal ganglion
cells. Their axons form the optic nerve, through which the impulses are sent to the various
visual centers in the brain [73]. In a crude approximation, this system could be understood
a feed-forward neuronal network. Nevertheless, the network of retinal ganglion cells during
development that we model in Chapter 3 is a recurrent network as well, which generates
propagating waves.
In Chapter 3 of this thesis, we exclusively focus on a model of the retinal ganglion cell
layer at an early developmental period, where identical ganglion cells form local connections
to neighboring cells only. The model for the dynamics of the individual cells and their
10
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Figure 1.1. Recurrent neuronal network and adjacency matrix. Exemplary illustration of a recurrent
neuronal network on the right. Circles and lines represent neurons and their connections, respectively.
Blue symbols on intersecting lines indicate connections between neurons. Neurons receive input from
above as indicated, and transmit their output potentially towards the same layer of neurons as indicated
by the arrows. Feed-forward networks in contrary to that do not allow for this recurrent interaction with
the same layer, but transmit their output onto a different system. A corresponding adjacency matrix is
shown on the right.
connections are introduced in the following.
1.2 Neuronal dynamics
Nerve cells or neurons are cells, that are specialized for the transmission and the processing
of electrical and chemical signals. While their properties, e.g. shape, size, or connectivity
can vary strongly, they share similar electrochemical principles. In this section we provide
a briefly summary of the fundamental concepts that are required for the explanation of
action potential generation of neurons, following standard textbooks on the matter, e.g.
[29, 45, 71]. We use this to motivate the introduction of simplified neuron models, which
mimic the behavior of more complex neuron models, but allow for large scale computer
simulations as well as analytical solutions, that we require the results presented in Chapter 2
and Chapter 3.
Conductance based neuron models
A neuron typically consists of a soma, an axon and a dendrite structure, as schematically
shown in Fig. 1.2. The soma is the main cell body of the neuron. Through its dendrites,
a neuron can receive synaptic input. The axon typically acts as the transmitter of an
outgoing signal and connects to the dendrites of other neurons.
The soma’s cell membrane is formed by a lipid bilayer and separates the intracellular
space from the extracellular space. This insulation, keeping charges within the two conduc-
tion solutions from each other apart, acts as a capacitance. A typical cell membrane has
several different types of gaps, or channels, (made of proteins), which allow a flow of ions
between the intra- and extracellular spaces. Many of these channels are selective, such that
only a specific type of ion can pass through them. The flow of ions is equivalent to an elec-
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Figure 1.2. Schematic illustration of a neuron. While there are numerous exceptions, neurons
typically consist of a dendrite structure (blue) to receive input signals from presynaptic neurons, a soma
(black), and an axon (red) for the transmission of an output signal.
trical current, which may on the one hand be due to a concentration gradient and on the
other hand, due to Coulomb interactions between the ions, acting along the gradient of the
electrical potential. In equilibrium, the two forces balance at a nonzero potential difference,
commonly referred to as reversal potential, which is given by the Nernst equation:
Vion =
R¯T
zF
log
[ion]out
[ion]in
. (1.2.1)
Therein R¯ is the universal gas constant, T is the temperature inK, F is Faraday’s constant
and z is the valence [62]. [ion]in and [ion]out denote the ion concentrations inside and outside
of the cell, respectively, e.g. the concentration of sodium Na+, calcium Ca+, or potassium
K+ ions. The potential difference between extra- and intracellular space is called membrane
potential, V , i.e.
Q = CMV (1.2.2)
The capacitance CM is a measure of how much charge Q needs to be distributed across the
cell membrane in order to create the membrane potential V . A current flowing between
the intra- and extracellular space is the amount of charge flowing per time and is termed
capacitive current
I = CM
dV
dt
. (1.2.3)
Application of Kirchhoff’s current law (the flow into or out of any electrical node must be
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zero) allows the description of the electrical dynamics of a neuron in a single compartment
form (discarding spatial variation of the potential within the cell), i.e.
CM
dV
dt
= I −
∑
ions
Iion. (1.2.4)
Therein I is the total current through the membrane, measured in units of µA/cm2, and can
e.g. be the result of presynaptic or external input. CM is the capacitance of the membrane
and is measured in µF/cm2. If there is no input current and the neuron is inactive (V˙ = 0),
all ionic currents are balancing each other. The associated equilibrium membrane potential
is also termed resting potential.
A majority of neurons can express voltage pulses, called action potentials or spikes, in
response to an injected current. If the current is large enough to move a neuron’s mem-
brane potential past a certain threshold, the voltage travels along a stereotypic trajectory
that reflects membrane properties rather than the input. Typically, the voltage undergoes
an upstroke, a process called depolarization, followed by a down stroke, termed repolar-
ization. An overshoot of this down stroke passed the baseline (resting potential) is termed
hyperpolarization. A schematic illustration of a typical action potential is shown in Fig. 1.3.
The membrane properties responsible for the spike generations can be the behavior the
ionic channels. Generally, the current due to a specific ion type, Iion, is proportional to the
difference between the reversal potential of this ion type and the membrane potential, i.e.
Iion = gion(V − Vion). (1.2.5)
Therein, the gion is an ion-type specific conductance, measured in mS/cm2. These ionic
conductances can depend sensitively on the membrane potential, on the intra- and extra-
cellular concentration of the specific ions, and on other neuromodulators.
There are channels, whose conductance can be treated as constant and which are then
commonly grouped into a leak current IL = g∗L(V −VL), where the constant conductance g∗L
is adjusted to match the inverse membrane resistance R at rest. But conversely, there are
ionic channels, whose conductance and dynamics can depend nonlinearly on the membrane
potential of the neuron, which can explain their ability to express spikes. By convention,
ionic conductances are given as a density, as there are typically many ionic channels in a
cell membrane.
The current passing through some channels shows a bimodal behavior, with a current
associated with an open and a closed state of the channel. The channel switches between
the open state and the closed state stochastically, with opening and closing rates that
depend on the membrane potential. The conductance of a specific ion gion is the product
of the current passing through one open channel, the density of channels, and the fraction
of open channels. The first two factors give a maximal conductance per area, here denoted
as g∗ion. Assuming that the number of channels is large and that all channels fluctuate
independently of each other allows the association of the fraction of open channels to the
probability Pion, that any single channel is open at a given time.
A formalism to describe the voltage dependence of the conductance was developed by
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Hodgkin and Huxley in their most prominent work, describing the generation of an action
potential for the squid giant axon [56]. In the single compartment form, the voltage de-
pendence of the open probability is captured by so-called gating variables. These variables
range between zero and one. They are called activation variables if they increase with in-
creasing membrane potential and deactivation variables if they decrease with increasing
membrane potential. In the original model, three different ionic currents were considered,
a leak current, a delayed-rectifier K+ current and a transient Na+ current.
INa = g
∗
Nam
3h(V − VNa)
IK = g
∗
Kn
4(V − VK)
IL = g
∗
L(V − VL). (1.2.6)
Therein g∗ion are maximal conductances, m,n denote activation gating variables and h
denotes an inactivating gating variable. The open probability of the potassium conductance
is modeled as PK = n4, where n is the activation variable. The exponent 4 is a fit parameter,
which can account for the number of conformational changes, that need to be fulfilled in
order for a channel to be in the open state. Defining the probability as n4 corresponds to
the assumption that the processes n are independent and identical.
The open probability of the sodium channel is modeled as a combination of an activation
variable m and an inactivation variable h, specifically PNa = m3h. Hence, there can be a
transient regime of membrane potential, for which the conductance is maximal, depending
on the definition of m and h. The temporal evolution of each gating variable can be written
in terms of respective opening and closing rates, e.g. αn and βn for the gating variable n
as
n˙ = αn(1− n)− βnn. (1.2.7)
Analogously, m˙ and h˙ are defined in terms of respective rates, resulting in a four-dimensional
system of differential equations. The rates (αn, βn, αm, βm, αh, βh) are functions of the
membrane potential and can be obtained by fitting experimental measurements. For the
exact definitions and parameters used by Hodgkin and Huxley, refer to their original paper
[56].
A simulated spike of a single isolated Hodgkin-Huxley neuron in response to a short
current pulse is illustrated in Fig. 1.3. Before the application of the external current iinj,
the membrane potential Vm of the neuron is at its resting value (here -65 mV). The appli-
cation of the current leads to an increase of the membrane potential. In response to the
the externally applied current, the membrane potential expresses a spike, consisting of a
depolarization, followed by a repolarization and hyperpolarization, before returning to its
steady state at the resting potential.
Depending on the amplitude of the current, the neuron can generate spikes as seen in
Fig. 1.3, or remain quiescent (not expressing spikes). From the dynamical systems point of
view, the transition from the quiescent state to the state of repetitive spiking corresponds
to a bifurcation from an equilibrium to a limit cycle attractor [62], with the external input
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Figure 1.3. Spike of a Hodgkin-Huxley neuron in response to an injected current. The membrane
potential of a Hodgkin-Huxley neuron as function of time t is illustrated in (a) in response to an
externally injected current pulse Iinj, which is displayed in (b).
current representing the bifurcation parameter.
The human brain comprises about one hundred billion nerve cells [54]. To date, a large
variety of different neurons has been classified, grouping neurons with similar properties
to the same type. The properties used to distinguish different types of neurons include
their physical properties (size, shape, ...), electrochemical properties (resting potential, ion
concentration, ...), but also their dynamical properties. Specifically, there are neurons with
very similar physical and electrochemical properties, which respond significantly different
to a presented stimulus.
The dynamical response of a neuron to a stimulus is also referred to as their computa-
tional properties. Common examples include e.g. their class of excitation, or the existence
or nonexistence of a threshold. These computational properties can be defined in terms
of the underlying bifurcation which the neuron undergoes, when transitioning e.g. from a
resting state to a spike state.
Coupling of neurons
There are different ways for neurons to communicate with each other. The most common
way is via synapses, which can generally be grouped into chemical and electrical synapses.
Chemical synapses may form between and axon terminal of one neuron and the dendrite
15
1 Introduction
of another neuron. An action potential of the first neuron arriving at the synapse triggers
the release of neurotransmitters, which diffuse through the synaptic cleft to the other side
where they bind to receptors, leading to an excitatory or inhibitory postsynaptic current.
In conductance based neuron models, this is commonly modeled as an additional current,
similar to an ionic current Eq. (1.2.5) [45], i.e.
Isyn = gsyn(t)(V − Vsyn). (1.2.8)
Therein Vsyn is the reversal potential and gsyn(t) is the time dependent conductance. The
shape of this time dependent conductance typically shows a fast increase followed by a
slower exponential decrease [29].
The basis of electrical synapses are gap junctions (GJs) [12], which are clusters of intra-
cellular channels between adjacent cells, composed of hexameric arrays of proteins called
connexin [68, 69]. Contrary to chemical synapses, GJs provide a direct pathway for small
molecules and ions, and therefore electrical currents, from one cell to another. In systems
of conductance based neurons, a GJ current acting on neuron i from a connected neuron
j is typically modeled as
Igap,i = ggap(Vj − Vi). (1.2.9)
There are two main functional differences between electrical and chemical synapses. Firstly,
GJs can in many cases carry the ionic current in both directions. Secondly, they are fast
compared to chemical synapses, with integration times on the order of milliseconds [89].
This property is crucial for our work presented in Chapter 3.
Similar to ion channels, the conductance of GJs can be voltage gated, as well as chem-
ically gated [16], but has been reported as being comparatively large [4]. Because of the
fast transmission, promoting synchrony of neuronal activity has often been attributed as
a function of GJs, e.g. [9, 136].
However, this fast acting GJ current contradicted the observation of slowly propagating
activity in the retinal ganglion cell layer at a developmental age, at which no chemical
synapses are identifiable [47]. The model that we developed explains this observation, which
is discussed in detail Chapter 3 and [65]. To emphasize that the propagation speed does
not rely on a temporal delay of the connections, we model the conductance as constant,
which is a rather common approach (see e.g. [136]).
The ganglion cell layer of the rats retina, which we are interested in, consists of hundreds
of thousands of ganglion cells [99]. In order to simulate realistically sized networks, we
employ a simplified neuron model (namely the Izhikevich neuron model), which is briefly
motivated in the following
Simplified neuron models
A model to describe a certain phenomena of nature should be chosen to suit the given task.
In the context of studying large networks of neurons, it is oftentimes desirable to consider
simplified neuron models that are computationally less costly then highly detailed models.
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Next to allowing large scale computer simulations, such a simplification might also allow
analytically solutions, which can produce important insights into processes observed in real
neuronal systems.
By the 1960’s, it was established that two-dimensional neuron models are sufficient to
phenomenologically describe the generation of a spike, written in a general form as
V˙ = f(V,U)
U˙ = g(V,U) (1.2.10)
The classical example of such a system that can produce sharp pulse-like oscillations resem-
bling spike trains, was developed by FitzHugh and Nagumo [40, 92] in which case the two
functions take the form f(V,U) = V −V 3/3−U+Iext and g(V,U) = (1/τ)(V −a−U) [62].
Another fairly well established two-dimensional neuron model is the Morris-Lecar-model
[90]. Such systems commonly contain a fast variable V , associated with the membrane
potential of the neuron, and a slower variable U that accounts for the repolarization of the
neuron after the spike.
An important, and computationally even less costly, class of neuron models are integrate
and fire (IF) neurons. The first investigation of such a system dates back to before the
time the specific mechanisms of action potential generation of neurons were known, [77].
Remarkably, this neuron model can capture important features of neuronal excitability,
namely an integrating subthreshold domain and the generation of stereotypic pulse upon
the exceeding of a threshold [71]. Despite its age, it is to date a widely employed neuron
model due to its simplicity, which may allow important insights both computationally form
large scale simulations, as well as analytically.
IF neuron models are one-dimensional, i.e. they consist of single differential equation
describing the dynamics of the membrane potential in response to external stimuli or
interactions with connected neurons. This can be written as
τV
dV
dt
= f(V ) +
∑
RI (1.2.11)
with time scale τV = CR and
∑
RI accounting for all current interactions. Additionally,
they posses a certain potential upon reaching of which, the voltage is reset to a reset value.
The most prominent examples from this class of neuron models include the perfect IF
neuron (f(V ) = 0) and the leaky IF neuron (f(V ) = −V ). These two models are com-
monly referred to as spiking neuron models, even though they do not express the typical
regenerative depolarization, i.e. the upstroke of the spike [62]. In that case the potential
triggering the reset of the voltage corresponds to a threshold potential. Sometimes, if for
whatever computational reasons necessary, the voltage may be set to some peak potential
for a short spike duration (typically ∼1 ms), e.g. to provide the possibility to mimic in-
teractions with other neurons. Similarly, they may be reset to a refractory state for some
extended (refractory) period, i.e. a state in which their membrane potential is kept con-
stant at some subthreshold potential so that no further spike can be registered during this
time. This may be necessary to limit an observable firing frequency.
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A different prominent example of the IF neuron models, which does express the upstroke
of the spike is e.g. the quadratic IF neuron, which may be put as f(V ) = a(V −Vrest)(V −
Vcrit) (where the parameter a accounts for the dimensions). For Vrest < Vcrit, the subscripts
indicate the interpretation of the parameters Vrest (resting potential) and Vcrit (critical
potential). The latter represents the voltage, upon passing of which (in response to some
exciting current) the membrane potential of the neuron expresses the for action potentials
characteristic upstroke. Therefore, it may be associated with a threshold potential. In
opposite to the perfect and leaky IF neuron models, this is however not the voltage that
triggers the reset. The quadratic IF neuron model is reset upon reaching the peak potential
Vpeak, commonly of the order of ∼30 mV (for analytical purposes it can be useful to
consider Vpeak =∞, e.g. [82]). Similar to above, a spike duration or refractory period may
be considered.
Spike frequency adaptation and bursting
The models described above may be motivated by the stereotypic shape of the action
potential. Because it is very similar every time, the precise shape is ignored and replaced
by a delta peak or a constant voltage for a short period of time, which increases the
computational efficiency of the model. This can be useful if the focus of a study lies on
subthreshold phenomena leading to the depolarization instead. But while the exact shape
of the action potential may be of little importance in these cases, their timing may be of
interest. Concerning this timing, there are some shortcomings of the class of IF neuron
models, i.e experimentally observable features of spiking that cannot be reproduced by
IF neurons in their one-dimensional state as described above, such as spike-frequency
adaptation or bursting.
Spike frequency adaptation describes the effect of changing inter spike intervals in re-
sponse to a constant applied current. Mechanisms that can lead to this effect include voltage
gated potassium currents, an interplay of calcium currents and intracellular calcium dy-
namics with calcium gated potassium channels or a slow recovery from inactivation of fast
sodium currents [10]. For conductance-based neuron models, it has been shown that their
influence on the spike generation can be covered by adding a single adaptation current to
the voltage-dynamics. If the inter spike interval increases after the first spike in response to
an excitatory current, the neurons are commonly termed regularly firing neurons. Neurons
that do not show this type of adaptation are termed fast spiking neurons [45]. A voltage
trace of a regular spiking model neuron and a fast spiking model neuron are illustrated in
Fig. 1.4 a) and b), respectively, in response to a constant excitatory current I from time
t0.
A third group is formed by neurons which respond with periods of frequent spiking
alternating with quiescent periods (cf. Fig. 1.4 c)), a behavior that is referred to as bursting
[25]. This behavior is observed for a large variety of neurons in many areas of the brain,
including the neocortex, hippocampus, thalamus, and cerebellum [62].
At least two mechanisms are required to produce bursting activity, one responsible for
the generation of spikes during a burst and another for the slow modulation between this
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Figure 1.4. Regular spiking, fast spiking and bursting. Voltage traces in response to a current step
at time t0. Neurons that respond to such a current step with a spike time series in which the inter-spike
interval decreases during the first few spikes are termed regular spiking neurons, as in (a). Neurons that
respond with spiking with a constant inter-spike interval are termed fast spiking neurons, as in (b).
Neurons that respond with interchanging spiking and quiescent periods are termed bursting neurons,
as in (c).
active state and the quiescent state. A calcium dependent potassium current presents a
classical example of an ionic current that can introduce this slow modulation [37]. The
transition from the quiescent state to the spiking state and the transition from the spiking
state to the quiescent state can be characterized through their underlying bifurcations,
which form one basis for the classification of bursting neurons, refer to [62] for details.
A widely employed model that accounts for spike frequency adaptation is the Izhikevich
neuron model, named after its inventor [60]. Depending on the choice of parameters, this
particular neuron model can reproduce key characteristics of a broad class of different
spiking and bursting neuron classes. This model is a quadratic IF neuron, hence a one
dimensional system with reset condition for the membrane potential, which allows the
generation of spikes), but with an additional adaptation current. This adaptation current
is also spike triggered and provides feedback to the membrane potential.
In Chapter 3, we describe a model of the retinal ganglion cell layer at an early devel-
opmental age. During this period, the network of retinal ganglion cell exhibits patterns of
bursting activity. The recored voltage trace of a single retinal ganglion cell can be seen
in Fig. 1.5. For the single neuron model of the retinal ganglion cell layer, we employ the
Izhikevich neuron model, which we define and discuss in detail in Chapter 3. Using our
choice of parameters, the bursting behavior expressed by the model neuron corresponds
to a grade II low threshold burster, in the classification of Izhikevich [62]. This class of
burster fires stereotypic bursts in responds to a short current pulse.
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Figure 1.5. Bursting of a single retinal ganglion cell during a stage I retinal wave. Recorded
voltage trace from by Syed et al. [124], figure 1, lower panel.
Noise in neuronal systems
The retina forms an important constituent of the visual system, which is a sensory system.
Generally speaking, the role of a sensory system within the nervous system is to detect
a presented external signal or stimulus and create or transmit some kind of response to
the brain. The burst patterns in the retinal ganglion cells during development, that we
deal with in Chapter 3, are observed prior to eye-opening, hence prior to the presence of
sensory input. This type of activity is therefore termed spontaneous activity, which occurs
in many developing neural circuits, also including the cochlea, the spinal cord, and the
hippocampus [12].
In our example of retinal waves, the mechanisms required to generate the observed
patterns include on the one hand some feature enabling the spreading of activity, and on
the other hand the initiation of the patterns, without any external stimuli. This initiation
is believed to rely on noise, which leads to random fluctuations of the membrane potential
of neurons, cf. Fig. 1.5.
There are a variety of sources of fluctuations in neuronal systems [129, 81], such as
unreliable synaptic inputs, for instance. Synapses may be unreliable, because the release
of neurotransmitters triggered by an action potential arriving at a presynaptic terminal
is highly probabilistic, which may result in a variability of a postsynaptic current or even
transmission failure [71].
A further important source of fluctuations is the random opening and closing of ion
channels, which is termed channel noise [139]. E.g. in case of retinal ganglion cells, these
fluctuations may stem from sodium, calcium, and different potassium channels [130], which
we will for simplicity approximate by white Gaussian noise of the form:
RInoise = τV
√
2Dξ(t) (1.2.12)
with ⟨ξ(t)⟩ = 0 and ⟨ξ(t)ξ(t′)⟩ = δ(t − t′). D is termed noise intensity and τV is the
membrane time-scale. More details are given below in Chapter 3.
The spontaneous initiation of retinal waves is only one example illustrating the necessity
or presence of noise in neuronal systems. Actually, the presence of noise can be observed
throughout many neuronal processes. Another important example is trial-to-trial variability
in response to an identical external stimuli [118], which motivates a fundamental question
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in neuroscience, namely how information can be reliably stored in the output signal of
neurons, if this signal is noisy.
1.3 The neural code
Neurons are the cells, that are responsible for most of the computations of the brain,
including the storing and transmitting of information. They communicate mostly via action
potentials, which typically propagate from the soma of a neuron, through is axon to a
connected neurons dendrite. But how is the information passed from one neuron to the next
actually encoded? This question points to one of the fundamental problems of neuroscience,
i.e. the problem of neuronal coding.
One possible concept of neuronal coding is the storing of information in the mean firing
rate v¯ of a neuron, e.g. defined as temporal average over some time window T , such that
v¯ =
n(T )
T
, (1.3.1)
where n(T ) is the number of spike times within the period T . The successful application
of this theory dates back to the 1930’s, where researchers found that the application of a
force to muscles affects the firing rate of stretch receptor neurons [2, 45].
An alternative strategy for encoding information in spike trains of neurons is temporal
coding. The idea of this concept is that the information of a spike train is not contained in
the mean rate, but rather in the precise times of action potential. A popular argument in
favor of this coding strategies relates to the reaction time of neuronal systems to presented
stimuli. Experiments show, that e.g. the visual system can show responses within a few
milliseconds, e.g. [126, 135].
Because this time scale is comparable to typical durations of action potentials [85], it may
be difficult to explain this response time using the change of a single neurons firing rate. On
the other hand it was observed that the response of cortical neurons to a sensory stimulus
is highly irregular [118]. While injecting a current to a typical neuron can result in the
firing of a regular stream of action potentials, this is not the case in in vivo measurements
of cortical cells. In this case the temporal average of the single neuron firing rates can be
reproduced by applying an identical stimulus, but the precise temporal patterns cannot.
These observations suggest the presence of yet another coding strategy, which is referred
to as population coding. Sensory systems oftentimes consist of many similar neurons, such
as it is observed in the primary visual cortex, where neurons with similar properties are
arranged in vertical patches, called columns [59]. It was observed that a population averaged
firing rate can reflect a response to a stimulus on very small timescales [44, 18]. Therefore
it doesn’t suffer from the same disadvantages as the single neurons firing rate and is also
to some extend robust to the irregularities of the single neurons spike times.
Mathematically, the different coding strategies can be well captured using the so-called
neural response function ϕ(t), which is defined as a sequence of Dirac δ functions, holding
the spike times of a neuron (ignoring the relatively short duration of an action potential)
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[29], i.e.
ϕi(t) =
∑
α
δ(t− tα). (1.3.2)
Therein the tα denote the spike times of neuron i. In terms of the neural response function,
the firing rate of the i’th neuron can be expressed as
vi =
1
T
∫ t+T
t
dt ϕi(t). (1.3.3)
The population averaged firing rate can then e.g. be written as [46]
u(t) =
1
NT
N∑
i=1
∑
k
t+T∫
t
δ(t− ti,k), (1.3.4)
for a population consisting of N neurons, where the index k runs over the spike times of
the ith neuron.
Rate equation
In Chapter 2, we develop a population activity model for a recurrent network of identical
neurons, where cells are grouped into populations depending on their number of connec-
tions. We derived this model from a standard firing rate model of individual neurons, whose
derivation is briefly outlined in this section, following a description of [45]
To this end, we consider neurons that show a continuous firing rate, which depends on
their input current. Let wij be the synaptic weight of the connection between neuron i and
j, such that the input current to neuron j can be expressed as
Ij(t) =
∑
i
wij
∫ t
−∞
dτKj(t− τ)ϕi(τ). (1.3.5)
Therein, Kj is termed synaptic kernel, a function capturing the dynamics e.g. of the con-
ductance of neuron j, and other properties of the transmission of a presynaptic spike.
Assuming an exponential kernel Kj(t) = exp(−t/τj)/τj and replacing ϕ by v allows the
expression of the synaptic current to neuron j as [45]
τj
dIj
dt
= −Ij +
∑
i
wijvi. (1.3.6)
For simplicity, we will assume in the following that the time scale of the synaptic conduc-
tance is fast (τj ≈ 0), such that the input current to neuron j follows its steady state value
instantaneously, i.e. Ij =
∑
iwijvj . This expression links the input current to neuron j to
the firing rate of all neurons in the network. What remains to be done to derive a firing rate
model is to link this input current to the firing rate of the neuron itself. A synaptic input
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current affects the membrane potential of the neuron and can be the cause of generated
spikes. A common assumption is, that a constant synaptic input current to a neuron results
in a constant firing rate of that neuron (which may be zero). This is formally written as
vj = f(Ij), (1.3.7)
where the function f captures the dependence of the steady state firing rate on the current
and is commonly termed activation or transfer or gain function [29] (or frequency current
discharge curve [71]). In many cases, it is reasonable to assume a sigmoidal shape for
this function, capturing two observable properties of a large number of different neuron
types. Firstly, the current can be too small for the neuron to generate spikes at all. In
this case, the neuron remains quiescent. Secondly, sigmoidal transfer functions capture the
upper bound for the firing rate. Many neuron types express a refractory period, which is
commonly defined as the minimum possible inter-spike interval. The presence of such a
refractory period naturally introduces an upper bound to the firing rate of a neuron.
But how does the firing rate change, if the synaptic input current is not constant?
One simple approximation is to say that the properties of the cell membrane effectively
introduce a low-pass filtering effect [29, 71], and hence write:
τ
dvj
dt
= −vj + f(
∑
i
wijvi) (1.3.8)
for identical neurons.
Representing neurons as units whose only output is a positive, bounded, and continuous
firing rate, which depends only on their synaptic input, implies the assumption that no
information is contained in the spike [71]. An example of a very successful application of
such a firing rate neuron model is the famous associative memory network by Hopfield [57].
In Chapter 2 we discuss the population activity model, a mean field model to describe
the activities of population of neurons, particularly the influence of the underlying network
structure on the self-sustained activity, which is based on the firing rate model above,
Eq. 1.3.8.
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The information processing by large ensembles of neurons has often been discussed in the
context of population coding. This refers to the assumption, that not single neurons are
responsible for the computational processes in the brain, but rather populations of neurons
[105, 5]. In these approaches, computational properties are believed to be explained by the
overall behavior of the populations, such that heterogeneities within the populations can
be discarded.
A variety of sensory functioning in the brain can be explained by population coding
models [79, 43, 117, 31], which has often been discussed mathematically. It has been dis-
cussed in the context of information content and tuning curves [19, 112], and direction
sensing [115]. This variety shows the fruitfulness of employing population coding models
to study neural information processing. Inclusion of the heterogeneity of neuronal activity
has also been studied in these models, mostly dealing with the different neuron types (e.g.
excitatory versus inhibitory) but also focusing on spatial distributions of neurons [116, 24].
The concept of population coding is quite general, as there are various ways to define
populations. The simplest is to consider all neurons of a network as one population. The
most suitable way to define populations depends on the given task. It can e.g. be necessary
to define populations in terms of different subnetworks to study how connections between
the different subnetworks affects their behavior. This may be applicable to study sensory
systems, where one subnetwork consists of sensory neurons and another subnetwork de-
pends on the synaptic input from this population of sensory neurons.
Our objective in this study is slightly more theoretic. We consider identical neurons,
which are simple units whose state is characterized through their normalized firing rate,
i.e. their activity. These neurons are connected to other neurons in a recurrent network and
their activity depends on their recurrent input activity. Recurrent connectivity is an key
attribute of neuronal circuits, known to drive the dynamics of complex neuronal networks in
combination with the external input and it is believed that particularly excitatory recurrent
activity plays a dominant role for the computation of neuronal systems [34].
Discarding all activities, the only distinctive feature of the identical neuron in the re-
current network is the number of links that they share with other neurons. Therefore, we
define populations as the set of neurons that have the same number of links, i.e. the same
degree (particularly the same in-degree).
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Our aim is to study the influence of the connectivity structure on the self-sustained
activity in neuronal networks. This structure will be characterized via correlations in the
connectivity patterns, specifically via degree correlations. There are different approaches
to formally describe or quantify degree correlations in complex networks [138, 64]. One
suitable way is given in terms of joint degree distributions describing the probability that
a randomly selected link in a network connects nodes with the desired degrees. Alterna-
tively the conditional degree distribution can be used to describe correlations in networks,
i.e. the distribution of degrees that can be reached by links that are connected to one
particular degree (the conditional degree) on one side. In this work, we use the so called
joint distribution function, which is related to the conditional degree distribution, and was
introduced in Chapter 1, cf. Eq. (1.1.16)
We begin this chapter by introducing the population activity model, a firing rate model in
which neurons of the same degree are grouped into populations, and heterogeneities within
a population are discarded. A central component of this model is the joint distribution
function, which stores all information about the connectivity patterns in the network.
In the theory of epidemics, a similar approach has previously been discussed under the
reference of degree-based mean field (DBMF) description [102]. Such DBMF models are a
popular tool because of the broad applicability, e.g. for modeling epidemic spreading on
networks [8, 33].
The approach is based on the assumption that the degree of a node in a network is the
only property responsible for the nodes behavior. In case of epidemic spreading, behavior
would e.g. refer to the probability or rate of infection and degree could be interpreted as
the number of different people a person of interest regularly interacts with.
In that context, DBMF models have also been applied to temporal networks, i.e. net-
works where links between nodes may change with time. It was found that DBMF models
can be a suitable approximation to capture the behavior of epidemics mediated by tem-
porally changing interaction patterns [102]. But also more generally, they can provide a
good description of a wide range of dynamical processes on networks, including complex
compartment transitions, multiple occupancy of nodes, and time-varying connectivity pat-
terns. In that context, they are sometime associated to heterogeneous mean field models
[8, 70]. For the adjacency matrix of the corresponding network, the DBMF approxima-
tion has a vigorous effect, potentially reducing the complexity of the network by orders of
magnitude. As described in the introduction, Chapter 1, any element aij of the adjacency
matrix denotes the number of links pointing from neuron i to neuron j. If the degree of
neuron i is k and the degree of neuron j is k′, the number of links from neuron i to neuron
j (aij) can, following the DBMF-description, be replaced by the average number of links
that point from k neurons to k′ neurons [74, 102].
While this assumption can be fairly reasonable in many situations, we here develop a
different approach and focus on the application of this DBMF-description to a firing rate
model, the population activity model. Therefore, we define population activities as the
average activities or normalized firing rates of all neurons of the same population, i.e. that
have the same degree.
Assuming the number of synaptic connections of a neuron to be the only relevant prop-
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erty that is determining the firing rate of this neuron may in many setups be a crude
oversimplification. Nevertheless, this assumption can e.g. be motivated by recent findings
[127]. Using multi-electrode arrays (MEA), the authors of this work studied cortical and
hippocampal slice cultures of thousands of neurons and found correlations between the
firing rate and the degree of the neurons. The distribution of firing rates as function of the
degree of the neuron indicated that higher degree nodes fire with higher frequencies.
We discuss under which limiting transitions the discarding of the heterogeneities within
populations actually provides an exact description of the underlying system. This will be
in the limit of infinitely many neurons per population and in the limit of infinitely many
connections per neuron.
We demonstrate how steady state solutions of the population activity model can be
constructed for an exemplary model system. This example system will be a network with
flat degree distribution, consisting of neurons whose recurrence function is modeled as a
Heaviside step function. This choice of recurrence function for the individual neuron model
also sets the recurrence function for the population activity model, as we will see in the
derivation. This example system will prove as well suited, as it allows a simple analytical
solutions for the steady states in the system, which we formulate in terms of a steady state
condition.
We will focus on the influence of degree correlations on the steady states that can be
observed in this model. Therefore, we introduce degree correlation, which can be controlled
through a correlation strength parameter γ. We will describe a formalism to characterize
the behavior of the system, if not currently in a steady state and verify this formalism
through direct simulation of the population activity model.
Next, we compare the population activity model to the underlying activity model, which
is therefore simulated for tens of thousands of neurons. Due to the finite size of these
networks, we observe deviations between the two models. These deviations are found in
steady state activity profiles, whose shape is sigmoidal rather than showing a step function
shape. Subsequently, we study the effect of the limits, upon approaching of which the two
models are to become equivalent. I.e. we systematically change the size of the populations
and the number of connections in simulations and investigate deviations between the two
models.
Finally, we turn to an ensemble of networks, for which the steady states of the system
have no simple analytical solutions. We demonstrate the applicability of the model by
comparing simulations of the population activity model and the underlying activity model.
Parts of this chapter have been published in [66].
2.1 Population activity model
We study recurrent networks, where all neurons can be connected to all other neurons. We
do not limit the networks to simple networks, i.e. self-links or loops as well as multi-edges
are allowed. Following a study of Schmeltzer et al. [112], we consider directed networks
in which each neuron has an equal in- and out-degree, which we denote as k. A strong
positive correlation between the in- and out-degree has been reported e.g. for C. elegans
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[132]. Theoretical studies of the influence of correlations between the in- and out-degree of
the individual binary neurons report a significant effect on the stability of these networks
[134, 133]. The distribution of neurons with degree k is given by P (k) and the set of all
neurons with degree k defines the k-population. We define the activity of the k-population
as
uk =
1
Nk
∑
i:ki=k
vi. (2.1.1)
Therein, Nk = NP (k) is the number of nodes with degree k and vi ∈ [0, 1] is the normalized
firing rate of neuron i, which we will also refer to as activity.
In the following we are interested in the dynamics of the population activities. A com-
mon approach to study the dynamics of firing rates of individual neurons in a recurrent
network is given by so-called firing rate models, see e.g. [45]. The key concepts and moti-
vations required for its derivation are reviewed in the introduction, Chapter 1, resulting in
Eq. (1.3.8), i.e.
τ
∂vi
∂t
= −vi + f reci . (2.1.2)
Therein, τ is a time constant describing the timescale on which the firing rate relaxes
towards its steady-state value. The function f reci is commonly termed activation or transfer
or recurrence function. In a simplified picture, this recurrence function reflects two different
things. On the one hand, as the name suggests, the recurrent input that a neuron receives.
On the other hand it represents the behavior of the neuron in response to the presented
recurrent input. This response can generally depend on a number of different membrane
properties, such as capacity or resistance and can be obtained by fitting measurements of
an appropriate experiment [29]. The function used for the fit is often assumed to show a
sigmoidal relation, i.e. f(v) ≈ 1/(1+exp(−v)), or alternatively f(v) ≈ 1+erf(v), e.g. [37].
We are particularly interested in the influence of the network topology on the network’s
self-sustained activity. To simplify we neglect inhomogeneities of synapses and consider
them to be identical, with unit weight, and without any temporal delay. Accordingly, the
argument of the recurrent input function to neuron i is here simply given by the activity
of all neurons connected to neuron i, which can be expressed as
f reci = f
⎛⎝∑
j
ajivj
⎞⎠ . (2.1.3)
Therein the aji are the entries of the adjacency matrix A, cf. Eq. 1.1.1, and define the
number of links from neuron j to neuron i. Note that we dropped the subscript i to
the function f , because we assume identical neurons, such that the recurrent input of an
individual neuron only depends on the argument of the function f .
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123456
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Figure 2.1. Schematic illustration of the activity model compared to the population activity
model. A recurrent network is shown on the left, where the connection pattern of neuron 1 to 6
are shown as blue marks for intersecting input (vertical) and output (horizontal) lines are illustrated.
In the population activity model, connections between individual neurons are discarded in favor of
describing only the connectivity between populations, formed of neurons with equal in- and out-degree,
as illustrated on the right. Note that the sizes of the blue symbols can be interpreted as connection
weights between populations, which are later echoed in the joint distribution function N(k, k′). The
here displayed sizes are chosen arbitrarily, for exemplary purposes only.
Using Eq. (2.1.1), we can express the change of the activity of the k-population as
τ
∂uk
∂t
=
1
Nk
∑
i:ki=k
τ
∂vi
∂t
, (2.1.4)
which, using the firing rate model Eq. 2.1.2, leads to
τ
∂uk
∂t
= −uk + 1
Nk
∑
i:ki=k
f
⎛⎝∑
j
ajivj
⎞⎠ . (2.1.5)
The topology of a complex network can be captured by the joint distribution function
N(k, k′), that was introduced in Chapter 1, cf. Eq. (1.1.16). The analogy between aji
defining the number of links from neuron j to neuron i, and N(k, k′) defining the average
number of links per neuron from the k′-population to a k-neuron, suggests an expression
for the dynamics of uk that is similar to Eq. (2.1.2). We refer to this population averaged
firing rate model as population activity model. It will be a mean field description resulting
in
τ
∂uk
∂t
= −uk + f
(∑
k′
N(k, k′)uk′
)
, (2.1.6)
which is derived in the following. A schematic illustration showing the analogy is displayed
in Fig. 2.1.
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2.1.1 Derivation of the population activity model
As often the case with mean field equations, they are only exact or even only a reasonable
approximation of the actual phenomena for special limiting cases. In the following, we
discuss the limiting transitions, that have to be made to arrive at the Eq. (2.1.6). The
outline of the derivation is the following: The argument of the function f is a function of
the neuron i, or rather its index. Because the summation in Eq. (2.1.5) is only performed
over neurons i with ki = k, we know that any neuron i in this argument has degree k.
We will argue, that we can replace this argument by the mean value of all arguments for
neurons with degree k. This mean value will read
∑
k′ N(k, k
′)uk′ . Because this argument,
or rather the function f with this argument no longer depends on the index i, it can be
factored out of the sum, which then simplifies to (1/Nk)
∑
i:ki=k
= Nk/Nk = 1. At this
point we are done.
To begin, we draw the connection between the two models in more detail. Then we
discuss the limiting transitions, under which the population activity model is an exact
description of the firing rate model.
The argument of the recurrence function can be rewritten in a sorted way, such that the
summation over all neurons of a population k′ is performed prior to the summation over
all populations k′, i.e. ∑
j
ajivj =
∑
k′
∑
j:kj=k′
ajivj . (2.1.7)
The inner sum of this expression is the total activity of all neurons with degree k′ that
connect to neuron i. We denote the total number of links, that connect neurons with degree
k′ to neuron i as
n
(i)
k′ =
∑
j:kj=k′
aji. (2.1.8)
Using this notation, we can rewrite the argument of f as :
∑
j
ajivj =
∑
k′
n
(i)
k′
∑
j:kj=k′ ajivj
n
(i)
k′
(2.1.9)
=
∑
k′
n
(i)
k′ u
(i)
k′ . (2.1.10)
Therein we introduced u(i)k′ as the arithmetic mean of the activity that neuron i is pre-
sented to by the k′-population. According to the law of large numbers, u(i)k′ tends to its
mathematical expectation uk′ in the limit of an infinitely large number of links connecting
neurons of degree k′ to neuron i, i.e. for n(i)k′ →∞. Its fluctuations between realizations of
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neighbors of i decay as 1/
√
n
(i)
k′ . Thus
n
(i)
k′ u
(i)
k′ = n
(i)
k′ (uk′ + δuk′) (2.1.11)
≃ n(i)k′
⎛⎝uk′ + δvk′√
n
(i)
k′
⎞⎠ . (2.1.12)
Therein δvk′ is the random fluctuation of the activity that neuron i is presented with. Its
typical size is given by the dispersion of the values of vi within the k′ population. In this
work, we consider the normalized activities vi and uk of neurons and populations, respec-
tively, which accordingly fall into the range [0, 1]. Assuming that the neurons connected to
the one under consideration are chosen randomly from the corresponding population, the
dispersion will be smaller than one.
Summarizing the above, we can write
f
⎛⎝∑
j
ajivj
⎞⎠ = f
⎛⎝∑
k′
n
(i)
k′
⎛⎝uk′ + δvk′√
n
(i)
k′
⎞⎠⎞⎠ (2.1.13)
The joint distribution function expressed in terms of n(i)k′ reads
N(k, k′) =
1
Nk
∑
i:ki=k
n
(i)
k′ . (2.1.14)
Hence, it is the arithmetic mean of the number of links per neuron that connect neurons
of degree k′ to all neurons with degree k and tends to its mathematical expectation for
Nk → ∞. Because realizations of the network are created by randomly adding links to
nodes, the fluctuations δn of n(i)k′ around the mean valueN(k, k
′) are to good approximation
of Poissonian nature and hence are of the order of
√
N(k, k′). (Depending on the degree
distribution or rather the edge end distribution Pe(k), cf. Eq. (1.1.9), there may actually
be a bias as discussed for the example of flat degree distribution below). Accordingly, the
mathematical expectation of the argument of f is
E
⎛⎝∑
k′
∑
j:kj=k′
ajivj
⎞⎠
ki=k
=
∑
k′
N(k, k′)uk′ . (2.1.15)
Fluctuations around this mean (to first order and ignoring cross correlations) are given as∑
k′
(
N(k, k′)δuk′ + δnuk′
)
(2.1.16)
and are of the order of
∑
k′
√
N(k, k′). We note that the estimates above hold essentially
for any transfer function f bounded on [0, 1]. In any model with initial activities distributed
on [0, 1] they will stay within this same range during the temporal evolution of the system,
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and the estimated dispersion stays the same.
Let us now discuss the limiting transitions under which the approximation becomes
exact. The fluctuations of the population activity u(i)k′ within the k-population become
arbitrarily small for n(i)k′ → ∞. Recall that this number denotes the number of links that
point from neurons with degree k′ to neuron i. Accordingly, this limit corresponds to
the limit of k → ∞ for every k, thus especially the lowest degree kmin. For the degree
distribution P (k) this transition is not problematic as it can be rescaled such that the
shape of the distribution stays constant.
But what consequence does this limiting transition have on the joint distribution function
N(k, k′)? At a later part of this chapter, we discuss networks with a flat degree distribution,
i.e. P (k) = C = 1/(kmax + 1− kmin) for kmin ≤ k ≤ kmax. We refer to the mean degree of
such a network as k0, which is given as k0 = (kmax + kmin)/2. For this degree distribution,
the joint distribution function of an uncorrelated network is given asN(k, k′)unc = kk′C/k0.
Let us rewrite Nunc(k, k′) in terms of relative link numbers ν = k/k0, and ν ′ = k′/k0. This
rescaling then leads to N(k, k′) = k0N(ν, ν ′). Because all ν are larger than zero, especially
for kmin → ∞, and because k0 ≥ kmin we see that N(k, k′) and hence the argument of f
diverges, i.e. it does not exist in a mathematical sense.
This is the typical situation in all mean field approaches, where the interactions have
to involve many particles (to create the mean field with negligible fluctuations) but the
strength of this field does not have to diverge, exactly the same as in an Ising model with
long-range interactions, cf. Sec. 6.6 of [11]. This difficulty can be overcome by explicitly
introducing the coupling strength c ∝ k−10 and taking the argument of the recurrence
function to be c
∑
j aijvj , or rather c
∑
k′ N(k, k
′)uk′ =
∑
k′ N(ν, ν
′)uk′ . In this case the
growth of the number of inputs of the neurons leads to a decay of the relative fluctuations,
cf. Fig. 2.2. Thus the growth of the total impact is compensated by the fact that the impact
of each particular neuron becomes smaller. The introduction of this coupling strength also
effects the order of the fluctuations of the argument of f , i.e. cO(k1/20 ) ∼ O(k−1/20 ) such
that Eq. (2.1.6) is exact in the limit of k0 →∞.
In Eq. (2.1.8) we defined the number of neurons with degree k′, that are connected to
neuron i. Suppose that neuron i is of degree k. We know that the mean values of the
number of neurons with degree k′ that are connected to neurons with degree k are given
through the joint distribution function, i.e. N(k, k′) = ⟨n(i)k′ ⟩i:ki=k. Let us refer to the set
of all numbers of links for nodes with degree k′ that are connected to nodes of degree k as
{n(i)k′ } i:ki=k. For a finite network realization, this distribution cannot simply be replaced
by the mean value N(k, k′), but shows a measurable dispersion.
In Fig. 2.2 this is demonstrated for uncorrelated networks with flat degree distributions
for ki = k0 and k′ = k0 for three different degree ranges. These three different ranges are
characterized by their mean degree k0, through k0 − 50 ≤ k ≤ k0 + 50. Specifically, we
considered networks with k0 = 150, k0 = 1050, and k0 = 5050, with 1000 neurons per
population degree. Fig. 2.2(a) shows a normalized histogram, P
(
{n(i)k0 } i:ki=k0
)
, hence the
distribution of the number of neurons with degree k0 that is connected to a neuron with
degree k0. The mean values, i.e. N(k0, k0) as well as the width of the distribution around
this mean increase with increasing mean degree k0. The distributions compare reasonably
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Figure 2.2. Reduction of fluctuations through the incorporation of the coupling strength. Panel
(a) shows normalized histograms of the number of nodes with degree k0 that are connected to neurons
with degree k0 (legend in (b) applies to results shown in (a)) for uncorrelated networks with flat degree
distribution within k0 − 50 ≤ k ≤ k0 + 50 for different mean degrees k0, solid lines. Dashed lines
show Poisson distribution for the theoretic mean values N(k0, k0) (indicated as vertical dashed line).
Including the coupling strength c = 1/k0 as scale factor to the same numbers as in (a) reduces the
width of their normalized distribution for increasing k0, as can be seen in (b).
well to the Poisson distribution for the same theoretic mean degree, cf. dashed lines in
corresponding colors (vertical dashed lines show N(k0, k0)). The observed deviation of the
distribution is due to a bias, i.e. the number of attainable links that connect to higher
degree nodes is larger compared to links that connect to lower degree nodes for flat degree
distributions.
The fluctuations around the mean values decrease as expected, if a coupling strength is
introduced, as scaling factor c = 1/k0 for every number n
(i)
k0
with ki = k0, as can be seen
in the normalized histograms of these number, i.e. P
(
{cn(i)k0 } i:ki=k0
)
, cf. Fig. 2.2(b).
The discussion above supports the claim that the nature of the fluctuations of joint
distribution function, “measured” from realizations of finite networks, are indeed to a good
approximation Poissonian, at least for the chosen ensemble of networks. Also, it demon-
strates how the introduction of a coupling strength reduces these fluctuations.
Note, that fluctuations that are introduced through the wiring of the network are fixed,
for a fixed finite network realization. For the fluctuations of the activities within one pop-
ulation, this is not necessarily the case because the population activities themselves are
time dependent. Ultimately, we wish to support the population activity model by computer
simulations and study its applicability to finite networks. Therefore, it is useful to discuss
the properties of population activity model, including its steady states, which is done in
the following.
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2.2 Steady states of the population activities
In the section, we discuss steady state solutions of the population activities uk in the
system Eq. (2.1.6), i.e.
τ
∂uk
∂t
= 0 ←→ u˜k = f
(∑
k′
N(k, k′)u˜k′
)
. (2.2.1)
The steady state population activity u˜k is given by the recurrence function, which depends
on the steady state activities of all other populations. For simplicity, we choose the recur-
rence function to be a Heaviside step function: f(x) ∼ θ(x − Θ), which is one for x ≥ Θ
and zero otherwise. This corresponds to the assumption that in its steady state, a neuron is
active if the presented input x is larger or equal than some threshold value Θ, and inactive
otherwise. This type of behavior has often been assumed in firing rate models, e.g. [26].
The stationary activity of the k-population is then given as
u˜k = θ
(∑
k′
N(k, k′)u˜k′ −Θ
)
. (2.2.2)
The stationary population activity u˜k can accordingly take only one of two states, i.e. 1 or
0 if the population is active or inactive, respectively. This system Eq. (2.2.2) is similar to a
model known as McCulloch-Pitts model [88], which has e.g. been discussed in the context of
memory capacity of a neuronal network [100]. One solution for the self-consistent equation
above is u˜k ≡ 0, provided that Θ > 0. However, there may be other solutions, which
depend on the population degree k.
2.2.1 Step function activity profiles
Suppose the system is at some time instance in a state, given as a step function uk = θ(k − κ),
such that ..., uκ−1 = 0, uκ = 1, uκ+1 = 1, .... If this represents a stationary solution of the
system, it satisfies Eq. (2.2.2) for all population degrees k, which implies
θ(k − κ) = θ
⎛⎝ kmax∑
k′=kmin
N(k, k′)θ(k′ − κ)−Θ
⎞⎠ = θ(kmax∑
k′=κ
N(k, k′)−Θ
)
(2.2.3)
and thus
kmax∑
k′=κ
N(k, k′) < Θ, ∀k < κ and
kmax∑
k′=κ
N(k, k′) ≥ Θ, ∀k ≥ κ. (2.2.4)
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These conditions define self-consistent solutions for the system and can certainly be fulfilled
if
kmax∑
k′=κ
N(k + 1, k′) ≥
kmax∑
k′=κ
N(k, k′) ∀ k andκ (2.2.5)
i.e. monotonically increasing with k for all step positions κ. In this work, we focus only on
networks, for which this condition is fulfilled. There may however be ensembles of networks
that do not fulfill this monotony. In that case there may be more complex stationary
solutions than step functions. If Eq. (2.2.5) is satisfied, we find at the position (in k-space)
of the step κ:
kmax∑
k′=κ
N(κ− 1, k′) < Θ and
kmax∑
k′=κ
N(κ, k′) ≥ Θ. (2.2.6)
In the following, we refer to the step position κ as κ˜ if the corresponding population activity
u˜k = θ(k − κ˜) is a steady state of the system.
To get an idea of the dynamics, we assume the system is at some time in a state given
as uk = θ(k− κ), where the population degree κ does not fulfill the steady state condition
Eq. (2.2.6). Consequently, there is at least one population degree k for which u˙k ̸= 0. We
can convince ourselves, that one degree for which the change of activity with time is not
zero must be κ or κ − 1. To do so, consider the change of activity of these population
degrees κ and κ− 1
τ
duκ
dt
= − uκ
1
+θ
(∑
k′=κ
N(κ, k′)−Θ
)
, (2.2.7)
τ
duκ−1
dt
= −uκ−1
0
+θ
(∑
k′=κ
N(κ− 1, k′)−Θ
)
. (2.2.8)
Because we chose κ not to fulfill Eq. (2.2.6), either
∑
k′=κN(κ− 1, k′) will be larger than
Θ or
∑
k′=κN(κ, k
′) will be smaller than Θ. In the former case, uκ−1 will grow and in the
later case uκ will decay. It is important to point out, that the equations above are only
valid in the first instance after the initialization of the system. Once the population activity
uk is not given by a Heaviside step function, the argument of the recurrence function must
be adjusted accordingly.
Note, that a growth of the activity of the populations with degree lower than the step
degree can be understood as a shift of the border between active and inactive populations
to lower population degrees. Analogously, a decay of the activity of populations with degree
larger than the current step degree leads to a shift towards higher population degrees. In
the following, we will also refer to the regime between completely active populations and
completely inactive populations as front. We will refer to the shape of a given front as
profile. During the temporal evolution the profile of the front will not maintain the step
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function shape. However, given that
∑
k′=κN(k, k
′) monotonically increases with k for all
κ, it will eventually converge to a steady state, which has the profile of a step function.
This includes the completely inactive case uk = θ(k − (kmax + 1)) ≡ 0 ∀ k ∈ [kmin, kmax].
Also it includes the completely active case uk = θ(k − kmin) ≡ 1 ∀ k ∈ [kmin, kmax].
It is important to note, that there is not necessarily only one unique step degree κ, that
defines the only steady state solution uk = θ(k − κ). In contrast, there can be a range
of step positions, for which u˙k ≡ 0. This can be understood as follows: suppose we have
identified one population degree κ˜, which fulfills Eq. (2.2.6). Now suppose, that the system
is initially in a state defined as uk = θ(k − (κ˜ + 1)), i.e. the population with degree κ˜
is inactive, rather than active. If u˜k = θ(k − κ˜) was to be the only steady state solution
of the system, we would expect the activity of the population with degree κ˜ to change
from inactive to active. Similar to above we can evaluate the change of the activity of the
population with degree κ˜, i.e.
τ
duκ˜
dt
= − θ (κ˜− (κ˜+ 1))  
0
+θ
( ∑
k′=κ˜+1
N(κ˜, k′)−Θ
)
(2.2.9)
= θ
(∑
k′=κ˜
N(κ˜, k′)−Θ−N(κ˜, κ˜)
)
. (2.2.10)
We know that
∑
k′=κ˜N(κ˜, k
′)−Θ is positive, as this is the condition for κ˜ being a steady
state step degree. Nevertheless, it is possible that∑
k′=κ˜
N(κ˜, k′)−Θ−N(κ˜, κ˜) < 0 and
∑
k′=κ˜+1
N(κ˜+ 1, k′)−Θ ≥ 0. (2.2.11)
In this case, u˙κ = 0 and also u˙κ+1 = 0 and accordingly the population degree κ˜′ = κ˜ + 1
also corresponds to a step position of a stationary activity profile: u˜k = θ(k − κ˜′) =
θ(k−(κ˜+1)). Phenomenologically this can be understood as follows: if all populations with
degree including and above κ˜ are active, the recurrent input of the network is sufficient
to keep all active populations active and insufficient to activate any population that is
currently inactive. However, if only all populations of degree κ˜ + 1 and above are active,
this might be sufficient to keep active populations active, but not sufficient to change the
activity of the population κ˜ from inactive to active. The missing recurrent input is given by
the term N(κ˜, κ˜), i.e. the population κ˜ requires input from itself for self-sustained activity.
Summarizing, in the described system, a front approaching from the left (smaller popu-
lation degrees) will travel towards larger population degrees, until it reaches a steady state
u˜k = θ(k − κ˜), which provides∑
k′=κ˜
N(κ˜− 1, k′) < Θ ≤
∑
k′=κ˜
N(κ˜, k′). (2.2.12)
A front approaching from the right and moving towards smaller population degrees will
eventually reach a steady state u˜k = θ(k − κ˜′) which provides the same condition. Only,
that this degree might be larger than κ˜ that was recovered from a front moving to the left.
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This is the case if∑
k′=κ˜
N(κ˜, k′) ≥ Θ and
∑
k′=κ˜+1
N(κ˜, k′) < Θ ≤
∑
k′=κ˜+1
N(κ˜+ 1, k′). (2.2.13)
It is important to note, that without violating the monotony condition Eq. (2.2.5), there
may be cases in which∑
k′=κ
N(κ, k′) ≥ Θ and
∑
k′=κ+1
N(κ+ 1, k′) < Θ. (2.2.14)
In that case we expect a front given as uk = Θ(k − (κ+ 1)) to move to higher population
degrees. If the system is at some time instance in state uk = θ(k− κ), we expect the front
to move to lower population degrees, provided that
∑
k′=κN(κ− 1, k′) ≥ Θ. The opposite
is also possible. In that case the κ would be a steady state step degree.
We can express the conditions for the different types of behavior that we expect for a
systems that are currently in a state uk = θ(k − κ), via the following two definitions:
F (κ) =
∑
k′=κ
N(κ, k′)
G(κ) = F (κ− 1)−N(κ− 1, κ− 1). (2.2.15)
Summarizing, for a population activity front given as uk = θ(k − κ), we expect three
different types of behavior: It can move to higher population degrees, it can move to lower
population degrees, or it can remain where it is. In that case the population activity is at
a steady state.
• A population activity front located at the degree κ will move towards smaller popu-
lation degrees, if
G(κ) > Θ. (2.2.16)
• A population activity front located at the degree κ will move towards larger popula-
tion degrees, if
F (κ) < Θ. (2.2.17)
• A population activity front located at the degree κ is in a steady state, if
G(κ) < Θ ≤ F (κ). (2.2.18)
A completely active network corresponds to uk = θ(k−kmin), while a completely inactive
network corresponds to uk = θ(k − (kmax + 1)). The steady state condition Eq (2.2.18) is
not applicable to these two cases, because G(κ = kmin − 1) as well as F (κ = kmax + 1) are
not defined. Nevertheless, these states may represent steady state solutions of the system.
The population activity uk = θ(k − kmin) is a steady state, if F (κ = kmin) ≥ Θ. Similarly,
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the population activity uk = θ(k−kmax+1) is a steady state, if G(κ = kmax+1) ≤ Θ. The
latter is always zero and therefore uk = θ(k − kmax + 1) is a always a stationary solution,
if Θ > 0.
In general, we can distinguish different properties for steady state population activities:
• A steady state population activity profile with step position at κ˜ can attract popu-
lation activity fronts from lower population degrees. This is the case if
F (κ˜− 1) < Θ (2.2.19)
• A steady state population activity profile with step position at κ˜ can attract popu-
lation activity fronts from larger population degrees. This is the case if
G(κ˜+ 1) ≥ Θ. (2.2.20)
• A steady state population activity with step position at κ˜ can repel population
activity fronts that are at larger population degrees. This is the case if
F (κ˜+ 1) < Θ. (2.2.21)
• A steady state population activity with step position at κ˜ can repel population
activity fronts that are at smaller population degrees. This is the case if
G(κ˜− 1) < Θ. (2.2.22)
The different types of expected behavior described above suggest a more rigorous stabil-
ity analysis of the dynamical system. This is however difficult due to the high dimensional-
ity of the system and the discontinuous nature of the Heaviside step function. Considering
the reduced picture of population activity fronts, this also cannot be done using standard
methods, because this picture consists on the one hand of step functions describing steady
state solutions and on the other hand of population activity fronts with different shape,
which describe the population activity during its temporal evolution.
In the theory of dynamical systems, fixed points are simply speaking states that do not
change during the temporal evolution. These fixed points are termed stable or unstable, if
the system given in a state that is close to a fixed point strives towards or away from this
fixed point. Due to the phenomenological similarity of front positions moving towards or
away from steady state step degrees, we term attracting step degrees stable and repelling
step degrees unstable. As mentioned above, systems can express regimes of steady states,
where technically only the lowest step degree is attracting or repelling fronts from the left
and only the largest step degree is attracting or repelling fronts from the right. In this case
we simply term the entire range as stable or unstable and label them as κ˜s and κ˜u.
To create a more intuitive understanding for the variety behaviors that the theory sug-
gests, we will consider an example system, i.e. the ensemble of networks with a flat degree
distribution. As we will see, this example is particularly suitable, because it allows simple
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analytical expressions for F (κ) and G(κ). Using these expressions, we can evaluated the
entire step degree space for its expected behavior and compare it to numerical simulations.
2.3 Networks with a flat degree distribution
We begin by defining the ensemble of networks, that we consider. As discussed in Chapter 1,
ensembles of networks are typically defined through a number of different constraints, e.g.
defining the total number of links and nodes, i.e. G(N,E), or the number of nodes and the
probability of a link between any pair of nodes, i.e. G(N, p). We are specifically interested in
the influence of the networks topology on the steady state population activity and therefore
define our ensemble of networks as G(P (k), N(k, k′)). So we fix the degree distribution and
the joint distribution function. Consequently, any network from this ensemble exhibits the
same two-degree correlation properties.
We choose a flat degree distribution, i.e.
P (k) =
{
C, k ∈ [kmin, kmax]
0, otherwise
(2.3.1)
with C = 1/(kmax + 1 − kmin) and kmax and kmin denoting the upper and lower bound
of the degree distribution, respectively. We denote the mean degree of networks with flat
degree distribution as k0, which is given as k0 = (kmax + kmin)/2.
Next we specify a joint distribution function N(k, k′). Its general definition is given
as N(k, k′) = kP (k′|k), cf. Eq. (1.1.16). Using the definition of P (k′|k), cf. Eq. (1.1.14),
we can rewrite the joint distribution function for uncorrelated networks with flat degree
distribution as
N(k, k′)unc =
kk′P (k′)
⟨k⟩
=
kk′C
k0
, for kmin ≤ k, k′ ≤ kmax. (2.3.2)
This joint distribution function can be extended to define ensembles of networks with de-
gree correlations, provided that the conditions Eq. (1.1.19-1.1.21) are not violated. These
constraints on the joint distribution function allow the formal introduction of degree cor-
relations of the form
N(k, k′) =N(k, k′)unc + γ
η(k, k′)
P (k)
(2.3.3)
for a function η(k, k′) that provides∑
k
η(k, k′) =
∑
k′
η(k, k′) = 0. (2.3.4)
We refer to the parameter γ as strength parameter, which is constrained by the positivity
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Figure 2.3. The joint distribution function for networks with correlations. N(k, k′) is shown for
k, k′ ∈ [100, 240] for the largest possible correlation strength parameter γ (red mash) and the joint
distribution function N(k, k′)unc (blue mash) for the same degree range.
of the joint distribution function, Eq. (1.1.19). One choice of η that fulfills Eq. (2.3.4) is
η(k, k′) = (k − k0)(k′ − k0). (2.3.5)
The function η represents a simple way to introduce non-trivial mixing into complex net-
works for the defined ensemble of networks. The resulting joint distribution function is
accordingly given as
N(k, k′) =
kk′C
k0
+ γ
(k − k0)(k′ − k0)
C
, (2.3.6)
for kmin ≤ k, k′ ≤ kmax. Requiring N(k, k′) to be positive limits the correlation strength
parameter to
γ ∈
[
−4kminC
2
k0∆k2
,
4kminkmaxC
2
k0∆k2
]
(2.3.7)
where ∆k = kmax − kmin.
Fig. 2.3 shows the joint distribution function for uncorrelated networks in the k, k′ plane
in blue. The red mash shows the maximally correlated case γ = γmax ≈ 1.45 · 10−6 for the
chosen range of degrees, i.e. k, k′ ∈ [100, 240]. In this example the average number of links
between the population of minimal degree and itself (N(k = 100, k′ = 100)) is increased
compared to the uncorrelated case, which is also true for the population of maximal degree
(here k = k′ = 240). On the contrary, N(kmin, kmax) as well as N(kmax, kmin) is reduced,
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compared to the joint distribution function of an uncorrelated network. For our particular
choice of correlation, this is the limiting point for the strength parameter γ, as choosing
larger values would result in negative values, which are prohibited by Eq. (1.1.19). For
negative strength parameters (not illustrated), there is analogously a lower bound. In
that case N(kmin, kmin) is first to approach zero (not shown). It is interesting to relate
this value of γ to the Pearson correlation coefficient between the degrees of nodes that
share a link, which is provided by Eq. (1.1.27), and results in r(γ = γmin) = −0.124 and
r(γ = γmin) = 0.297.
For our chosen ensemble of networks with flat degree distribution and correlation func-
tion η given by Eq. (2.3.5), we can now calculate the argument of the recurrence function,
i.e.
F (κ) =
kmax∑
k′=κ
N(κ, k′) =
kmax∑
k′=κ
(
κk′C
k0
+ γ
(κ− k0)(k′ − k0)
C
)
=
κC
k0
kmax∑
k′=κ
k′ + γ
κ− k0
C
kmax∑
k′=κ
(k′ − k0)
=
(
Cκ
2k0
+ γ
κ− k0
2C
)
(kmax(kmax + 1)− κ(κ− 1))
− γ κ− k0
C
k0 (kmax + 1− κ) , (2.3.8)
N(κ, κ) =
κ2C
k0
+ γ
(κ− k0)2
C
. (2.3.9)
The function G(κ) is related to F (κ) andN(κ, κ), cf. Eq. (2.2.15), and therefore not written
out explicitly.
2.3.1 Simulation study of the population equation model
The population activity model is a coupled system of ordinary differential equations,
Eq. (2.1.6). This can be interpreted as a network itself, where each population repre-
sents one node and links or connection weights are given by the joint distribution function
N(k, k′). In this section, we numerically investigate the population activity model to com-
pare it to the theory above. Throughout this section, we focus on networks with flatly
distributed degrees within the range of kmin = 100 and kmax = 240.
We evaluate the functions F (κ) and G(κ) to determine the expected behavior of activity
fronts for all available step degrees. We compare this to the behavior of activity fronts,
that are recorded during the course of the simulations. Therefore, the population activities
are initialized as step functions (of the form uk = θ(k − κ)). Recall that there are three
different expected behaviors for the fronts: they can move to the right (towards larger
degrees), they can move to the left (towards smaller degrees), or they stay where they are.
If this is the case, the front represents a steady state. If the front moves to the right or to
the left, it will move until it reaches a steady state.
In Fig. 2.4(a), we plot the functions F (κ) and G(κ) (red and blue circles) as function
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Figure 2.4. Steady state regimes for uncorrelated network. The functions F (κ) and G(κ) (red
and blue circles), which allow the evaluation of the behavior of a system that is in a state given as
uk = θ(k − κ) are shown in (a). Filled circles show population degrees that correspond to steady
states of the system, hollow circles show population degrees that do not correspond to steady states of
the system. Snapshots (dashed lines) of the population activities after different integration time steps
for the corresponding system are displayed in (b). Arrows indicate the direction in which the activity
profiles move. Cyan profiles travel towards smaller population degrees. Gray profiles travel towards larger
degrees. Green lines correspond to initial conditions and solid lines indicate the steady state profiles.
of the step degree κ and compare them to a chosen threshold value, here Θ = 111. This
comparison allows the characterization of the expected behavior of system at those degrees.
We observe ranges of κ, for which F and G are smaller than Θ, indicated in gray. The
range of κ, in which F and G are larger then Θ are indicated in cyan. For these ranges,
we expect fronts to move towards larger, and smaller population degrees, respectively. We
also observe ranges of κ, in which F is larger than Θ and G is smaller than Θ, which is
the steady state condition for activity fronts. These ranges of κ are indicated in yellow.
For the simulation of the population activity model, we employ a forward Euler algo-
rithm, i.e.
uk(t+∆t) = uk(t) +
∆t
τ
(
−uk(t) + θ
(∑
k′
N(k, k′)uk′ −Θ
))
(2.3.10)
wherein θ denotes the Heaviside step function, such that Θ is a threshold parameter. We
treat the time t as dimensionless variable and choose τ = 1. We find sufficiently robust
simulation results for an integration time-step of ∆t = 0.05, as decreasing this parameter
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Figure 2.5. Steady states with sigmoidal initial conditions. Panel (a) shows the functions F (κ)
and G(κ) as in Fig. 2.4(a). (b) shows snap shots of the population activity fronts with sigmoidal initial
conditions.
had no significant effect on the simulation results. Initial conditions for population activities
that are defined through a step-degree κ are implemented as
uk(t = 0) = θ(k − κ). (2.3.11)
Simulation results of the population activity model are shown in Fig. 2.4(b) for three
different initial conditions (green lines), i.e. uk = θ(k−κ1,2,3) with κ1 = 115, κ2 = 145, and
κ3 = 151. Dashed lines in this figure show population activity profiles after every thirtieth
integration step. Initial fronts defined by κ1 and κ3 move towards larger population degrees.
The front corresponding to κ1 reaches a steady state at κ˜ = 128. The initial activity front
defined by κ2 moves towards smaller population degrees and reaches a steady state with
κ˜ = 133. The steady state that is reached by the initial front defined by κ3 is a completely
inactive network. Steady states are indicated as solid lines.
Simulations of the system with initial step degree within the ranges of κ that are shown
in yellow in Fig. 2.4(a) do not change with time, as expected (therefore not shown). Cor-
respondingly, these states represent steady states for the population activity. We associate
the lower range with a stable fixed point of the system and the higher range with an un-
stable fixed point of the system, as these ranges attract and repel fronts, respectively. The
ranges are labeled as κ˜s and κ˜u.
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Figure 2.6. Steady state solution regimes in a network with degree correlations. Panel (a)
shows F (κ) and G(κ) (red and blue circles) for the maximal correlation strength parameter γ = γmax,
compared to a chosen threshold degree of Θ = 98. Step degree ranges for which a front movement
towards larger (smaller) population degrees is expected are shown in gray (cyan). Steady state step
degrees are shown in yellow. (b) shows snapshots (dashed lines) of population activity profiles for the
corresponding system for four different initial step degrees. Green lines correspond to initial conditions
and solid lines indicate the steady state profiles.
Especially for the unstable regime κ˜u, this steady state solution may seem somewhat
pathological. It is therefore interesting to note, that this steady state solution can actually
be recovered for initial population activity fronts that are not step functions as well. This is
illustrated in Fig. 2.5(b) where the activities of the populations were initialized according
to
uk =
1
1 + exp(−(k − κ1,2)/8) (2.3.12)
with κ1 = 130 and κ2 = 148. These initial fronts correspond to the green lines in Fig. 2.5(b).
Dashed lines show exemplary population activity profiles at different integration time steps
and solid lines correspond to the steady states, which take the form u˜k = θ(k − κ˜1,2) with
κ˜1 = κ1 and κ˜2 = κ2.
Note, that this is only an example in which the classification of the observable behavior
using the formalism of comparing F (κ) and G(κ) to the threshold Θ appears to work for the
sigmoidal initial conditions as well. This is surprising because for initial conditions other
than step functions, the argument of the recurrence function is not given by F (κ)−Θ, and
for the displayed example, it is arguably not even a good approximation.
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Figure 2.7. Unstable-stable step degree ranges. Panel (a) and (c) show F (κ) and G(κ) (red and
blue circles) for the maximal correlation strength parameter γ = γmax, compared to two exemplary
threshold values, that result in steady state step degree regimes, which are front repelling on one side
and front attracting on the other side. Simulation results of the corresponding systems are shown in
panel (b) and (d), respectively. Line styles are in accordance to Fig. 2.6.
Returning to the discussion of step function activity profiles as initial conditions, it is
possible to obtain more than two ranges of steady state step degree solutions. For networks
with flatly distributed degrees and degree correlations as defined above, Eq. (2.3.9), we
observe up to three ranges, as displayed in Fig. 2.6 for γ = γmax. The functions F and G
are compared to the threshold values Θ = 98 in Fig. 2.6(a), which results in two unstable
steady state solution regimes κ˜u and one stable steady state solution regime κ˜s. All colors
represent areas of initial front positions with expected behavior corresponding to Fig. 2.4.
The behavior is recovered by simulations of the corresponding population equation model,
cf. Fig. 2.6(b) for four different initial front positions. Fronts that travel towards smaller
(larger) population degrees are shown in cyan (gray), as before.
It is interesting to note that the presented ensemble of networks allows steady state
step degree ranges, that are not purely attracting or repelling activity fronts, but rather
repelling on one side and attracting on the other, as illustrated in Fig. 2.7. Panel (a) of
this figure suggests a regime, which is repelling fronts on the left side, i.e. with smaller
population degrees and attracting front from the right side, i.e. with larger population
degrees. We label this regime of steady states as κ˜u,s. Fig. 2.7(c) indicates a regime which
features the opposite behavior, which is labeled κ˜s,u. As above, the behavior suggested
by the theory is precisely recovered by numerical simulations of the according system, as
shown in panel (b) and (d) for the respective situations.
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Figure 2.8. Summary of the different types of behavior in networks with flat degree distri-
butions. Solid lines indicate the transition from one regime to another. Vertical dashed lines show
exemplary correlations strength parameter, for which the functions F (κ) and G(κ) are illustrated below
(red and green lines). The different vertical lines in the illustrations below the figure indicate exemplary
threshold parameter values, which are indicated as circles in the figure in corresponding colors.
The chosen ensemble of networks with flat degree distribution within k ∈ [100, 240] and
the described introduction of degree correlations, controlled via the correlation strength
parameter γ expresses a fairly rich variety of steady states, i.e. regimes of steady states.
The total number of steady state, which we denote as nκ˜, depends on the threshold value Θ
and on the correlation strength parameter γ. A summarizing overview is shown in Fig. 2.8
for the entire range of possible γ values and the relevant range of Θ values.
Passing through a blue area in this illustration corresponds to a change of the total
number of steady state step degree ranges in the system. As an example, consider the
schematic illustration (γ1) in Fig. 2.8, where the functions F (κ) and G(κ) (red and blues
line) as well as three exemplary threshold values (horizontal black, green, and magenta
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lines) are displayed. The corresponding correlation strength is shown in the summary panel
by the gray dashed line. Circles on this line show the threshold values in corresponding
colors. As we have seen in this section, the number of steady state step degree regimes
corresponds to the number of intersections of threshold values and the functions F (κ) and
G(κ). Accordingly, at γ = γ1 the system can express no (black), one (magenta), or two
(green) steady state degree regimes.
For larger values of γ there can be up to three steady state step degree regimes, as indi-
cated by the example correlation strength γ3 and the corresponding schematic illustration.
In this example, the threshold value that corresponds to the magenta circle, respectively the
magenta horizontal line in the sketch sets the system in a regime with nκ˜ = 3, comparable
to the situation that is shown in Fig. 2.6.
Choosing a threshold value and a correlation strength parameter γ that sets the system
into one of the blue regimes in Fig. 2.8 results in situation that are comparable to the
features shown in Fig. 2.7. There, the system expresses steady state step degrees that act
attracting on one side and repelling on the other. In the upper blue area, this corresponds
to one regime (nκ˜), that is attracts fronts located at smaller population degrees and repels
fronts located at larger population degrees, cf. (c) and (d) of Fig. 2.7.
Entering the next lower blue area from above (in Θ space) maintains two distinct regimes
of steady state step degree ranges, but one of them changes its nature. This is yet again
another special case, as this steady states regime acts attracting for fronts located at larger
population degrees. But fronts located at smaller population degree are not repelled, but
simply not defined, due to the cut off of the degree distribution at this minimal degree.
An example for this situation is displayed in the schematic illustration, γ2 in Fig. 2.8. The
threshold value indicated by the green horizontal lines marks the onset of this regime.
There are different possibilities to interpret the phenomena described above. Specifically,
one could consider counting the completely inactive system as one steady state solution,
such that nκ˜ is always larger or equal to one. Also, one could argue that the completely
active network similarly defines a steady state solution. This steady state solution exists
whenever the threshold value Θ is chosen to be smaller than the lower bound of the degree
distribution, which is Θ = 100 in our example. Because we distinguished this steady states
solution from the cases, where we had two steady state step degree regimes within the
degree distribution range, we have the horizontal line at Θ = 100 in the summary panel of
Fig. 2.8.
The discussion above demonstrates the large variety of observable types of behavior
that this seemingly simple system expresses. The described formalism of comparing the
functions F (κ) and G(κ) to the desired threshold value can be employed to classify the
state space of the population activity fronts. All predictions are precisely recovered by
direct computer simulations of the according population activity model.
The degree correlations in the described model are controlled through the strength pa-
rameter γ. As described in the introduction, a common method for quantifying degree
correlation in complex networks is the Pearson correlation coefficient coefficient between
the degree of nodes sharing a link r [94, 95], which can be calculated from the joint distri-
bution function N(k, k′), cf. Eq. (1.1.27).
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Figure 2.9. Association of the correlation strength with assortativity. For networks with flatly
distributed degrees with k ∈ [100, 240] with the joint distribution function N(k, k′), Eq. (2.3.6), the
Pearson correlation coefficient [94, 95] shows a linear dependence on the strength parameter γ, see (a).
The simulated total steady state network activity u˜ is displayed in (b) as function of r. With increasing
Pearson correlation, the u˜ decreases, for all exemplarily chosen threshold values Θ. (For these simulation
results, all populations were initialized to the active state.)
For a network of the here discussed ensemble of networks, with a joint distribution func-
tion according to Eq. (2.3.6), the Pearson correlation coefficient shows a linear dependence
to the strength parameter γ, cf. Fig. 2.9(a). This observation is particularly interesting,
because it allows for a relation of the results e.g. shown in Fig. 2.8 to a discussion of assor-
tativity on the number of steady state solution in the here presented population equation
model. Consequently, we observe an increased complexity of the system for increasing as-
sortativity, i.e. the number of steady state solutions increases and the threshold value at
which steady states solutions are possible at all decrease.
We observe the total network activity
u˜ =
∑
k
u˜k (2.3.13)
to decrease with increasing assortativity, as can be seen in Fig. 2.9(b). For three different
exemplary threshold values, we simulated the total network activity for different values of
r. For the two larger threshold values, we observe a discontinuous jump from some value u˜
to zero, which corresponds to the transition from two steady state solution sin Fig. 2.8 to
no steady state solutions. For the smallest shown value Θ = 102, the steady state solutions
persist for all values of γ, and thus r.
Summarizing, we have so far discussed under which limiting transitions, the popula-
tion activity model provides a precise description of the population activities in neuronal
networks. Further we have discussed, how the population activity model can be used to
calculate steady state population activity profiles. We have demonstrated how this can be
done analytically for the ensemble of networks with flat degree distribution and a Heaviside
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step function as recurrence function, which we confirmed by numerical simulations. Next,
it is interesting to study the performance of the population activity model to predict the
behavior of activities of single neurons as described by the activity model, Eq. (2.1.2), i.e.
the microscopic counterpart of the population activity model.
2.3.2 Simulation study of networks with flat degree distribution
In this section we study the performance of the population activity model when applied
to network realizations of finite networks. While the last section focused on the popula-
tion activity model itself and demonstrated how it could be applied to analyze a system
with flatly distributed degrees and degree correlations that were capture through the joint
distribution function, this section deals with network realizations from the ensemble of
networks.
As we saw in the derivation of the population activity model, it is a mean field description
of the underlying activity model, which only becomes exact in the limit of infinitely many
neurons and infinitely many links per neuron. Because their are no examples of real world
networks for which these limits are fulfilled, it is interesting to investigate the applicability
of the mean field model to finite networks.
The strategy for this investigation is straight forward. Realizations of networks of the
chosen ensemble of networks, which was defined through the degree distribution P (k) and
the given joint distribution function N(k, k′), are created. Neurons of these networks are
initialized such that the population activity shows a desired profile. Here again, we will
only focus on step function profiles as initial conditions, such that initial conditions are
completely characterized through the degree κ of the step.
Simulations are run until the system reaches a steady state, i.e. vi(t+∆t) ≡ vi(t). The
steady state activities of individual neurons are then used to calculate the steady state
population activity profile (according to Eq. (2.1.1)) and compared with u˜k as calculated
from the population activity model.
We begin with uncorrelated networks with flatly distributed degrees with k ∈ [100, 240],
as in the previous section. Network realizations are created using the Python Library Igraph
[28]. Uncorrelated networks are obtained by setting a degree sequence and subsequent
random assigning of links between neurons, until all neurons are connected. It is important
to note that we do not limit this study to simple networks, i.e. multi-links and self-links
are allowed.
The joint distribution function of a given network realization can simply be measured, as
shown in Fig. 2.10 for a network with 70500 neurons. For the chosen degree distribution, this
total number of neurons results as 70500 = 500×141, i.e. Nk = 500 neurons per population
and a total of 141 populations in the network. The black mash shows the measured N(k, k′)
(for every fourth population degree), compared to the theoretic N(k, k′), cf. Eq. (2.3.2), at
every twentieth population degree (blue mash).
Analog to the simulation of the population activity model, Eq. (2.3.10), we employ a
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Figure 2.10. “Measured” joint distribution function. The joint distribution function of an exemplary
network realization with 500×141 neurons (500 neurons per population and 141 populations, i.e. k ∈
[100, 240]) shown as black mash. The corresponding calculated joint distribution function is shown as
blue mash for every twentieth population degree.
forward Euler algorithm to simulate the activity model:
vi(t+∆t) = vi(t) +
∆t
τ
⎛⎝−vi(t) + θ
⎛⎝∑
j
ajivj −Θ
⎞⎠⎞⎠ , (2.3.14)
where θ denotes the Heaviside step function with threshold parameter Θ. The time t is
treated as dimensionless variable and the time scale is set to τ = 1. For this system, we
find sufficiently robust simulation results for an integration time-step of ∆t = 0.2. Initial
conditions of the system are also defined in accordance to Eq. (2.3.11), as
vi(t = 0) = θ(ki − κ). (2.3.15)
We begin by investigating the temporal evolution of the normalized total activity u(t) of
the network, i.e.
∑
k uk/Nk and
∑
i vi/N . A comparison between the simulation results of
the population activity model and the activity model is shown in Fig. 2.11(a) as circles and
lines, respectively, for three different initial conditions. Red lines show results for network
realizations that were initially completely active. The total activity decreases with time
until it reaches a steady state for both models (circles show population activity simulations
and lines show activity model simulations). The resulting steady state population activity
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Figure 2.11. Activity model vs. population activity model. The normalized total activity in the
network as a function of time in (a). Colors in (a) correspond to different initial conditions. Circles show
direct simulation results for the population activity model, lines show results calculated from the of
the activity model simulations (averages of 10 independent simulations each). Steady state population
activity profiles in (b). Colors relate to initial conditions of (a). Dashed lines show direct simulation
results for the population activity model, solid lines show results calculated from the activity model
simulations.
profile is shown in corresponding color in panel (b) of this figure.
The black line in Fig. 2.11(a) shows to simulation results for a system with initial condi-
tions that correspond to the largest population degree that is expected to converge towards
the stable steady state regime κs, cf. Sec. 2.2.1. I.e. it is the largest population degree for
which F (κ) > Θ and G(κ) > Θ. The corresponding steady state population activity profile
is shown in panel (b) of this figure in corresponding color. The blue line in Fig. 2.11 shows
simulation result for the first value of κ that is expected to lead to vanishing activity.
Accordingly there is no steady state population activity profile within the chosen degree
range.
Deviations between the simulation results shown in Fig. 2.11 are small and can in part be
explained by the steady state profiles u˜k, shown in (b). While the population activity model
simulation results show the Heaviside step function shape as is expected (dashed lines),
the activity model results in a sigmoidal shape. Nevertheless, all initial conditions behave
as expected from the mean field model. As the black and blue lines correspond to initial
conditions that are closest to the theoretical unstable regime, they represent situations,
which could be expected to be the first to exhibit differing behavior, which they don’t. For
this particular example, we also simulated the system with all other possible step degrees
as initial condition. These simulations similarly showed the expected behavior for every
degree (not shown).
The shape of the steady state population activity profile, calculated from the activity of
the individual neurons is sigmoidal and differs significantly from the step function profile
that results from the population activity model. This sigmoidal shape can be expected for
finite sized networks, which is explained in the following.
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The steady state population activities shown in Fig. 2.11(b) are measured from the
steady state activities of all neurons as,
u˜k =
1
Nk
∑
i:ki=k
v˜i =
1
Nk
∑
i:ki=k
θ
⎛⎝∑
j
ajiv˜j(t)−Θ
⎞⎠ . (2.3.16)
How can we expect this steady state population activity to behave for finite networks? In
the derivation of the model we discussed under which conditions the expected value of the
argument of the transfer function becomes
E
⎛⎝∑
j
ajivj
⎞⎠
ki=k
=
∑
k′
N(k, k′)uk′ . (2.3.17)
Let us assume that for finite networks, there still exists an expected value, i.e.
1
Nk
∑
i
⎛⎝∑
j
ajivj
⎞⎠
ki=k
= µk (2.3.18)
and that the arguments of the individual neurons i of the k-population are randomly
distributed around this expected value, we refer to them as⎛⎝∑
j
ajivj
⎞⎠
ki=k
= ξik. (2.3.19)
Suppose the distribution of P (ξk) of the arguments is known. In that case, the average
of the chosen Heaviside step function as transfer function, which gives the steady state
activity, can be approximated as
u˜k = ⟨θ(ξk −Θ)⟩ ≈
∫
dξkθ(ξk −Θ)P (ξk) = F (ξk) (2.3.20)
where F (ξk) is the cumulative distribution function of the distribution of ξk. If the argu-
ments follow a Gaussian distribution, the cumulative distribution function relates to the
error-function, which is sigmoidal. The steady state population activity profiles shown in
Fig. 2.11 can be fairly well fitted using functions of the form:
u˜k ≈ 1
2
(
1 + erf
(
k − κ˜√
2σ2
))
, (2.3.21)
with fit parameters κ˜ and σ. In the limit of σ → 0, Eq. (2.3.21) is equivalent to the Heaviside
step function with the step at degree κ˜, hence the notation. To compare the expected step
degree positions from the population activity model to the steady state profiles from the
activity model, we approximate κ˜ as the degree, where u˜k(1−u˜k) is maximal. The degrees κ˜
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Figure 2.12. Population activity profiles as function of Θ. Steady state degrees κ˜ are shown for
different threshold values, for 102 ≤ Θ ≤ 111. Black symbols show steady state step degrees that were
calculated as described in the text (i.e. the degree, where u˜k(1− u˜k) is maximal), for systems that were
initialized at κ0 = kmin. Gray symbols show steady state step degrees for systems that were initialized
with uk(t = 0) = θ(k − 140). The corresponding steady state activity profiles are displayed in the
inset in corresponding colors. In agreement with the shown symbols, steady state activity profiles that
located at increasing population degrees correspond to increasing threshold values. It can be seen that
the slope of the steady state population activity depends on Θ. Specifically, with increasing threshold
value, the slope of the activity profile increases as well.
calculated from the activity profiles in this way are shown in Fig. 2.12 for different threshold
values Θ as black and gray markers, compared to F (κ) and G(κ), cf. Eq. (2.2.15), shown
in red and blue, respectively, for an uncorrelated network with flatly distributed degrees,
100 ≤ k ≤ 240. The total number of neurons was N = 70, 500 in the simulations.
Black marks correspond to steady state population activities that approached from
smaller initial degrees, as indicated by the black arrow. Specifically uk(t = 0) was set
to θ(k − kmin) for the simulation. Corresponding steady state profiles are shown in the
upper left inset for all threshold values 102 ≤ Θ ≤ 111 (from left to right with increas-
ing threshold). Similarly, gray marks correspond to steady state population activities that
approached the steady state from larger initial degrees, as indicated by the gray arrow.
Simulations were initialized with uk(t = 0) = θ(k − 140). The corresponding steady state
profiles are shown in the lower right inset for the same threshold range (from left to right
with increasing threshold).
Recall that an activity front defined by a step degree κ for which F (κ) < Θ andG(κ) < Θ
is expected to move to larger population degrees, until F (κ) ≥ Θ, which is exactly recovered
by the computer simulations. Analog, fronts located at κ with F (κ) > Θ and G(κ) > Θ
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move towards smaller population degrees until G(κ) ≤ Θ, which is also precisely recovered
by the computer simulations. There are threshold values, e.g. Θ = 106 for which the
black marker seemingly indicates that the front reached its steady state position earlier as
expected. This is simply explained by the discreteness of the degree space (in a sense, that
the next degree would already penetrate the red line).
It is interesting to note, that the range of degrees, in which the steady state population
activity is different from zero or one increases with increasing threshold values Θ, cf.
Fig. 2.12 insets. This indicates that the fluctuations (σ in Eq. (2.3.21)) of the arguments
depend on the threshold value, respectively on the expected value of the argument of the
recurrence function, which makes a more explicit analytical evaluation difficult.
Concluding, we have seen that the population activity model allows a classification
of the expected behavior of traveling population activity fronts for finite networks. The
location of steady state population activities, calculated from individual neuron activities,
reflect the positions expected from of the population activity model. At the steady state,
the population activity profiles express a sigmoid shape and not the step function shape.
The reasons for the observed profiles was discussed. In short, the shape likely depends on
fluctuations of the inputs to all neurons of e.g. the k-population. In case the mean field
model provides an exact description, these fluctuation ought to disappear. Consequently,
it is interesting to study the effect that the limits discussed in the derivation have on the
shape of the population activity in finite networks. This is addressed in the following.
2.3.3 Approaching the limits
As discussed in the derivation of the population activity, we have seen that the population
activity model is a mean field description of the underlying activity model, which becomes
an exact description under certain limiting transitions. Namely in the limit of infinitely
many neurons per population and in the limit of infinitely many links per neuron.
The discussion of numerical simulations of the activity model to this point has mainly led
to two important conclusions. Firstly, the finite size nature of the numerical simulations
results in measured recurrence functions, that define a steady state of the system, but
differ from the one that is given through the population activity model. Specifically, their
shape is sigmoidal, rather than the expected step function shape. Secondly, comparing
the positions of measured population activity fronts to the positions predicted by theory
shows reasonable agreement for the demonstrated network ensemble. This also supports
the discussion of the stability behavior.
In the following we discuss, how the steady state activity fronts behave upon approaching
the two limits. Therefore, we begin by studying the effect of an increased number of neurons
per population Nk. To this end, we simulate uncorrelated neuronal networks with flatly
distributed degrees within k ∈ [100, 240]. In this setup, the total number of neurons in the
network is the number of populations times the number of neurons per populations, i.e.
N = 141 ·Nk.
The temporal evolution of the normalized total network activity u(t) is shown in Fig. 2.13(a)
for networks of different sizes, in comparison to a simulation of the population activity
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Figure 2.13. Network size dependence. Increasing the network size leads to a saturation effect on
the convergence behavior (a) and inset. (The temporal evolution of the overall population activity
ceases to depend on network size for an increasing number of neurons N). The steady state population
activity profiles "measured" from the activity model simulation results cease to depend on the number
of neurons and are of sigmoidal shape, as shown in (b). For the simulations in (a), network were initially
set to be completely active. The shown results are averages of 10 independent simulations each.
model (dashed black line). The inset shows the normalized total network activity at the
steady state, as function of the different population sizes. For an increasing number of neu-
rons per population, the normalized total network activity saturates and ceases to show
finite size effects.
Fig. 2.13(b) shows the steady state population activity profiles, corresponding to (a).
These profiles depend on the network size, but converge in a sense that they are indis-
tinguishable for the largest two chosen values of Nk. The converged steady state activity
profile is sigmoidal. Hence it does not converge to a Heaviside step function, as would be
expected for the mean field model to provide an exact description of the system.
To study the effect of the second limit, i.e. approaching an infinitely large number of
links per neuron, we implement a scaling factor s. Assuming the existence of a lower bound
for the degree distribution, we can consider a rescaled degree space with
k∗ ∈ [s · kmin, s · kmax] = [k∗min, k∗max] (2.3.22)
and then realize an increase of degree for every neuron by increasing s. Without loss of
generality, values of s can be chosen such that the integer character of the degree of every
node is preserved. Exemplarily, we discuss this again for uncorrelated networks with flat
degree distribution, which then reads
P (k∗) =
⎧⎨⎩ C∗ =
(∑k∗max
k∗=k∗min
)−1
, if k∗min ≤ k∗ ≤ k∗max
0, otherwise.
(2.3.23)
Recall, that the fluctuations of the number of nodes with degree k′ that connect to nodes
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Figure 2.14. Steady state population activity profile for different scaling factors. The steady
state population activity u˜k∗ is shown as function of the re-rescaled degree range k = k∗/s, for the
uncorrelated networks with flatly distributed degrees, with 100s ≤ k∗ ≤ 240s, with Nk∗ = 500 for all
scaling factors. For the simulations, all neurons were initialized as active and the threshold value was
set to Θ = 108s.
with degree k increase with increasing degrees, cf. Sec. 2.1.1, hence with increasing s.
Therefore it is useful to introduce a coupling strength, which we here consider to be the
inverse of the scaling factor s, such that the model is transformed to
∂vi
∂t
= −vi + f
⎛⎝1
s
∑
j
ajivj
⎞⎠ , (2.3.24)
analog for the population activity model.
The effect of varying the scaling factor s on the steady state population activity profile
is shown in Fig. 2.14. In the limit s → ∞, the steady state population activity profile is
expected to approach the Heaviside step function. For the chosen scaling factors, the steady
state profile shows a sigmoidal shape, as observed before. Increasing the scaling factor,
leads to a decrease of the range of degrees, in which the population activity is different
from zero or one (the slope of the population activity profile at uk = 0.5 increases). In case
of a Heaviside step function, this range vanishes completely (or the slope diverges). Using
computer simulations, we cannot choose s arbitrarily large. Nevertheless, our simulation
results, Fig. 2.14, suggest that the population activity model performs increasingly well for
approaching the limit of large degrees, even when this approach was only demonstrated at
fairly small degrees. (The largest minimum degree was k∗min = 300).
Note that choosing this scaling mechanism to study the effect of increasing degrees
for all available degrees is not equivalent to what was done for Fig. 2.2. There, a degree
sequence with fixed length was shifted towards larger degrees. Evaluating realizations of
networks with the respective degree distributions demonstrated the nature of fluctuations
δn, which supports the argument that fluctuations can be made arbitrarily small through
the introduction of an appropriate coupling strength. In this section, the increase of all
degrees in the networks was realized through a different scaling mechanism.
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The reason for employing the described scaling mechanism this time instead, is that this
transformation of the degree spaces preserves the shape of F (κ) for the chosen ensemble
of networks, if 1/s is included as coupling strength. Because the Heaviside step function
provides for some variable x and constant c the property θ(cx) = θ(x), we can evaluate
the system for different scaling factors always at the identical steady state solution, if we
scale the threshold value appropriately, namely Θ∗ = 1sΘ. Because then θ(F (κ
∗)−Θ∗) =
θ(1sF (κ)−Θ∗) = θ(F (κ)−Θ), as we saw in Fig. 2.14.
Summarizing, we have seen that increasing the number of nodes per population by itself
does not suffice to make the population activity model arbitrarily precise in the description
of steady states of the system. On the contrary, for sufficiently large population numbers,
the steady state profile converges to a sigmoid shape. This shape is explained by the
fluctuations δn, which can be decreased by increasing the degree for all possible degrees
and appropriate rescaling of the threshold value.
We have seen that the ensemble of networks with flat degree distribution is an ideal
system to study the population activity model, because it allows the analytical solution for
the functions F (κ) and accordingly steady state conditions. Real world networks however
show various degree distributions. In the following, we briefly demonstrate the applica-
tion of the population activity model to an ensemble of networks with a different degree
distribution, namely the Erdös-Rényi (ER) random graph.
2.4 Application to networks with other degree distributions
We study ER random graphs [35] of similar size and mean degree as the networks studied
before. Specifically we choose the number of nodes to be N = 100, 000 and a mean degree
of ⟨k⟩ = 200. For the network creation we used the Igraph software library for complex
network research [28]. Fig. 2.15 shows the joint degree distribution N(k, k′), measured from
the network realization (in blue), compared to the corresponding distribution calculated
according to Eq. (2.3.2) for an uncorrelated random network with a binomial degree dis-
tribution P (k) =
(
N−1
k
)
pk(1 − p)N−1−k. Therein p denotes the probability that any two
nodes share a link. For better visibility, only every fourth degree is displayed in the plot.
In this example the value p = 0.001 was used both for the creation of the network and for
the calculation of the degree distribution and hence joint distribution function.
The joint distribution function measured from an exemplary network realization agrees
reasonably well for intermediate values of k, while there are significant deviations towards
the smallest and largest measured values of k. This echoes bad statistics, which are caused
by the very few actual nodes of these degrees. The binomial degree distribution of ER
random graphs has technically no upper or lower bound for the degrees, as with a small
probability very small and very large degrees are in principle possible. The shown limits in
Fig. 2.15 for the calculated joint distribution function result from the smallest and largest
observed degrees in the example network realization.
Fig. 2.16 shows a summary of the simulation results for the ER graph. Panels (a) and (b)
show the total population activity Nkuk and the population activity uk at different time
instances (snapshots) for two different initial conditions. Gray and cyan lines correspond
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Figure 2.15. Joint distribution function in the ER network. The calculated N(k, k′) from a real-
ization of a random graph as described in the text (in blue), compared to the joint distribution function
calculated from Eq. (2.3.2) (in red). The degree distribution is given by a binomial distribution. The
measured and calculated joint distribution functions agree reasonably well for intermediate values of k
and k′, but differ significantly towards the maximum and minimum degree k.
to calculated population activity fronts that were initialized as uk(t = 0) = θ(k− 185) and
uk(t = 0) = θ(k− 186), respectively. The former initialization leads to population activity
fronts that travel towards a stable steady state solution, while the later initial condition
results in vanishing activity.
Fig. 2.16(c) shows stable steady state front positions κ˜ (gray marks) for a number of
different threshold values Θ. The cyan marks show the smallest initial degrees that lead
to vanishing activity in the network, hence they can be related to the regime of unstable
steady state solutions. The initial conditions for the example of Θ = 158, cf. (a) and (b),
are indicated by vertical dashed lines in corresponding colors.
The solid red line in Fig. 2.16(c) shows F (κ) calculated from the joint distribution
function according to the theory, Eq. (2.2.15). The dashed red line shows F (κ) calculated
from the measured joint distribution function, cf. Fig. 2.15. For a particular threshold Θ,
the branch left of the zenith marks the onset of front positions that are expected to travel
towards larger population degrees. The measured function F (κ) agrees very well with the
simulation results (cyan marks). Note that the measured and calculated functions F (κ)
and G(κ) lie close to each other, for which reason both functions G(κ) are not shown.
The large deviations towards the lower and upper end of the degree distributions in
Fig. 2.15 are echoed in the simulation results of the activity model as the theory allows
the calculation of F (κ) essentially for every possible degree. Nevertheless, for the smallest
degrees, the stable steady state front positions are not recovered by the simulation. In
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Figure 2.16. Population activities in the ER random network. Snapshot of the total population
activity for two different initial conditions ( uk(t = 0) = θ(k − 185) and uk(t = 0) = θ(k − 186)) in
(a). The corresponding population activity in (b). The function F (κ) calculated and measured from the
network realization (solid and dashed line, respectively) is shown in (c). Gray marks show simulation
results of stable steady state front positions κ˜s for different threshold values Θ. The example shown in
(a) and (b) is indicated by the dashed horizontal line. Gray and cyan vertical dashed lines show the two
initial conditions in corresponding color to (a) and (b).
this particular example the correct stable steady state solution is calculated for population
degrees above κ = 153. In the example realization of the network, the number of neurons
of all populations including and below this degree was 21 of 100000. The smallest observed
degree was 146.
In summary, analyzing simulation results for the steady state population activity in
Erdös-Rényi networks shows reasonable agreement with the population activity model.
Stable and unstable step degrees are recovered for a wide range of parameters. This be-
comes challenging towards the limits of the degree distribution, as these populations are
occupied by very few neurons only. Nevertheless, this example demonstrates the applica-
bility of population activity model to a class of networks that is arguably more relevant
than networks with flat degree distributions.
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2.5 Discussion
Population coding is believed to be one of the fundamental coding strategies of the brain
[105]. The strength of this method is its robustness to failure, because information is en-
coded across many cells. Population coding has been shown to be important for many brain
functions, e.g. for the control of arm movement [43] or eye movements [79]. How exactly
this information processing through collective activity of many neurons is performed, and
what makes these computations efficient, is still a crucial questions in todays neuroscience.
We formulated a degree-based mean field (DBMF) model – the population activity
model – to describe the activities of populations, which are formed by the neurons of the
same degree within a neuronal network. The basic idea behind DBMF models like ours
is to assume statistical equivalence of all neurons of the same population. This generally
implies that quantities Φk characterizing the state of all neurons of the same population
are relevant, rather than quantities Φi which characterize the state of an individual neuron
i [102].
In the present study, we focused on the effect of the topological structure of a complex
network on its self-sustained activity. The population activity model was derived as mean
field description of a fairly general firing rate model. Like all mean field models, it is
only exact under certain limiting transitions. It was shown that this model is exact in the
limit of infinitely many neurons per population degree and in the limit of infinitely many
connections per neuron.
In the population activity model, the function N(k, k′) – the joint distribution function
– takes the essential role of storing all connectivity informations about the system. This
function is a matrix holding K × K entries. Hence, compared to the adjacency matrix
holding N ×N entries, it can be of significantly lower dimension. The entries of the joint
distribution function are the average number of links connecting respective populations
which are defined in terms of P (k|k′) – the conditional probability of finding a node of
degree k, when following any link that emerges from a node of degree k′. Through its
association to probability, it is possible to formulate an analytical expression for N(k, k′).
We incorporated two-vertex degree correlations into this system, controlled by a strength
parameter γ. Choosing a Heaviside step function as recurrent input function and a flat
degree distributions allowed the definition of a steady state condition for the population
activities in the system.
Depending on the degree correlations in the network, the discussed system expresses a
multitude of steady state solutions. The steady states of the system are defined by the
recurrence function. Hence, for the Heaviside step function recurrence function, the steady
state is completely defined through the step degree – or step position (in degree space).
This position determines the degree, below which all populations are inactive, and above
and including which, all populations are active.
For convenience, we defined initial conditions of the system as step functions as well.
During the temporal evolution of the system, the step function character of the activity
profile is lost. In case the initial state of the system does not represent a steady state of
the system, the activity front travels towards larger or smaller degrees until it reaches a
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steady state and recovers the step function profile. We formulated conditions for a front
movement to smaller or larger population degrees. Depending on the particular choice of
degree distribution and degree correlations, there are different types of regimes of steady
state step degrees. Through parallels to dynamical systems theory, we associated regimes
that acted attracting on both sides outside of the regime as stable steady state regime.
Similarly, we termed repelling regimes unstable. Further, steady state regimes can be re-
pelling on one side and attracting on the other. To verify the proposed conditions for the
stability discussion and steady states, we performed direct simulations of the population
activity model. All simulation results agreed precisely with the theoretical predictions for
the chosen ensemble of networks.
The degree correlations in our system are controlled by the strength parameter γ, which
we found to be linearly dependent on the Pearson correlation coefficient r. The Pearson
correlation is a measure that allows a characterization of degree correlations in complex
networks. It allows the classification of all sorts of real networks (e.g. social, biological, or
technological networks) to be assortative, disassortative, or uncorrelated. And many inter-
esting properties have been attributed to one or the other, such that assortative networks
may show an increased resilience to failure (e.g. [1]) and efficient dynamics that is stable to
noise (e.g. [30]). Disassortative networks on the other hand, where high degree nodes tend
to be connected to low degree nodes can result in a star-like topology, which may favor
information processing across the network [94, 125].
For our system, we found the total network activity to decrease with increasing assor-
tativity, corresponding to a shift of steady state activity profile towards larger population
degrees. This is an interesting observation, which may be associated with other studies
showing that assortativity improves the ability of networks to sense information. Specif-
ically, it was shown [112] that assortativity increases the sensitivity of network to weak
stimuli. In this study, the authors studied a recurrent network of spiking neurons and in-
vestigated the influence of the topology on the relation between stimulus and response.
Next to the improvement of sensitivity, they found that there is an optimal value of assor-
tativity, which maximizes the input/output mutual information.
While we didn’t consider the influence of external stimuli, the decreased total network
activity, due to the increased assortativity, can very well be associated with a possible
increase of performance, if the network was to serve some sensing purpose. This can be
understood as follows: because the total network activity u˜ essentially corresponds to the
response of the network to some given situation (in our case initial conditions), a reduction
of this activity from an almost completely active network to a situation where some pop-
ulation are active and some are inactive may allow a more precise reaction of the system
to changing conditions. This could also be interpreted as advantageous, because the lower
mean activity could be associated with a decrease of energy consumption [78]. This may be
seen in connection to the asynchronous and irregular state, namely the discharge activity
which is observed in the cerebral cortex of awake animals. (The activity of single cortical
neurons appears seemingly noisy, with irregular discharges at frequencies of 1–20 Hz and
significant fluctuations of the membrane potential, e.g. [87, 123]). This state is believed to
play a major role for the computational properties of neuronal systems, particularly in the
61
2 Population equations for degree-heterogeneous neural networks
context of fast information processing. Particularly, the reaction time to transient inputs
in these states appears proportional to the faster synaptic time scale rather than to the
membrane integration time scale. This makes much faster population responses possible,
in comparison to the integration time constants of single cells [17, 131].
Next, we studied the performance of the population activity model when applied to
networks, where neurons were represented as units, whose state was characterized through
their activity. This comparison between the population activity model and the activity
model showed good agreement. The temporal evolution of the normalized total activity in
the network shows a comparable trajectory for both models. The profile of the population
activity at the steady states are however not simply characterized as a step degree that
corresponds to a step function activity profile. Instead, we find a sigmoidal shape. This
deviation was cause by the finite size of the networks that were used for the simulations.
The observed shape can actually be very well approximated by an error function, for
which the explanation was given. To compare the stable steady state positions of the step
function and the sigmoidal activity front, we estimated the positions as the degree at which
u˜k(1 − u˜k) is maximal. These calculated positions agree well with the ones predicted by
the steady state condition.
Following, we investigated how the limiting transitions, for which the model becomes
an exact description, affect the performance of the model at finite sizes. Therefore, we
discussed subsequently what effects an increase of the population size and an increase
of all population degrees had on the simulation results. We found that for an increasing
number of neurons per population alone, the model ceased to show finite size effects, but
did not cease to express a sigmoid shaped activity profile at the steady state. An increase
of all population degrees led to steeper transition profiles from the active to the inactive
populations, which supports the equivalence of the two models upon reaching the limiting
transitions.
After focusing on a class of networks which allowed simple analytical solutions for the
stationary states, we also demonstrated the applicability of the population activity model
to a different class of networks, namely Erdös-Rényi random graphs [35], without degree
correlations. For this class of networks, the degree distribution is fully characterized by the
number of nodes and the probability of any two nodes to share a link. Therefore the joint
distribution function can easily be calculated, to be compared to the joint distribution
function that was measured from a network realization. This comparison showed good
agreement for the chosen network size and link probability. Applying this joint distribution
function to the steady state conditions allows the numerical estimation of the stationary
population activity solutions and their stability. These were well recovered by simulations
of large networks from this network class for the most part of the attainable population
degrees. For population degrees close to the smallest degree in the network, we observed
deviations between the simulations and the expected steady state solution. The reason for
this lies in the very small number of neurons that actually have these smallest degrees in
the network. In consequence, these neurons are likely to be a poor representation of the
corresponding population.
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Driven by the astonishing complexity of neural circuits, for many years, neuroscientists
across the world have been studying how their connectivity emerges during development.
As e.g. described by Blankenship et al. [12], the development of the brain is traditionally
regarded as a two stage process. An earlier stage results in the coarse organization of
neurons, which is refined a second later stage. While the earlier stage is believed to be
genetically predetermined and independent of interactions between neurons, the synaptic
refinement is believed to rely on neuronal activity. A very suitable example for this picture
is the visual system, where early projections from the retina to the visual areas among the
brain are believed to be fine-tuned through by the activity of neurons as vision matures.
An increasing number of studies indicating that actually the interaction between neural
activity and genetic programs even at early periods of development affects the organization
of neural circuits, has led to a slight modification of this picture. Before the maturation
of synapses, neurons are found to exhibit spontaneous activity and it was found that this
activity influences the organization of neuronal circuits, i.e. neuronal migration, differenti-
ation, and establishment of neurotransmitter phenotypes, for reviews see e.g. [120, 98]. E.g.
in case of the retina, spontaneous activity is observed at early stages of development and
it was found that blocking this activity disrupts eye-specific segregation into the visual
thalamus [91, 128]. The observed activity patterns have been characterized as spatially
correlated bursts of neurons in the ganglion cell (GC) layer, which are followed by periods
of silence [42, 89, 142]. These correlated activity patterns are termed retinal waves, whose
propagation mechanisms in particular have received much attention in recent years, (see
e.g. [22, 47, 13, 76, 67]).
To date, three different stages of retinal waves have been described in rodents, which can
be distinguished in terms of their underlying circuits, see [12] for a review. These wave me-
diating circuits mature subsequently in development. In the earliest stage (stage I), bursts
of activity spread between retinal ganglion cells. The waves in this stage are mediated by
gap junctions (GJs) [124] and appear prior to synptogenesis. With the emergence of func-
tional synaptic connections, stage II retinal waves are observed, where starburst amacrine
cells (SAC) form cholinergic reciprocal synaptic connections, which mediate bursts of ac-
tivity. The maturation of glutamatergic circuits marks the onset of stage III waves, which
are observed until the eye-opening and the onset of vision. During this stage, wave propaga-
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tion is assumed to rely on glutamatergic bipolar cells (BC), which communicate by spilling
glutamate out of their synaptic cleft. In this stage, amacrine cells function as laterally
inhibitory interneurons [84, 143].
This chapter is devoted to stage I retinal waves, because the propagation mechanism of
these waves has so far not been explained. More precisely, it is well established via exper-
imental observations that waves at this stage are mediated via GJs, i.e. it was found that
GJ blockers inhibit these waves [124]. These electrical synapses are formed by two apposed
hemichannels, which are formed by an hexameric array of proteins know as connexins. In
mammals, connexin-36 and connexin-45 were clearly identified in neurons located in the
inner retina [119, 50]. Both types of connexins follow a distinct expression pattern during
retinal development [68] and are formed between each of the major neuron types of the
retina [144, 50, 51, 52, 14].
Because stage I retinal waves propagate relatively slow, 451±90 µm per second (recorded
in rabbits) [124], GJs were argued not to be the mediator due to the their high electrical
conductivity and short integration times, which are of the order of milliseconds [89, 47].
This apparent contradiction has to our knowledge not yet been explained. To this extend,
we propose a theoretical model of the retina, consisting of bursting GCs which are coupled
by instantaneously acting GJs. While GJ coupling between neurons has been addressed
in various theoretical studies [136, 80], receiving particular attention in the context of
large-scale brain rhythms [27, 104], as well as traveling wave dynamics (e.g. [75, 72]), their
involvement in the maturation process of the retina is not yet fully understood [13, 12].
The model of the developing retina that exhibits stage I retinal waves, that we present in
this chapter, consists of a network of bursting neurons. These cells are coupled by the Ohmic
currents through GJs which corresponds to the discretized version of a diffusive coupling.
We show that under certain conditions, the wave propagation can be sufficiently slow to
be the responsible mediator for stage I retinal waves. We discuss analytical estimations of
the propagation speed and compare them to extensive numerical simulations of networks
of up to 12,000 neurons. We present analytical work, based on diffusively coupled bursting
neurons, applying methods from nonlinear dynamics and pattern formation to differential
equations with discontinuous resettings to access the speed of the wave. We study the
spontaneous nucleation of waves due to noisy input currents and discuss the dependence
of the nucleation rates on the noise intensities. Parts of this chapter have been published
in [65].
3.1 Model for the single retinal ganglion cell
In this section we introduce the model of the retinal ganglion cell layer, which is a network
of bursting neurons. We employ the Izhikevich neuron model [60, 61], a phenomenological
model whose dynamics are known to be biologically plausible. It has a discontinuous fire
and reset mechanism, which makes it computationally efficient. This allows the simulation
of large networks of these neurons.
The two-dimensional neuron model can be regarded as a quadratic integrate-and-fire
neuron for the membrane potential or voltage Vi(t) of the ith neuron with an additional
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Figure 3.1. Nullclines of the Izhikevich neuron model. Nullclines are shown in the phase space
(V, u) without any current, i.e. RI = 0. The green dashed line shows the voltage nullcline and the blue
dashed line shows the nullcline of the gating variable u, respectively. Intersections of these two lines are
fixed points of the system. The lower fixed point, indicated in red, is stable. This is the resting state
of the neuron, which for our choice of parameters is given as (V, u) = (Vr, ur) = (−64mV,−19.4mV).
The gray vertical lines indicate and the reset voltage Vreset the peak voltage Vpeak.
gating variable ui(t), also referred to as recovery variable, whose dynamics are given as:
τV
dVi
dt
= a(Vi − Vrest)(Vi − Vcrit)− ui +RIi, (3.1.1)
τu
dui
dt
= bVi − ui, (3.1.2)
if : Vi ≥ Vpeak →
{
Vi = Vreset,
ui = ui + d.
(3.1.3)
Therein, a, b, d as well as Vrest, Vcrit, Vreset, and Vpeak are parameters that set the neurons
spiking regime (Vrest < Vcrit < Vpeak). The time constants τV and τu define the time-scales
of the membrane potential and the gating variable, respectively. For the one-dimensional
quadratic integrate-and-fire model (here for u(t) ≡ 0 and I(t) ≡ 0), the parameters Vrest
and Vcrit define the stable and the unstable fixed points of the dynamics, respectively. If
Vi ≥ Vpeak, i.e. the membrane potential of neuron i reaches the peak potential, it is reset to
Vreset and the recovery variable is increased by the constant value d. For the analysis of the
simulations, the kth spike time, ti,k, is registered. Nullclines of the system are illustrated
in Fig. 3.1.
The parameters of our model are chosen such that the characteristics of the membrane
potential during a burst of the neuron roughly agree with experimental measurements
from Syed et al. [124]. Specifically, the model provides a spike frequency of about 5 − 15
Hz during a burst duration, which lasts for about 1− 2 seconds cf. Fig. 3.2(b).
To reasonably recover these characteristics, we set a = 0.1, b = 0.3, d = 1.2, τV = 100
msec, τu = 0.0003−1 msec, Vrest = −76 mV, Vcrit = −48 mV, Vpeak = 30 mV, Vreset = −50
mV. The bursting mechanism is illustrated in Fig. 3.2(a) in phase space. Note that the
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Figure 3.2. Burst mechanism. A trajectory of the neuron model, which is initially in the resting
position, but exposed to an external current with RI = 2 mV from t = 0 in phase space in (a). The
temporal evolution of the separate components u and V is illustrated in (b).
time-constant τu of the gating variable is comparatively large, but not uncommon for
cortical neurons [10].
We note already here, that the propagation mechanism relies on the initiation of a
burst in response to a current pulse. Particularly, to achieve slow propagation times from
one neuron to the next, it is necessary that after the initiation of a burst in a neuron,
the burst mechanism is sufficiently robust to show self-sustained firing for a period that
outlasts the period of the initiation pulse. There is a large variety of burst mechanisms,
mimicking a number of different biological properties of bursting neuron, as e.g. described
in the book of Izhikevich on the matter [62]. Bursting neurons that exhibit these requires
spike features have been classified as grade II low threshold burster, in the classification of
Izhikevich [62]. This class of burster fires stereotypic bursts in responds to a short current
pulse. Comparable dynamics can be obtained from two-dimensional excitable models such
at the Morris-Lecar model, under incorporation of an additional third dimension, e.g. a
calcium-dependent potassium current, cf. Sec. 5.2 in [37].
In our model, we consider the total current RIi = R[Igap,i + Inoise,i], i.e. a superposition
of the intrinsic noise current and GJ currents from neighboring cells (details given below).
The intrinsic noise originates from fluctuations of the various channel populations (sodium,
calcium, and different potassium channels, see e.g. [130]) which we approximate by white
Gaussian noise:
RInoise,i = τV
√
2Dξi(t), (3.1.4)
with ⟨ξi(t)⟩ = 0 and ⟨ξi(t)ξj(t′)⟩ = δijδ(t− t′) and noise intensity D.
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3.2 Retinal network
The model of the retina in this study will be used to explain spontaneous activity, which
are observed during development. This spontaneous activity consists of waves, i.e. corre-
lated bursts of retinal ganglion cells, which are located in the retinal ganglion cell layer,
sometimes also referred to as ganglionic layer. At later stages of development, different cells
of the retina are also involved. E.g. during stage II, spatially and temporally correlated
activity is also observed in starburst amacrine cells (SAC), which are also observed in the
inner plexiform layer.
We are primarily interested in stage I retinal waves, which occur prior to synaptogenesis
and are believed to rely solely on GJ connections between cells. Therefore we construct
our model as a two-dimensional layer of ganglion cells only, where each cell is connected
to its nearest neighbors only. Following a previous simulation study of Butts et al. [22], we
set the neurons in a regular triangular lattice.
Syed et al. extensively studied the earliest type of retinal waves [124]. In this study,
the authors investigated the retina of rabbits, for which we adopt characteristics of the
rabbits retina into our model. The density of retinal ganglion cells in rabbits was found
to cover a range from 5000 cells/mm2 down to 200 cells/mm2 [99]. For simplicity, we use
the experimental mean value of 800 cells/mm2. This cell density corresponds to a lattice
spacing of roughly 38 µm in the triangular lattice.
For the experiments the authors of [124] prepared retina patches of roughly 3 × 5 mm.
The exact position from which the patches were taken is not available. Therefore we employ
the experimental mean cell density, which results in a total cell number estimate of roughly
12,000 for the system. Syed et al. [124] found waves to have random initiation sights and
no directional bias. Consequently, we assume waves to be initiated by spontaneous depo-
larization of individual neurons, for which total number of neurons will become important.
For the large-scale simulations, we place 110×110 neurons in a rectangular domain on a
triangular lattice, which results in a total cell number of 12,100.
Every cell is connected with GJs to six nearest neighbors, i.e. the inhomogeneous and
irregular structure of the ganglion cell layer is ignored for simplicity. For illustrative pur-
poses and for our analytical considerations, we also consider a one-dimensional chain, in
which each neuron is connected to two neighbors, one on each side, cf. Fig. 3.3 (left).
For the simulations of the two-dimensional network system, it is necessary to employ ap-
propriate boundary conditions. For estimating the noise dependence of propagation veloc-
ities and nucleation rates, we perform small system simulations (N∼50-260) with periodic
boundary conditions in both directions. In this setup, every neuron has the same number of
connections, which is necessary to avoid strong finite-size effects on the nucleation rate of
the individual neuron. The two-dimensional lattice structure is shown in Fig. 3.3 (middle).
Therein red lines indicate links between nodes (white circles) of the network, which are
characterized by their state V , u.
Simulations of the full system with N∼12,000 are carried out with two surrounding
layers of noiseless neurons on the boundary. The passive layers are illustrated in Fig. 3.3
(right) for a smaller total cell number. Neurons in the outer two layers have fewer neighbors
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Figure 3.3. Schematic illustrations of the network model. For the simulations of stage I retinal
waves, different network setups are employed. Most notably, a one-dimensional chain (left) and two-
dimensional hexagonal lattices with periodic boundary conditions (middle), as well as two layers of
neurons that are not exposed to noise (passive layers), surrounding the lattice (right).
(between 2 and 5 instead of 6), which has a strong impact on their spontaneous nucleation
rate. This is due to the fact, that coupling neurons via GJs has a stabilizing effect on their
resting potential, which we discuss in more detail below.
Not applying periodic boundary conditions for these large-scale simulations is however
reasonable as we compare our simulation results to experimental observations from retina
patches, i.e. cut-outs. The neurons that are excluded from the intrinsic noise source are
also discarded from the statistical analysis of the system.
GJ coupling is known for its short integration times and because of this fast interaction,
these electrical synapses were argued not to be the responsible mediator of stage I retinal
waves [89, 47]. One of the main objectives of this study is to show that the integration
times of the synaptic coupling does not set the speed of the observed waves. To emphasize
this, we follow a common approach, e.g. [136], and model the GJ current as diffusive and
instantaneous coupling, i.e.
RIgap,i = G
∑
n=neighbor
(Vn − Vi). (3.2.1)
Therein, G is the rescaled dimensionless GJ coupling, i.e. G = R/Rgap. The membrane
resistance R of retinal ganglion cells was experimentally found to be in the range of 100-500
MΩ, e.g. [141]. The GJ resistance Rgap between neighboring ganglion cells in the retina
depends on the type of connexin and is known to show transjunctional voltage dependence,
and is roughly Rgap ≈ 1GΩ [55, 106]. Taking these values into account results in a range
of G ∈ [0.1, 0.5], that can be considered as physiologically plausible.
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Figure 3.4. Wave propagation in the deterministic system (D=0). Voltage traces of five model
neurons (vertically shifted for better visibility), coupled in a one-dimensional chain with G = 0.1 (b)
and G = 0.5 (c). The respective first neuron (bottom trace) was initialized in the bursting regime, i.e.
(u(t = 0), V (t = 0)) = (urest, Vreset).
3.3 Wave propagation
Coupling neurons in a one-dimensional chain and initiating a burst in one of them can
result in the subsequent initiation of bursts in neighboring cells, which we will refer to as
burst propagation, here along the chain. This ’wave’ is illustrated in Fig. 3.4(a), wherein
voltage traces of subsequent cells are vertically shifted for illustrative purposes. The voltage
trace of the first cell corresponds to the lowest graph in this figure, the membrane potential
of the second cell corresponds to the trace above that and so on.
Fig. 3.4(b) shows a wave of bursts passing through the same chain of neurons, but
with increased G. Compared to the simulation results shown in (a), subsequent neurons
are initiated with a decreased temporal delay. I.e. the increased GJ coupling strength
G increases the speed of the wave. Here, we set the intrinsic noise intensity to zero to
emphasize that wave propagation does not hinge on the presence of fluctuations.
Similar to a one-dimensional chain, a two-dimensional network of coupled neurons can
exhibit wave propagation, i.e. subsequent bursting of neighboring neurons. Snapshots of
the membrane potential and the gating variable at different time instances are shown in
Fig. 3.5 for a two-dimensional triangular network of neurons. At time t = 0, a burst was
initiated in the neuron in the lower left corner of the lattice, by applying an external current
to the neuron. The resulting burst of this neuron initiates bursts in connected, neighbor-
ing neurons, such that a wave passes through the network. The wave propagates with a
circularly shaped wavefront, which is a consequence of the rotational symmetry and regu-
larity of the system. The gating variable u can be associated with the calcium dynamics,
which is experimentally accessible and resembles calcium fluorescences recordings by Syed
et al. [124], cf. Fig. 3.5, bottom row. This figure suggests that the wavefront of the gating
variable lags behind the wavefront of the membrane potential as expected, because of the
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comparatively slow incremental increase of u with every spike during a burst. u reaches a
maximum with the last spike time of a burst.
t =1 sec
V
u
t =2 sec t =3 sec t =4 sec
Figure 3.5. Snapshots of a wave passing through a two-dimensional lattice of neurons. Top
and bottom panels show snapshots of the membrane potential and the gating variable, respectively, at
different time instances. For the simulation, the GJ conductance was set to G = 0.1 (the noise intensity
D was set to zero), and from t = 0, an external current was applied to the neuron in the bottom left
corner of the simulation lattice.
The focus of this study lies on the propagation mechanism of slow waves of bursts
in networks of neurons, that are connected to nearest neighbors through instantaneously
acting GJ coupling. We discuss two analytical approaches to describe the wave speed in
this one-dimensional system. Using these estimations, the speed of the propagation through
the two-dimensional system is discussed, with the aim to give a reasonable approximation
of the GJ conductance parameter, that leads to the experimentally observed velocities.
3.3.1 The three neurons approximation
The wave propagation and its speed can be theoretically understood as follows. Assuming
a steep wave profile, the speed of the wave is the inverse of the time it takes a bursting
neuron to excite its neighbor, times the displacement of the corresponding wavefronts, i.e.
the distance of the two neurons. Following a previous study [23], we refer to this time as
burst onset time difference (BOTD).
We begin by considering a one-dimensional setup consisting of three neurons that are
coupled via GJs. Specifically, neuron i− 1 is coupled to neuron i, which is also coupled to
neuron i + 1. To mimic the situation of a wave passing through a one-dimensional chain,
we assume neuron i − 1 to be initially bursting, neuron i to be initially quiescent, and
neuron i+1 to also be initially quiescent. They are separated by the lattice spacing ℓ = 38
µm, so that the velocity is given as v1D = ℓ/TB, wherein TB denotes the BOTD in this
one-dimensional setup.
The strategy for the derivation of an analytical approximation of the BOTD is to focus
on the membrane potential of neuron i, which is the neuron that is driven to the burst by
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Figure 3.6. Three neuron approximation. The three neurons under consideration are shown in (a)
as colored circles. Voltage traces of the three neurons are shown in (b) in corresponding colors. Neuron
i − 1 (gray) is initially in the bursting state so that at t = 0, this neuron spikes for the first time. At
t = TBsim , neuron i (blue) spikes for the first time in this burst. This is the BOTD, because it defines
the time difference between the first spike times of two subsequent neurons. The superscript indicates
that this is the simulationally acquired burst onset time difference. Neuron i+1 (green) does not spike
within the shown time.
the GJ current from neuron i−1 and stabilized through the GJ current to neuron i+1. To
make this problem analytically solvable, we make use of the following three assumptions.
First, we assume that the gating variable can be treated as constant. Second, we assume
that we can replace the membrane potential of the bursting neuron by its temporal average.
And third, we assume that we can replace the membrane potential of the quiescent neuron
i+ 1 by the constant resting potential.
Because τu ≫ τV, the gating variable stays reasonably constant at ur = −19.2 mV, while
the membrane potential travels from the resting state to its first spike time, cf. Fig. 3.2(a).
Approximating Vi+1(t) = Vr during this same period is also a reasonable approximation,
considering the trajectory of the voltage of neuron i + 1 that is shown in Fig. 3.6(b),
green line. We will refer to the temporal average of Vi−1 during the burst as V¯b = const.
Approximating the voltage of neuron i − 1 as constant during a burst may seem rather
crude. From the onset of the burst in neuron i − 1 until shortly before the onset of the
burst in neuron i, the voltage of neuron i stays close to its resting potential, or at least
significantly below the voltage of the bursting neuron. Because the GJ current depends on
this difference, the replacement Vi−1 ≈ V¯b implies that the magnitude of current driving
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neuron i sets the BOTD and not so much the fast fluctuations around the temporal average.
The replacement is motivated by assuming that during the period of interest, the bursting
neuron generates at least a few spikes, i.e. changes rapidly compared to the voltage of the
driven neuron, cf. gray voltage trace in Fig. 3.6(b).
In summary, we assume that we can approximate the GJ current that neuron i receives
in case of an approaching wavefront as
RIgap,i = G(Vi−1 + Vi+1 − 2Vi) ≈ G(V¯b + Vr − 2Vi(t)). (3.3.1)
And the resulting dynamics until the voltage Vi reaches the peak potential for the first
time is effectively one-dimensional and can be recast to the form:
τV
dVi
dt
≈ a(Vi − Vrest)(Vi − Vcrit)− ur +G(V¯b + Vr − 2Vi). (3.3.2)
This first order ordinary differential equation can be solved via separation of variables to
find t(V ). We obtain it by first calculating the difference of the times from the voltage
being at its peak potential and its resting potential. However, the driven neuron is already
exposed to the driving GJ current while the voltage of the bursting neuron travels to its
first spike time. To compensate this effect, we consider the blue shade area, illustrated in
Fig. 3.6(b) as the period of time, that drives neuron i to a burst. Accordingly, we subtract
the first inter-spike interval TISI from the beforehand calculated time difference:
TB(G) = t(Vpeak)− t(Vr)− TISI. (3.3.3)
In the following, we briefly outline the steps necessary for the calculation of TB(G)
in Eq. (3.3.3). It is based on solving the time dependence of the membrane potential,
Eq. (3.1.1), which is analytically feasible due to the decoupling of the system Eq. (3.1.1-
3.1.3), but also requires the calculation of the temporal average of the membrane potential
during a burst.
The first order ODE describing the dynamics of the voltage, Eq. (3.3.2), can generally
be recast into the form
dV
dt
=
a
τV
(V − V1)(V − V2). (3.3.4)
Here, it is important to distinguish the two cases of V1 and V2 being real valued (cor-
responding to the situation with a stable resting potential) or complex valued (unstable
situation). We will refer to real valued (V1, V2) as (Vr, Vc) with Vr < Vc. Real values are e.g.
obtained for the case of an isolated neuron, G = 0, and relate to our original parameters
as follows
Vr =
Vrest + Vcrit
2
−
√
(Vcrit − Vrest)2
4
+
ur
a
Vc =
Vrest + Vcrit
2
+
√
(Vcrit − Vrest)2
4
+
ur
a
. (3.3.5)
72
3.3 Wave propagation
For our model parameters, these result as (Vr, Vc) = (−64 mV,−60 mV) . In this case, the
integration of Eq. (3.3.4) yields
t =
τV
a
∫ V (t)
V (t=0)=V0
dV ′
1
(V ′ − Vr)(V ′ − Vc)
=
τV
a(Vr − Vc) ln
(
V (t)− Vr
V (t)− Vc ·
V0 − Vc
V0 − Vr
)
. (3.3.6)
which can be inverted and thus leads to the explicit solution for the voltage trajectory:
V (t) =
Vr − Vc V0−VrV0−Vc ea(Vr−Vc)t/τV
1− V0−VrV0−Vc ea(Vr−Vc)t/τV
. (3.3.7)
Complex valued (V1, V2) are referred to as (Vm + iγ, Vm − iγ). In that case, integration of
Eq. (3.3.4) yields
t =
τV
a
∫ V (t)
V0
dV ′
1
V (t)2 − 2V (t)Vm + V 2m + γ2
=
τV
aγ
[
arctan
(
V (t)− Vm
γ
)
− arctan
(
V0 − Vm
γ
)]
. (3.3.8)
The explicit expression of Vm and γ depend on the specific setup of the neighbors and is
discussed below. But before, we use the recast expressions to calculate the mean voltage of
an isolated neuron during a burst. Therefore we integrate the voltage over one inter-spike
interval TISI, i.e. initialized with at V (t = 0) = Vreset, u(t = 0) = ur,
V¯b =
1
TISI
∫ TISI
0
dtV (t), (3.3.9)
where TISI = t(Vpeak)− t(Vreset). Using Eq. (3.3.6), we find
TISI =
τV
a(Vr − Vc) ln
(
Vpeak − Vr
Vpeak − Vc ·
Vreset − Vc
Vreset − Vr
)
. (3.3.10)
Using Eq. (3.3.7) and Eq. (3.3.10) in Eq. (3.3.9), we can calculate the integral and further
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simplify the resulting expression
V¯b =
1
TISI
∫ TISI
0
dtV (t)
=
1
TISI
[
Vrt− τV
a
ln
(
1− Vreset − Vr
Vreset − Vc e
a(Vr−Vc)t/τV
)]TISI
0
= Vr − τV
aTISI
ln
1− Vreset−VrVreset−Vc ea(Vr−Vc)TISI/τV
1− Vreset−VrVreset−Vc
=
Vrln
Vpeak−Vr
Vreset−Vr + Vcln
Vreset−Vc
Vpeak−Vc
ln
Vpeak−Vr
Vreset−Vr + ln
Vreset−Vc
Vpeak−Vc
. (3.3.11)
For our standard parameters this gives V¯b ≈ −34 mV (TISI ≈ 73 msec).
Now we can turn to the situation of an initially quiescent neuron i being driven to a burst
due to the GJ current that results from the bursting neighbor. This neuron i is brought
from the resting potential Vr to the peak potential Vpeak in a period TISI + TB, cf. blue
shaded area in Fig. 3.6. During this period, the GJ current from neuron i− 1 acts exciting
and the GJ current from neuron i + 1 acts stabilizing. Burst propagation can however
only occur in case neuron i gets excited through the sum of these currents. In that case,
the system no longer exhibits a stable fixed point, i.e. the roots defining the dynamics in
Eq. (3.3.4) become complex valued. Specifically they are given through
Vm =
Vr + Vc + 2G/a
2
, and (3.3.12)
γ =
√
VrVc + (V¯b + Vr)G/a− V 2m. (3.3.13)
The estimate of the BOTD, TB, then results form Eq. (3.3.8), i.e.
TB =
τV
γa
[
arctan
(
Vpeak − Vm
γ
)
− arctan
(
Vr − Vm
γ
)]
− TISI. (3.3.14)
A comparison between simulation results of the BOTD in a one-dimensional chain and
calculated BOTDs according to Eq. (3.3.14) is displayed in Fig. 3.7. The approximation
of TB (Eq. (3.3.14), solid line) shows reasonable agreement with the simulation results
(symbols), in particular for small values of G. The better agreement at this range of the
conductance strength is due to the averaging, which is more reasonable for weak coupling
between the neurons. Similar behavior can be found in standard approximations for weakly
coupled oscillators [36]).
There are a few explanations for the deviation between the approximate solution TB and
the simulation results at larger values of G. It can be seen in Fig. 3.6, that the membrane
potential of neuron i+1 actually does change. Also the membrane potential of neuron i is
already larger than Vr at t = −TISI. And these effects become stronger with increasing val-
ues of G. Predominant is likely the error introduced through approximating the membrane
potential of the bursting neuron as constant and especially, taking the temporal average
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Figure 3.7. Burst onset time difference in the one-dimensional chain. Burst onset time difference
as function of G. Simulations (symbols) of a one-dimensional chain without noise (eq. (3.1.1-3.2.1) with
D = 0) compared to Eq. (3.3.14) (solid line). The dashed green line shows the BOTD approximation
via numerical shooting, which is discussed below in Sec. 3.3.2. The inset shows the inverse of the BOTD
for the simulation and shooting method for a larger range of G.
of one single spike of an isolated neuron as the temporal average of a neuron during a
burst. Changing the GJ conductance strength also affects the characteristics of the burst,
as can be seen in Fig. 3.4 where the spike frequency is increased for the larger value of G.
Nevertheless, this analytical approximate provides a correct order of magnitude estimate
and can be used to explain the BOTD dependence on the GJ conductance parameter G.
In the limit of G→ 0, all neurons are completely decoupled from each other. Accordingly,
a burst in one cell should not initiate a burst in another cell. Our analytical estimate TB
suggests a lower bound for Gmin > 0 for which the BOTD diverges. In case of the one-
dimensional chain, this lower bound is Gmin ≈ 0.0155 and can be interpreted as a critical
value, below which the system exhibits propagation failure. In terms of the three-neuron
model system with Vi−1 = V¯B, Vi+1 = Vr and ui = ur, this lower bound can be understood
as the value of G, for which neuron i is brought to the excited state at all. Any lower value
of G would not ’lift’ the voltage nullcline to a point where the stable fixpoint vanishes.
Approaching this lower bound Gmin from above in simulations shows propagation failure
already for values slightly above this value (the smallest value of G that leads to burst
propagation was roughly Gsimmin = 0.0296). Because both of these values Gmin and G
sim
min lie
far outside of the physiologically relevant range of the GJ conductance, we will not go into
any more detail in this regard.
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3.3.2 Propagation speed in the continuum limit
Before turning to two-dimensional systems, we discuss an alternative approach to calculate
the one-dimensional wave speed as function of GJ conductance, which is based on regarding
the continuum limit of our system. Following the literature (e.g. [37]), we construct a
traveling front applying singular perturbation theory and numerical shooting.
Here again, we assume the dynamics of the slower gating variable u to be reasonably
approximated it by its resting value ur during the period of the BOTD. We begin by
considering the recast expression for the dynamics of the membrane potential with real
valued roots as introduced above, Eq. (3.3.4). In the continuum limit the GJ coupling can
be interpreted as a diffusion term, resulting in:
∂V
∂t
=
a
τV
(V − Vr)(V − Vc) + G
τV
∂2V
∂x2
(3.3.15)
For similar reaction-diffusion systems, the velocity of the traveling wave has often been
determined using the following ansatz: V (x, t) = V (x − st) = V (ξ), so that ∂V∂t = −sdVdξ
and ∂
2V
∂x2
= d
2V
dξ2
. This results in
d2V
dξ2
= −τVs
G
dV
dξ
− a
G
(V − Vr)(V − Vc), (3.3.16)
where the parameter s represents the velocity of the traveling wave. In this picture, ξ
represents a coordinate in a frame moving with velocity s. This second order ODE can be
transformed into two first-order ODEs, using W = dVdξ , i.e.
dV
dξ
=W (3.3.17)
dW
dξ
= −τVs
G
W − a
G
(V − Vr)(V − Vc). (3.3.18)
Obtaining the front solution (V,W )T (ξ) and thereby the wave speed s relies on the defini-
tion of boundary conditions. One possibility to treat the resulting boundary value problem
is numerical shooting. In simple words, the idea of this method is to solve a boundary
value problem by treating it as an initial value problem, which is repeatedly evaluated
via numerical integrations, while the system parameters are iteratively changed, until the
boundary conditions are fulfilled.
For our system, the “left” boundary condition is given as the resting state of the neuron
and therefore
lim
ξ→−∞
(
V (ξ)
W (ξ)
)
=
(
Vr
0
)
. (3.3.19)
This fixed point is a saddle and, for the numerical shooting method, the system is initialized
in its vicinity on the unstable manifold, cf. Sec. 6.2.1 in [37]. Next, the parameter s is
iteratively changed, until the “right” boundary condition is recovered. We assume this
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right boundary condition to be (
V (ξright)
W (ξright)
)
=
(
Vpeak
0
)
. (3.3.20)
Therein ξright denotes the value of ξ at this right boundary, which is not infinite because
it is reached after finite time. It is important to point out that this is not a fixpoint
of the system, as commonly the case in applications of numerical shooting. The reason
for this is that in the original discrete and discontinuous model Eq. (3.1.1-3.1.3) there is
no second fixed point of the dynamics. Rather, the membrane potential is reset to Vreset
whenever the peak potential Vpeak is reached. However, in the one-dimensional continuum
approximation, there is no such reset and also no second fixed point. For this reason, we
mimic this threshold behavior by choosing Vpeak as the right boundary condition for the
numerical shooting.
Concerning the wave speed parameter |s|, we observe that the peak potential can be
recovered for a range of parameter values |s|. This range exhibits a lower bound, at which
the trajectory of the system meets the point (V,W )T = (Vpeak, 0)T . Therefore, we chose
the right boundary condition for W to be W (ξright) = 0. For any smaller values of |s|, the
membrane potential V = Vpeak is not met. (With our chosen traveling wave ansatz, the
values of s are negative, corresponding to waves traveling to the left, hence the absolute
value.)
The BOTDs that correspond to the calculated lower bound |s| are shown in Fig. 3.7
as dashed green line. While giving a correct order of magnitude estimate, this approxima-
tion underestimates the simulated values, especially for smaller values of G. Interestingly
however, for larger GJ conductances the wave speed parameter |s| approaches the inverse
of T simB and both scale as G
1/2, cf. Fig. 3.7 (inset). This may not be very relevant in
the context of stage I retinal waves biologically, because it is observed far outside of the
physiologically plausible range for G. However, this strikingly good agreement supports
the applicability of numerical shooting methods for studying discrete and discontinuous
bursting neuron models.
The reason for the observed scaling of |s| in a one-dimensional continuum approximation
is the following. Recall the systems dynamics in the one-dimensional continuum limit,
Eq. (3.3.16) which can be written in a simplified form as
G
d2V
dξ2
= −τV sdV
dξ
− f(V ). (3.3.21)
Therein, we can rescale the coordinate in the moving frame to
ξ =
√
Gξ′, (3.3.22)
which gives
d
dξ
=
1√
G
d
dξ′
and
d2
dξ2
=
1
G
d2
dξ′2
, (3.3.23)
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such that we find
d2V
dξ′2
= − τV s√
G
dV
dξ′
− f(V ). (3.3.24)
Therefore, we can expect the speed of the wave to scale as s ∝ √G, exactly as we observe
in our simulations for large values of G and for the numerical shooting method, cf. Fig. 3.7.
Summarizing, we assayed analytical approaches to capture the speed of waves passing
through a one-dimensional system of coupled bursting neurons. Considering a simplified
system consisting of three neurons only, neglecting their gating variable and replacing the
membrane potential of the neuron on the left and on the right by constants, we calculated
the BOTD TB, which estimated the GJ dependence of the BOTD well, especially for
smaller values of G. The second approach of regarding the system in the continuum limit
and calculating the wave speed via numerical shooting results in an underestimation of the
BOTD at this lower end of the GJ range. For large values of G however, numerical shooting
can be used to describe the speed of the burst propagation increasingly well. Accordingly
at this range of G, the one-dimensional chain of discontinuous bursting neurons, located
with fixed displacements form each other is well approximated by the continuum limit. We
observe the wave speed to scale with G1/2, as expected for the continuum limit.
3.3.3 Planar wave approximation
In the following, we employ the results for the one-dimensional chain to give an estimate for
the propagation speed of the two-dimensional system. The idea is based on the assumption
that the front of the wave can be reasonably well approximated by a planar shape. The
further the wavefronts that are displaced from the waves origin, the more justified becomes
this approximation. For a perfectly planar wavefront, the propagation of the wave through
a two-dimensional system can be mimicked by the propagation of the wave through the
one-dimensional system, by rescaling the distance and coupling strength.
To see this, consider the schematic illustration of the wavefront in Fig. 3.8. Neurons
shown in the same color belong to the same wavefront, in case of the left panel defined
through a burst onset time within the same time bin. The displayed wave was initiated by
forcing a burst in the neuron in the lower left corner, as in Fig. 3.5.
In case of a perfectly planar wavefront, as illustrated in Fig. 3.8 middle panel, neurons
shown in the same color share exactly the same state (V, u). If the voltage of all horizontal
neighbors is identical, links between these neurons can be discarded, because the GJ current
is zero. We set the first spike time of the bursts of all red neurons as time origin. Now,
every single blue neuron feels an excitatory current from two bursting neurons (connected
via the links indicated in red/blue). The leak current of this one blue neuron is affected
by the two links connecting this neuron to two yellow neurons (indicated by blue/yellow
lines in Fig. 3.9(b)), which we again approximated to be at the resting point at this instant
of time. Doubling the excitatory current and the additional leak current via GJs can be
expressed by doubling the GJ conductance parameter G in Eq. (3.3.14). As can be seen
in Fig. 3.8 middle and right panel, the propagation of the wave from one horizontal front
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Figure 3.8. Wave speed in the planar wave approximation. Neural groups with simultaneous burst
onset of an exemplary simulation (time resolution ∆t = 0.1 seconds) are shown in the panel (a) left,
for three consecutive time bins in different colors. At large distances from the origin, the shape of a
wavefront can be approximated as planar, cf. (a) middle. The mechanism of burst propagation can
then be mimicked by a one-dimensional situation. Therefore in our theoretical derivations, the distance
and coupling strength has to be modified, cf. (a) right and details in the main text.
position to the next, does not occur along the direction of the GJ link, but the reduced
distance
√
3/4 ·ℓ needs to be considered. Consequently, the velocity in the two-dimensional
system can be approximated as
v2D(G) =
√
3/4 · ℓ
TB(2G)
. (3.3.25)
To determine the speed of a wave from simulations such as illustrated in Fig. 3.8 (right
panel), we assume the wave to be circularly shaped with a fixed origin. We define a wave-
front as the group of neurons that have burst onset times within the same time bin of
∆t = 0.1 seconds (exemplary groups are shown in same colors in the left panel of Fig. 3.8)
and measure the front’s mean distance from the center and its mean time instance of oc-
currence. The mean wave speed is calculated from the differences of these distances and
times. We find the mean speed of the wave to be weakly distance dependent, cf Fig. 3.9(a),
an effect that saturates at about 350 µm from the origin of the wave, which was here the
lower left corner of the network shown in the inset. Accordingly, all wave speed values
are averaged over measurements for the range of distances 350 − 650 µm. This range of
distances is illustrated in Fig. 3.9(a) by the gray shaded area.
Velocities obtained by this concentric measurement method are shown in Fig. 3.9(b)
as a function of the GJ parameter G. The shaded areas in Fig. 3.9(b) indicate the range
of the physiologically relevant GJ conductance G ∈ [0.1, 0.5] on the one hand and the
experimentally observed speed of stage I retinal waves, V2D =451±91 µm/sec [124], on the
other. The experimental mean value of v2D = 451 µm/sec is attained in our simulations for
approximately G = 0.4. Calculated velocities v2D(G) are shown in Fig. 3.9(c) by the blue
line, underestimating the true velocity (circles) but providing a correct order-of-magnitude
estimate.
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Figure 3.9. Wave speed measurement and GJ dependence. Squares in (a) represent the speed
of a wave with G = 0.4, measured as described in the text, as a function of the distance from the
origin of the wave (lower left corner of the simulation domain, inset). The speed can also be assessed
by measuring burst onset times along different fixed directions of the network, examples are illustrated
as blue and green sites in the inset. The resulting wave speeds as functions of distance (blue and
green lines) agree closely with the method described in the main text. Simulation results of the mean
wave speed as a function of the GJ coupling G in (b). Simulation results are compared to v2D(G),
Eq. (3.3.25). The gray shaded areas indicate the physiological range of G as derived in the methods,
and the experimentally observed velocities in the rabbit retina [124], respectively.
So far, we have limited the discussion to the deterministic system, D = 0, to emphasize
that the wave propagation mechanism does not rely on noise. Simulation results with noise
indicate that moderate noise levels have only a very small impact on the wave speed. How-
ever, retinal waves are an example of spontaneous neuronal activity during development,
hence it is not a consequence of pacemaker neurons or a response to any sensory input.
Much more, this activity is believed to be caused by intrinsic noise. In the following, we
investigate the spontaneous nucleation of waves. Therefore we assume the neurons to be
exposed to a white Gaussian noise current, which we employ to model channel noise.
3.4 Wave nucleation
Spontaneously nucleated stage I retinal waves in rabbits are observed with a mean inter-
wave interval TIWI of 36 ± 18 seconds [124]. The neurons in our model are set in the
excitable regime, i.e. they cannot generate periodic spiking or bursting without external
input, such that waves are initiated by noise. As we have seen above in Sec 3.3, the propa-
gation mechanism of our model is fairly robust, i.e. propagation failure is rather unlikely to
occur for the relevant GJ parameter range. Therefore we expect every spontaneous depolar-
ization of an individual neuron to trigger a wave that spreads through the entire network.
Accordingly, we expect the mean wave frequency, i.e. the inverse mean inter-wave interval
to be the number of neurons N times the individual nucleation rate, which we denote as
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Figure 3.10. Arrhenius plot. Spontaneous nucleation rate as function of the inverse noise intensity
obtained from four two-dimensional systems with different system sizes as indicated and periodic bound-
ary conditions. From the linear fit of these data, an effective potential barrier ∆U and a rate prefactor
r0 can be estimated (dependence of ∆U on system size shown in inset).
r, such that
r =
1
TIWIN
. (3.4.1)
To characterize the dependence of the nucleation rate on the noise intensity, we simulate
small systems with 50-260 neurons with periodic boundary conditions (as described in
the Sec. 3.2). The simulation results for the rate calculated according to Eq. (3.4.1) are
displayed in Fig. 3.10.
There are a number of things that can be learned from the results shown in Fig. 3.10,
where we focused exemplarily on two different GJ conductance values, i.e. G = 0.4 (dashed
lines) and G = 0.5 (solid lines). It can be seen, that for a given GJ value G, there is a linear
dependence between the logarithm of the individual neuron nucleation rate and the inverse
of the noise intensity. This form of dependence is commonly referred to as Arrhenius rate,
which can be expressed as
r = r0 exp(−∆U/D). (3.4.2)
Therein r0 and∆U are parameters that can be obtained via fitting. For the GJ conductance
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G = 0.4 that we previously determined as the value that leads to the experimentally
observed wave speed, we find r0 = 6 and ∆U = 0.71 (taken from the simulation results
with N = 256).
We observe a strong dependence of the nucleation rate on the GJ conductance value.
Comparing the rate r for the same system size (e.g. N = 256) and same noise intensity (e.g.
1/D = 18 seconds), for the two displayed GJ values shows a difference of more than one
order of magnitude. This strong impact is also echoed in the effective potential barrier ∆U ,
cf. inset of Fig. 3.10, and can to first approximation be understood by the effective change
of the current-voltage relation in the single neuron. The GJ coupling term Eq. (3.2.1) leads
to an effective increase in the leak current that stabilizes the resting potential and makes
it harder to initiate a burst. For a more intuitive understanding of this effect consider a
system consisting only of two coupled cells, 1 and 2. Let us assume, that both neurons are
at their resting state. We can then write out the voltage dynamics of neuron 1 (or analog
2) in a recast way as
τV V˙1 = a(V1 − Vr)(V1 − Vc) +G(V2 − V1) ≈ a(V1 − Vr)(V1 − (Vc +G/a)), (3.4.3)
where we approximated V2 by Vr. This is only true, while neuron 1 and 2 are exactly at
rest and accordingly V˙1 is zero anyway. But suppose this gives a reasonable approximation
for a time t shortly after the application of some excitatory current to neuron 1. The
critical membrane potential, which needs to be overcome in order to excite this neuron, is
shifted away from its original position by G/a (always positive), an effect independent of
the presence of noise.
This stabilizing effect on the excitability of neurons is interestingly a property that is
commonly attributed to GJs. For example, GJs have been implicated to serve a filtering
purpose in case of stage II retinal waves. During this developmental stage, cholinergic waves
spread through a network of SACs (starburst amacrine cells). While these cells are observed
to also exhibit spontaneous uncorrelated spontaneous spiking, only spatiotemporally cor-
related firing (waves) are projected to the GC layers [22, 38]. This is further supported
by experimental measurements of the firing patterns of GCs on genetically modified mice,
lacking the specific connexins isoforms (main constituents of GJs) that are expressed in
the retina at that age [13]. These experiments revealed that uncorrelated spontaneous fir-
ing is significantly more frequently observed in the GC layer of mice that lack connexins,
arguably a proxy of the GJ coupling strength. Therefore, it is particularly interesting to
see how the filtering, activity ’suppressing’ effect of GJs does not contradict the model
that we describe here. It is merely an important factor that simply leads to a competing
interplay between excitatory noisy input current and wave spreading, stabilizing GJs.
The next important feature that can be observed from the simulation results shown in
Fig. 3.10 is the more subtle dependence of ∆U on the system size, which is briefly discussed
in the following. We argue that coupling stochastic neurons in small systems with periodic
boundary conditions leads to spatial correlations and in turn effectively to stronger noise.
This effect can be neglected for large system sizes or weak coupling, but has a measurable
effect otherwise. To support this argument and to gain a better understanding of the
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Figure 3.11. GJ coupling leads to correlations that affect the noise intensity. Pearson correlation
coefficient of the voltage as function of the distance between neurons in (a). Standard deviation of
the membrane potential as function of the chain length for G = 0.5 and D = 0.05 in (b). Each point
corresponds to an average of 100 simulations of 1000 seconds for a single neuron (the result of single
simulations is illustrated by transparent symbols).
magnitude of correlation on voltage fluctuations, we simulate a one-dimensional chain of
neurons. Because we are interested in the sub-threshold voltage fluctuations we employ
a simplified version of the neuron model, which does not generate spikes. Therefore we
linearize the deterministic part of the voltage dynamics f(V ) at the stable fixed point,
while keeping the GJ and noise current unchanged. This leads to:
τV˙ = f(V ) +RI
≈ f(Vr) + ∂f
∂V
|V=Vr(V − Vr) +RI
= a(Vr − Vc)(V − Vr) +RI. (3.4.4)
The Pearson correlation coefficient of the membrane potential as function of distance for
a ring of 15 coupled neurons is illustrated in Fig. 3.11(a).
Voltage fluctuations are due to the noisy input current to each cell. While this input
current is uncorrelated, the voltage fluctuations are correlated, due to the GJ coupling
of cells. With increasing coupling strength, we observe non-zero correlation between the
voltages for cells that are as far as 4 space units apart. This correlation leads to a measurable
increase of the overall membrane fluctuations, as can be seen in Fig. 3.11(b) of a ring with
chain length up to 5 neurons for G = 0.5. For larger chain lengths, the correlation due to
periodic boundary conditions has no measurable effect on the voltage fluctuations. This is
in agreement the saturation of ∆U that we observed in Fig. 3.10.
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Figure 3.12. Realistically sized simulations. The mean velocity and the mean inter-wave interval in
(a) as a function of the noise intensity D for a system consisting of 12,100 coupled and noisy neurons.
Dashed black lines indicate experimental mean values from Ref. [124]. Snapshots of the neuron’s gating
variable are shown in (b) for different time instances for D = 0.05 and G = 0.4. A spontaneously
nucleated wave propagates with a speed that is comparable to experimentally observed values. The
small rectangular domain illustrates the dimensions of the experimentally accessible observation area
[124].
3.5 Large-scale simulations
In the previous two sections, we have determined the GJ conductance value that roughly
leads to the experimentally observed 451 µm/sec in our simulations. We have further de-
termined the relationship between the noise intensity and the rate of spontaneous depolar-
ization of individual neurons through simulations of small systems with periodic boundary
conditions. In this section, we are interested in verifying these relations for a system size
that is comparable to experimentally studied patches of Syed et al. [124], i.e. of a network
with 12,100 coupled cells.
Combining Eq. (3.4.1) and Eq. (3.4.2), using the fit parameters from the small system
simulations (r0 = 6 and ∆U = 0.71), we can calculate an estimate of the noise intensity
D that should yield the experimental mean inter-wave interval of ⟨TIWI⟩ = 36 seconds.
Specifically,
D = ∆U/ln[N(TIWI − Tref)r0] ≈ 0.048, (3.5.1)
Simulation results for the estimated parameters with N = 12, 100 neurons are displayed
in Fig. 3.12. The snapshots of the system’s gating variable are shown in (b) and can
be understood as a proxy for the experimentally accessible calcium concentration. The
wavefront seen in the experimentally observable area (the size indicated by the box in
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Fig. 3.12(a)) resembles experimental measurements, cf. Ref. [124].
As can be seen in Fig. 3.12(a), the wave speed depends only very little on the noise
intensity in the displayed range and is reasonably close to the experimental mean value
(indicated by the dashed gray line). This is due to the fact, that the propagation mechanism
of the wave is predominantly set by the deterministic process explained above in Sec. 3.3.
Therefore the speed of the wave is essentially determined through the GJ conductance
parameter in our model. The here chosen value of G = 0.4 does result in slightly larger
velocities but can likely be fine tuned to the exact experimental mean value of 451 µm per
second. Fine tuning of the noise intensity shows that the experimental value of ⟨TIWI,exp⟩ =
36 seconds is not observed for D = 0.048 but for a sightly larger value of approximately
D = 0.052.
A first explanation of this deviation can be found in the refractory period of the individ-
ual neuron. After the neuron rapidly and repeatedly spikes during the bursts, it undergoes
a substantial refractory period, i.e. a time in which the neuron cannot be excited by a
bursting neighbor. This refractory period is essential for the slow propagation of waves
through systems of coupled bursting neurons. The propagation mechanism requires on the
one hand the delayed excitation of a neuron that is exposed to a bursting neighbor. On
the other hand, it requires the preservation of the bursting activity past the time of the
presented input, i.e. at least a short self-sustained activity. If the neurons of our model were
not to show refractoriness and a bursting neuron driving a neighboring neuron to a burst
would not stop bursting at all, we would find a situation where after the first spontaneous
depolarization of any neuron the entire system would activated and burst. This is however
not what is observed for stage I retinal waves.
The expression of a refractory period is a rather general feature for a broad class of
spiking neurons and is commonly defined as the minimum possible time between subsequent
spikes of the same neuron [45]. We use the terminology in a similar context and refer to
the refractory period as the minimal time between subsequent burst. In that context, it
is also useful to introduce the relative refractoriness, i.e. the time where it is difficult to
excite a neuron, but not impossible.
We observe a single neuron of our model to undergo a refractory period of roughly
Tref ≈ 14 seconds after bursting, which we estimated from small-system simulations, where
the minimal observed time between subsequent bursts of the same neuron was investigated.
An analytical approximation of the refractory period could be done through the following
two steps. First, consider the deterministic system and assume a perfect time-scale sepa-
ration for the time after a burst. As can be seen from the trajectory of the single neuron
in state space, Fig. 3.2(a), the system follows the left branch of the quadratic voltage null-
cline, so that we can express the dependence of the voltage V on the gating variable u
instantaneously (for a single isolated neuron, G = 0) as
V (u) =
Vr + Vc
2
−
√
Vr − Vc
2
− u/a. (3.5.2)
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Figure 3.13. Refractory period and voltage fluctuations. The refractory period Tref is shown in
(a), calculated according to (3.5.3) as function of the negative upper limit of the integral in (a). (Lower
limit u1 approximated from Fig. 1 (manuscript): u1 ≈ −5 mV). The inset shows a zoom, with the
dashed vertical line indicating the sum of the resting value u = −19.2 mV and the SD of u ≈ 0.065
mV (estimated from simulations at N = 2500, G = 0.4 and D = 0.05). (b) shows the relation between
subthreshold voltage fluctuations and the noise intensity.
We can then calculate Tref via Eq. (3.1.2) as
Tref =
∫ u2
u1
du
b
(
Vr+Vc
2 −
√
Vr−Vc
2 + u/a
)
− u
. (3.5.3)
This formula depends weakly on the initial value u1, a rough estimation form the deter-
ministic simulations, Fig. 3.2(a), yields u1 ≈ −5 mV. The time Tref depends strongly on
the final point u2 and, in fact, diverges as the latter approaches the resting value of the
gating variable ur = −19.2 mV (indicated in Fig. 3.13).
This can be trivially expected: it usually takes an infinite time to reach a stable node. Of
course, in the system with noise, it is sufficient to reach the vicinity of the fixed point which
could be defined by its coordinate plus/minus a standard deviation that is determined by
the noise intensity.
Calculating this standard deviation would require performing the stability analysis for
the fixed point and calculating an approximate Gaussian density around the fixed point.
For simplicity, we estimated the standard deviation of u from small system simulations
(N = 2500, G = 0.4 and D = 0.05) which yields roughly σu ≈ 0.065 mV. The inset of
Fig. 3.13(a) shows a zoom, where the vertical line indicates the sum of the resting value
ur = −19.2 mV and the σu. For this particular value of the end point u2, we obtain
Tref ≈ 12 seconds, which is close to the value that was observed via simulations of small
systems at different noise intensities.
Taking this relative refractory period of the single neuron into account leads to a mean
inter-wave interval that is given as TIWI = Tref+1/[N ·r(D)]. Incorporating this correction
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into the here assumed relation, we can again compute an estimate for the noise intensity
from the Arrhenius law, Eq. (3.4.2), yielding
D = ∆U/ln[N(TIWI − Tref)r0] ≈ 0.050, (3.5.4)
for G = 0.4, r0 = 6 and ∆U = 0.71. For this noise intensity, we observe a mean inter-
wave interval of ⟨TIWI⟩ ≈ 47 seconds, cf. Fig. 3.12(a), which is still larger then, but much
closer to, the experimental mean value. (This value is in our simulations most accurately
recovered for D = 0.052.)
It is interesting to discuss the plausibility of the magnitude of noise that is required to ob-
serve the experimental mean value of the inter-wave interval. For such electro-physiological
processes, this is most reasonably done with respect to subthreshold voltage fluctua-
tions. Measurements of the standard deviation σV from the simulations are displayed in
Fig. 3.13(b) and reveal mean values around 1.6 mV.
We are not aware of any detailed study investigating the intrinsic noise sources in retinal
ganglion cells at this particular embryonic age. Because no chemical synapses are present at
this developmental stage [49], is is unlikely that synaptic background fluctuations present
a noise source, which is commonly an important source of fluctuations in neuronal system.
The famous asynchronous irregular state [17], that is observed in the recurrent networks
of the cortex, stems mainly from fluctuations caused by the synaptic interactions among
neurons, which can lead to a large variability [83, 97, 140].
A possible source of the voltage fluctuations in our system is channel noise, a type of
noise that results from the probabilistic gating of voltage-dependent ion channels [139]. This
type of noise typically leads to small fluctuations of the membrane potential resulting in a
standard deviation of σV below 0.6 mV [63, 32]. While the apparent voltage fluctuations
of about 1.6 mV are well within the range of experimentally observed voltage noise in
embryonic ganglion cells (cf. Fig. 1.5, i.e. Fig. 1 in Ref. [124]), they are significantly larger
then 0.6 mV, which suggests the presence of additional noise sources.
Because e.g. the magnitude of noise that is introduced through the stochastic gating of
GJs has to our knowledge not yet been explicitly addressed for this developmental stage,
we can only speculate on the nature of the additional fluctuations at this point. Another
hypothetical noise source that could be studied to this extend is the effect of stochastic
coupling of neurons with significant differences in individual resting potentials (for the
heterogeneity of the resting potential in similarly sized cells, pyramidal cells in the cortex,
see e.g. [53]). These two types of sources for fluctuations in neuronal systems are certainly
interesting and well suited for future research.
3.6 Discussion
Spontaneous activity in developing neuronal systems has received much interest in the
past decades [12]. The famous example of retinal waves is believed to guide the synaptic
refinement of the brain. This conjecture is e.g. motivated by the observation that blocking
retinal waves prevents segregation of GC projections into eye-specific layers in the visual
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thalamus [91, 128].
Retinal waves are observed in many vertebrate species during development, before eye-
opening. They are mediated by three distinct circuits at different developmental stages
that have been described in rodents [12]. In the first stage (stage I), bursts of activity
spread across the GC layer of the retina via GJs. In the second stage (stage II), starburst
amacrine cells (SAC) form cholinergic reciprocal synaptic connections, which mediate the
bursts of activity. In the third stage (stage III), wave propagation is assumed to rely on
glutamatergic bipolar cells (BC), which communicate by spilling glutamate out of their
synaptic cleft. In this stage, amacrine cells function as laterally inhibitory interneurons. In
stage II and stage III waves, activity of the SAC and BC layer is projected into the GC
layer, which produces a filtered image of the amacrine circuit activity [149]. The resulting
activity in the GC layer can be measured by calcium imaging or MEA-recordings, in which
it has been characterized as a mix of spatially correlated bursting, i.e. retinal waves, mixed
with tonic spiking [42, 89, 142].
From experiments in rabbits, it is known that stage I retinal waves are nucleated spon-
taneously with a mean inter-wave interval of 36±18 sec, propagate at a speed of 451±91
µm/sec and rely on gap junction coupling between ganglion cells. Because GJs have short
integration times, it has been argued that they cannot set the low speed of stage I reti-
nal waves. In this chapter we proposed an explanation for the seeming contradiction of
instantaneous interaction between bursting neurons resulting in slow propagation of waves
[47, 89]. More specifically, we develop a model that produces spontaneously nucleated waves
that propagate across the network at the experimentally observe wave speed and nucle-
ation rate, providing realistic firing rates and burst durations for physiologically plausible
GJ conductance values and noise intensities.
Starting from a neuron model that roughly reproduces the spiking properties of a burst
of the single retinal ganglion cell at that developmental age, we incorporated electrical
coupling which allows us to reproduce the characteristics of slow wave propagation in the
early retina. To date, it was believed not to be possible though GJ [47, 89], because the
current in electrical synapses responds much quicker than neurotransmitters in chemical
synapses. This is however not the case; a limited propagation speed can be obtained through
a simple Ohmic model of the GJ coupling. Also, incorporating stochastic fluctuations in
terms of a white Gaussian noise current that is strong enough to initiate bursts with the
correct nucleation rate, does not distort the propagating wave fronts to a point where the
propagation mechanism may fail.
The reason for the observed slow transmission of bursts lies in the nonlinear dynamics
of the single neuron. The chosen Izhikevich neuron model can essentially be regarded as
quadratic IF neuron model with an additional adaptation variable. This model represents
the normal form of a saddle-node bifurcation and has a pronounced latency if close to
this bifurcation. Therefore, the spike response to a presented current step, which in our
case is provided by a neighboring bursting cell, can experience a considerable delay, a
phenomenon that is sometimes referred to as the “ghost of the former fixed point” [62].
Even in the presence of weak noise, this picture changes only slightly [82].
Using two different approaches, we developed analytical estimations for the influence of
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the GJ conductance strength on the speed of burst propagation. The first approach relies on
decoupling the system of differential equations via approximating membrane potentials of
neurons, that are neighboring a neuron that is approached by the wave front as constants.
This allows the solutions of the time dependence of the voltage of this neuron from its
resting state to its first spike as function of G, such that the wave speed can be deduced.
The resulting relation between the wave speed and the coupling strength provides a better
estimate of the observed behavior for smaller velocities, i.e. smaller values of G. For the
second approach, we consider the continuum limit of the one-dimensional system and
compute the speed of propagation via the numerical shooting method. Interestingly, this
investigation revealed that particularly for larger values ofG, our discrete and discontinuous
system can be well described in the continuum limit, i.e. the wave speed scales as v ∝ G1/2,
as expected.
Although our model accounts for the most important features of wave nucleation and
propagation for stage I retinal waves, there are a few aspects that are not recovered. Most
strikingly, our model cannot explain the variability of the experimentally assessed wave
speed, i.e. the reported standard deviation of 91 µm/sec [124]. This is due to a number of
model simplifications, which are discussed in the following.
The real system of the retina is much more heterogeneous than the model system, both
with respect to the lattice structure as well as with respect to the local coupling between
cells. In our model, neurons are arranged on a highly regular lattice. The cellular spacing
was simply taken according to an experimentally determined mean value of cell density,
which neglects strong heterogeneities in the cell distribution [99]. Hence, in a more realistic
model, the number of neighbors and distances between cells would be more broadly dis-
tributed than in our model, where every neuron is connected to its six nearest neighbors.
Incorporating heterogeneities likely broadens the range of observable wave speeds.
A second important assumption that is arguably an oversimplification of the real systems
concerns the GJ coupling. These electrical synapses may couple more than next neighbors.
The soma size of (rabbit) retinal ganglion cells (< 30µm, e.g. Ref [99]) is smaller than the
here use lattice spacing. Accordingly GJs are likely coupling dendrites rather than only
soma to soma. The size of the dendritic arbor of retinal ganglion cells is ∼ 100 − 130µm,
hence considering dendritic coupling suggests direct communication between cells, located
up to the threefold of the lattice spacing from each other.
The next-neighbor only coupling that is assumed in our model revealed the experimen-
tally observed wave speed for comparatively large conductance parameter of G = 0.4. It
is conceivable, that this value is an effective description of a system with larger effective
GJ neighborhood but with a smaller (and possibly distance-dependent) coupling value G.
Put differently, we expect similar results for the wave speed in a system with extended
coupling neighborhood but reduced coupling strength per connection (with the latter still
being within the physiological range).
The detailed dynamics of ganglion cells is also certainly more complex than can be
captured by the Izhikevich model. The time course of the action potential produced by our
neuron model is only a coarse approximation of the electrophysiological shape of a spike.
Therefore the GJ coupling may be stronger or weaker than assumed here, which gives a
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justification for choosing an even wider range of G.
For developed retinal ganglion cells detailed multi-compartment conductance-based mod-
els with stochastic ion channels have been proposed [130]. The availability of detailed
electro-physiological data of the burst characteristics at the here considered age would
provide the interesting possibility to develop more realistic neuron models. This could in-
clude the incorporation of stochastic GJs [16] as well as voltage-dependent GJs kinetics
[107, 20] and the heterogeneity of physiological parameters such as the resting potential.
While such detailed models are difficult to simulate on large scales, they may provide more
insight on the total noise intensity in the system and allow a more specific identification
of dominant noise sources, cf. similar approaches in Refs. [130, 114, 39].
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In this thesis, we employed methods from network theory and nonlinear dynamics to study
neuronal systems. To date, it is not yet completely understood, why networks of the brain
are structured the way they are. New imaging technologies nowadays allow a highly detailed
structural characterization of different brain regions, as well as a temporal characterization
of the dynamical processes that neuronal systems express. Interestingly, it was found that
some brain regions express highly heterogeneous connectivity patterns. In network theory,
these patterns can be described by degree distributions and degree correlations. Other re-
gions express comparatively regular structures. For instance the retinal ganglion cell layer
during development, prior to the expression of chemical synapses, consists of a network of
cells with local electrical connections to proximate cells only. One particular peculiarity of
this system is the spontaneous spatiotemporally correlated activity, which has been exper-
imentally observed. While much effort in neuroscience has been devoted to correlations in
neuronal activity, the importance of the connectivity structure for the system’s dynamics
has received less attention.
This thesis advances the understanding of these open problems. As a central result, we
derived the population activity model, which is the focus of Chapter 2. It is a degree-based
mean field model of an individual neuron firing rate model. Similar mean field models have
previously been successfully applied to study models of epidemic spreading on networks.
The intriguing feature of these models is their potential reduction of dimensionality. Instead
of considering allN×N possible connections ofN components of a system, only connections
between the populations need to be considered, hence in case of degree-based models:
K×K for K different populations or degrees in the system. Importantly however, they are
much more accurate than population activity models in which an entire neuronal network
is considered as one populations, such that all heterogeneities within the population is
discarded.
We discussed under which limiting transitions the model becomes exact. We found that
deviations between results of the population activity model and the underlying activity
model depend crucially on the number of neurons in the network, as well as the number
of connections between the neurons. Particularly, we observed striking differences in the
steady state activity profiles predicted by the two models, for a decreasing number of
connections per neuron. These differences vanish in the limit of infinitely many connections
for every neuron. We supported this finding by demonstrating the tendency of diminished
deviations upon increasing the number of links systematically in numerical simulations.
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The ensemble of networks with flat degree distributions was employed as an exemplary
system to demonstrate the applicability of the population activity model. This system is
particularly well suited, because in combination with a Heaviside step function as transfer
function, we found analytical solutions for the self-sustained activity of the system. These
solutions were compared to numerical simulations and we found that the population degree
that separated active from inactive populations is precisely retrievable.
We discovered that the steady state activity profiles act attracting or repelling in their
vicinity, such that we were able to associate them with stable and unstable steady state so-
lutions, respectively. These findings persisted upon the introduction of degree correlations.
This investigation was particularly interesting, as we found the introduction of positive
degree correlations to introduce an additional steady state solution. We summarized these
findings in a phase diagram like representation, which allows the characterization of the
systems steady state solution depending on the threshold value and the degree correlations
in the network. The employed degree correlations can be associated with the Pearson cor-
relation coefficient, [94], and can be used to measure assortative mixing in networks. As
a main result, we found that for increasing assortativity, the complexity of the solutions
increased, possibly indicating a higher complexity of the networks behavior.
While the position in degree space of the transition from active to inactive populations
was well retrievable, the measured steady state activity profile from the microscopic simu-
lations differed from the population activity model. This is due to the finite nature of the
network used for the simulation. The steady state activity profile expresses a sigmoidal
shape rather than a step function shape, which we explained analytically.
Another result of this work was the demonstration of the population activity model’s
applicability to a different ensemble of networks, namely random networks. While this
system does not allow for simple analytical solutions for the steady state activity profiles,
the numerical comparison of the population activity model and its microscopic counterpart
was demonstrated to show good agreement. We concluded that the population activity
model is well suited to study the self-sustained activity in such divers structural networks.
Only for population degrees close to the smallest degree in the network, we observed
deviations between the simulations and the expected steady state solution. The reason for
this are the very small number of neurons that actually have only a few connections, such
that these neurons are likely a poor representation of the corresponding population.
The second central result of this thesis concerns the spontaneous activity of neuronal
systems during development. As an example, we chose stage I retinal waves. These slow
waves of bursting activity are observed to propagate across the retinal ganglion cell layer
during development and the propagation mechanism of these waves was previously unex-
plained. In Chapter 3, we presented the first model to explain the experimentally observed
propagation speed and nucleation rate of stage I retinal waves. These early stage retinal
waves are observed prior to the development of chemical synapses and rely on gap junction
coupling.
We chose to model the retinal ganglion cell layer as two-dimensional system of cou-
pled bursting cells. We employed the Izhikevich neuron model, a computationally efficient
neuron model that is known to produce biologically realistic spike patterns. We chose pa-
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rameters such that the burst characteristics of retinal ganglion cells during stage I retinal
waves are reasonably well reproduced. Here we focused on a realistic burst duration, spike
frequency during a burst and the approximate peak and resting potential. All these fea-
tures play an important role for the model, because the waves are mediated via electrical
connections and the propagation speed depends on the gap junction currents flowing be-
tween connected neurons. We modeled the gap junctions as instantaneously acting diffusive
coupling, which depends on the difference of the membrane potentials of two connected
neurons.
Following a related study of retinal waves at a different developmental stage [22], we
arranged neurons on a regular triangular lattice. The most precise and complete description
of stage I retinal waves to our knowledge is based on experiments performed on rabbits
[124]. Therefore we adjusted the lattice spacing to produce the realistic cell density and
adjusted our system size to the experimentally studied patch sizes. This resulted in a model
in which the propagation speed was mostly determined by the gap junction conductance
strength. The propagation speed is predominantly determined through a deterministic
process of subsequent burst initiation in connected cells, so that the effect of moderate
noise intensities on this speed is negligible. To our knowledge, an exact value for the
conductance strength at this age has not yet been reported and we were only able to define
a biologically plausible range.
Our simulation results revealed that the gap junction conductance, which produces the
experimentally observed propagation speed, falls well into the biologically plausible range.
In summary, we demonstrated that the propagation speed predominantly depends on the
nonlinear dynamics of the single neurons membrane potential, which allows a slow propa-
gation of waves for comparatively strong gap junction conductances and hence currents.
Having adjusted the gap junction conductance to result in the desired wave speed enabled
us to investigate the noise strength, which is required for our model to produce the ex-
perimentally observed inter-wave intervals. Therefore, we performed simulations at smaller
system sizes with periodic boundary conditions. The dependence of the single neurons nu-
cleation rate and the presented noise intensity takes the shape of an Arrhenius rate. This
dependence showed considerable finite size effects, which were explained by correlations
between fluctuations of connected neurons. Depending on the gap junctions conductance,
we observed this correlation even between neurons that were several lattice spacings apart,
i.e. sharing no direct link.
A suitable way to compare fluctuations in this system to experimental data is through
the subthreshold voltage fluctuations. This investigations revealed that the noise source
unlikely relies on channel noise alone. Another common source of fluctuations in neuronal
systems are introduced through synaptic connections, which we believe can be excluded
from the discussion, as we considered a developmental stage prior to the expression of
chemical synapses. We can only speculate what causes the required fluctuation, a problem
that would be well suited in a following study. Also from an experimental perspective, it
would certainly be interesting to acquire more electro-physiological data at this specific
age to verify the strength of the fluctuations and possibly even the conductance strength.
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