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WEIGHTS ON BIMODULES
Paramita Das and Shamindra Kumar Ghosh
Abstract. The concept of a weight on a planar algebra was introduced in [DGG]. In this article
we give an alternate characterization of weights on a planar algebra in terms of ‘weight functions’
on the vertices of the principal graphs. Using this characterization we show that the property of
bifinite bimodules of having a ‘trivial perturbation class’ is closed under Connes fusion. We give
a direct and constructive method of perturbing a bifinite bimodule by a positive weight in such a
way that the bimodule planar algebra of the perturbed bimodule is isomorphic to the perturbation
of the one associated to the initial bimodule by the given weight.
1. Introduction
Starting from a 1-cell in a pivotal 2-category, a purely algebraic construction of Jones’ planar
algebra was given by the second named author in [Gho] where the description of the action of
tangles were given in terms of graphical calculus of morphisms, analogous to the ones used in [Kas].
In the operator algebra context, a nice prototype for this is the 2-category of bifinite bimodules over
II1-factors; this was analyzed in great detail in [DGG] where the concepts of weight on a planar
algebra and perturbation of a planar algebra by a weight were introduced in order to illustrate the
exact dependence of the planar algebra on the pivotal structure of the corresponding 2-category.
Further, in the same paper, a correspondence was obtained between a class of planar algebras
slightly more general than subfactor planar algebras, referred as bimodule planar algebra (BMPA)
on one hand and bifinite bimodules on the other, thereby providing a generalization of Jones’
Theorem. Moreover, the perturbation class of a BMPA contains a unique spherical unimodular
BMPA which can also be characterized by the property of having the lowest value of the index in
the entire perturbation class.
This article grew out of the following questions raised in [DGG] on perturbations of planar
algebras.
(1) Is there a way of characterizing the positive weights of a BMPA in terms of its principal
graph?
(2) Does the BMPA of the Connes fusion of two bimodules whose associated BMPAs have trivial
perturbation class (TPC) (that is, every member of the perturbation class is spherical), have
TPC? In the subfactor context, this same as asking whether composition of TPC subfactors
has TPC.
(3) Given a bifinite bimodule, is there a ‘direct’ way of perturbing it to another one by a weight
in such a way that the BMPA associated to the perturbed bimodule is isomorphic to the
perturbation of the BMPA associated to the initial bimodule by the weight? Note that one
can associate a bifinite bimodule to the perturbation of a BMPA associated to a bifinite
bimodule by a weight using [DGG, Theorem 5.13] but it is unclear how the relation between
the two bimodules depends on the weight.
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All the questions have been answered affirmatively in this paper.
We now briefly describe the organization of this paper. In Section 2, we set up some notations and
give a quick recollection of various definitions and some standard facts on weights, perturbations
and BMPAs.
Section 3 gives an alternate characterization of a positive weight on a BMPA in terms of weight
function defined on the principal graphs which satisfies the tensor homomorphism property. We
further show that this weight function essentially depends on its value over the even vertices of any
one of the principal graphs upto a positive scalar multiple of the weight function restricted to the
odd vertices. At the end of the section, we discuss a couple of examples of weight functions.
In Section 4, using the weight functions, we affirmatively answer Question 2 above. As a con-
sequence, (i) Bisch-Haagerup planar algebras (see [BDG1]) and (ii) n-cabling of any irreducible
bimodule planar algebra for n ≥ 2 always have TPC.
The final section starts with some notations and facts about imprimitivity bimodules and proofs
of some of their key properties. Using these bimodules and properties listed, we describe a method of
perturbing a bifinite bimodule by a positive weight and prove that the BMPA of the new bimodule is
indeed isomorphic to the pertubation of the BMPA corresponding to the old one by the given weight.
Moreover, if the initial bimodule is over hyperfinite II1-factors, so is the perturbed bimodule, which
is not the case for the bimodule that we get from [DGG, Theorem 5.13].
2. Preliminaries
In this section, we will recall certain basic facts about planar algebras which will be used in the
forthcoming sections. For planar algebras, we will stick to the notations and terminology set up in
Section 2.1 of [DGG]; however, we would like to briefly recall the key points in order to make this
article self-contained.
(1) We will consider the natural binary operation on {−,+} given by ++ := +, +− := −,
−+ := − and −− := +.
(2) We will denote the set of all possible colors of discs in tangles by Col := {εk : ε ∈ {+,−}, k ∈ N0}
where N0 := N ∪ {0}.
(3) In a tangle, we will replace (isotopically) parallel strings by a single strand labelled by the
number of strings, and an internal disc with color εk will be replaced by a bold dot with
the sign ε placed at the angle corresponding to the distinguished boundary components of
the disc. For example,
.
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We set up some notation for a set of ‘generating tangles’ in Figure 2.1.
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(εk, εk) → εk
1εk =
∅ → εk
RIεk =
εk → ε(k + 1)
LIεk =
εk → −ε(k + 1)
Iεk =
εk → εk
Eε(k+1) =
∅ → ε(k + 2)
REε(k+1) =
ε(k + 1)→ εk
LEε(k+1) =
ε(k + 1)→ −εk
Figure 2.1. Generating tangles.
2
If P is a planar algebra, then by a P -labelled (resp., semi-labelled) tangle, we mean a tangle, all
(resp., some) of whose internal discs are labelled by elements of P in such a way that an internal
disc of color εk is labelled by an element of Pεk. For simplicity, we will replace a P -labelled
internal disc by a bold dot as before, with the label being placed at the angle corresponding to
the distinguished boundary component of the disc. Also, Tεk (resp., Tεk(P )) will denote the set of
tangles (resp., P -labelled tangles) which has εk as the color of the external disc; Pεk(P ) will be the
vector space with Tεk as a basis. We continue to denote the linear map induced by the action of P
by P : Pεk(P )→ Pεk.
We now recall the definitions of weights and perturbations of planar algebras, introduced in
[DGG], and a few general facts.
Definition 2.1. Let P be a planar algebra. An invertible element z ∈ P+1 is said to be a weight
of P if zεk ∈ Z(Pεk) for all εk ∈ Col, where
(2.1)
z+k := P
PSfrag replacements
zzz
z−1z−1 · · · k strings+−
and z−k := P
PSfrag replacements
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z−1z−1z−1 · · · k strings+−
.
Given a weight z of a planar algebra P and an invertible decomposition z = ab for a, b invertible
in P+1, we now construct a new planar algebra P
(a,b) as follows:
(i) Vector spaces: P
(a,b)
εk := Pεk for all εk ∈ Col.
(ii) Actions of tangles: Let T be a tangle and Tˆ be a standard form representative (see [Gho, §4])
of the isotopy class of T . We replace each local maximum and minimum appearing in Tˆ according
to the prescription given by Figure 2.2 and call the resulting semi-labelled tangular diagram Tˆ (a,b).
Define P
(a,b)
T := PTˆ (a,b) .
PSfrag replacements
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Figure 2.2. Perturbing a planar algebra
It can be checked that P
(a,b)
T is indeed well-defined.
Note that P (a,b) has same filtered algebra structure as P whereas the action of Jones projection
tangles and conditional expectation tangles differ. We will refer P (a,b) as the perturbation of P by
the decomposition z = ab of the weight z.
Remark 2.2. For an invertible decomposition z = ab of a weight z of a planar algebra P and any
λ ∈ C \ {0}, P (a,b) = P (λa,λ−1b). Further, the planar algebras P (a,b), P (b,a), P (z,1), and P (1,z) are all
isomorphic. Hence, up to isomorphism, the perturbation of P only depends upon the weight z.
A trivial example of a weight of a planar algebra P is a non-zero scalar λ ∈ C. By the above
remark, P (λ,µ) = P (λµ,1) = P (1,λµ) = P (µ,λ) for all non-zero scalars λ and µ. We will usually refer
to such perturbations as scalar perturbations. A perturbation of a planar algebra with modulus
need not have modulus (except for perturbations by scalar weights). However, if the planar algebra
is connected then so are its perturbations, but the moduli of the perturbations might vary. For
instance, for a planar algebra P with modulus (δ−, δ+), the scalar perturbation P
(λ,1) has modulus
(λ−1δ−, λδ+).
Definition 2.3. The normalized planar algebra associated to a planar algebra P with modulus
(δ−, δ+) is its scalar perturbation by the weight
√
δ−
δ+
.
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Note that the normalization of P is a unimodular planar algebra. Although scalar perturbations
change the modulus, the index however remains the same.
Definition 2.4. A connected planar algebra P is said to be spherical if the actions of 0-tangles in
its normalization are invariant under spherical isotopy.
Note that this property is equivalent to demanding that the normalized left and right picture
traces on P+1 are identical. In general, a perturbation of a ∗-planar algebra need not be a ∗-planar
algebra. However, for certain specific weights, the perturbations also turn out to be ∗-planar
algebras. For instance, if P is a ∗- (resp., positive) planar algebra, it is routine to verify that a
perturbation of the type P (a,λa
∗) for non-zero real (resp., positive) scalar λ becomes a ∗- (resp.,
positive) planar algebra with ∗-structure coming from the original one.
We now state the ‘Jones’ theorem for bimodules’ which provides an important link between
bifinite bimodules over II1-factors and planar algebras. A finite dimensional, connected, positive
C∗-planar algebra will be referred as a bimodule planar algebra. Let A+HA− be a finite index
bimodule for II1 factors A±. Before stating the theorem, we set up some more notations:
H+0 := L2(A+), H−0 := L2(A−) and for k ≥ 1, Hεk is the tensor product (over A+ or A−) of
k-many modules H and H alternately with H (resp., H) being the left-most module if ε = + (resp.,
−).
Theorem 2.5. (see [DGG]) (i) P defined by Pεk := AεLAη(Hεk) where η = (−)kε , has a unique
bimodule planar algebra structure with ∗-structure coming from the usual adjoints of intertwiners,
satisfying:
(a) action of multiplication tangles matches with the composition of operators in the intertwiner
spaces,
(b) PRIεk =

Pεk ∋ T 7→ T ⊗
A+
idH ∈ Pε(k+1), if either ε = + and k is even, or ε = − and k is odd,
Pεk ∋ T 7→ T ⊗
A−
idH ∈ Pε(k+1), otherwise,
(c) PLIεk=

Pεk ∋ T 7→ idH ⊗
A+
T ∈ P−ε(k+1), if ε = +,
Pεk ∋ T 7→ idH ⊗
A−
T ∈ P−ε(k+1), if ε = −, and
(d) PE+1 (resp., PE−1) is given by
Ho ⊗
A−
Ho ∋ ξ ⊗
A−
η
A+-A+7−→
∑
j
A+
〈η, ξ〉
(
ηj ⊗
A−
ηj
)
∈ Ho ⊗
A−
Ho
(resp., Ho ⊗
A+
Ho ∋ η ⊗
A+
ξ
A−-A−7−→
∑
i
〈η, ξ〉A−
(
ξi ⊗
A+
ξi
)
∈ Ho ⊗
A+
Ho )
where {ξi}i (resp., {ηj}j) is any basis for A+H (resp., HA−). (We will refer P (resp., normalization
of P ) as the bimodule (resp., normalized or unimodular) planar algebra associated to AHB).
(ii) P is spherical if and only if A+HA− is extremal.
(iii) If B := LA−(H), then the normalized planar algebras associated to A+HA− and A+L2(B)B
are isomorphic as ∗-planar algebras.
(iv) Given any bimodule planar algebra P , there exists a bifinite bimodule whose associated bi-
module planar algebra is isomorphic to P .
3. An alternate characterization of weights
In this section, we will first find a necessary and sufficient condition for existence of a positive
weight on a bimodule planar algebra in terms of its principal graphs; this answers a question in
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[DGG]. This was suggested by Stefaan Vaes. We further show that this condition mainly depends
on the even vertices of any one of the principal graphs. In the end, we discuss some examples.
Let P be the bimodule planar algebra associated to the bifinite bimodule A+HA− for II1-factors
A± as in Theorem 2.5 and z be a positive weight on P . We will refer an Aε-Aη bimodule as ε-η
bimodule for ε, η ∈ {−,+}. Set
Vε,η := {isomorphism classes of irreducible η-ε sub-bimodule of Hηk : k ∈ (2N0 + δε 6=η)}.
Note that for each v ∈ Vε,η, there exists a k ∈ (2N0 + δε 6=η) and p ∈ Pmin(Pηk) such that v =
[Range p]. Now, since zηk is central, for each p ∈ Pmin(Pηk), there exists wp > 0 such that
zηkp = wpp. Fix ε, η ∈ {−,+}. Define the function
Vε,η ∋ v w7−→ wv := wp ∈ (0,∞) where p ∈ Pmin(Pηk) such that v = [Range p].
We need to check that w is well-defined. Suppose q ∈ Pmin(Pηk+2l) for l ≥ 0 such that v =
[Range q]. It is enough to check wp = wq. Now, from minimality of p and the action of Jones
projection tangle in Theorem 2.5, we may conclude:
(i) p1 := δ
−1
ε pPEη(k+1) ∈ Pmin(Pη(k+2)),
(ii) Range p1 ∼=
(
Range p⊗
ε
L2(Aε)
)
∼= Range p ∼= Range q as η-ε bimodules where ⊗
ε
denotes
fusion over Aε and
(iii) wp1 = wp since wp1p1 = zη(k+2)p1 = δ
−1
ε PRI2ηk(zηkp)
PEη(k+1) = wpp1 where RI
m
ηk : ηk →
η(k+m) is the tangle obtained from RIηk by replacing the single string on the right of the internal
disc by m parallel strings.
Iterating the above, we get pl := δ
−l
ε PRI2lηk
(p)PEη(k+1)PEη(k+3) · · ·PEη(k+2l−1) ∈ Pmin(Pη(k+2l)) satis-
fying wpl = wp and [Range pl] = [Range q] = v. Thus, q and pl are MvN-equivalent in Pη(k+2l) and
hence, wq = wpl = wp.
Further, note that if v1 ∈ Vη,ν , v2 ∈ Vε,η and v3 ∈ Vε,ν such that v3 ≤ v1 ⊗
η
v2, then using the
action of the left and the right inclusion tangles, we get
wv3p3 = zν(k+l)p3 =
(
zνk ⊗
η
zηl
)
(p1 ⊗
η
p2)p3 = wv1wv2(p1 ⊗
η
p2)p3 = wv1wv2p3
where p1 ∈ Pmin(Pνk), p2 ∈ Pmin(Pηl) and (p1⊗
η
p2) ≥ p3 ∈ Pmin(Pν(k+l)) such that vi = [Range pi]
for all i = 1, 2, 3. This motivates the following definition.
Definition 3.1. w is said to be a weight function for a semisimple bicategory B if for all A,B ∈ B0,
there exists a map w : VA,B := {isomorphism classes of simple objects in BA,B} → (0,∞) satisfying
(3.1) wv3 = wv1wv2 whenever v1 ⊗ v2 contains v3
for all v1 ∈ VB,C , v2 ∈ VA,B and v3 ∈ VA,C .
Equation 3.1 will be referred as tensor homomorphism property. We establish the connection
between weights and weight functions in the following lemma.
Lemma 3.2. There is a one-to-one correspondence between positive weights on the planar algebra P
associated to a bifinite bimodule A+HA− for II1-factors A±, and weight functions on the bicategory
of bimodules generated by A+HA−.
Proof: We have already associated a weight function to every positive weight on P . For the converse,
let w be a weight function for the bicategory. Set zεk :=
∑
p∈Pmin(Z(Pεk))
wvpp where vp = [Range p0]
for any minimal projection under p. Clearly, zεk is a central, invertible, positive element in Pεk.
So, it remains to establish Equation 2.1 with z replaced by z+1. For this, note that the tensor
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homomorphism property of any weight w requires it to assign 1 to the unit objects, and thereby,
wv = w
−1
v for all v ∈ Vε,η, ε, η ∈ {−,+}. We will use induction on k.
Suppose k = 1. We need to show z−1 = PR1+1(z
−1). Observe that right side of this equation is also
central since PR1+1 is an anti-algebra isomorphism. Also, if v = [Range p] for p ∈ Pmin(P+1), then
v = [Range PR1+1(p)]. Thus, PR1+1(z
−1)PR1+1(p) = PR1+1(w
−1
v p) = wvPR1+1(p) = z−1PR1+1(p) which
gives the required equation.
Suppose the equations hold for k = l and we will check that they also hold for k = l + 1. By the
induction assumption and action of the left and the right inclusion tangles, the right hand side of
the first equation in Equation 2.1 can be expressed as
z+l ⊗
ε
zε1 =
∑
i,j
wvpiwvqj
(
pi ⊗
ε
qj
)
=
∑
i,j
∑
s(i,j)
w[Range rs(i,j)]rs(i,j) = z+(l+1)
where ε = (−)l, {pi}i = Pmin(Z(P+l)), {qj}j = Pmin(Z(Pε1)) and {rs(i,j)}s(i,j) is an orthogonal
decomposition of the projection
(
pi ⊗
ε
qj
)
into minimal ones. The equation on the right side can
also be deduced using similar arguments. ✷
One can also consider weight functions for semisimple tensor categories instead of bicategories.
It is natural to ask whether the restriction of a weight function for the bicategory generated by
A+HA− to the tensor category of A+-A+ bimodules, contain all information about w. We answer
this question affirmatively in the next proposition.
Proposition 3.3. For ε = ±, any weight function w for the tensor category of Aε-Aε bimodules
generated by A+HA−, can be extended to a weight function for the bicategory associated to A+HA−.
Proof: Without loss of generality, let ε = +. Set w+2l :=
∑
p∈Pmin(Z(P+2l))
wvpp where vp = [Range p0]
for any minimal projection under p. We first deduce the following useful equations involving w+2:
(i) PR2+2(w+2) = w
−1
+2,
(ii) w+2l = P
PSfrag replacements
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(iii) PPSfrag replacements
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w+2w+2
++
+
= PPSfrag replacements
w+2
+
+
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+ = PPSfrag replacements
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From the action of rotation tangle, one can show Range PR2+2(p)
∼= Range p as A+-A+ bimodules
for all p ∈ P(P+2); this along with the fact that wv = w−1v for all v ∈ V+,+, implies part (i).
Part (ii) easily follows from the tensor homomorphism property of w.
For part (iii), it is enough to show that w+2PE+2 = PE+2 . Note that δ
−1
+ PE+2 is a minimal
projection of P+2 whose range is L
2(A+). Hence, we have (iii).
Part (iv) can derived from the equation [w+4, PE+2PE+3 ] = 0 (w+4 being central), (ii) and (iii).
Consider the positive element z = PRE+2(z+2) ∈ P+1 and set λ := PLE+1(z) ∈ C ≃ P−0. Note
that by equations (i) and (iv), we have z−1 = λ−1PRE+2(w
−1
+2). By Lemma 3.2, it is enough to
show that z is a positive weight for P and z+2l = w+2l for all l ∈ N where zεk’s denote the usual
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elements obtained from z. So,
z+2 = λ
−1PPSfrag replacements
w+2w+2
++
+
= λ−1P
PSfrag replacements
w+2
w+2
w+2
+
+
+
+
= w+2
where the second equality is obtained applying the first exchange relation in (iv) and the third
comes from part (i) and the expression for z−1. Hence, by equation (ii), z+2l = w+2l for l ∈ N.
It remains to be shown that zεk’s are central. The case εk = +2l is already done. Suppose
εk = −2l. Since the action of tangles preserves composition, we get
z−2l x = λ
−1PLE+(2l+1)◦RE+2(l+1)
(
w+2(l+1)
)
x
= λ−1PLE+(2l+1)◦RE+2(l+1)
(
w+2(l+1) PLI−(2l+1)◦RI−2l(x)
)
= λ−1PLE+(2l+1)◦RE+2(l+1)
(
PLI−(2l+1)◦RI−2l(x) w+2(l+1)
)
= λ−1x PLE+(2l+1)◦RE+2(l+1)
(
w+2(l+1)
)
= x z−2l
for all x ∈ P−2l. Hence, z−2l is central and the remaining cases can be shown similarly. ✷
Remark 3.4. From the above proof, observe that the extension of the weight function w (in Propo-
sition 3.3) is unique only upto a multiple of its restriction to the irreducible A+-A− bimodules, by
a positive scalar.
Example 3.5. The first easy example of a (non-trivial) weight function appears in the case V+,+ =
〈a〉 ∼= Z where every choice of λ > 0 gives a weight function an 7→ λn. In the subfactor context,
these weight functions correspond to the non-extremal subfactors constructed by Jones in [Jon1],
whose associated planar algebras were constructed explicitly using weights and perturbations in
[DGG].
Example 3.6. Another example of a weight function comes from the representation category of
the universal unitary compact quantum group Au(F ) for F ∈ GL(n,C) (introduced in [VW] and
studied in detail in [Ban]). The set of isomorphic classes of irreducible representations of Au(F )
is indexed by the free monoid N ∗ N = 〈α〉 ∗ 〈β〉 with the involution α = β. The tensor product
structure is given by
w1 ⊗ w1 ∼=
⊕
{
(a,b)∈N∗N
∣∣∣∣∣ there exists c ∈ N ∗ N suchthat w1 = ac and w2 = cb
}ab
where w1, w2 ∈ N ∗N. Then, for each λ > 0, we can define a weight function by N ∗N ∋ w 7→ λm−n
where m (resp., n) is the number of α (resp., β) in w. This example was pointed out by Stefaan
Vaes.
4. Trivial perturbation class
We begin this section by recalling the definition of ‘trivial perturbation class’ (introduced in
[DGG]) and then, prove that this property is preserved under composition of subfactors. This
answers a question in [DGG].
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Definition 4.1. A bimodule planar algebra is said to have trivial perturbation class (TPC) if all
its perturbations by positive weights, are spherical.
By a subfactor or a bimodule having TPC, we will mean that its associated planar algebra has
TPC.
Lemma 4.2. If P is the bimodule planar algebra associated to a bifinite bimodule A+HA− for
II1-factors A±, then the following are equivalent:
(1) P has TPC.
(2) All weight functions for the category of A+-A+bimodules generated by A+HA−, are trivial.
(3) All weight functions for the category of A−-A− bimodules generated by A+HA−, are trivial.
Proof: Note that by [DGG, Remark 6.3], TPC for P is equivalent to all positive weights on P being
scalar. The rest easily follows from Lemma 3.2, Proposition 3.3 and Remark 3.4. ✷
We use the above lemma to prove the following theorem.
Theorem 4.3. If finite index subfactors (of type II1) N ⊂ Q and Q ⊂ M have TPC, then
N ⊂ M also has so. More generally, if bifinite bimodules AHB and BKC has TPC, then so does
AGC := AH⊗
B
KC .
Proof: By Lemma 4.2, it is enough to prove that all weight functions for the category of A-A
bimodules generated by AGC , are trivial. Note that the category of A-A bimodules generated by
AGC is same as that by BK ⊗
C
GA. Again, by lemma 4.2, we will be through if we show that
any weight function for the category of B-B bimodules generated by BK ⊗
C
GA, is trivial. Now,
the B-B bimodules generated by BK ⊗
C
GA are isomorphic to those generated by BH ⊗
A
HB and
BK ⊗
C
KB . Let w be a weight function for the category of B-B bimodules generated by BK ⊗
C
KB
and BH ⊗
A
HB . Since AHB (resp., BKC) has TPC, therefore w restricted to the category of B-B
bimodules generated by BH⊗
A
HB (resp., BK⊗
C
KB). Thus, by the tensor homomorphism property
of w, we indeed get that w is identically equal to 1.
The statement involving subfactors can be derived by setting AHB = NL2(P )P and BKC =
PL
2(M)M in the above and using the fact (see proof of [DGG, Theorem 5.4]) that the normal-
ized bimodule planar algebra associated to NL
2(P )P (resp., PL
2(M)M ) is isomorphic to the same
associated to N ⊂ P (resp., P ⊂M). ✷
Remark 4.4. In particular, Bisch-Haagerup planar algebras (see [BDG1]) have TPC. Moreover,
given an infinite group G generated by two finite subgroups H and K with nontrivial intersection
and acting outerly on a II1-factor Q, the planar algebra associated to Q
H ⊂ Q⋊K (which has TPC
by Theorem 4.3 since QH ⊂ Q and Q ⊂ Q⋊K being finite depth / irreducible, have TPC), becomes
an example of infinite depth, reducible bimodule planar algebra which can never be perturbed to
a non-spherical one.
Remark 4.5. Given an irreducible, infinite depth, finite index (> 1) subfactor N ⊂M , the subfactor
N ⊂Mk is a reducible and infinite depth; nevertheless, by Theorem 4.3, its associated planar algebra
has TPC, that is, there is no nontrivial weight for all k ∈ N.
5. Perturbation of a bimodule
If P denotes the bimodule planar algebra coming from a bifinite bimodule AHB and z is a positive
weight on P , then by [DGG, Theorem 5.13], the perturbation Q of P by z, can be associated with
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a bifinite bimodule CKD whose bimodule planar algebra is Q. However, there is no direct relation
of CKD with AHB and the weight z. In this section, we obtain a method of perturbing a bifinite
bimodule by a weight to a new one whose associated bimodule planar algebra is the perturbation of
the one coming from the bimodule which we start with. The construction was proposed by Stefaan
Vaes; this also answers a question in [DGG].
We first set up some notations. Let R denote the hyperfinite II1-factor and
{
θλ
}
λ>0
be a
trace-scaling action of L(l2N)⊗R, that is, θλ ∈ Aut (L(l2N)⊗R) such that θλ ◦ θµ = θλµ and
(Tr ⊗ τ) ◦ θλ = λ(Tr ⊗ τ) where τ (resp., Tr) is the canonical (resp., semifinite) trace on R (resp.,
L(l2N)). For each λ > 0, set pλ := θλ(E1,1 ⊗ 1) ∈ P
(L(l2N)⊗R), Kλ := pλ (l2N⊗ L2(R)).
Consider the R-R bimodule structure on Kλ given by
c · pλ (ξn ⊗ xˆ) · d := θλ(E1,1 ⊗ c)
(
ξn ⊗ x̂d
)
for x, c, d ∈ R, where {ξn}n∈N denotes the distinguished orthonormal basis of l2N and {Ei,j}i,j is
a system of matrix units of L(l2N) with respect to the basis. We will now prove a few important
properties of these bimodules which will be used in the proof of the main theorem of this section.
First note that τ∞(p
λ) = λ (where τ∞ = Tr⊗τ) implies dim
(KλR) = λ, and since index (RKλR) =
1, we have dim
(
RKλ
)
= λ−1. Let ηλn := p
λ
(
ξn ⊗ 1ˆ
) ∈ (Kλ)o and θλm,n : L(l2N)⊗R → R for
m,n ∈ N such that θλ(·) = ∑
m,n
Em,n ⊗ θλm,n(·). Clearly, pλm,n := θλm,n (E1,1 ⊗ 1) = 〈ηλm, ηλn〉R. Thus,{
ηλn =
∑
m
ξm ⊗ p̂λm,n
}
n∈N
becomes a basis for KλR. Also, 〈ηλi , x · ηλj 〉R = θλi,j(E1,1 ⊗ x) for all x ∈ R,
i, j ∈ N.
Standard fact for bimodules: If H and K are A-B-bimodules with {ξi}i and {ζi}i as B-bases such
that 〈ξi, aξj〉B = 〈ζi, aζj〉B for all i, j and a ∈ A, then ξi 7→ ζi extends to an A-B linear unitary.
Lemma 5.1. There exists R-R-linear unitaries Uκ,λ : Kκ ⊗
R
Kλ → Kκλ and U∗κ,λ : Kκλ → Kκ ⊗
R
Kλ
given by
ηκk ⊗
R
ηλl
Uκ,λ7−→
∑
i
ηκλi · θλi,l(Ek,1 ⊗ 1) and ηκλi
U∗κ,λ7−→
∑
k,l
ηκk ⊗
R
ηλl · θλl,i(E1,k ⊗ 1).
Proof: Since
{
ηκk ⊗
R
ηλl : k, l ∈ N
}
is a basis for Kκ ⊗
R
KλR and dim
(
Kκ ⊗
R
KλR
)
= κλ = dim
(KκλR ),
therefore for existence of Uκ,λ, it is enough to prove
〈ηκk ⊗
R
ηλl , x · ηκm ⊗
R
ηλn〉R = 〈Uκ,λ(ηκk ⊗
R
ηλl ), x · Uκ,λ(ηκm ⊗
R
ηλn)〉R.
The right hand side of this equation can be expressed as
∑
i,j
θλl,i(E1,k⊗1)〈ηκλi , x ·ηκλj 〉Rθλj,n(Em,1⊗1)
=
∑
i,j
θλl,i(E1,k ⊗ 1)θκλi,j (E1,1 ⊗ x)θλj,n(Em,1 ⊗ 1) =
∑
i,j
θλl,i(E1,k ⊗ 1)θλi,j (θκ(E1,1 ⊗ x)) θλj,n(Em,1 ⊗ 1)
=θλl,n
(
E1,1 ⊗ θκk,m(E1,1 ⊗ x)
)
= 〈ηλl , 〈ηκk , x · ηκm〉R · ηλn〉R = 〈ηκk ⊗
R
ηλl , x · ηκm ⊗
R
ηλn〉R.
For U∗κ,λ, note that 〈ηκλi , x · ηκλj 〉R = θκλi,j (E1,1 ⊗ x) and
〈U∗κ,λ(ηκλi ), x · U∗κ,λ(ηκλj )〉R =
∑
k,l,m,n
θλi,l(Ek,1 ⊗ 1)〈ηκk ⊗
R
ηλl , x · ηκm ⊗
R
ηλn〉Rθλn,j(E1,m ⊗ 1)
=
∑
k,l,m,n
θλi,l(Ek,1 ⊗ 1)θλl,n
(
E1,1 ⊗ θκk,m(E1,1 ⊗ x)
)
θλn,j(E1,m ⊗ 1) = θλi,j (θκ(E1,1 ⊗ x)) = θκλi,j (E1,1 ⊗ x).
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Using similar arguments, one can establish the existence of the unitary U∗κ,λ. In order to prove that
U∗κ,λ (as defined above) is indeed the adjoint of Uκ,λ, we consider
Uκ,λ
(
U∗κ,λ(η
κλ
i )
)
=
∑
j,k,l
[
ηκλj · θλj,l(Ek,1 ⊗ 1)
]
· θλli(E1,k ⊗ 1) =
∑
j
ηκλj · θλj,i(1) = ηκλi .
✷
Lemma 5.2. Uκ,λ’s are ‘associative’ with respect to fusion of bimodules, that is, Uκλ,µ ◦ (Uκ,λ ⊗
R
idKµ) = Uκ,λµ ◦ (idKκ ⊗
R
Uλ,µ).
Proof. Note that
ηκk ⊗
R
ηλl ⊗
R
ηµm
Uκ,λ⊗
R
idKµ
7−→
∑
i
ηκλi ⊗
R
θλi,l(Ek,1 ⊗ 1) · ηµm =
∑
i,n
ηκλi ⊗
R
ηµn · θµn,m
(
E1,1 ⊗ θλi,l(Ek,1 ⊗ 1)
)
Uκλ,µ7−→
∑
i,j,n
η
κλµ
j · θµj,n(Ei,1 ⊗ 1)θµn,m
(
E1,1 ⊗ θλi,l(Ek,1 ⊗ 1)
)
=
∑
i,j
η
κλµ
j · θµj,m
(
Ei,1 ⊗ θλi,l(Ek,1 ⊗ 1)
)
.
On the other hand,
ηκk ⊗
R
ηλl ⊗
R
ηµm
(idKκ⊗
R
Uλ,µ)
7−→
∑
s
ηκk ⊗
R
ηλµs · θµs,m(El,1 ⊗ 1)
Uκλ,µ7−→
∑
s,j
η
κλµ
j · θλµj,s(Ek,1 ⊗ 1)θµs,m(El,1 ⊗ 1)
Now, we also have the relation
∑
s
θ
λµ
j,s(Ek,1⊗1)θµs,m(El,1⊗1) =
∑
s
θ
µ
j,s
(
θλ(Ek,1 ⊗ 1)
)
θ
µ
s,m(El,1⊗1) =
θ
µ
j,m
(
θλ(Ek,1 ⊗ 1)(El,1 ⊗ 1)
)
=
∑
i
θ
µ
j,m
(
Ei,1 ⊗ θλi,l(Ek,1 ⊗ 1)
)
. 
Remark 5.3. By composing the Uλ,µ’s appropriately and by Lemma 5.1 and 5.2, one can construct
a unique R-R linear unitary Uλ1,...,λn : Kλ1 ⊗
R
· · · ⊗
R
Kλn → Kλ1···λn .
In the next lemma, we will use the following formula:
τ
(
θλi,j(Ek,l ⊗ x)y
)
= τ∞
(
(Ej,i ⊗ y)θλ(Ek,l ⊗ x)
)
= λτ∞
(
θλ
−1
(Ej,i ⊗ y)(Ek,l ⊗ x)
)
= λτ
(
θλ
−1
l,k (Ej,i ⊗ y)x
)
for all x, y ∈ R, i, j, k, l ∈ N.
Lemma 5.4. There exists R-R-linear unitaries Vλ : Kλ → Kλ−1 and V ∗λ : Kλ
−1 → Kλ given by
ηλi
Vλ7→ λ 12
∑
k
ηλ
−1
k · θλ
−1
k,1 (E1,i ⊗ 1) and ηλ
−1
k
V ∗λ7→ λ− 12
∑
i
ηλi · θλi,1(E1,k ⊗ 1).
Proof. We use the above standard fact on unitary between two bimodules. Note that
{
ηλn
}
n∈N
is
a basis for RKλ. For x, y ∈ R, we have〈
Vλ
(
ηλi
)
, y · Vλ
(
ηλj
)
· x
〉
= λ
∑
k,l
τ
(
θλ
−1
1,k (Ei,1 ⊗ 1)〈ηλ
−1
k , y · ηλ
−1
l 〉Rθλ
−1
l,1 (E1,j ⊗ 1)x
)
= λτ
(
θλ
−1
1,1 (Ei,j ⊗ y)x
)
= τ
(
θλj,i(E1,1 ⊗ x)y
)
10
which implies
R
〈
Vλ
(
ηλi
)
, Vλ
(
ηλj
)
· x
〉
= θλj,i(E1,1 ⊗ x) =
R
〈
ηλi , η
λ
j · x
〉
. Existence of V ∗λ can be
obtained using similar arguments and the basis
{
ηλ
−1
k
}
k∈N
for Kλ−1R . The fact that V ∗λ is indeed
the adjoint of Vλ, comes from
Vλ
(
V ∗λ
(
ηλ
−1
k
))
=
∑
i,l
θλ1,i(Ek,1 ⊗ 1) · ηλ
−1
l · θλ
−1
l,1 (E1,i ⊗ 1) =
∑
i,m
ξm ⊗
[
θλ
−1
m,1
(
E1,i ⊗ θλ1,i(Ek,1 ⊗ 1)
)]̂
and
∑
i
θλ
−1
m,1
(
E1,i ⊗ θλ1,i(Ek,1 ⊗ 1)
)
= θλ
−1
m,1
(
(E1,1 ⊗ 1) θλ(Ek,1 ⊗ 1)
)
=
∑
s
pλ
−1
m,sθ
λ−1
s,1
(
θλ(Ek,1 ⊗ 1)
)
=
pλ
−1
m,k . 
Remark 5.5. From Lemma 5.4, it is clear that Vλ(ξ) = V
∗
λ−1(ξ) for all ξ ∈ Kλ.
Next, we consider the R-R linear maps
Kλ ⊗
R
Kλ ∋ ξ ⊗
R
η
Fλ,µ7−→∑
i
R〈η, ξ〉 · αi ⊗
R
αi ∈ Kµ ⊗
R
Kµ
Kλ ⊗
R
Kλ ∋ η ⊗
R
ξ
Gλ,µ7−→∑
j
〈η, ξ〉R · βj ⊗
R
βj ∈ Kµ ⊗
R
Kµ
where ξ, η are bounded vectors in Kλ and {αi}i and {βj}j are bases for KµR and RKµ respectively.
Lemma 5.6. (i) Fλ,µ = (λµ)
1
2
(
idKµ ⊗
R
V ∗µ
)
◦ U∗µ,µ−1 ◦ Uλ,λ−1 ◦
(
idKλ ⊗
R
Vλ
)
,
(ii) Gλ,µ = (λµ)
− 1
2
(
V ∗µ ⊗
R
idKµ
)
◦ U∗µ−1,µ ◦ Uλ−1,λ ◦
(
Vλ ⊗
R
idKλ
)
.
Proof. (i) It is equivalent to show that the map
K1
U∗
λ,λ−1−→ Kλ ⊗
R
Kλ−1
id
Kλ
⊗
R
V ∗λ
−→ Kλ ⊗
R
Kλ Fλ,µ7−→ Kµ ⊗
R
Kµ
idKµ⊗
R
Vµ
7−→ Kµ ⊗
R
Kµ−1 Uµ,µ−17−→ K1
is equal to (λµ)
1
2 idK1 . Now,
η11
U∗
λ,λ−1−→
∑
k,l
ηλk ⊗
R
ηλ
−1
l · θλ
−1
l,1 (E1,k ⊗ 1)
id
Kλ
⊗
R
V ∗λ
−→ λ− 12
∑
i,k,l
ηλk ⊗
R
ηλi · θλi,1(E1,l ⊗ 1) · θλ
−1
l,1 (E1,k ⊗ 1).
We will show that the part
∑
i,k,l
R〈ηλi · θλi,1(E1,l ⊗ 1), ηλk 〉θλ
−1
l,1 (E1,k ⊗ 1) (in the expression obtained by
applying Fλ,µ on the above) is equal to λ1. To see this, note that for all x ∈ R, we get∑
i
〈ηλi ·θλi,1(E1,l⊗1), x·ηλk 〉 =
∑
i
τ
(
θλ1,i(El,1 ⊗ 1)〈ηλi , x · ηλk 〉R
)
= τ
(
θλ1,k(El,1 ⊗ x)
)
= λτ
(
θλ
−1
1,l (Ek,1 ⊗ 1)x
)
.
So,
∑
i,k,l
R〈ηλi · θλi,1(E1,l ⊗ 1), ηλk 〉θλ
−1
l,1 (E1,k ⊗ 1) = λ
∑
k
θλ
−1
1,1 (Ek,k ⊗ 1) = λ1. On the other hand,
∑
i
η
µ
i ⊗
R
η
µ
i
idKµ⊗
R
Vµ
7−→ µ 12
∑
i,k
η
µ
i ⊗
R
η
µ−1
k · θµ
−1
k,1 (E1,i ⊗ 1) = µ
1
2U∗µ,µ−1(η
1
1).
(ii) We follow the same strategy as in (i). So, we consider
η11
U∗
λ−1,λ7−→
∑
k,l
ηλ
−1
k ⊗
R
ηλl · θλl,1(E1,k ⊗ 1)
V ∗λ⊗
R
id
Kλ−→ λ− 12
∑
i,k,l
θλ1,i(Ek,1 ⊗ 1) · ηλi ⊗
R
ηλl · θλl,1(E1,k ⊗ 1).
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Now,
∑
i,k,l
θλ1,i(Ek,1⊗ 1) · 〈ηλi , ηλl 〉R · θλl,1(E1,k⊗ 1) =
∑
k
θλ1,1(Ek,k⊗ 1) = 1. For other part, note that we
need to work with a basis for RKµ, namely
{
Vµ−1
(
η
µ−1
i
)}
i∈N
(by Lemma 5.4). Now, by Remark
5.5 and Lemma 5.4, we get
∑
i
Vµ−1
(
η
µ−1
i
)
⊗
R
Vµ−1
(
η
µ−1
i
) Vµ⊗
R
idKµ
7−→ µ− 12
∑
i,k
η
µ−1
i ⊗
R
η
µ
k · θµk,1(E1,i ⊗ 1) = µ−
1
2U∗µ−1,µ(η
1
1).

We are now ready to define a ‘perturbation of a bifinite bimodule’. Let A+HA− be a bifinite
bimodule for II1-factors A±, P be its associated bimodule planar algebra and z be a positive weight
on P . The induced weight function for the bicategory of bimodules generated by A+HA− will be
denoted by w, and for any p ∈ Pmin(Z(Pηk)) and p ≥ p0 ∈ Pmin(Pηk), we set wp := w[Range p0]. If
A′± = R⊗A±, then consider the A′+-A′− bimodule
H′ :=
⊕
s∈S
A′+
[Kws ⊗ Range s]A′
−
where S = Pmin(Z(P+1)).
Theorem 5.7. The bimodule planar algebra P ′ associated to A′+H′A′−, is isomorphic to the pertur-
bation Q of P by the weight z.
Proof: Let Sk := S×S× . . . (k copies) and s ∈ Sk will always denote the k tuple (s1, · · · , sk) for si’s
in S. Consider the bimodules A+(H+s)A(−)k :=
A+
[
Range s1 ⊗
A−
Range s2 ⊗
A+
· · · (k components)
]
A
(−)k
and A−(H−s)A(−)k−1 :=
A−
[
Range s1 ⊗
A+
Range s2 ⊗
A−
· · · (k components)
]
A
(−)k−1
. Clearly, Hεk is
isomorphic (as a bimodule) to
⊕
s∈Sk
Hεs. So, we may very well assume Pεk = Qεk = AεLA(−)kε
( ⊕
s∈Sk
Hεs
)
where the action of the tangles are transferred via the bimodule isomorphism. Similarly, we may
also assume
P ′εk = A′εLA′
(−)kε
⊕
s∈Sk
[Kεs ⊗Hεs]
 where Kεs :=
 K
ws1 ⊗
R
Kws2 ⊗
R
· · · (k components) if ε = +,
Kws1 ⊗
R
Kws2 ⊗
R
· · · (k components) if ε = −.
Set wεs :=
k∏
i=1
w
(−1)i−δε=+
si ; from Lemma 5.1 and Remark 5.3, we can obtain an R-R linear unitary
from Kεs to Kwεs given by
Wεs =

U(ws1 ,w
−1
s2
,ws3 ,w
−1
s4
,...) ◦
(
idKws1 ⊗
R
Vws2 ⊗R idKws3 ⊗R Vws4 ⊗R · · ·
)
if ε = +,
U(w−1s1 ,ws2 ,w
−1
s3
,ws4 ,...)
◦
(
Vws1 ⊗R idKws2 ⊗R Vw−1s3 ⊗R idKws4 · · ·
)
if ε = −.
We will now try to define an isomorphism between P ′ and Q. First note that AεLA(−)kε
(Hεs,Hεt) 6=
0 if and only if each of Hεs and Hεt has at least one irreducible sub-bimodule isomorphic to each
other for s, t ∈ Sk; moreover, under this condition, by the tensor homomorphism property of
the weight function w, we have wεs = wεt. Thus, by irreducibility of the R-R bimodules Kλ for
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λ > 0, AεLA(−)kε
(Hεs,Hεt) 6= 0 implies and is implied by A′εLA′
(−)kε
(Kεs ⊗Hεs , Kεt ⊗Hεt) ∼=
RLR
(Kεs , Kεt)⊗ AεLA(−)kε (Hεs , Hεt) 6= 0; further the map
AεLA(−)kε
(Hεt,Hεs) ∋ x ϕεks,t7−→ (W ∗εs ◦Wεt ⊗ x) ∈ A′εLA′
(−)kε
(Kεt ⊗Hεt , Kεs ⊗Hεs)
is an isomorphism. This gives rise to a ∗-algebra isomorphism ϕεk := ((ϕεks,t)) : Qεk = Pεk → P ′εk.
It remains to show that ϕ preserves the action of the tangles Mεk, LIεk, RIεk, Eε1 for ε ∈ {−,+},
k ∈ N0 (because the action of any other tangle could be obtained from the action of these for a
bimodule planar algebra). We are already done with the multiplication tangles. Equivariance under
left and right inclusion tangles easily follows from the relations W ∗ε(s,s) ◦Wε(t,s) =
(
W ∗εs ◦Wεt
) ⊗
R
id
Kws/Kws and W
∗
−ε(s,s) ◦W−ε(s,t) = idKws/Kws ⊗R
(
W ∗εt ◦Wεs
)
whenever wεs = wεt for s, t ∈ Sk,
s ∈ S.
Actions of E±1: Note that Q = P
(z1/2,z1/2) implies C := QE+1 = (z
1/2 ⊗
A−
idH)◦PE+1 ◦ (z1/2 ⊗
A−
idH).
So, by Theorem 2.5(i)(d) and the condition z|Range s = ws idRange s for all s ∈ S, we get
Range t1 ⊗
A−
Range t2 ∋ ξ ⊗
A−
ζ
C(s1,s2),(t1,t2)7−→ δs1=s2
√
ws1wt1
∑
i
A+
〈ζ, ξ〉·γi ⊗
A−
γi ∈ Range s1 ⊗
A−
Range s2
where ξ and ζ are bounded vectors of A+(Range t1)A− and A+(Range t2)A− respectively, and {γi}i is
a basis for (Range s1)A− , for s1, s2, t1, t2 ∈ S. Thus,
(
QE+1
)
(s1,s2),(t1,t2)
=
√
ws1wt1
(
PE+1
)
(s1,s2),(t1,t2)
implying
[
ϕ
(
QE+1
)]
(s1,s2),(t1,t2)
=
√
ws1wt1
(
W ∗+(s1,s2)W+(t1,t2) ⊗
(
PE+1
)
(s1,s2),(t1,t2)
)
. On the other
hand,
(
P ′E+1
)
(s1,s2),(t1,t2)
= Ft1,s1 ⊗
(
PE+1
)
(s1,s2),(t1,t2)
. Without loss of generality we may as-
sume s1 = s2 and t1 = t2 because in all other cases,
(
PE+1
)
(s1,s2),(t1,t2)
,
(
QE+1
)
(s1,s2),(t1,t2)
,(
P ′E+1
)
(s1,s2),(t1,t2)
vanish. Under this assumption and applying Lemma 5.6(i), we get Ft1,s1 =
√
ws1wt1W
∗
+(s1,s1)
W+(t1,t1). Thus, ϕ
(
QE+1
)
= P ′E+1 . The same for E−1 follows exactly from simi-
lar analysis applied on QE−1 =
(
idH ⊗
A+
z−1/2
)
◦ PE−1 ◦
(
idH ⊗
A+
z−1/2
)
and Lemma 5.6(ii).
This completes the proof. ✷
Remark 5.8. An important thing to note is that if the bimodule H is over hyperfinite factors, then
the perturbed bimodule H′ is also so. This was not the case in the bimodule reconstruction in
[DGG, Theorem 5.13] which used the subfactor reconstruction techniques in [JSW].
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