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Abstract
While web-based learning has been given the opportunity of education to many people, it suffers many problems of its own, 
such as online teaching methods and materials. One of the most difficult of these problems is the general inability of web-
based learning systems to measure (and maintain) levels of comprehension among web-based learners. Although webcam-
based measurement of blinking frequency can give us some indication of a subject’s concentration level, it does not work so 
much as an indicator of the level of comprehension has been found. We have shown that pupil diameter is valid as an 
indicator of the level of comprehension, but from the initial experiments, we showed that the measurement is very difficult. 
In this study, we investigated the improvement of measurement accuracy and shortening of the time of pupil diameter 
calculation, polarizing filter showed play an important role.
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1. Introduction
Maintenance of the will or ambition to learn is known to be a key ingredient in education1-8, and a number of 
learning methods, including PBL (problem based learning), LTD (learning through discussion), and Note 
Taking, have been proposed to boost this ingredient. Unfortunately, it has not been possible to find a solution to 
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this important problem. In the Web-based education, unlike face-to-face education, from the fact that there is 
no teacher, it is not working particularly well.
In order to assess the current level of knowledge and comprehension, IRT (item response theory) has been 
applied to TOEFL (The Test of English as a Foreign Language) studiers. However, it does not necessarily lead 
to grasp the learning will. Moreover, it is necessary to investigate the problem characteristic beforehand, and 
application of IRT to the few people is difficult. There is an attempt to understand learner's characteristic and 
problem’s characteristic by using the SP (student - problem) score table analysis, too. However, there is a 
problem similar to IRT.
Recently, it was found that by examining the relationship between learning frequency and accuracy rate, it is 
useful learning frequency to determine the level of comprehension5-7. In our previous work8-10, we showed that 
fatigue and concentration were strongly indicated by changes in the facial area, such as the frequency of 
blinking. Unfortunately, these methods proved inadequate in measuring a subject’s level of comprehension.  
It has been found that as psychological knowledge, pupil diameter of the subject is enlarged in accordance 
with the satisfaction and joy. In previous studies, we have proposed a system that utilizes the fact that pleasure 
understanding could appears a change in pupil diameter, measuring the proportional changes in pupil diameter 
as an indication of a learner’s level of comprehension. However, it was found that the pupil diameter 
calculation took time and measurement accuracy was not good. Therefore in the present study, we consider 
how to solve these problems and obtained some results of the time being.
2. Proposed Method
Here we describe our apparatus and method for automatic detection of pupil diameter. This system is an 
improvement over methods and apparatus as shown previously10.
2.1. Experimental equipment and environment
(a) Hardware and software
Table 1 shows the hardware and software used in our development environment. Note that we rely only on 
commodity hardware, available to most Web users.
Table 1. System Development Environment
Hardware 
CPU Intel® Core i5 650 3.20GHz 
RAM 4.00GB (user area 3.18GB) 
CAMERA ELECOM UCAM-DLG200H (30fps) 
Filter SIGMA KOKI Polarization filter USP-30C-38 
Software 
OS Windows 7 Professional 32bit 
Language Microsoft Visual C++ 2010 Express 
Tool OpenCV 2.2 
(b) Experimental environment
Table 2 shows our experimental environment, designed to reflect a typical physical context for Web-based 
study, occurring indoors, at night, under artificial lighting (fluorescent lamp). 
Table 2. Experimental Environment
Place Enclosed room 
Lighting Fluorescent lamps  
Monitor LED display 
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In a previous study, we have used an LED lamp that generates infrared light, but it was not used this time as 
an unnatural environment. To capture the subject’s face, the USB camera, we examined two as when it is set in 
the lower and when it is set on top of the LED computer display. In any case, it was a distance of around 50cm 
from the camera to the learner’s face. If the USB camera is set to the top, there is a case in which the upper 
portion of the iris of the eye is disturbed by the upper eyelid and eyelashes, and the detection of the pupil does 
not work well. On the other hand in the case of photographing from the lower, there is a drawback whole image 
becomes dark for illumination of the ceiling, the contrast is deteriorated. Further, the images of the subject’s 
face becomes upward-angled, it proved to be sufficient for pupil detection.
2.2. Method of eye detection
(1) Detection of eyes area (Process 1)
So far, we identified the face area first, and then we detected eye region within that region. However, 
efficiency is not increased so much, so in the present study, we decided to detect eyes from the beginning. 
First, using the following functions in OpenCV, the image is converted to gray scale, and then, the 
processing area is reduced:
x Converting to gray scale by using only the R component: cvSplit()
x Reducing of the image: cvResize()
x Detecting of the eyes region: cvHaarDetectObjects()
and haarcascade_mcs_eyepair_small.xml
(2) Detection of right eye area (Process 2)
Right eye detection is performed from a rectangular area of the eyes as follows:
x 0.4 times the width
x 0.9 times the height
and the right eye area was an area that was cut out with. Further, when the positions of the eyes area detected 
does not change significantly from that previously detected, and so as to keep the previous information. By 
doing so, reducing the extra processing time is realized.
(3) Detection of iris area (Process 3)
By using a Gaussian filter to smooth the area including the right eye, and detects the circle by Hough 
transform for detection of the iris.
x Smoothing: cvSmooth()
x Circle detecting: cvHoughCircles()
2.3. Detection of pupil
Before pupil was also determined by the detection of the circle near the center of the iris, circle detection is 
difficult when the image is not large. Therefore in this study, it was decided to determine the pupil diameter by 
counting the number of pixels of the image.
(1) Extraction of pupil existence area (Step 1)
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Pupil are present near the center of the iris, using the center and radius of a circle determined by the
detection of the iris area, the pupil existence area of the square region of one side is the radius of iris.
(2) Binarization of brightness (Step 2)
In order to separate the pupil and iris by the conversion of the brightness, binarization was performed with 
the threshold obtained empirically.
x Binarizing: cvLUT()
(3) Calculation of the number of pixels (Step 3)
In the binarized image, the area was calculated by determining the number of pixels that were not 0, and 
which was converted to the diameter. This value was divided by the radius of the iris to be in relative 
proportions. This is to absorb the change in the size of the image depending on the position of the face.
x Calculating area˖cvCountNonZero()
2.4. Influence of pupil diameter calculation by the camera position
Figure 1 shows the sample image from a USB camera attached to the top of LED monitor.
As can be seen from the image (b), the eyelashes portion will be taken upon detection of the iris, as the 
result that, the pupil and eyelashes are detected together and binarized as the image (c). It is possible to remove 
the eyelashes by narrowing the setting of the threshold, but it would disappear pupil part either as shown in Fig
2, then calculation of the pupil diameter cannot be performed.
(a) Input image and detected right eye area.
((b) Eye region and extracted iris area.
(c) (c) Binarized pupil image.
p pil image
Fig. 1. Sample of input image from the top camera and extracted pupil image.
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Then installed the USB camera below the LED Display, we studied the effect as well. A sample image of 
the results is shown in Figure 3.
Extraction percentage of the iris is higher than the top camera, but extracted results of pupil hardly changes, 
and eyelashes had been detected in the same way.
3. Effect of Polarizing Filter
It has been performed pupil detected by irradiating LED light contains infrared light. However it is 
unnatural environment, the LED lamp was remove in the present study. As a result, it becomes impossible to 
separate the eyelashes, as described above. In addition, the pupil could not to be obtained correctly by ambient 
light (fluorescent lamp for lighting and display reflected on the iris). To improve this situation, we decided to 
use a polarizing filter.
A sample image of the USB camera attached to the top covered by the polarizing filter is shown in Figure 4.
Fig. 2. Pupil images of setting it does not detect the eyelashes.
Fig. 3. Sample of input image from the bottom camera and extracted pupil image.
(a) Input image and detected right eye area
(b) Eye region and extracted iris area
(c) Binarized pupil image
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As a result, we could set a threshold in the state of less effect of eyelashes. Next, it is checked if it is taken 
by the lower camera with a polarizing filter. A sample image is shown in Figure 5.
Fig. 4. A sample image by the upper camera equipped with a polarizing filter and extracted pupil image.
(a) Input image and detected right eye area
(b) Eye region and extracted iris area
(c) Binarized pupil image
Fig. 5. A sample image by the lower camera equipped with a polarizing filter and extracted pupil image.
(a) Input image and detected right eye area
(b) Eye region and extracted iris area
(c) Binarized pupil image
1208   Yoshinori Adachi et al. /  Procedia Computer Science  35 ( 2014 )  1202 – 1209 
Extraction of the iris is made of a circle of about the same size. However, the effect of ambient light appears 
when the pupil diameter was calculated, part of the pupil has gone missing. Therefore, in this study, the method 
to use a polarizing filter on the upper camera is recommended.
Some of the modified brightness images are depicted in Figure 6. The one is filtered image and the other is 
no filtered image. The brightness histograms are depicted in Figure 7. The histograms clearly show the 
difference between the filtered and no filtered images. In the dark range, e.g. indicating pupil, it can easily 
separate the pupil from the iris by using the threshold value 25.
Furthermore, we could reduce to use several functions or change the type of functions as listed in Table 3. 
Then, the processing time was shorted comparing with that of the previous study10.
(a) Sample of filtered eye image                                            (b) Sample of no filtered eye image
Fig. 6. Sample of modified brightness eye images (one is filtered and the other is no filtered).
Fig. 7. Brightness histograms of filtered and no filtered eye images.
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Table 3. Functions changed from the previous study 10.
Type of the process Previous study10 This study 
Creating a uniform histogram CvEqualizeHist - 
Decomposition & reconstruction 
of color space (for 3 times) 
CvCvtColor 
CvSplit 
CvMerge 
- 
Conversion of brightness 
CvAvgSdv 
CvMinMaxLoc 
CvThreshold 
cvLUT 
So, we could improve the estimation accuracy of the diameter of the pupil and the detecting speed of it.
4. Conclusion
By compared to the system proposed previously, to reduce to a minimum procedure, it could be realized 
high-speed system. Furthermore, by adopting the polarizing filter, upper camera easily installed can be used to 
extract the pupil easily. This study is only the development of the system, so changes in pupil diameter could 
not be examined. It might be a future task.
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