In a previous paper (Rowe et al., 2002) , aspects of the theory of genetic algorithms were generalised to the case where the search space, Ω, had an arbitrary group action defined on it. Conditions under which genetic operators respect certain subsets of Ω were identified, leading to a generalisation of the term schema. In this paper, search space groups with more detailed structure are examined. We define the class of structural crossover operators that respect certain schemata in these groups, which leads to a generalised schema theorem. Recent results concerning the Fourier (or Walsh) transform are generalised. In particular, it is shown that the matrix group representing Ω can be simultaneously diagonalised if and only if Ω is Abelian. Some results concerning structural crossover and mutation are given for this case.
Introduction
This paper is a sequel to the paper "Group properties of crossover and mutation" (Rowe et al., 2002) . In that paper, a number of the elements of genetic algorithm theory were generalised. It turns out that a key factor in relating the representation chosen for a problem to the design of operators (crossover and mutation) is the symmetries inherent in that representation, and the way in which the operators respect them. Such symmetries are captured mathematically in terms of a group of permutations acting on the underlying search space. One of the main considerations of the previous paper was to determine conditions under which operators commute with such a group action. The importance of this is that operators which do commute can be expressed in terms of a mixing matrix together with a set of permutation matrices, dramatically simplifying the equations of evolution. Another consideration of that paper was to find conditions under which certain subsets of the search space are respected by crossover (that is, offspring will inherit such properties from parents). This led to a natural generalisation of the term schema in terms of subgroup structure. In section 2 we briefly review some of the more important results.
In the current paper, we will concentrate on a special case. Firstly, we will be assuming that the search space itself forms a group with some appropriately defined operator (as is the case for fixed-length binary strings, for example, under bitwise exclusive-or). Secondly, we will consider groups that can be expressed as direct sums of normal subgroups. Put simply, this means we are considering search spaces which are made up of a number of independent component subspaces. For example, with fixed-length binary strings of length , we have components, each of which may be identified with the group Z 2 . Our generalization leads us to consider strings whose components range over arbitrary alphabets. In addition, we consider search spaces that have other group structures. One example would be the problem of arranging schedules for a number of machines: a particular solution would comprise a list of permutations, one for each machine. Such search spaces, along with the types of crossover and mutation which naturally act on them, are called structural. They are defined and examined in section 3.
Section 4 then shows how structural crossover and mutation operators naturally project onto families of competing schemata. We call this result the Schemata Projection Theorem since it describes the effect of mixing on all schemata simultaneously. Section 5 deals with generalising the Walsh transform to structural search spaces. The Walsh basis is a natural setting for genetic algorithm theory when dealing with fixed-length binary strings. We would like to know if, and under what conditions, a similar basis exists for other structural search spaces. It turns out that there is indeed such a basis, given by the Fourier transform, exactly for those search spaces which are Abelian (that is, commutative as groups). For non-Abelian groups (for example, when the travelling salesman problem is identified with the group of permutations of the set of cities) there can be no equivalent of the Walsh transform. In the case when the group is Abelian, there is considerably more algebraic structure that can be exploited. Some of the consequences of this are worked out in section 6. There are thus three main contributions in this paper:
• Structural search spaces and operators are defined, and their properties explored.
These are natural generalisations of the standard GA acting on binary strings with mask-based crossover and mutation. Section 3 shows how this family of GAs fits within the general framework established in our earlier paper.
• The Schemata Projection Theorem shows how structural crossover and mutation project onto subspaces of the search space defined by families of competing schemata. Section 4 describes this result and discusses its relationship to the Schema Theorem.
• The Walsh basis is generalised, and exact conditions are found for which a search space (with appropriate group structure) will have such a basis. The key result of section 5 is that a Walsh-like transform only exists for search spaces comprising strings over finite alphabets (with possibly varying cardinality).
The motivation for this work is as follows. Suppose you are presented with a new combinatorial optimisation problem and you wish to design a genetic algorithm to tackle it. A key decision that has to be made is how to represent the candidate solutions, and how to design genetic operators (crossover and mutation) to act upon them. It is by no means obvious how to do this in a systematic way, if there is no direct mapping onto binary (or higher cardinality) strings. Suppose, however, that you understand enough about the structure of the problem that you can identify certain inherent symmetries, and certain related properties that you consider significant (so that you would wish offspring to inherit them from parents). If you can characterise these symmetries by defining a group of permutations that acts transitively on the search space, and if you can identify your important properties with the subgroup structure of this group (they correspond, if you will, to the natural "folds" in the search space-see (Vose, 1991) ), then our theory applies and will tell you something about the kinds of crossover and mutation operators that can be defined on your problem. That is the subject of our previous paper. If you are lucky enough to find that your problem can be broken down into some "independent" subspaces, then even stronger results hold. That is the subject of the current paper. Where might these symmetries come from? We speculate that they can be formally derived from any natural neighbourhood structure which you impose on your search space. In other words, they are the symmetries of the underlying landscape graph. This is the subject of a future paper.
Notation
In order to facilitate the reading of this paper, we have adopted the following conventions: 
Previous results

Search space symmetries, crossover and mutation
In a previous paper (Rowe et al., 2002) , aspects of the theory of genetic algorithms were generalised to the case where the search space Ω is acted on by an arbitrary group (L, •). That is, L is a set of permutations of Ω which forms a group under function composition. The action of π ∈ L on some element w ∈ Ω is denoted by π(w). The group action, denoted by L(Ω), is assumed to be reduced. That is, for every u, v ∈ Ω there exists π ∈ L such that π(u) = v (so that L(Ω) acts transitively), and there is only one group element, namely the identity, which is also the identity map on Ω.
1
For each π ∈ L, define the n × n permutation matrix
The indices u and v run through the set Ω. The set of all such permutation matrices forms a group (under matrix multiplication) isomorphic to L. Each permutation matrix can also be thought of as a linear map σ π : R n → R n . The underlying mixing scheme M of the genetic algorithm which describes the effects of crossover and mutation on a population is a map of the simplex to itself
is the completion of the state space of finite populations. The effect of crossover alone is given by the crossover scheme C (obtained from M by choosing mutation rate zero), and the effect of mutation alone is given by the mutation scheme U (obtained from M by choosing crossover rate zero). The framework is so constructed that the intuitive result M = C • U holds, where • denotes function composition.
The following two results (Rowe et al., 2002) were proved concerning conditions under which crossover and mutation (and hence mixing in general) commute with L(Ω). et al., 2002) , Theorem 5) Let s(u, v, w) = (r(u, v, w) + r(v, u, w) )/2 where r (u, v, w) is the probability that crossover produces w from parents u and v. The crossover scheme commutes with L(Ω) if and only if s(π(u), π(v) , π(w)) = s (u, v, w) for all u, v, w ∈ Ω and π ∈ L. 
Result 1 ((Rowe
Since Ω is finite, it may be enumerated. Let 0 refer to the 0 th element of Ω (with respect to some enumeration). When mixing commutes with L(Ω), the mixing scheme can be written in terms of a single mixing matrix M together with the associated set of permutation matrices: and where M u,v = s(u, v, 0) is the probability that parents u and v produce offspring 0 after crossover and mutation. 3 We can recover the probability that some arbitrary offspring w is produced from s (u, v, w) = s(u, v, π(0) 
Schemata and subgroup structure
The following definition generalises the notion of schemata. These definitions will be looked at more closely in section 3. It may appear that the choice of the element 0 ∈ Ω will affect which sets become schemata. However, this is not the case. As previously alluded in (Rowe et al., 2002) , N -schemata are natural (i.e., independent of the enumeration of Ω which determines 0 ∈ Ω) when N contains normal subgroups, since in that case the N -schemata are orbits.
However, even when L is Abelian, the concept of "compatibility" need not be natural. For instance, consider L = Ω = Z 2 × Z 2 , where Z 2 is the integers modulo 2 under addition and Ω acts on itself by the group operation. With respect to N = {{(0, 0), (1, 0)}} and the enumeration (0, 0), (0, 1), (1, 0), (1, 1), the elements (0, 0) and (1, 0) are compatible. But they are not compatible with respect to the enumeration (0, 1), (1, 1), (0, 0), (1, 0).
Definition 3
Crossover is said to respect a subset of Ω if crossing two elements of that subset always creates an offspring in that subset (Radcliffe, 1992) .
The following result (Rowe et al., 2002) tells us exactly when crossover respects schemata. 
For the remainder of this paper we will consider the special case where Ω has a group structure and acts on itself (thus L = Ω, and to simplify exposition, L(Ω) will be abbreviated by Ω). We will be particularly interested in the subgroup structure of Ω in this case, and in genetic operators that respect that structure. From this point forward assume the following. The action of (Ω, ⊕) on itself is defined by
Let v denote the inverse of v, and abbreviate u ⊕ ( v) by u v. The identity element of Ω is denoted by 0, or to put it another way, the enumeration is chosen such that the 0 th element is the identity. It follows that N -schemata are cosets (that is, they have the form w ⊕ A for some w ∈ Ω and A ∈ N ).
A note on the definition of group action
Notice that when Ω itself is a group, it has a dual interpretation. It is both the underlying set (which is the search space) and a set of permutations (bijections) which act on that underlying set (via the definition u(v) = u ⊕ v described above). In (Rowe et al., 2002) we considered the question of when it might be possible to give the search space a group structure that was compatible with the group L(Ω) that acts upon it. Theorem 17 of that paper tells us to consider another set of permutations of Ω. This set of permutations R(Ω) is made up of all bijections ρ : Ω → Ω that have the property
for all w ∈ Ω. That is, the permutations in R commute with those in L, and in fact this set forms a group (under function composition). Theorem 17 then tells us that if Ω can Evolutionary Computation Volume 12, Number 4 be given a compatible group structure, then L is anti-isomorphic to R. Moreover, just as L gives us a group structure on Ω, so does R -it is the reverse of that given by L.
In our current situation we have L = Ω, and so obviously Ω has a group structure compatible with L. Theorem 17 tells us that the set of permutations R forms a group anti-isomorphic to Ω. That is, there exists a bijection φ : R → Ω such that
Moreover, we could use the structure of R to define a group structure on Ω, and that this is the reverse of the action defined by L. Under this alternative group structure we would have
It is clear that this new action commutes with that defined by L above since
Consequently, the whole of the theory that follows in this paper could have been constructed with this reverse definition of group action based on R. Every result would have gone through in a symmetrical fashion.
Structural genetic operators
Search spaces
We generalize (Vose, 1999) by introducing a class of genetic operators associated with a certain subgroup structure. Suppose Ω has nontrivial subgroups A 0 , . . . , A −1 such that for all i, j ∈ {0, 1, . . . , − 1} and w ∈ Ω,
then Ω is the internal direct sum of the A i (which are normal subgroups of Ω) and each element w ∈ Ω has a unique representation
is an isomorphism between Ω and the product group A 0 × . . . × A −1 (see (Lang, 1993) ), where
Definition 4 Let (Ω, ⊕) be a finite group which can be written as the internal direct sum of normal subgroups. Then Ω considered as a search space is called structural.
We will assume for the remainder of this paper that Ω is structural, and identify w ∈ Ω with w 0 , . . . , w −1 .
Examples
Strings over arbitrary alphabets As an example, consider a length string representation where the cardinality of the alphabet at string position j is c j . The alphabet at position j can be identified with Z cj (the integers modulo c j ), and the ⊕ operator can be componentwise addition (modulo c j at position j). Then Ω is isomorphic to the direct product Z c0 × . . . × Z c −1 . This example extends the situation considered in (Koehler et al., 1997) where c 0 = c 1 = · · · = c −1 . The standard example of fixed-length binary strings is a special case in which c j = 2 for all positions j.
A concrete example of the above is: = 2, c 0 = 3, c 1 = 2, so Ω is isomorphic to Z 3 × Z 2 . When we write elements of Ω as strings, the standard practice of putting the least significant bit to the right is followed. Thus, Ω = {00, 01, 10, 11, 20, 21} = {0, 1, 2, 3, 4, 5}
The group operator works by applying addition modulo 3 to the left bit, and addition modulo 2 to the right bit. For example 21 ⊕ 11 = 00. The element 00 is the identity.
Scheduling jobs on machines Suppose a factory process involves machines and each machine has a number of jobs to perform. Let m j be the number of jobs that machine j has to perform. The problem is to come up with a schedule for each machine. That is, for each machine j, we have to specify an ordering of the jobs 1, 2, . . . , m j . A particular schedule therefore comprises permutations.
To take a specific example, suppose there are three machines, and each machine has three jobs, which we will number 1, 2 and 3. A particular schedule might be denoted (123, 321, 132) which indicates that the first machine performs its tasks in the order 1, 2, 3, the second in the order 3, 2, 1 and the third in the order 1, 3, 2.
The set of permutations on m items forms the group S m (under composition of permutations). Our example therefore corresponds to the group S 3 × S 3 × S 3 . The group operator ⊕ applies permutation composition to each component independently. For example: (123, 321, 132) ⊕ (123, 312, 231) = (123, 132, 321) . The identity element is (123, 123, 123) . Note that this group is not Abelian (that is, u⊕v = v ⊕u).
Binary masks
The set B of binary masks corresponding to Ω is
where Z 2 is the set of integers modulo 2. Note that B is an Abelian group under component-wise addition modulo 2. It is notationally convenient to let ⊕ also denote the group operation on B; hence ⊕ is polymorphic. 4 Let ⊗ denote component-wise multiplication on B, and let 1 ∈ B be the identity element for ⊗. For b ∈ B, defineb bȳ
It is notationally convenient to extend ⊗ to a commutative operator acting also between elements b ∈ B and elements w ∈ Ω by
where 0w i = 0 ∈ Ω and 1w i = w i ∈ Ω. Here the right hand sides are elements of Ω; hence ⊗ is polymorphic. To simplify notation, ⊗ takes precedence over ⊕ by convention. If b ∈ B is a mask then #b denotes the number of ones it contains. Some useful algebraic identities concerning the properties of masks and group elements can be found in the appendix.
Structural crossover
Let χ be a probability distribution over the set of binary masks, χ b = the probability of mask b Definition 5 Structural crossover with distribution χ applied to parents u and v corresponds to choosing binary mask b with probability χ b and then producing the offspring u ⊗ b ⊕b ⊗ v.
The probability that parents u, v have child w under structural crossover is therefore
The corresponding crossover scheme C is also called structural and satisfies
where p is a population vector and u, v ∈ Ω. For example, for uniform crossover with crossover rate c, the probability distribution χ is given by χ 0 = 1−c+c/2 and χ b = c/2
It is notable that this formalization is syntactically identical to that given in (Vose, 1999) , and the algebraic properties of ⊕, ⊗, and¯are nearly the same. This makes possible the application of proof techniques used there to establish the results of this paper.
Theorem 1 Structural crossover commutes with Ω.
Proof Let u, v, w, z ∈ Ω, and b ∈ B. Using the properties of ⊕ and ⊗ given in the appendix, u, v, w) . Applying result 1 completes the proof. 
Examples
Strings over arbitrary alphabets Continuing the example above ( = 2 and Ω isomorphic to Z 3 × Z 2 ), we have Ω = {00, 01, 10, 11, 20, 21} . N consists of four subgroups, Ω 00 = {00}, Ω 01 = {00, 01}, Ω 10 = {00, 10, 20}, and Ω 11 = Ω = {00, 01, 10, 11, 20, 21}. There are three N -schemata which are cosets of Ω 01 , namely
, Ω 01 ⊕ 10 = {10, 11}, and Ω 01 ⊕ 20 = {20, 21}. These correspond to the traditional schemata 0 * , 1 * and 2 * respectively. There are two N -schemata which are cosets of Ω 10 , namely Ω 10 = {00, 10, 20} and Ω 10 ⊕ 01 = {01, 11, 21} corresponding to * 0 and * 1. The cosets of Ω 00 consist of the schemata defined by singleton sets, and Ω 11 corresponds to the whole search space, given by * * .
Scheduling jobs on machines
In this example Ω is isomorphic to S 3 × S 3 × S 3 . The set of binary masks is {000, 001, 010, 011, 100, 101, 110, 111} and each gives rise to a normal subgroup. For example taking the mask 011 we obtain the subgroup corresponding to schedules for the second and third machines, with the schedule for the first machine fixed at the identity (123). Its six cosets give rise to the schemata where the symbol * indicates that any permutation may be placed in the corresponding position. Thus each of these schemata comprises 36 possible schedules.
Properties of structural crossover
We now prove two important properties of structural crossover, namely that all the N -schemata are respected, and that it is pure (that is, crossing a parent with itself is guaranteed to always clone that parent). We begin with a technical theorem about the structure of the N -schemata.
Theorem 2
The N -schemata are separating.
5
Proof It suffices to show that the Ω b are normal subgroups with trivial intersection (see the discussion following Definition 6 in (Rowe et al., 2002) ). The intersection is {0} since {0} ∈ N . The Ω b are normal since, for any w ∈ Ω
Theorem 3 Let C be a structural crossover scheme. Then C respects all N -schemata.
Proof Let C have mixing matrix M . By result 3, it suffices to show that if M u,v > 0 and u v ∈ Ω b (that is, u and v share a schema) then
Since M u,v > 0 there is some nonzero term in the sum above, i.e., some a for which
Recall that a crossover operator is pure if and only if the result of crossing any w ∈ Ω with itself is always w.
Recall that Proof This can be verified by direct computation. However, it is a direct consequence of more general considerations: theorems 1, 2, 3 of this paper and theorems 14, 15 of (Rowe et al., 2002) .
2 Compatibility issues (see definition 2) are important in view of theorems 1, 3, and result 3. The next theorem shows how they may easily be dealt with. Define the operator to be an associative and commutative operator acting between elements u, v ∈ Ω by
That is, u v agrees with u and v in components in which they themselves agree, and is the identity elsewhere.
Theorem 5 Elements u, v ∈ Ω are compatible if and only if u v = 0.
Proof Suppose u, v are compatible and
and operating by ⊗b yields
Conversely, suppose u v = 0 and suppose u, v ∈ w ⊕ Ωb for some w ∈ Ω and b ∈ B. Since
Suppose k is such that b k = 1. It follows from the containment above that
Therefore w = w ⊗b and so w ∈ Ωb. In other words, w ⊕ Ωb = Ωb. 2
Examples
Strings over arbitrary alphabets Structural crossover on strings corresponds to the usual crossover by masks. Thus we obtain standard one-point, two-point and uniform crossover, simply by picking appropriate probability distributions over the set of masks. For example, when Ω = Z 3 × Z 2 we obtain one-point crossover (with crossover probability of 1/3) by the distribution: χ 00 = 1/3, χ 01 = 0, χ 10 = 1/3, χ 11 = 1/3. So taking strings u = 11 and v = 20 and applying the mask b = 10 yields the offspring
that is, we get the first component of u and the second component of v.
6
Schemata are respected by this kind of crossover. For example, the strings 20 and 21 are both elements of the schema 2 * and so we are guaranteed that any offspring of these two strings will also be in this schema. Moreover, structural crossover is pure, as illustrated by crossing the string 21 with itself, using mask b = 10,
Scheduling jobs on machines Consider the two schedules (213, 132, 321) and (213, 312, 321) which are both members of the schema (213, * , 321). Since structural crossover works by slicing between the component schedules, any offspring will also belong to this schema. For example, consider the mask b = 101. We get remembering that the schedule 123 is the identity in each component.
A constructive formulation of crossover
The relationship between binary masks and schemata can be used to re-write the definition of the crossover scheme C in an alternative form. We will make use of the following lemma:
The previous lemma enables us to re-write the crossover scheme as
This gives us a "constructive" form of the equation for C(p) (in the sense that it indicates how w ∈ Ω is constructed by crossover from elements belonging to pairs of complementary schemata containing w, (i.e., from u ∈ Ωb ⊕ w and v ∈ Ω b ⊕ w) and is a generalization of the schema equation given in (Stephens and Waelbroeck, 1999) for binary strings with one-point crossover. 
The form of the mixing matrix
Given mixing matrix M , define its skeleton M † to be a 2 × 2 matrix, indexed over elements of B, by
where Z ⊂ Ω is the set of elements z ∈ Ω for which z i = 0 for all i = 0, . . . , − 1. Note that the skeleton is indexed by elements a, b ∈ B.
For the example of the fixed-length string representation where Ω is isomorphic to Z 3 × Z 2 , and where crossover is uniform with crossover rate c, The effects of selection and mutation are trivial additions since one has simply to compose functions:
Note that
The last summation above is zero because if a =b, then for some
Theorem 8 Suppose crossover scheme C commutes with Ω and has mixing matrix M . Then the following are equivalent:
• C is structural.
•
. Using this and lemma 7,
Since replacing χ b with ( χ b + χb )/2 changes neither C nor M , it may be assumed without loss of generality that χ b = ( χ b + χb )/2, in which case lemma 7 implies that a corresponding crossover distribution is given by
z∈Z M z⊗b,z⊗b to simplify the expression above, and note that χ b = ( χ b + χb )/2 since M is symmetric. It follows that
What has been established is that if 1 = χ b , then C has the same mixing matrix as does a structural crossover scheme having crossover distribution χ . Since C commutes with Ω, these two crossover schemes would therefore coincide. Note that
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where we have made use of Result 1. 2
Example
Strings over arbitrary alphabets For the example Ω = Z 3 × Z 2 under uniform crossover at rate c, we have already calculated the skeleton M † and the corresponding Θ matrix. Notice that the antidiagonal of the skeleton matrix contains the appropriate probability distribution over masks for uniform crossover. A calculation verifies that M = ΘM † Θ T . 
Structural mutation
Let µ be a probability distribution over Ω, µ w = the probability of w ∈ Ω Definition 7 Structural mutation with distribution µ applied to element v ∈ Ω corresponds to choosing w with probability µ w and then producing the result v ⊕ w. The probability that v mutates to u is therefore U u,v = µ v⊕u . The corresponding mutation scheme U is also called structural.
Theorem 9 A mutation scheme with corresponding matrix U is structural if and only if it commutes with Ω. Moreover, the associated probability distribution is given by µ w = U w,0 where U is the mutation matrix.
Proof First assume mutation is structural with distribution µ.
By result 2, mutation commutes with Ω. Conversely, assume mutation commutes with Ω. Define µ by µ w = U w,0 . By result 2, the probability that v mutates to u is U u,v = U v⊕u,0 = µ v⊕u . 2
Independent mutation
The standard mutation of binary strings involves changing bits independently (usually with some probability called the rate). In general, structural mutation is called independent if for all v ∈ Ω and b ∈ B
Independent mutation has the nice property that it commutes with structural crossover. That is, it doesn't matter whether you do mutation first and then crossover, or the other way around: the effect on the population is the same.
Theorem 10 Let mutation U be independent and let crossover C be structural.
Proof By definition, the w th component of
Note that the inner sum is
Since mutation is independent, the last expression is µ z . It follows that
We would like a general way to implement changing a positional element of an individual according to some rate (so that each position is changed independently). To this end, we let ζ be a function ζ : {0, . . . , − 1} × Z −→ [0, 1] with the property that for all i ∈ {0, . . . ,
That is, we get a probability distribution over the elements of A i (enumerated in some fashion).
Theorem 11 Let ζ be a function with the above property. If the probability distribution µ over Ω is defined by
The following lemma will be used in the proof of theorem 11.
Lemma 12 If b ∈ B, then
Proof The proof is by induction on #b, the number of ones in mask b. The lemma is trivially true for #b = 0. Let b = a⊕ b with #a = 1 and a⊗ b = 0. Then #b = #b − 1. Assume that Ω a = A j . Then
The left summation is 1 since ζ defines a probability distribution over A j , and the right summation is 1 by induction.
2 Proof of theorem 11. The rightmost factor in the definition of independence is
by lemma 12.
A similar argument can be used to compute the leftmost factor in the definition of independence.
Thus,
Definition 8
We define mutation by a rate, ε, by letting
Corollary 13 If µ corresponds to a mutation rate, then µ is independent.
Examples
Strings over arbitrary alphabets Suppose we have some mutation rate 0 < µ < 1/2.
This gives a probability that any component of a string will mutate. When it does mutate, it changes to one of its other possible values, selected uniformly at random. This kind of mutation by rate is structural and, in fact, independent (see theorem 13).
Scheduling jobs on machines Theorem 9 tells us that we can get a structural mutation operator by assigning any distribution we like to Ω. In the machine scheduling example, we can pick some distribution Of course, this kind of mutation operator may not have as natural an interpretation as mutation by a rate.
Schemata projections 4.1 Introduction
This section describes the remarkable properties of structural crossover and mutation with respect to families of competing schemata. Recall that a schema defines certain components as taking on fixed values, while the remaining components are free to vary. Two schemata are in the same family if they specify fixed values for the same set of components. They are competing if they specify different values at these components. Given a set of components, the set of all possible fixed values that can be assigned to them gives us a whole competing family of schemata. Such a set of components may be picked out by a binary mask, and we can view such a mask as being a projection onto a smaller search space (in which we ignore what happens at the other positions). The remarkable result that we will prove is that structural crossover and mutation project naturally onto these families. That is, we can specify the effect of crossover and mutation just on the set of positions under consideration, ignoring what happens at other positions. The result that operators project naturally onto schemata families applies only to crossover and mutation. It would be nice if it also applied to selection, and this possibility is investigated. The conclusion, however, is that it cannot (except in the trivial case where fitness is a constant for each schema in a schema family). One can, of course, write down an equation which involves selection, as well as crossover and mutation. However, this equation, which is an exact version of Holland's original Schema Theorem, suffers from the same fundamental flaw. In order to compute the average fitness of a schema at a given generation, one needs to know all the details of the entire population at that generation. It is therefore impossible to project onto a schemata family and ignore what happens at the other components. One implication of this is that one Evolutionary Computation Volume 12, Number 4 cannot iterate the equation: like the Schema Theorem, it can be applied over one timestep only. There is one exception to this: when the population is at a fixed-point! An example of this is elaborated.
Finally, although one-point crossover, for example, does project naturally onto a schemata family (comprising, say, the first, third and eighth component), one cannot expect it to look like one-point crossover on that family. The situation is different for uniform crossover, which remains uniform crossover on the schemata family. A similar observation applies to mutation by a rate, which is generalised at the end of this section.
Masks as projections
This section generalizes (Vose and Wright, 2001 ). Assume Ω is structural, crossover is structural, and mutation is structural. Recall that binary mask b has associated subgroup Ω b = b⊗Ω and that N is the collection of all such subgroups. The map u −→ b⊗u is a homomorphism from
The kernel is the normal subgroup Ωb, and, therefore, the following map from the image Ω b to the quotient group Ω/Ωb is an isomorphism (Lang, 1993) ,
The quotient group Ω/Ωb = {Ωb ⊕ w : w ∈ Ω b } being comprised of disjoint schemata, is referred to as the schema family corresponding to b, and schema Ωb ⊕ w is referred to as the schema corresponding to w ∈ Ω b . For example, in Z 3 × Z 2 , the schema family corresponding to b = 10 is the set of competing schemata {0 * , 1 * , 2 * }. The schema family corresponding to mask 01 is { * 0, * 1}.
The linear operator Note that
Hence if p ∈ Λ is a probability vector, then Ξp ∈ Λ b is a probability vector. As the following computation shows, the u th component of Ξp is simply the proportion of the population p which is contained in the schema Ωb ⊕ u which corresponds to u ∈ Ω b ,
It is notationally convenient to make Ξ b polymorphic by extending it to also represent the linear map
Here the rows are indexed by elements of B b and columns are indexed by B. Again, we will drop the subscript and refer simply to Ξ when the mask is understood. For the example of the fixed length string representation where Ω is isomorphic to Z 3 × Z 2 , the set of masks is B = {00, 01, 10, 11}. 
Note that
Hence if χ ∈ R |B| is a probability vector, then Ξ χ ∈ R |B b | is a probability vector.
The schemata projection theorem
Given that Ω = A 0 ⊕ · · · ⊕ A −1 is structural, Ω b is also structural,
where {k 0 , . . . , k #b−1 } = {i : b i = 1}. Moreover, Λ b is precisely the Λ previously defined as corresponding to the search space, if the search space is chosen to be Ω b . Likewise, B b is precisely the B previously defined as corresponding to the search space, if the search space is chosen to be Ω b . Therefore, since Ξ χ and Ξµ are probability vectors indexed by B b and Ω b (respectively), they have corresponding structural crossover and mutation schemes C b and U b which represent crossover and mutation on the state space Λ b .
Theorem 14
Let U and C be structural mutation and crossover schemes, respectively.
Proof See Theorem 1 of (Wright et al., 2003) . 2
Corollary 15 (Schemata Projection Theorem)
M = U • C =⇒ ΞM = M b • Ξ where M b = U b • C b M = C • U =⇒ ΞM = M b • Ξ where M b = C b • U b In particular, ΞU = U b • Ξ and ΞC = C b • Ξ.
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Proof See Corollary 1 in (Wright et al., 2003) . 2 Corollary 15 speaks to schemata through the isomorphism Ω b ∼ = Ω/Ωb given by u −→ Ωb ⊕ u. Therefore, M b represents mixing (i.e., crossover and mutation) on a search space of schemata (i.e., the schema family Ω/Ωb). Since crossover and mutation are structural, theorems 1 and 9 imply that C b , U b , and M b commute with Ω b (i.e., they commute with Ω/Ωb) and theorem 3 implies that C b respects the N -schemata of Ω b (i.e., of Ω/Ωb).
A consequence of corollary 15 is that, independent of the order of crossover and mutation, the following commutative diagram holds, in parallel, for every choice of schema family, simultaneously
Historical note
Early studies of genetic algorithms attributed their success to something called "implicit" or "intrinsic" parallelism. This idea came from an interpretation of the Schema Theorem in which selection was seen to be acting simultaneously on many schemata (selecting those of above average fitness). This view is, of course, now known to be incorrect (see, for example, (Wright et al., 2003) for detailed analysis). As will be shown in section 4.6, proportional selection does not project onto schemata families. However, the Schemata Projection Theorem tells us that structural crossover and mutation do have this nice property. This has led Vose (Vose, 1999) to redefine the term "implicit parallelism" to apply to this correct result. 9 The Schemata Projection Theorem does not, however, imply that GAs enjoy any kind of "processing leverage".
Examples
Strings over arbitrary alphabets Let us consider the schemata projection of mutation on the example Ω = Z 3 × Z 2 . Firstly, let us define our mutation operator by the probability distribution:
That is, there is a probability of 0.9 that no mutation will take place. Otherwise, we pick an element v ∈ Ω \ {00} at random (uniformly) and apply it to our current individual. Now suppose that we are interested in what happens in the first component. That is, we are concerned with the effect of mutation on the family of schemata 0 * , 1 * , 2 * . One way to calculate this would be to work out the effect of mutation on the whole population and then sum up the results for each schema in the family. The schemata projection theorem tells us that we don't need to do this. Instead, we can find a mutation operator that acts on the family of schemata itself, and has the exact equivalent effect. 3, 0.3, 0.4) . We now have to define a mutation operator for this reduced search space. This is given by Ξ 10 µ = (0.92, 0.04, 0.04). So our mutation operator acting on our family of schemata consists of picking an element of {0 * , 1 * , 2 * } according to the above probability distribution and applying it to the element to be mutated. Notice that in this quotient group the element 0 * is the identity. Constructing the mutation operator that acts on Λ b from this distribution gives us Notice that to make this calculation we did not need to know the details of the population p. We only needed to know how many elements were in each schema (given by Ξp). We can check this result by working out the effect of mutation on the whole population and then summing over the schemata. The schemata projection theorem tells us that we will get exactly the same result.
Scheduling jobs on machines Now we will consider the schemata projection of crossover on the job scheduling problem Ω = S 3 × S 3 × S 3 . We will use one-point crossover (at rate 1/2), given by the following distribution:
with χ b = 0 for other masks. Suppose we are interested in the schemata family {( * , 123, * ), ( * , 132, * ), ( * , 213, * ), ( * , 231, * ), ( * , 312, * ), ( * , 321, * )}. This corresponds to the mask b = 010. The operator Ξ 010 has the effect of summing over these schemata. We could calculate the effect of crossover on this family by working it out for the entire population p and then summing. However, the schemata projection theorem tells us that we don't need to do this. We will define a new crossover operator on the reduced search space, and then this will act on the reduced vector Ξ 010 p. The new crossover operator is found by calculating Ξ 010 χ and then using this as a crossover distribution in the reduced search space. Remember that when we apply Ξ 010 to χ we are using its alternative (polymorphic) definition.
We find, then, that the new crossover distribution is
That is, we have two possible masks in our reduced set of masks, namely * 0 * and * 1 * and they each have a probability of 1/2 of being selected. The operator C 010 is constructed from this crossover operator. We can now calculate the effect of crossover on this family of schemata, without having to keep track of all the detailed structure of the population.
Fitness-based selection
It would be especially useful if, in the commutative diagram above, M could be generalized to G so the effects of selection could be incorporated. For proportional selection at least, Vose has pointed out the difficulties involved and concluded that such commutativity is in general not possible (Vose, 1999) . In an attempt to force commutativity, a selection scheme F b might be defined on the quotient by
The problem here is that F b is not well defined; the right hand side might depend on the particular x involved even though the left hand side does not (i.e., even if Ξx does not). In an attempt to ignore this complication, one might define a "fitness vector" f b (over Ω b ) for which
Therefore, by way of notational sleight of hand,
Of course, this definition for f b is precisely the one given in the "schema theorem" (Holland, 1975) . Using this definition, one could define
thereby "extending" the schemata projection theorem from M to G. However, it should be noted that because f b depends on x, the "extension" speaks only to what happens over a single time step (like Holland's result) and the information provided is insufficient to characterize the next generation (even in Λ b ). The "fitness" of schemata cannot be well-defined (it is not an attribute of schemata Ξx, but is determined instead by x). In particular, it cannot be used to map out population trajectories.
Example
Strings over arbitrary alphabets Consider the family of schemata 0 * , 1 * , 2 * (corresponding to mask b = 10) on the search space Ω = Z 3 × Z 2 . Let the fitness vector be f = (f 00 , f 01 , f 10 , f 11 , f 20 , f 21 ). Then f b can be calculated as:
We can verify that F b (Ξx) = ΞF (x).
Schemata projections at fixed-points
As indicated in the previous section, a population-independent extension from M to G depends upon well-defined fitness f b for schemata Ω/Ωb. Put another way, if the fitness of schemata did not change from generation to generation-which in general is untrue-then f b would be independent of the population and any population p on an evolutionary trajectory could be used to define
Suppose that the population vector p is a fixed-point of the evolution equations. Because the only point on an evolutionary trajectory beginning from fixed point p is p itself, the fitness of schemata do not change. Therefore, schemata projection could be applied at a fixed point p to conclude
This observation should be tempered, however, by the realization that the equality above cannot be used to solve for fixed points Ξp in the quotient Ω b unless f b -which depends on p-is a known function of Ξp, that is, unless Ξ diag(f ) p is a known function of Ξp. The observations above (schemata projection at fixed points) are illustrated with the following example. Consider the search space of length binary strings under bitwise addition modulo 2, Ω = Z 2 × · · · × Z 2 . Note that in this case B = Ω. Consider schema families corresponding to binary masks b with #b = 1. These are the "order 1" schemata. For example, if = 4 and b = 0001, then the schema family associated with b is, using traditional schema notation (Goldberg, 1989) , Ω 0001 ∼ = Ω/Ω 1110 = { * * * 0, * * * 1}. More generally, the schemata families are all isomorphic to Z 2 , and for any b with #b = 1, Λ b = { p, 1 − p : 0 ≤ p ≤ 1}. Suppose population p is a fixed-point of G, and denote Ξp by q ∈ Λ b . At this level of generality, diag(Ξp) , and f 1 (p) is the fitness of the schema with a 1 in that position, relating to population p. Since Ω b is a one-bit space, it doesn't matter what form structural crossover takes; the crossover operator C b must have mixing matrix
Assume a mutation rate of ε. By theorem 16, the mutation operator U b has matrix
The mixing matrix for M b is therefore 1 − ε 1/2 1/2 ε and the fixed point equation
has right hand side
The fixed point equation is invariant under scaling f b . Therefore, assume without loss of generality that f 0 (p)q 0 + f 1 (p)q 1 = 1. In that case f 1 (p)q 1 = 1 − f 0 (p)q 0 and the first component of the fixed point equation becomes
which is linear in q 0 . Hence
Similarly,
Rearranging these equations and combining them yields:
This ratio is independent of the fitness scaling factor introduced earlier and therefore gives the ratio of the fitnesses of the two competing schemata at the fixed-point. Let us take a concrete example. Consider the search space Ω = {00, 01, 10, 11} under uniform crossover (with rate 1.0), proportional selection, and bitwise mutation with mutation rate ε = 0.006. Let the fitness vector be f = 4.00, 4.10, 0.10, 4.11 . The stable fixed-point of the system is p = 0. 032, 0.737, 0.005, 0.226 The schema * 1 has schemata utility of f 1 (p) = 4.102 which is a significant fitness advantage compared with the schemata utility of * 0 given by f 0 (p) = 3.46. Yet the whole system is in a stable equilibrium!
Uniform crossover and mutation by a rate
It is of interest to further clarify the relationship between the mutation and crossover distributions µ and χ and their counterparts Ξµ and Ξ χ . It is not generally true that if the crossover distribution χ corresponds to 1-point or 2-point crossover then so does the crossover distribution Ξ χ . When the crossover distribution is very sparse (as for 1-point and 2-point crossover), Ξ χ might be computed for string lengths approaching a million by summing over schemata. In other cases where that is infeasible, the components of Ξ χ must be determined analytically. The situation for mutation by a rate and uniform crossover is considerably nicer, however. The mutation distribution µ corresponding to mutation rate ε is
where we extend the definition of # to count the number of components of an element of Ω which are not the identity in that component subgroup. The crossover distribution χ corresponding to uniform crossover with rate c is
Theorem 16 If the mutation distribution µ corresponds to a mutation rate, then so does the mutation distribution Ξµ. If the crossover distribution χ is uniform then so is the crossover distribution Ξ χ . Moreover, the mutation and crossover rates are unchanged.
Proof Consider first mutation with rate ε.
Next consider uniform crossover with crossover rate c. Let a ∈ B b .
2 Moreover, mutation by a rate is independent and therefore commutes with any structural crossover operator, as shown in corollary 13.
Examples
Strings over arbitrary alphabets Uniform crossover, defined on strings over arbitrary alphabets, works exactly as expected. For each component the offspring inherits the corresponding value from one of the two parents, chosen at random. Mutation by a rate is also straightforward. For each component there is a probability of ε of it mutating. If it does mutate, it changes to another possible value, chosen uniformly at random.
Scheduling jobs on machines
In this example, uniform crossover and mutation by a rate work in exactly the same way as in the previous example. Technically, mutation works by choosing an element of the component subgroup at random and applying it to the current element. But this is just the same as replacing the current element of the subgroup with another, chosen uniformly at random.
The Fourier transform and Abelian groups
Introduction
It has been known for some time that the Walsh basis is particularly convenient for analysing crossover and mutation, when the search space is fixed-length binary strings (see, for example, (Vose and Wright, 1998) ). One property that is especially important is that each of the permutation matrices associated with crossover become diagonalised when expressed in the Walsh basis. It is natural to ask whether or not a similar basis exists for other search spaces, and this section answers that question. The properties of the Walsh basis turn out to be intimately connected with the group structure defined on the set of binary strings (under component-wise exclusive-or). Generalising, we find that for Abelian groups we can construct a Fourier transform, which generalises the Walsh transform. In this new basis, the permutation matrices associated with crossover are again diagonalised. However, it turns out that for non-Abelian groups it is not possible to construct such a basis. So, for example, if the search space is identified with the group of all permutations of an underlying set (as with the travelling salesman problem) then there can be no equivalent to the Walsh basis, as such groups are not commutative. The class of Abelian search spaces is characterised by being representable as strings over arbitrary alphabets.
Abelian groups
If the search space group (Ω, ⊕) is Abelian, then it is structural and is isomorphic to a direct product of cyclic groups (Lang, 1993) , 
2 Extend the multiplication operators on the Z ci to a component-wise multiplication operator ⊗ on Ω:
Lemma 18 For any w ∈ Ω,
(recall that n = |Ω|).
Proof The case w = 0 is trivial, assume therefore that w = 0. The sum is
where, by abuse of notation, v i also represents the element of Ω that has the same value as v at position i, and is the identity on all other positions. Since w = 0, let i be such that w i = 0 and consider the following factor in the product above
by summing the geometric series. Note that the numerator is zero. 2
Example
Strings over arbitrary alphabets The group Ω = Z 3 × Z 2 is Abelian. We therefore define α : Ω → S by
For example α(21) = exp(7π √ −1/3). Lemma 18 can be illustrated by the example:
which is the sum of all the distinct sixth roots of unity and so equals zero.
The Fourier transform
Definition 9 Given an Abelian search space group Ω ∼ = Z c0 × . . . × Z c −1 , define the Fourier transform W of the group to be the matrix
where W is indexed by u, v ∈ Ω, and n = |Ω|.
For example, where the search space is isomorphic to
Lemma 19 The Fourier transform is unitary.
Proof From the definition of ⊗, the matrix W is symmetric. It therefore suffices to show that
(from Lemma 18). The following theorem follows easily from these definitions and lemma 19. Proof Using the fact that diagonal matrices commute,
Therefore, the group {σ w : w ∈ Ω} of permutation matrices is Abelian. Since Ω is isomorphic to this group, Ω is also Abelian. 2 Theorem 21 says that if Ω is Abelian, then the Fourier transform simultaneously diagonalises the σ w . Since σ w is simply the matrix of σ w with respect to an alternate basis, Evolutionary Computation Volume 12, Number 4 one might wonder if there might exist some basis in which the σ w are diagonal when Ω is not Abelian. The message of theorem 22 is that the answer is no. For example, the σ w corresponding to permutation search spaces (e.g., for the travelling salesman problem) cannot be simultaneously diagonalised. Scheduling jobs on machines The group S 3 × S 3 × S 3 is not Abelian, and therefore, by theorem 22, there is no change of basis in which the permutation matrices associated with structural crossover will simultaneously diagonalise.
Examples
Strings over arbitrary alphabets
Structural operators for Abelian groups
Just because a crossover operator commutes with an Abelian Ω, it is not necessarily the case that it respects the normal subgroups of Ω, and so it is not necessarily structural.
In this section we consider the special case when crossover and mutation are structural with respect to the usual subgroup decomposition of Abelian Ω. This situation corresponds to representing elements of the search space as fixed-length strings (of length ), with position i of each string having cardinality c i . Crossover and mutation defined in the usual way on such a search space (e.g., one-point, two-point, uniform crossover and bitwise mutation with a given rate) are then examples of structural operators.
In the case where Ω is Abelian, there is no need to distinguish the set B of binary masks as being separate from Ω. Because Ω ∼ = Z c0 × . . . × Z c −1 , the binary masks can be taken to be B = {w ∈ Ω : w i ∈ {0, 1}} Moreover, there is considerably more algebraic structure than in the non Abelian case; Ω is a module over the ring B, and Ω is also a ring in which N -schemata are ideals.
Theorem 23
Suppose Ω is Abelian. If crossover is structural with mixing matrix M , then M = M . If mutation is structural with matrix U , then U is diagonal.
Conclusion
In this paper we have considered the situation where the search space Ω has a group property which can be decomposed as the inner direct sum of a collection of normal subgroups. Structural operators (crossover and mutation) are defined using binary masks over this subgroup decomposition. They are guaranteed to respect all schemata.
The intimate relationship between structural operators and schemata leads us to consider the projection of the search space onto families of competing schemata. Structural operators are shown to have natural well-defined projections on to these schema families. This result, the Schemata Projection Theorem, means that the effects of structural crossover and mutation can be calculated independently for any schema family. It is tempting to be carried away by this result and attempt to define a similar projection for selection operators. It has been shown that this is in general impossible to do in any coherent fashion, except for when the population is at a fixed-point. The consequences of this special case have been illustrated with a counterexample to the building block hypothesis.
The Walsh Transform (or Fourier Transform, in its more general form) has been previously shown to be closely connected with the theory of genetic algorithms. In particular, it was already known that in the case of fixed-length c-ary strings, the transform simultaneously diagonalises the associated set of permutation matrices (Koehler et al., 1997) . It is a natural question to ask whether such a transform exists for other search spaces (e.g., the set of permutations required for the travelling salesman problem). We have answered this question exactly: a diagonalising transform exists if and only if the group action with which mixing commutes is itself commutative. In particular, if we identify the travelling salesman problem with the group of all permutations of the set of cities, such a transform does not exist, since the group is non-commutative.
Appendix: Useful algebraic identities
It is easy to check that for all u, v ∈ Ω and a, b ∈ B
