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Abstract
We present an optimizer which uses Bayesian optimization to tune the system pa-
rameters of distributed stochastic gradient descent (SGD). Given a specific context,
our goal is to quickly find efficient configurations which appropriately balance
the load between the available machines to minimize the average SGD iteration
time. Our experiments consider setups with over thirty parameters. Traditional
Bayesian optimization, which uses a Gaussian process as its model, is not well
suited to such high dimensional domains. To reduce convergence time, we exploit
the available structure. We design a probabilistic model which simulates the be-
havior of distributed SGD and use it within Bayesian optimization. Our model can
exploit many runtime measurements for inference per evaluation of the objective
function. Our experiments show that our resulting optimizer converges to efficient
configurations within ten iterations, the optimized configurations outperform those
found by generic optimizer in thirty iterations by up to 2×.
1 Introduction
When implemented on a distributed cluster, neural network training is typically performed via
stochastic gradient descent (SGD) using the parameter server architecture [4]. Some of the available
machines are used as workers and compute gradient estimates from a small set of training samples
each iterations. A possibly overlapping set of machines are used as parameter servers. Every iteration,
they aggregate the workers’ gradient estimates, update the parameters accordingly and send these
values back to the workers. Manually tuning the implementation of distributed SGD is a complex
task. Workers with more computational power should be assigned a greater fraction of the batch size –
the total number of training samples processed per iteration. Furthermore, the synchronization cost
incurred each iteration grows with the number of workers. Hence, in some cases, it is beneficial to
only use a subset of the available machines as workers.
This paper tackles the automated tuning of distributed SGD. Given a specific context, our goal is to
find a placement of parameter servers and workers, along with a load balance among workers, that
minimizes the average iteration time of SGD. In our experiments, we optimize this schedule over 10
machines of varying computational power leading to over 30 parameters being tuned.
This high dimensionality means that traditional Bayesian optimization is not directly applicable.
To remedy this, we extract some of the structure of the problem to help the optimization converge.
We design a probabilistic model of the behavior of distributed SGD and use it within a Bayesian
optimization. Our model predicts how long each worker machine will take to perform its assigned
load. Furthermore, it predicts the synchronization cost based on the placement of parameter servers
and workers, and an inferred bandwidth parameter for each machine. Thanks to its structure, our
model is able to leverage many runtime measurements per iteration, such as the computation time of
each worker. As a result, it quickly converges towards the true behavior of the computation.
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Instance Type # Hyperthread GPU # per settingA B C
g2.2xlarge 8 1 K520 0 1 2
c4.2xlarge 8 / 6 3 2
c4.4xlarge 16 / 2 3 2
c4.8xlarge 36 / 2 3 4
Total 10 10 10
Table 1: Machine and setting specifications.
Neural Network name Input Type Network Type Size (MB) Ops (Millions) Batch size range
GoogleNet [11] Image Convolutional 26.7 1582 26 − 29
AlexNet [8] Image Convolutional 233 714 28 − 211
SpeechNet [9] Audio Perceptron 173 45.3 213 − 216
Table 2: The three neural networks used in our experiments. The name “SpeechNet” is introduced by
us for clarity, this network was recently proposed for benchmarking [3].
2 Optimization problem
Optimization domain. We tuned the scheduling of a parameter server architecture, implemented in
TensorFlow [1], to minimize the average iteration time. Given a set of machines, a neural network
architecture and a batch size, we set:
• Which subset of machines should be used as workers.
• Which (possibly overlapping) subset of machines should be used as parameter servers.
• Among working machines, how to partition the workload. For machines with GPUs, this
includes the partition of the workload between their CPU and GPUs. Each device gets
assigned a number of inputs to process per iteration. The total number of inputs must sum
up to the batch size.
There are effectively two boolean configuration parameters per machine setting whether it should
be a worker and/or a parameter server and one to two integer parameters per machine, depending
on whether it has a GPU, specifying the load. In our experiments, we tune the scheduling in the
three Amazon EC2 settings described in Table 1, designed to recreate heterogeneous settings. Each
contains 10 machines of varying computational power, leading to 30-32 parameters being optimized.
Objective function. To measure the performance of a configuration, we performed 20 SGD iterations.
The first few iterations often showed a high variance in performance and hence we report the average
time of the last 10 iterations. We found this was enough to get accurate measurements, repeating
configurations showed little underlying noise.
In our experiments, we optimized the distributed training of the three neural networks referenced
in Table 2 with various batch sizes. The batch sizes for each network were selected to explore the
tradeoff with processing speed as lower batch sizes tend to improve final result accuracy [7] at the
cost of less parallelism.
3 A bespoke optimizer for distributed SGD
We constructed a bespoke optimizer which exploits the known structure of the objective function to
converge within few iterations. The optimizer uses Bayesian optimization with a probabilistic model
of the behavior of distributed SGD. The model contains several independent parts.
Individual device computation time. For each device – CPU or GPU – on a worker machine, we
modeled the time needed to perform its assigned workload. This time should be near linear with
respect to the number of inputs. However, more inputs increases parallelism and sometimes improves
efficiency. Our model fits one Gaussian process (GP) per type of device available (e.g. c4.4xlarge
CPU, or Nvidia GPU K520) modeling the rate at which inputs are processed as a function of the
number of inputs.
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Figure 1: Normalized time per input (lower is better) of simple and optimized configurations on each
experiment. Within each sub-graph, results are normalized by the best achieved time per input. This
is always the one of the optimized configuration on the largest batch size (the lower right point of
each sub-graph). The normalization factor, i.e. the best time per input, is shown at the top right of
each sub-graph in milliseconds. For each optimized configuration, we report the number of workers
used.
Individual machine computation time. For machines with multiple devices, the gradient estimates
are summed locally on the CPU before being sent to the parameter servers. This results in a non-
negligible aggregation time. For each machine type with multiple devices, we used a GP to model
the difference between the maximum computation time of its devices and the total computation time.
The GP takes as input the number of inputs allocated to each of its devices to predict the aggregation
time.
Communication time. We modeled the communication time as a semi-parametric model. Our
parametric model infers a connection_speed parameter per type of machine. It predicts the total
communication time as
max
m∈machines
transfer(m)
connection_speedm
where transfer(m) is the amount of data that must be transfered each iteration by machinem. It is
a function of whether m is a worker, the number of other workers, and the size of the parameters
m holds as a parameter server if any. A GP models the difference between this parametric model
and observed communication times. We fit a single communication time model for the entire cluster.
Finally, we predict the total time of an SGD iteration as the sum of the maximum predicted individual
machine time and the communication time.
Bespoke models within Bayesian optimization. We use the expected improvement acquisition
function to select the next configuration to evaluate. The expected improvement of a configuration
is estimated via forward sampling. When measuring the iteration time of distributed SGD in the
objective function, we also measure the time needed by all devices and machines to perform their
assigned workload. This allows us to exploit conditional independence and perform inference on
each part of the above model separately.
The optimizer was implemented on top of our Bayesian optimization framework. While a full
overview of the framework is out of the scope of this paper, we want to highlight two of its key
components:
• A probabilistic programming library which can be used to declare a probabilistic model of
the function being optimized. It uses sequential Monte Carlo (SMC) inference as suggested
by Wood et al. [12]. Our library is also able to exploit the conditional independence in the
model to perform inference.
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Figure 2: Convergence of the optimizers on Setting C using SpeechNet with a 216 batch size.
• An optimization decomposition library which can be used in the numerical optimization
stage of Bayesian optimization. In high dimensional domains, off-the-shelf optimization
algorithms such as DIRECT [6] or CMA-ES [5] can fail to converge to good values. Our
decomposition library allows us to guide the numerical optimization to high performance
regions. We use it in the context of distributed SGD to optimize the load associated to each
worker machine individually.
4 Experiment results
Comparison with simple configurations. To show the importance of tuning, we compared our
optimized configurations with two simple configurations 1) Uniform Devices: a load balanced equally
among all devices, and 2) Uniform GPUs: a load balanced equally among GPUs (in Settings B and
C). In both cases, we set worker machines to also be parameter servers which tends to yield good
results. Figure 1 shows the outcome of each experiment. Our optimized configurations significantly
outperform these simple configurations on most experiments.
Comparison with traditional Bayesian optimization. We now consider whether these results could
have been achieved with an off-the-shelf optimization tool. Figure 2 compares the performance of our
bespoke optimizer with OpenTuner [2] and Spearmint [10], which were each ran for thirty iterations.
Each optimization was run three times, we report the best utility found so far of each run at every
iteration. Our bespoke optimizer significantly outperforms generic optimizers. The median best
configuration achieved by OpenTuner is 8.71s per SGD iteration, more than twice slower than our
median time (4.31s), and not much faster than the Uniform GPUs configuration (9.82s).
The reason this tuning task is difficult is because the space of efficient configurations is extremely
narrow, assigning one of the workers too much work creates a bottleneck, yielding poor performance.
By exploiting the known structure of the computation, our bespoke optimizer can discard these
regions of low performance and focus on promising configurations.
All of our experiments finished the ten iterations within two hours. As neural networks training
typically lasts over a week, the performance gains largely outweigh the tuning overhead, making our
optimizer practical in realistic settings.
5 Conclusion
We presented an optimizer which combines Bayesian optimization with a structured probabilis-
tic model to tune the system parameters of distributed SGD. We showed that, by exploiting the
known structure of the objective function, our optimizer converged rapidly (10 iterations) and con-
sistently (stable results over 36 experiments). These results illustrate that Bayesian optimization
provides a powerful framework to build bespoke optimizer with high performance on specific prob-
lems. Future work could investigate how using such structured probabilistic models could enable the
use of experiments other than the objective function within Bayesian optimization.
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