Presented is a new approach to probabilistic modeling of a testing procedure, which allows considering the dynamics of subjects' abilities and difficulty of tasks during their solving. The modified Rasch function is used to build quantitative estimates, which arguments, unlike the classical version, are set in the probability scale. Methods of presented dependencies' identification using observational data are examined. As an illustration, the example of practical application of the proposed approach for modeling the Raven's Progressive Matrices testing procedure is given.
Introduction
Computer testing is widely used in medicine, psychology and education for diagnostic purposes and to determine specific competencies level and personal ability to perform certain functions, including monitoring of training quality. Quality of a test and reliability of its results largely depend on the assessment technology used, which in recent decades has become the subject of active scientific research. Currently, the dominant approach in this area is the use of techniques centered around the so-called Item Response Theory (IRT), which is based on latent structure analysis (Rasch, G., 1960 (Rasch, G., /1980 proposed by Georg Rasch in 1960, assumes that the probability of a correct response to a test item is determined by the difference of subject's ability (or knowledge) and test item's difficulty. In practice, depending on the conditions of the applied assessment problem, more complex models are also used, which are derived based on this concept (Rasch, G., 1960 (Rasch, G., /1980  in comparison with other approaches, smaller number of tasks that must be completed by a subject to provide estimates of knowledge or ability level with given accuracy, which in turn speeds up the testing process;  opportunity to obtain a probability distribution of possible test outcomes as the final result;  availability of the efficient techniques intended for identification of free model parameters.
Based on the approach mentioned above, which use Markov and latent factor models (Kuravsky L. S., Margolis A. A., Marmaluk P. A., Yuryev G. A., Dumin P. N., 2013; Panfilova A. S., 2013; Markov models: manual, 2013), there were decision support systems developed accelerating the testing process by optimizing order of test items presentation. Diagnostic conclusions are based on gradually refining estimates of probabilities that subject belongs to different cate-gories. These tools provide test or survey managers with additional information for further analysis and, in the case of Markov models, also provide recommendations on the choice of the next test or test item to be presented, which has the most discriminating power for a given subject.
All aforementioned assessment technologies have common characteristic: final estimates, as a rule, are evaluated using only formal outcomes of a test items presented to a subject, without taking into account changes of his or her cognitive and psycho-physiological state during the testing process. This significantly limits the capabilities of the assessment procedure.
In this article we describe a new approach to probabilistic modeling of a testing procedure, which allows considering dynamics of subjects abilities and tasks difficulties during their solving and therefore solve the problem of ignoring temporal changes of subject's state. The modified Rasch function is introduced for construction of quantitative estimates, which arguments, unlike the classical version, are set in the probability scale. Methods of identification of presented model dependencies using observational data are examined. As an illustration, the example of practical application of the proposed approach for modeling the Raven's Progressive Matrices testing procedure (Raven J.K., Raven J., Kurt J. H., 1998) is given.
Modeling a testing procedure: main concepts and method
To determine values which are needed to represent a testing procedure ultimate general sets of test items I and subjects J consisting of N and M elements are considered. Let ( ) be the conditional probability of that the j th subject will solve the i th test item until the time moment t (inclusively) and ( ) be the conditional probability of that the i th test item will not be solved until the time moment t (inclusively) by a randomly selected subject, in assumption that all subjects from J are being selected equiprobable; ( ) is the conditional probability of that the j th subject will solve a randomly selected item until time t (inclusively), in assumption that all items from I are also being selected equiprobable. Probabilities ( ) and ( ) are considered, respectively, as the corresponding measures of difficulty of the i th task and ability of the j th subject.
Let τ be the duration of small minimal time interval which is enough to solve an item, this is a parameter of a test under study. Then, considering the full system of two pairwise disjoint events A j and A ̅ j , where A j is considered as completion of the j th test item until the time moment t, the probability ( ) that the j th subject will solve the i th test item during (t; t+τ] time interval is expressed as follows (according to the law of total probability):
where (0) = 0; is the probability of that a subject did not find an error in the solution of an item obtained during (t; t+τ] time interval; function ( ( ) − ( ), , ) expresses the probability of that the j th subject has solved the i th item during (t; t+τ] time interval, given that the item had not been solved until time t;
and are the parameters to be identified using observational data. In case of the simplest form of test items (e.g. multiple choice items), the parameter is assumed to be equal to unity and, in case of more complicated test items forms, which require logical reasoning or analytical calculations, the parameter is assumed as free model parameter taking values between 0 and 1.
Considering the accumulated empirical experience (Shmelev A. G., 2013; Raven J.K., Raven J., Kurt J. H., 1998), it is possible to assume that the function L depends on a difference between subject ability ( ) and item difficulty ( ), and also on some parameters, conditioned by τ. As an approximation to this function, it is advisable to use the Rasch function (Rasch G, 1980 ) modified in the following way:
Selection of the specified approximation is caused by its asymptotic properties: with significant excess of difficulty over ability the probability of successful item solution converges to 1, otherwise it converges to 0.
Let * ( ) = 1 − ( ) be the conditional probability that a randomly chosen subject will solve the i th test item until the time moment t (inclusively), in assumption that all subjects from J are being selected equiprobable. Then, considering the full system of two pairwise disjoint events B and B ̅ i , where B is considered as completion of the j th test item until the time moment t, the probability * ( + ) is expressed as follows (according to the law of total probability): ( , , ) , where is analogue of representing the probability of that a subject did not find an error in the solution of an item obtained during (t; t+τ] time interval, , ( , , ) is the probability of that the i th item solution would be found during the time interval [ ; + ] by a randomly selected subject.
, can also be evaluated with aid of the law of total probability using the function L:
, where , is the probability of the j th subject selection as a test participant. Since all subjects are being selected equiprobable, , = 1 , and
. Arguing similarly, ( + ) is expressed as follows:
where the value is similar to and , , is the probability of performing randomly selected task during the time interval [ ; + ] by the j th subject. As in the case of , , the value of , can be expressed through the function L:
, where , is the probability of selecting the i th item. Since all items are being selected equiprobable, , = 1 , and
. Therefore, the assumption of fitting the modified Rasch functions to observed data defines the following recurrent formulas for probabilities * ( ), ( ) and ( ) ( = 1, … , = 1, … , ) at the discrete time points { } =1 ∞ :
with the initial conditions ( ), * ( ) and ( ), and parameters , , , , , are to be identified using observed data. Parameter is specified in advance being a part of the problem formulation under study. 
Values of functions
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Assuming that is a small parameter and using the Taylor approximation
the abovementioned dependencies are transformed into the following set of ordinary differential equations (with accuracy ( ) or lower), which can be integrated by appropriate numerical methods:
with the initial conditions (0), * (0) and (0), and parameters , , , , , which are to be identified using observed data. The above-mentioned simplification can be applied to this set in order to reduce the number of integrated equations.
Recurrent relations for discrete moments of time are usually more preferred in practical problems; however, if the task requires a model with continuous time only, dynamics of probabilities can be predicted via differential equations.
Identification of parameters of the recurrent dependencies
Observed data which are used to identify parameters , , , of the recurrent dependencies are matrices of responses that should be evaluated at all time checkpoints using response times obtained after completion of all test items by all subjects from a representative sample under study. Each of these matrices is a table, which elements at the intersection of the k th row and the l th column are equal to unity, if the k th subject has solved the l th item until corresponding time t, and zero otherwise. The ratio of unities to the total number of columns for each row of the response matrix and the ratio of unities to the total number of rows for each column of the response matrix determine the sample estimates of the probabilities ( ) and * ( ), respectively. These probability estimates allow further identification of parameters , , ,
. To simplify the identification problem one can assume that = = = . Using the simplifying assumption of ideality of I and J mentioned above, it is expedient to identify parameters , and for each pair
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( ) and * ( ) independently, where ∈ {1, … , } and ∈ {1, … , }. Obtained parameters estimates, which can be denoted as , , , and , are used to compute functions ( ), * ( ) and ( ) at the time checkpoints using either the recurrent dependency or the differential equations defined above (it is obvious that parameters , , , and for the recurrent dependencies and the differential equations are identified independently and, in general, should be different). It is obvious that identification without reference to the indices of items i and indices of subjects j yields less accurate results.
Estimates of free model parameters can be determined based on a statistical criterion that characterizes a goodness-of-fit measure of the predicted functions * ( ) and ( ) at the time checkpoints { } =1 to the observed dynamic estimates representing distributions for the given subset of items 0 ∈ of size 0 of numbers ( ) of subjects who completed the i th item, and distributions for the given subjects subset 0 ∈ of size 0 of numbers ( ) of tasks that were completed by the j th subjects. The Pearson statistic is used as such a criterion:
The value of 2 is a goodness-of-fit measure in the sense that its higher values indicate poor model fit, while smaller values indicate good fit. Thus, solution of the identification problem is reduced to finding the values of the parameters , and leading to a minimum value of the specified criteria which is implemented by execution of the numerical procedure of multidimensional non-linear optimization (Kuravsky L. S., Marmalyuk P. A., Yuryev G. A., Dumin P. N., 2015).
The abovementioned identification method is called the method of χ 2 minimum (Kuravsky L. S., Baranov S. N., Yuryev G. A., 2011). According to the Cramer theorem (Cramer H., 1999) , under certain general conditions, in the case of fitting the model to observations, the identification problem under consideration has the only solution which converges in probability to a desired solution, while the values of 2 statistics are asymptotically described by the χ 2 distribution with ( 0 + 0 ) − − 1 degrees of freedom, where is the number of estimated free model parameters. This allows using the statistics to test a hypothesis that the predicted estimations are in correspondence with the observations. Usage of the Pearson statistic is correct under the conditions of the abovementioned theorem only. If these conditions are not met, calculation of estimates of identified parameters using X 2 criterion remains possible, however, obtained solution can be not a unique one, while it is not obligatory for the corresponding statistics values to be χ 2 distributed. It should be noted that one of the warnings of violated theorem conditions is the ( 0 + 0 ) > + 1 inequality failure.
In case of violation of the conditions of the given theorem, it is necessary to select a different criterion to evaluate the model goodness-of-fit to observations. One of such criteria is based on the analysis of the regression dependence between observed and predicted estimates of compared values at time checkpoints (Kuravsky L. S., Marmalyuk P. A., Baranov S. N., Alkhimov V. I., Yuryev G. A., Artyukhina S. V.).
Application of modeling results
Identification of parameters for the recurrent dependencies makes it possible to predict probability functions ( ) for any time interval. This allows to:
 assess test items validity for measurement of stated subjects' characteristics;  address various types of diagnostic tasks taking into account the dynamics of test items solving;  evaluate chances to solve certain items depending on their difficulty and subject category;  determine reasonably the optimal time that should be given for test completion;  determine the effective time for task completion, which is defined as the smallest amount of time, after which the probability of task completion remains permanent within a given accuracy.
Example of practical application: modeling of the Progressive Raven's Matrices testing procedure
The Advanced Progressive Raven's Matrices test consisting of 48 items was used for testing (Raven J.K., Raven J., Kurt J. H., 1998) of a group of subjects consisting of 90 people aged from 15 to 20 years (M = 16.7 years, SD = 0.8 years) with normal or corrected to normal vision. Sample proportions obtained using test results (according to the algorithm given above) were used as observed temporal dependencies of items difficulties and subjects abilities. A matrix of responses consisting of labels of correct or incorrect answers given by each subject on each item, as well as a matrix containing times spent on a solution of each item by each subject represented the test results. These matrices were used to calculate sample dependencies that were needed for models identification.
The matrix containing solution times was used to evaluate temporal dependencies of the test items difficulty and subject ability. Evaluation of the sample temporal dependencies of test items difficulties was carried out as follows: for each time point taken in the range from 0 to 200 seconds with unit step the sample proportion of subjects who had not completed the corresponding item by the corresponding time moment was calculated. Evaluation of the sample temporal dependencies of subject abilities was carried out similarly: for each of the aforementioned values of time the sample proportion of items which were solved by the corresponding subject by the corresponding time moment was calculated.
Obtained dependencies altogether with their averaged counterparts are shown in figure 1 (averaging of proportions was performed for each time moment separately). Line color indicate the ranges of values of classical estimates of the subjects ability levels and levels of the test items difficulty, which were calculated, respectively, as the proportion of test items correctly solved test by the given subject and the proportion of subjects who did not solved the given item correctly. The shapes of sample dependencies clearly show a strong correlation with the magnitude of test items difficulties and subject abilities estimated in the classical way described above. However, it is possible to observe that the variation of curves contains some unexplained components that are likely to be related to such characteristics of subjects as speed of decision-making, confidence in the selected answer and other factors.
The parameters of described dynamic model were identified in the RStudio programming environment (graphical user interface for R programming language), using the built-in implementation of the algorithm of the modified Broyden-Fletcher-Goldfarb-Schönen numerical optimization technique (Byrd, R. H., Lu, P., Nocedal, J. and Zhu, C., 1995) which is frequently used to estimate parameters of models used for machine learning tasks when model parameters should be found in specified range of values.
Test results for 27 subjects with relatively low ((0; 0,48]), average ((0,48; 0,6]) and high ((0,6; 1]) levels of ability (evaluated in the classical manner), and relatively short ((0; 30]), average (m(30; 40]) and long ((40; 80]) mean overall testing time which were selected randomly in a reproducible manner composed a dataset used to identify models. Each group included 3 subjects. 48 models were identified for each subject (one model for each test item), 1296 models overall. Examples of modeled dependencies are presented in figures 2 and 3. Figure 4 shows the panel graph, containing 9 scatterplots showing dependency of the parameter on the parameter in different groups of subjects selected on the basis of combinations of ability level and the average solution time, accentuated to provide a basis for interpretation of model parameters ("t" means the average execution time of tasks, "a" means the ability level, "avg" means "average"). Points color represent ranges of values of classical estimates of test items difficulty levels. The pattern presented is, unfortunately, quite difficult for a meaningful interpretation. In this regard, it is essential to explore dependencies of the model parameters on various factors, including age and ability level of subjects, difficulty of items and speed of item solving, as well as to conduct computational
