When working with decomposition-based algorithms, an appropriate set of weights might improve quality of the final solution. A set of uniformly distributed weights usually leads to well-distributed solutions on a Pareto front. However, there are two main difficulties with this approach. Firstly, it may fail depending on the problem geometry. Secondly, the population size becomes not flexible as the number of objectives increases. In this paper, we propose the MOEA/D with Uniformly Randomly Adaptive Weights (MOEA/D-URAW) which uses the Uniformly Randomly method as an approach to subproblems generation, allowing a flexible population size even when working with many objective problems. During the evolutionary process, MOEA/D-URAW adds and removes subproblems as a function of the sparsity level of the population. Moreover, instead of requiring assumptions about the Pareto front shape, our method adapts its weights to the shape of the problem during the evolutionary process. Experimental results using WFG41-48 problem classes, with different Pareto front shapes, shows that the present method presents better or equal results in 77.5% of the problems evaluated from 2 to 6 objectives when compared with state-of-the-art methods in the literature.
INTRODUCTION
Decomposition-based evolutionary multiobjective optimization (EMO) algorithms decomposes a multiobjective optimization problem (MOOP) [2] into a number of single-objective optimization problems using a set of weight vectors [10] . Each subproblem or weight vector is associated with a solution in the population, and the diversity of the evolutionary population is controlled explicitly by a set of weight vectors [6] . Thus, an appropriate set of weights can increase the quality of the final solution.
A set of uniformly distributed weights usually leads to welldistributed solutions on a Pareto front (PF). However, there are two main difficulties with this approach. Firstly, it may fail depending on the problem geometry. When dealing with a complex Pareto Front (e.g., disconnected, degenerate, badly-scaled or inverted simplexlike), the final solution set can present results do not meet the expectations [6] [7] [8] . Secondly, the population size becomes not flexible as the objectives number grows, because it behaves non-linearly, that is, when working with Many-objectives Optimization Problem (MaOP), the computational cost significantly increases [8] .
To handle such limitations, we propose a method called MOEA/D with Uniformly Randomly Adaptive Weights (MOEA/D-URAW) that adapts the subproblems based on the sparsity level of the population. This approach allows a flexible population size for the MaOPs. We compared our method with other MOEA/D's variants that use fixed weight vectors for a set of test problems with different PF geometries. Experimental results show that the MOEA/D-URAW presents better or equal results in 77,5% of the problems evaluated from 2 to 6 objectives.
The rest of this paper is organized as follows: Section 2 discusses the background knowledge used in this work. Section 3 introduces the proposed method MOEA/D-URAW. Thereafter, Section 4 and Section 5 present the experimental setup and results analysis respectively. Finally, the conclusions are presented in Section 6.
BACKGROUND
This section presents briefly the Tchebycheff (TCH) decomposition approach and the fixed weights generation methods used in the experiments of this paper. Such a decomposition is the basis for the rest of the paper.
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Tchebycheff Decomposition Approach
In this approach, the scalar optimization problems are defined as:
where the utopian objective vector z * = (z * 1 ... z * m ) T is the reference point, i. e. z * j = min { f j (x)|x ∈ Ω}, for each j = 1, ..., m. The mdimensional weight vector is defined as λ = (λ 1 ... λ m ) T , m i λ i = 1 and λ i ≥ 0, for all i ∈ 1, ..., m [10] . By altering weight vectors, different Pareto-optimal solutions can be obtained by the TCH approach [9] 
Fixed Weights Generation Methods
Three different methods to generate a set of fixed weight vectors are described in the following Section 2.2.1, Section 2.2.2 and Section 2.2.3. Section 2.2.4 presents the WS-tranformation used in the three described methods.
Das and Dennis (DD).
Most decomposition-based EMO algorithms use the method proposed by Das and Dennis [1] to systematically generate a set of fixed weight vectors uniformly distributed over a unit simplex. Let H be the number of divisions of each axis, totally N =
weight vectors can be generated using this approach. Since H should be no smaller than m to prevent intermediate points being created. The number of generated weight vectors can be very high for more than three objectives.
Uniform Randomly (UR).
A set of N weight vectors W are generated as follows. Firstly, 5000 weight vectors are uniformly random generated for forming the set W 1 . W is initialized as the set containing all the weight vector (1 0 ... 0 0), (0 1 ... 0 0), ... , (0 0 ... 0 1). Secondly, find the weight vector in W 1 with the largest distance to W, add it to W, and remove it from W 1 . Then, if the size of W is N, stop and return W. Otherwise, go to the second item and repeat the process [11] .
TCH Scalarizing Function (TSF)
. Given a reference point, z * , the optimal weight vector to a solution with respect to Tchebycheff scalarizing function can be easily generated. This is a frequent approach in the weight vector adaptation [3, 6, 7] . Formally, let z * = (z * 1 ... z * m ) T be the reference point and w = (λ 1 λ 2 ... λ m ) T be the optimal weight vector to a solution q. Then Eq. 2 holds:
Since λ 1 + λ 2 + ... + λ m = 1, we have Eq. 3.
2.2.4 WS-Transformation. It maps the weight vector of a scalar subproblem to its solution mapping vector [7] . If λ is a weight vector, λ = (λ 1 
Then the WS-transformation, giving rise to λ ′ , on λ can be defined as:
PROPOSED METHOD
This section presents in details the proposed method for adapting weights during the evolutionary process called MOEA/D-URAW.
Weights Generation
MOEA/D-URAW uses the Uniformly Randomly method presented in Section 2.2.2 for generating weight vectors. In this approach, the population size is flexible, that is, it independs on the number of objectives. However, maintain a fixed set of weights throughout the evolutionary process means assuming that the PF follows a given geometry. This is a problem because the use of a fixed set of weights does not guarantee to find well-distributed solutions for all PF shapes. Adapting weights helps to deal with this problem [6, 7, 9] . An adaptation method is presented in Section 3.2.
Weights Adaptation
The method proposed in this paper is based on the methodology presented in the MOEA/D with Adaptive Weight Adjustment (MOEA/D-AWA) [7] that uses the sparsity level among individuals of the population to indicate which subproblem should be removed and which is apt to be added. The sparsity level is based on the vicinity distance [4] . This approach is defined in Equation (5), where
is the j-th individual euclidean distance, ind j , along with its i-th nearest neighbor of the population, pop. The m closest euclidean distances are used, where m is the number of objectives [7] .
The individual with the lowest level of sparsity or overcrowded is removed. That is, the sparsity level of each of the individuals in the population is calculated among the population itself using Equation (5) . If 5% of the sub-problems (nus) have not been removed yet of the population, then, repeat the process of calculating the sparsity levels and remove the most overcrowded subproblem [7] . An important observation is that the MOEA/D-URAW does not update the current evolutionary population by checking which individual is best suited to which weight vector as the MOEA/D-AWA does.
In addition to the evolutionary population, the MOEA/D framework has an external population (EP) that is used to store nondominated solutions found during the search. The procedure to create new subproblems consists of calculating the sparsity level of each individual in an EP with respect to the population itself, using Equation (5) . Then, it generates a new subproblem using the individual ind sp = (x sp FV sp ) which has the highest sparsity level. The weight vector λ sp of the new constructed subproblem can be calculated as follows, in which
At last, the solution of the new constructed subproblem as ind sp is set and added to the current population. The process is repeated until nus subproblems are added to the population.
There is no consensus in the literature about the best moment for adaptation [6, 7, 9] . In a preliminary evaluation the MOEA/D-URAW performed better when the weight update operation is conducted every 5% of the total generations/evaluations. We followed it, and MOEA/D-URAW does not change the weight vectors during the last 10% generations/evaluations.
Algorithm Framework
Alg. 1 presents the main procedure of MOEA/D-URAW. As can be seen, it has the same framework as MOEA/D version in [5] . However, it employs the weight vector update using sparsity level (line 26-37), initialization of weights using uniformly randomly method (line 2) and the limitation of the size of EP (line 24-25).
EXPERIMENTAL SETUP 4.1 Test Problems
In the experimental study, we used eight modified WFG4 test problems, i.e., WFG41 to WFG48 [8] , from 2 to 6 objectives. They have different PF characteristics, namely continuous and discontinuous, convex, concave, strong convex, strong concave and mixed PFs with different shapes. Each WFG problem had 100 executions. The number of decision variables is defined as n = k + l, and m determines the number of objectives. The others settings are described in Table 1 . Note that, the population size was thus defined, in order to have a fair comparison between the test algorithms, since Das and Dennis method does not provide a flexible value when treating many-objectives.
Test Algorithms
To assess the performance of MOEA/D-URAW, the Wilcoxon's rank sum test is used with the significant level of 5%. Three ways of initializing unadjusted weights in the MOEA/D framework presented in section Section 3.3 is considered for comparison: Das and Dennis [1] , Uniformly Randomly [11] and TCH Scalarizing Function [3, 6] . These algorithms used the same general settings as shown in Table  2 .
Performance Metric
For WFG41 to WFG48 test problems, we use the Hypervolume metric (HV), since the PFs are unknown. Given a reference point z r = (z r 1 , ... , z r n ) T dominated by all Pareto-optimal solutions, the HV of a solution set P is defined as the volume of the objective space dominated by all solutions in P, bounded by z r : Calculate the sparsity level of each individual in population P among P by Equation (5) Calculate the sparsity level of each individual in EP among the population P by Equation (5);
34
Generate a new subproblem using the individual which has the largest sparsity level by Equation (6);
35
Add the newly constructed subproblem associated with the individual which has the largest sparsity level to the current population P; 36 adjust ← adjust − 1;
37
Update the neighbors of each weight vector of W ;
38
Gen ← Gen + 1;
39 return P; 
Parameters Values
Crossover Differential Evolution 
EXPERIMENTAL RESULTS
As shown in Section 4, the Wilcoxon's rank sum test is used to indicate the MOEA/D-URAW performance when compared to the DD, UR and TSF approaches in MOOP and MaOP. According to Table 3 and Table 5 , MOEA/D-URAW presents results with a significance level of 5%, better in 72.5% of cases, draws at 5% and not so good at 22.5%. Therefore, the proposed method was better or equal to in 77.5% of the problems. The results in the context of MOOP and MaOP are detailed below. Firstly, Table 3 and Table 4 shows the HV results for 2 and 3 objectives. In this context of MOOP, the MOEA/D-URAW performs the best on most of the test instances except for WFG47 for 2 objectives, and WFG43 for 3 objectives. For these cases, Tchebycheff Scalarizing Function, and Das and Dennis obtained the best HV results, respectively.
The final solution set with the median HV metric values for 2 objectives is shown in Figures 1 and 2 . It can be seen that the PFs of MOEA/D-URAW are mostly more evenly distributed. The adaptation of the weight vectors in the UR initialization method allows that it happens.
Secondly, Table 5 and Table 6 shows the HV results for MaOPs with 4, 5, and 6 objectives. Here, MOEA/D-URAW continues to present better result in most of the test instances. The problem with WFG43 persists for all the cases, where Das and Dennis, and Uniformly Randomly outperforms it.
Moreover, for 5 and 6 objectives, WFG44 appears as a problem for MOEA/D-URAW. For the WFG47, the MOEA/D-URAW is not the best in the 4 and 5 objectives, in these cases, its version without adaptation of weights, UR, presented better performance.
These problems presented by MOEA/D-URAW to the WFG43 and WFG44 are interesting to analyze. The fact is that both of them have strong shapes, concave and convex, respectively. It may impact the effectiveness of MOEA/D-URAW. The WFG47 result problems for 2 objectives was unexpected, and it is a key point of future investigation.
CONCLUSIONS
This work introduces the MOEA/D-URAW, a model that uses UR initialization method combined with weights adaptation in order to obtain both flexible population size and better adapted final solution sets. Its performance was evaluated using MOOPs and MaOPs with different PF shapes.
The results indicate that the MOEA/D-URAW presents a better performance, specifically in WFG problems with concave, convex, mixed, linear, convex and disconnected hyperplane PF shapes. The proposed model is better than the other methodologies evaluated in 72.5% of cases, considering all problems and objectives tested. However, it is important to note that the proposed adaptation did not significantly improve the results when the PF shape is disconnected and convex. In 22.5% of the results, there were statistically significant differences. In these cases, the PFs have strong concave or strong convex formats. These results indicate that the use of sparsity level may not be appropriate to adapt the weights with these PFs formats. There is still a case in which the TSF approach performed better than the others, i.e., the WFG47 with 2 objectives. This case has a PF with disconnected and concave shape, and the reason why this happens will be investigated in more detail in a future work.
Another relevant issue is that, in the literature, there is no consensus on the best frequency of weight adaptation. Different frequencies affect the outcome of the approaches that use weight adaptation. As future work, it is worth investigating the impact of this parameter in approaches that use weights adaptation. 
