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INVARIANT WHITNEY FUNCTIONS
HANS-CHRISTIAN HERBIG AND MARKUS PFLAUM
Abstract. A theorem of Gerald Schwarz [24, Thm. 1] says that for a linear
action of a compact Lie group G on a finite dimensional real vector space V
any smooth G-invariant function on V can be written as a composite with the
Hilbert map. We prove a similar statement for the case of Whitney functions
along a subanalytic set Z ⊂ V fulfilling some regularity assumptions. In order
to deal with the case when Z is not G-stable we use the language of groupoids.
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1. Introduction
The purpose of this paper is to present an analogue of the Theorem of Gerald
Schwarz [24, Theorem 1] on differentiable invariants of representations of a compact
group for the case of invariant Whitney functions. The main difficulty to overcome
is to include also the case of Whitney functions along subsets that are not stable
under the action of the group. We develop the theory as a tool for Hochschild
homology calculations for algebras of smooth functions on orbit spaces [14]. We
hope that the results are of independent interest.
To explain our findings we start by recalling Schwarz’s result. Suppose that G
is a compact Lie group and V is a finite dimensional vector space over the field of
real numbers R on which G acts linearly. Without loss of generality we can assume
that the action of G preserves a euclidean scalar product 〈 , 〉, which means that we
actually have an orthogonal representation G→ O(V ) into the orthogonal group of
euclidean vector space (V, 〈 , 〉). For the orbit space of the G-action on V we write
V/G.
By the Theorem of Hilbert and Weyl (see for example [27, §98]) there exists
a complete system of polynomial invariants ρ1, . . . , ρℓ ∈ R[V ]G, which we choose
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to be homogeneous and minimal. We refer to ρ1, . . . , ρℓ as the Hilbert basis of
the representation. By the Hilbert map we mean the vector valued regular map
ρ = (ρ1, . . . , ρℓ) : V → Rℓ. The Hilbert map descends to a proper embedding
ρ : V/G→ Rℓ, i.e. the diagram
V
ρ //
π

X := ρ(V ) ⊂ Rℓ
V/G
ρ
77♣♣♣♣♣♣♣♣♣♣♣♣
commutes. Here π denotes the orbit map. We refer to ρ as the Hilbert embedding.
By the Tarski-Seidenberg principle, the image X = ρ(V ) ⊂ Rℓ of the polynomial
map ρ is a semialgebraic subset. A more constructive approach to describing the
semialgebraic set X has been elaborated in [23].
Theorem 1.1. Let G → O(V ) be a finite dimensional orthogonal representation
of the compact Lie group G. Let ρ1, . . . , ρℓ ∈ R[V ]G be a minimal complete system
of polynomial invariants and ρ := (ρ1, . . . , ρℓ) : V → R
ℓ the corresponding Hilbert
map. Then the pullback
ρ∗ : C∞(Rℓ)→ C∞(V )G
is split sujective. That means that there exists a continuous map λ : C∞(V )G →
C∞(Rℓ) such that ρ∗ ◦ λ is the identity map C∞(V )G → C∞(V )G.
The surjectivity of ρ∗ has been established by Gerald Schwarz [24, Thm. 1]. The
existence of the continuous split has been proven later by John Mather in [18]. For
an exposition of the material the reader might want to consult the monograph [4].
It is natural to regard the orbit space V/G as a topological space with a smooth
structure C∞(V/G) := C∞(V )G. Similarly X := ρ(V ) carries the smooth structure
C∞(X) = {f ∈ C(X) | ∃F ∈ C∞(Rℓ) : F|X = f}. As a corollary to Theorem 1.1 the
Hilbert embedding ρ is a diffeomorphism of V/G onto X , i.e., a homeomorphism
such that ρ∗ : C∞(X)→ C∞(V/G) is an isomorphism of algebras.
We refer to Theorem 1.1 as the Theorem of Schwarz and Mather on differentiable
invariants. If we do not refer to the continuous split we speak of the Theorem of
Schwarz.
Our objective is to prove an analogue of the Theorem of Schwarz for Whitney
fields E∞(Z) along a locally closed semialgebraic or subananlytic set Z ⊂ V = Rn.
Note that we do not assume Z to be G-stable. In order to speak of invariance of
such Whitney fields we make use of the language of groupoids.
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2. Preliminaries on Whitney functions
For the convenience of the reader and to set up notation we review in this section
the basic concepts of the theory of Whitney functions. We also provide the proof of
a folklore theorem on the pullback of Whitney functions, which we could not find
in the literature. For further information on Whitney functions see [16].
Definition 2.1. Let X ⊂ Rn be a locally closed subset, which means that there is
an open U ⊂ Rn such that X ⊂ U is relatively closed. Assume that m ∈ N ∪ {∞}.
Then denote by Jm(X) the space of all jets of order m (or m-jets) on X which
means the vector space of all families
F =
(
Fα
)
α∈Nn, |α|≤m
with Fα ∈ C(X).
For K ⊂ X compact and every natural k ≤ m we define the seminorm | · |K,k on
J
m(X) by
|F |K,k := sup
x∈K
|α|≤k
|Fα(x)| .
For β ∈ Nn with |β| ≤ m denote by ∂β : Jm(X)→ Jm−|β|(X) the linear map given
by (
Fα
)
α∈Nn, |α|≤m
7→
(
Fα+β
)
α∈Nn, |α|≤m−|β|
.
Given two jets E,F ∈ Jm(X) one defines their product EF ∈ Jm(X) as the jet
with components
(EF )α :=
∑
β+γ=α
β,γ∈Nn
EβFγ , |α| ≤ m.
Finally, by the symbol Jm we will denote the map
J
m = JmX : C
m(U)→ Jm(X), f 7→
(
(∂αf)|X
)
α∈Nn, |α|≤m
.
The space Jm(X) together with the topology generated by the family of semi-
norms | · |K,k as above forms a Fre´chet space respectively a Banach space in case
X is compact and m finite. Moreover, the maps ∂α and Jm all become continuous
linear maps with respect to this topology. Finally, the product of jets is associative,
and Jm(X) becomes a Fre´chet resp. Banach algebra.
For later purposes let us briefly describe at this point the action of vector fields on
jets. Let F ∈ J∞(X), and ξ a smooth vector field defined on an open neighborhood
of X . Represent the vector field as ξ =
∑n
i=1 ξi∂i, where the coefficients ξi are
uniquely determined smooth functions on the domain of the vector field. Then, one
puts
ξF :=
n∑
i=1
J
∞(ξi) ∂iF .
One checks immediately, that ξ acts as a derivation on J∞(X).
It is the goal of the following considerations to provide an explicit representation
of the image of the map Jm : Cm(U) → Jm(X). To this end let us first define for
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F ∈ Jm(X), a ∈ X and natural k ≤ m a function TkaF ∈ C
∞(Rn) by
T
k
aF (x) :=
∑
α∈Nn
|α|≤k
(x− a)α
α!
Fα(a), for x ∈ R
n.
Then put
T˜
k
aF := J
k(TkaF ) and R
k
aF := F − T˜
k
aF.
Definition 2.2. Let X ⊂ Rn be a locally closed subset. An element F ∈ Jm(X)
with m ∈ N is called a Whitney function of order m on X , if for every compact set
K ⊂ X and every α ∈ Nn with |α| ≤ m the following relation holds true:
(Rmx )α (y) = o(|x − y|
m−|α|) for x, y ∈ K as |x− y| → 0.
An element F ∈ J∞(X) is called a Whitney function of order ∞, if for every m ∈ N
the m-jet JmF is a Whitney function of order m. For every m ∈ N ∪ {∞} we will
denote by Em(X) the space of Whitney functions of order m on X .
For m ∈ N ∪ {∞}, there is system of seminorms ‖ · ‖K,k on the space Em(X)
indexed by compact subsets K ⊂ X and integers k ≤ m. This system is defined as
follows. For each k ∈ N such that k ≤ m and each compact K ⊂ X put
‖F‖′K,k := sup
x,y∈K,x 6=y
α∈Nn,|α|≤k
∣∣(RkxF )α(y)∣∣
|x− y|k−|α|
and set ‖F‖K,k := |F |K,k + ‖F‖′K,k. The space of Whitney functions E
m(X) to-
gether with the system of seminorms (‖ · ‖K,k)K,k forms a Fre´chet algebra. In the
case when X ⊂ R is Whitney regular, the system of seminorms (‖ · ‖K,k)K,k is
equivalent to the system of seminorms (| · |K,k)K,k. For more details we refer the
reader to [25, Prop. 2.6 & Prop. 3.11].
The following fundamental theorem by Whitney determines in particular the
image of the map Jm.
Theorem 2.3 (Whitney’s Extension Theorem [26], cf. also [16, Sec. I]). Let X ⊂ Rn
be locally closed, and U ⊂ Rn be open. Assume that m ∈ N. Then there exists a
continuous linear section
W
m : Em(X)→ Cm(U)
of the jet map Jm : Cm(U)→ Jm(X), which in other words means that Jm ◦Wm =
idEm(X). In particular this implies that E
m(U) ∼= Cm(U).
Assume now that m ∈ N∪{∞} and that Y ⊂ X is closed. Under this assumption
denote by Jm(Y,X) the kernel of the restriction map
resXY : E
m(X)→ Em(Y ),
(
Fα
)
α∈Nn, |α|≤m
7→
(
(Fα)|Y
)
α∈Nn, |α|≤m
.
As a consequence, the sequence
0 −−−→ Jm(Y,X) −−−→ Em(X)
resXY
−−−→ Em(Y ) −−−→ 0
is short exact.
It is an immediate consequence of Whitney’s Extension Theorem that the action
of ∂α and more generally of smooth vector fields on the jet space J∞(X) leaves
the subspace E∞(X) of Whitney functions invariant. Likewise, the product of two
Whitney functions of order m ∈ N∗ ∪ {∞} is again a Whitney function of order m.
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Let us now introduce some more notation used in this paper. As above let
Y ⊂ X ⊂ U ⊂ Rn with U being open and Y and X being relatively closed in U .
Denote by J (X,U) ⊂ C∞(U) or by J (X) if no confusion can arise the ideal of all
smooth functions on U vanishing on X , and let J∞(X,U) ⊂ C∞(U) be the ideal
of smooth functions on U which are flat on X , i.e. let
J∞(X,U) := {f ∈ C∞(U) | (∂αf)|X = 0 for all α ∈ N
n}.
Then put
C∞(X) := C∞(U)/J (X,U), and(2.1)
C∞(X,Y ) := {f ∈ C∞(X) | there exists f˜ ∈ J∞(Y, U) s.t. f˜|X = f}.(2.2)
One calls C∞(X) the algebra of smooth functions on X and C∞(X,Y ) the ideal of
smooth functions on X flat on Y . Note that neither C∞(X) nor C∞(X,Y ) depend
on the particular choice of the ambient U . By Whitney’s Extension Theorem one
obtains
(2.3) E∞(X) ∼= C∞(U)/J∞(X,U), and J∞(Y,X) ∼= J∞(Y, U)/J∞(X,U).
We finally put
E∞(Y,X) := C∞(X)/C∞(X,Y ) =
= C∞(U)/J (X)
/
J∞(Y, U)/J∞(Y, U) ∩ J (X).
(2.4)
We will call E∞(Y,X) the algebra of Whitney functions on Y induced by smooth
functions on X . Note that
E∞(Y,X) = E∞(Y )/J (X) · E∞(Y ).(2.5)
Remark 2.4. (1) According to its definition above, the symbol C∞(X,Y ) de-
notes here the same algebra as in [9]. This notation differs though from the
one used in [10].
(2) Note that C∞(X,Y ) coincides with the quotient of J∞(Y,X) by the ideal
J∞(Y,X) ∩
{
F ∈ E∞(X) | F0 = 0
}
. Unless X is an open subset of the
ambient euclidean space, this ideal is in general non-zero, hence C∞(X,Y )
and J∞(Y,X) do in general not coincide.
Next, we wish to examine the behavior of Whitney functions with respect to
the pullback under smooth maps. To this end, let ϕ : U → V be a smooth map
between open subsets U ⊂ Rn and V ⊂ Rm. Furthermore, assume that X ⊂ U and
Y ⊂ V be relatively closed subsets such that ϕ(X) ⊂ Y . Now, for a jet F ∈ J∞(Y )
we define, mimicking the formula of Faa` di Bruno (cf. Theorem A.2), its pullback
ϕ♯X,Y F = (ϕ
♯
X,Y F )α∈Nn ∈ J
∞(X) as follows:
(ϕ♯X,Y F )β =
∑
λ∈Λn,m(β)
β!
λ!
F∑
α λα
◦ ϕ
∏
α
(∂αϕ)
λα
(α!)
∑
i λi,α
,(2.6)
with the notation as in Theorem A.2. The following result is an immediate conse-
quence of the formula by Faa` di Bruno.
Theorem 2.5. Let U ⊂ Rn and V ⊂ Rm be open, and assume that X ⊂ U and
Y ⊂ V are relatively closed. Let ϕ : U → V be a smooth map such that ϕ(X) ⊂ Y .
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Then the pullback map ϕ♯ := ϕ♯X,Y : J
∞(Y )→ J∞(X), F 7→ ϕ♯X,Y F is a continuous
linear map. Moreover, it makes the following diagram commute:
(2.7) 0 // J∞(Y, V ) //
ϕ∗

C∞(V )
J
∞
Y //
ϕ∗

E∞(Y ) //
ϕ
♯
X,Y

0
0 // J∞(X,U) // C∞(U)
J
∞
X // E∞(X) // 0 ,
where ϕ∗ : C∞(V )→ C∞(U) is the pull-back f 7→ f ◦ ϕ.
Proof. By definition, ϕ♯ is linear. To check that ϕ♯ is continuous let K ⊂ X be
compact and k ∈ N. Then
|ϕ♯F |K,k ≤
 sup
y∈ϕ(K)
|β|≤k
|Fβ(y)|
 sup
x∈X
∑
λ∈Λn,m(β)
β!
λ
∏
α
|∂αϕ(x)|λα
(α!)
∑
i λi,α

≤ Cϕ,K,k |F |ϕ(K),k,(2.8)
where the constant Cϕ,K,k > 0 depends only on ϕ, K and k.
In order to prove continuity of ϕ♯ we need a similar estimate for the remainder
term. To this end we observe that for x ∈ X and k ∈ N
R
k
x ◦ ϕ
♯ = (id−T˜kx) ◦ ϕ
♯
= ϕ♯ − Jk ◦ T kx ◦ ϕ
♯ = ϕ♯ − Jk ◦ ϕ∗ ◦ T kϕ(x)
= ϕ♯ − ϕ♯ ◦ Jk ◦ T kϕ(x) = ϕ
♯ ◦ Rkϕ(x).
Let us assume for the moment that ϕ(x) 6= ϕ(x′). Then we have for |α| ≤ k:(
R
k
x(ϕ
♯F )
)
α
|x− x′|k−|α|
=
|ϕ(x) − ϕ(x′)|k−|α|
|x− x′|k−|α|
(
ϕ♯(Rkϕ(x)F )
)
α
|ϕ(x) − ϕ(x′)|k−|α|
(2.9)
The first term on the right hand side can be estimated by Lk−|α|, where L is a
Lipschitz constant for ϕ|K . On the other hand one can prove using an argument
similar to (2.8)∣∣∣(ϕ♯(Rkϕ(x)F )(x′))
α
∣∣∣ ≤ Cϕ,ϕ(K),|α| sup
β≤α
∣∣∣(Rkϕ(x)F )β(ϕ(x′))∣∣∣
≤ Cϕ,ϕ(K),|α|
∑
β≤α
∣∣∣(Rkϕ(x)F )β(ϕ(x′))∣∣∣
We observe that |ϕ(x) − ϕ(x′)| ≤ diam(ϕ(K)) <∞ and obtain(
R
k
x(ϕ
♯F )
)
α
|x− x′|k−|α|
≤
∑
β≤α
Lk−|α|Cϕ,ϕ(K),|α| diam(ϕ(K))
|α|−|β|
∣∣∣(Rkϕ(x)F )β(ϕ(x′))∣∣∣
|ϕ(x) − ϕ(x′)|k−|β|
≤ ||F ||′ϕ(K),k
∑
β≤α
Lk−|α|Cϕ,ϕ(K),|α| diam(ϕ(K))
|α|−|β|.(2.10)
In order to deal with the case when ϕ(x) = ϕ(x′) we observe that Rkx(ϕ
♯F )(x′) =
ϕ♯Rkϕ(x)F (ϕ(x
′)) = 0. This implies that the left hand side of (2.9) vanishes for all
INVARIANT WHITNEY FUNCTIONS 7
x 6= x′. This means that (2.10) holds in all cases when x 6= x′, implying that
||ϕ♯F ||′K,k ≤ C˜ϕ,ϕ(K),k||F ||
′
ϕ(K),k,
C˜ϕ,ϕ(K),k = sup
α,|α|≤k
∑
β≤α
Lk−|α| Cϕ,ϕ(K),|α| diam(ϕ(K))
|α|−|β|
 .
This completes the proof that ϕ♯ maps Whitney functions to Whitney functions
and that ϕ♯ : Em(Y ) → Em(X) is a continuous map between Fre´chet spaces for
m ∈ N ∪ {∞}.
It remains to show that the diagram (2.7) is commutative. The formula of Faa`
di Bruno immediately entails that ϕ∗f ∈ J∞(X,U) for all f ∈ J∞(Y, V ). Hence
the left square in the diagram above commutes. To prove that the right square
commutes as well, one has to show that for an element f ∈ C∞(V ) the relation
(2.11) ϕ♯ ◦ J∞(f) = J∞(f ◦ ϕ)
holds true. But this is clear by the formula of Faa` di Bruno and Eq. (2.6). Hence
the claim holds true. 
Remark 2.6. Note that with the notation of Theorem 2.3 resXY = id
♯
Y,X where
id : U → U is the identity map.
3. The orbit type stratification and saturations
In this paper, we follow Mather’s concept of a stratification, cf. [17, 21], which
essentially is a local one and allows for a clear construction of the orbit type strat-
ification of a G-manifold M .
Definition 3.1. By a decomposition of a paracompact topological space X with
countable topology we understand a locally finite partition Z of X into locally
closed subspaces S, called pieces, such that each piece S ∈ Z carries the structure
of a smooth manifold and such that the following condition of frontier is satisfied:
(CF) If R,S ∈ Z are two pieces such that R ∩ S 6= ∅, then R ⊂ S. In this case
we say that R is incident to S.
If Z and Z ′ are two decompositions of X , we say that Z is coarser than Z ′, if every
piece of Z ′ is contained in a piece of Z.
A stratification of X (in the sense of Mather) is a map S which associates to
each point x ∈ X the set germ Sx of a locally closed subset of X such that the
following axiom holds true:
(ST) For each x ∈ U there exists an open neighborhood U and a decomposition
ZU of U such that for each y ∈ U the set germ Sy coincides with the set
germ of the unique piece Ry ∈ ZU which contains y as an element.
A decomposition of X obviously induces a stratification, namely the one which
associates to each point the piece in which that point lies. The crucial observation
from [21, Prop. 1.2.7] now is that a stratification S of X in the sense of Mather is
always induced by a global decomposition of the underlying space, and that among
those decompositions there is a coarsest one. We usually denote that decompo-
sition by the same symbol S as for the stratification, and call the pieces of that
decomposition the strata of the stratification.
8 HANS-CHRISTIAN HERBIG AND MARKUS PFLAUM
Example 3.2. Let M be an analytic manifold, and Z ⊂ M a subanalytic subset.
Then Z possesses a minimal stratification fulfilling Whitney’s condition B. See [7, 1]
for subanalytic sets and their stratifications, and [21] for details on the Whitney
conditions.
Now assume that G is a compact Lie group acting on a smooth manifold M .
Denote for every point x ∈ M by Gx the isotropy group of x. For every closed
subgroup H ⊂ G the set
M(H) := {x ∈M | Gx is conjugate to H}
then is a smooth submanifold of M , possible with varying dimensions of its con-
nected components. Moreoever, the map S which associates to each x ∈ M the
set germ of the submanifold M(Gx) at x is a stratification of M , which we call the
orbit type stratification of M . Since each of the sets M(H) is G-invariant, the orbit
type stratification descends to a stratification of the orbit space X := M/G. This
stratification is also called orbit type stratification. See [21, Sec. 4.3] for details.
Example 3.3. Let n ≥ 2 and consider the orthogonal group G = On acting
V = T ∗Rn = Rn × Rn = {(q, p) | q, p ∈ Rn} as the cotangent lift of the defining
representation (i.e. G acts on Rn×Rn diagonally). There are three orbit type strata:
(1) the stratum V(G) = {0} of points with isotropy group equal G,
(2) the stratum V(On−1) = {(q, p) 6= (0, 0) | q || p} of points with isotropy
conjugate to On−1, and
(3) the stratum V(e) = {(q, p) | q ∦ p} of points with trivial isotropy.
In the following we extend the definition of orbit type stratification to singular
subsets of a G-manifold M . The action of a group element g ∈ G on x ∈M will be
denoted by g.x.
Definition 3.4. Let G be a compact Lie group acting smoothly on a manifold
M . We will say that a relatively closed subset Z of some open G-invariant subset
U ⊂M is stratified by orbit type, if the following conditions hold true:
(OT1) If S is a stratum of the stratification of U by orbit type, then the intersection
Z ∩S is an analytic submanifold of U , possibly with connected components
having varying dimensions.
(OT2) If x, y ∈ Z are points for which there is a group element g ∈ G with g.x = y,
then
g.
(
Tx(Z ∩ S)
)
= Ty(Z ∩ S),
where S is the orbit type stratum in U which contains x and y.
Lemma 3.5. Let M be a G-manifold and Z ⊂ M relatively closed in some G-
invariant open subset U ⊂ M be stratified by orbit type. Then the following holds
true:
(OT3) If S is a stratum of the stratification of U by orbit type, and x ∈ Z∩S, then
there is an open neighborhood O ⊂M of x such that for all y ∈ O ∩ Z ∩ S
dim
(
TyOy ∩ Ty(Z ∩ S)
)
= dim
(
TxOx ∩ Tx(Z ∩ S)
)
.
Hereby, Oy denotes the orbit through y.
Proof. The claim follows from (OT2) and the fact that g.(TxOx) = TyOy. 
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Proposition 3.6. Let M be a G-manifold, U ⊂ M be open and G-invariant, and
assume that Z ⊂ U is a relatively closed subset which is stratified by orbit type.
Then G.Z is stratified by orbit type as well. Moreover, assigning to each x ∈ Z
(resp. x ∈ G.Z) the set germ [Z ∩ S]x (resp. [(G.Z) ∩ S]x), where S is the orbit
type stratum of U containing x, provides a stratification of Z (resp. G.Z). These
stratifications are G-invariant which means that g[Z ∩ S]x = [Z ∩ S]gx for all
x ∈ Z ∩ S and g ∈ G with gx ∈ Z ∩ S, and g[(G.Z) ∩ S]y = [(G.Z) ∩ S]gy for all
y ∈ G.Z ∩ S and g ∈ G.
Proof. We first show that for every relatively closed Z ⊂ U which is stratified by
orbit type the assignment Z ∋ x→ Sx := [Z∩S]x, where S is the orbit type stratum
of U containing x, is a stratification of Z. Let x ∈ Z. Choose an open neighborhood
O of x according to (OT3). Then, by (OT1), O ∩ Z ∩ S is a smooth manifold of
some fixed dimension, and [Z∩S]x = [Z∩S∩O]x. Locally, the assignment S comes
from a decomposition of Z, since the ambient manifold is decomposed by orbit type
strata. Moreover, since the decomposition of the ambient space by orbit type strata
is locally finite, the local decomposition of Z inducing S has to be locally finite,
too. Therefore, the assignment Z ∋ x→ Sx is a stratification of Z, indeed. (OT2)
entails that the stratification S is G-invariant.
It remains to show that G.Z is stratified by orbit types. To this end choose a
G-invariant riemannian metric onM and note that G.Z is a relatively closed subset
of U . Next consider an orbit type stratum S of M , let y ∈ G.Z ∩ S and choose
g ∈ G with x = gy ∈ Z. By G-invariance of S we have x ∈ Z ∩ S. Choose an open
connected neighborhood O of x such that (OT3) holds true. Let h ⊂ Lie(G) be the
sub Lie algebra consisting of all ξ ∈ Lie(G) such that ξV (x) ∈ Tx(Z ∩ S), where ξV
denotes the fundamental vector field of ξ. Let m be a complement of h in Lie(G).
By (OT3), we can find, after possibly shrinking O, connected open neighborhoods
O1 ⊂ m and O2 ⊂ Tx(Z ∩ S) of the origin such that the function
ψ : O1 ×O2 →M, (ξ,X) 7→ (exp ξ). exp(X)
is well-defined, is an open embedding, and has image O. Put O′ := g−1.O. The
map χ : O′ → O1 × O2 ⊂ m× Tx(Z ∩ S), z 7→ ψ−1(g.z) then is a smooth chart of
(G.Z) ∩ S around y. Property (OT2) entails that if we choose a different g ∈ G
with g.x ∈ Z, we obtain another smooth chart of (G.Z)∩ S around y which is C∞-
equivalent to the first. This proves that G.Z satisfies (OT1). Finally, (G.Z) ∩ S
fulfills (OT2), since both G.Z and S are G-invariant. 
4. Invariant Whitney functions
We assume that G is a compact Lie group acting orthogonally on V = Rn. Our
goal is to prove Theorem 4.4, an analogue of the Theorem of Schwarz for Whitney
functions E∞(Z) along a locally closed subanalytic set Z ⊂ V , which is stratified
by orbit type. Note that we do not assume Z to be G-stable. In order to speak of
invariance of such Whitney functions we make use of the language of groupoids.
Definition 4.1. Let Z ⊂ V be an arbitrary subset. The restricted action groupoid
ΓZ := (G⋉ V )|Z is defined as follows. The set of objects (ΓZ)0 is defined to be Z
while the set of arrows is (ΓZ)1 := {(g, z) ∈ G× Z | g.z ∈ Z}. The composition of
arrows, unit and inverse are defined in the obvious way. That is, the composition
rule is (g, z)(h, z′) = (gh, z′) in case of z = h.z′, the unit map sends z to (e, z),
while the inverse of (g, z) is (g−1, g.z).
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For g ∈ G let us write Φg for the (linear) diffeomorphism V → V , v 7→ g.v. We
have a corresponding formal pullback (cf. Eq. (2.6))
(Φg)
♯
{v},{g.v} : J
∞({g.v})→ J∞({v}).
Given a locally closed subset Z ⊂ V we say that a jet F = (Fα)α∈Nn ∈ J∞(Z) is
invariant if the following conditions hold true:
(Inv1) The canonical action of (G⋉V )|Z on the jet bundle J
∞(Z) leaves F invariant,
which means that for all (g, z) ∈ (G⋉ V )|Z and α ∈ N
n one has(
(Φg)
♯
{z},{g.z}
(
F (g.z)
))
α
= Fα(z)
(Inv2) The natural action of the Lie algebra g of G on the jet bundle J∞(Z) leaves
F invariant, which means that for every element ξ ∈ g one has
ξV F = 0,
where ξV denotes the fundamental vector field of ξ on V .
The space of jets on Z satisfying invariance condition (Inv1) will be denoted by
J
∞(Z)(G⋉V )|Z , the space of jets satisfying invariance condition (Inv2) by J∞(Z)g.
By J∞(Z)inv, we denote the space of invariant jets, i.e. the space
J
∞(Z)inv = J∞(Z)(G⋉V )|Z ∩ J∞(Z)g .
For Whitney functions, we put
E∞(Z)(G⋉V )|Z := J∞(Z)(G⋉V )|Z ∩ E∞(Z),
E∞(Z)g := J∞(Z)g ∩ E∞(Z), and
E∞(Z)inv := J∞(Z)inv ∩ E∞(Z).
We call E∞(Z)inv the space of invariant Whitney functions. Finally, if M denotes
a G-manifold, and Z ⊂ M a closed subset, we write J∞(Z,M)G for the space
J∞(Z,M)∩C∞(M)G and call it the space of invariant smooth functions on M flat
on Z.
Remark 4.2. In case Z ⊂ V is locally closed and G-stable, the restricted groupoid
(G⋉V )|Z coincides with the action groupoid G⋉Z. For convenience, we therefore
write E∞(Z)G instead of E∞(Z)(G⋉V )|Z in this situation. Observe that for Whitney
functions over a G-stable Z, condition (Inv2) follows from (Inv1). In other words
this means that E∞(Z)G = E∞(Z)inv, if G.Z = Z. Note that this property is
essentially a consequence of the Theorem of Schwarz and Mather. See Prop. 4.9 for
details.
Example 4.3. To motivate that in case of non-G-stable Z it is necessary to impose
g-invariance in addition to the (G ⋉ V )|Z-invariance let us consider the following
example. We let the circle G := S1 operate on the plane V := R2 = {(x, y) |
x, y ∈ R} by rotations and put Z := {(0, 1)}. Since Z consists of a point we have
E∞(Z) = J∞(Z). The restricted action groupoid is trivial: (G⋉V )|Z = {(e, 0, 1)},
where e ∈ S1 is the identity. Hence J∞(Z)(G⋉V )|Z = J∞(Z), i.e., the condition
of invariance with respect to the action groupoid is void in this example. On the
other hand, the fundamental vector field of the circle action evaluated at the point
(0, 1) is −∂/∂x = −∂(1,0) which entails that J
∞(Z)g = {F = (Fα)α∈N2 ∈ J
∞(Z) |
α /∈ {0} × N ⇒ Fα = 0}.
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Theorem 4.4. Let G→ O(V ) be a finite dimensional orthongonal representation
of the compact Lie group G. Let ρ1, . . . , ρℓ ∈ R[V ]G be a minimal complete system
of polynomial invariants and ρ := (ρ1, . . . , ρℓ) : V → Rℓ the corresponding Hilbert
map. Assume to be given a subanalytic subset Z ⊂ V which is stratified by orbit
type and closed in some open G-invariant open neighborhood U ⊂ V . Let us write
JX := J (X,W ) for the ideal of smooth functions on W vanishing on X := ρ(U),
where W ⊂ Rℓ open can and has been chosen so that X is closed in W . Then in
the commutative diagram
0 0 0
0 // J∞(Z,U)G
OO
// C∞(U)G
OO
J
∞
Z
// E∞(Z)inv
OO
// 0
0 // J∞(ρ(Z),W )
ρ∗|U
OO
// C∞(W )
ρ∗|U
OO
J
∞
ρ(Z)
// E∞(ρ(Z))
ρ
♯
Z,ρ(Z)
OO
// 0
0 // J∞(ρ(Z),W ) ∩ JX
OO
// JX
OO
// J∞ρ(Z)(JX)
OO
// 0
0
OO
0
OO
0
OO
all rows and columns are exact sequences of linear continuous maps of Fre´chet
spaces.
Remark 4.5. Let us note that as consequence of ρ♯
Z,ρ(Z)(E
∞(ρ(Z))) = E∞(Z)inv
one can conclude that E∞(Z)inv ⊂ E∞(Z) is a closed subspace. Here we make use
of [6, Theorem 3.6] and the fact that ρ : U → X is regular in the sense of Gabrielov
by Prop. A.3. Moreover, occasionally J∞Z admits a continuous split (this is the case
if and only if the interior of Z is dense in Z, cf. [3]). In this situation, employing
the split of ρ∗|U (see Theorem 1.1) we can conclude that ρ
♯
Z,ρ(Z) is split surjective. It
is not known to the authors under what condition on Z the map ρ♯
Z,ρ(Z) is actually
split. Moreover, it is unclear if the image of of ρ♯
Z,ρ(Z) is E
∞(Z)inv with weaker
assumptions on Z ⊂ V .
Before we turn to the proof of Theorem 4.4 we need a couple of auxiliary results.
Proposition 4.6. Let G, V be as in Theorem 4.4, ρ : V → Rℓ a Hilbert map, and
Z ⊂ V closed in some G-invariant open set U ⊂ V . Then the following holds true:
(1) G.Z is closed in U .
(2) G.Z carries the quotient topology with respect to the restricted action
ΦZ : G× Z → G.Z, (g, z) 7→ g.z.
(3) For every open W ⊂ Rℓ with ρ(U) = ρ(V )∩W the Hilbert map ρ : V → Rℓ
restricts to a proper map ρ|U : U →W .
(4) There exists an open set W ⊂ Rℓ such that ρ(U) = ρ(V ) ∩ W . If ρ(U)
is semialgebraic (resp. subanalytic), W can be chosen to be semialgebraic
(resp. subanalytic) as well. In both cases ρ(U) ⊂W is Nash subanalytic.
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Proof. Claim (1) follows immediately by compactness of G. To prove (2), let A ⊂
G.Z be such that Φ−1Z (A) is a closed subset of G × Z. We have to show that
A is closed in G.Z. To this end consider a sequence of points gk.zk ∈ A, where
k ∈ N, gk ∈ G, and zk ∈ Z. Assume that (gk.zk) converges to some a ∈ G.Z. By
compactness of G one concludes that after possibly passing to a subsequence, (gk)
converges to some g ∈ G. Then (zk) converges to a point z := g−1a. Since a ∈ U ,
and U is G-invariant, one has z ∈ U . Hence z ∈ Z since Z is closed in U . By
assumption, Φ−1Z (A) is closed in G × Z, and (gk, zk) ∈ Φ
−1
Z (A) for all k ∈ N. But
then (g, z) ∈ Φ−1Z (A), hence a = g.z ∈ A which shows (2).
For every open W ⊂ Rℓ such that ρ(U) = ρ(V )∩W properness of the restricted
map ρ|U : U →W follows immediately from ρ being proper. This gives (3).
To prove (4), observe that ρ is a closed map since since Rn is locally compact
and ρ a proper map. Hence W := Rℓ \ ρ(V \ U) is open, and contains ρ(U) as a
subset since ̺(V \ U) = ρ(V ) \ ρ(U) by G-invariance of U and by the fact that ρ
is a Hilbert map. By construction, W is semialgebraic (resp. subanalytic), if ρ(U)
is. Since U is G-invariant and since ρ factors through an injective map on the orbit
space V/G the equality ρ(U) = W ∩ ρ(V ) holds true. Finally, ρ(U) ⊂ W is Nash
subanalytic in the sense of Def. A.4 since ρ is Gabrielov regular by Prop. A.3 and
since ρ|U : U →W is proper. 
Proposition 4.7. Let G be a compact Lie group, M a smooth G-manifold and
Z ⊂M a closed subset. Then
J∞(Z,M)G = J∞(G.Z,M)G.(4.1)
Proof. In order to prove Eq. (4.1), it suffices to prove the inclusion ⊂ since the
converse inclusion is trivial. For g ∈ G we denote the g-action on M by Φg :M →
M , x 7→ g.x. The idea of the proof is to take partial derivatives of
(4.2) f ◦ Φg = f
and evaluate the result at z ∈ Z. Using local coordinates (x1, . . . , xm) around z
and (y1, . . . , ym) around g.z, and taking first order partial derivatives we obtain∑
j
∂f
∂yj
(g.z)
∂Φjg
∂xi
(z) =
∂f
∂xi
(z).
We see that ∂f
∂xi
(z) = 0 is equivalent to ∂f
∂yj
(g.z) = 0, since the Jacobi matrix of
Φg is invertible. Let us assume that f is flat on Z and continue inductively. By
induction hypothesis
(4.3)
∂kf
∂yj1 . . . ∂yjk
(g.z) = 0 for k ≤ n− 1.
Taking n-th partial derivatives of equation (4.2) we find (cf. Theorem A.1)∑
j1,...,jn
∂nf
∂yj1 . . . ∂yjn
(g.z)
∂Φj1g
∂xi1
(z) · · ·
∂Φjng
∂xin
(z) + lower order terms =
∂nf
∂xi1 . . . ∂xin
(z).
Here, by lower oder terms we mean terms containing a factor of the form (4.3). It
follows again from the invertibility of the Jacobian of Φg, that
∂nf
∂yj1 ...∂yjn
(g.z) = 0,
which proves Eq. (4.1). 
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Proposition 4.8. Under the assumptions of Theorem 4.4 the image of the pullback
ρ∗ : J∞(ρ(Z),W )→ J∞(Z,U) is actually J∞(Z,U)G.
Proof. First of all, a function of the form f ◦ ρ ∈ C∞(U) is clearly invariant. More-
over, if f is flat along ρ(Z), then by the formula of Faa` di Bruno (cf. Theorem
A.1), f ◦ ρ is flat along Z.
To prove the converse, recall that X = ̺(U) ⊂ W is Nash subanalytic by
Prop. 4.6 (4), which by the work of Bierstone and Milman [6, Thm. 3.2] & [8,
Thm. 1.13] entails that the pair ρ(Z) ⊂ X of subanalytic sets has the composite
function property. That is, for any proper real-analytic map ϕ : M → W from a
real-analytic manifold M such that ϕ(M) = X one has
(4.4) ϕ∗(J∞(ρ(Z),W )) = (ϕ∗(J∞(ρ(Z),W )))∧ .
Let us explain what the right hand side of Eq. (4.4) means. A smooth function
f on M is formally a composite with ϕ if for any b ∈ ϕ(M) there exists an Fb ∈ Ôb
such that for all a ∈ ϕ−1(b)
f̂a = Fb ◦ ϕ̂a,
where f̂a and ϕ̂a are the formal Taylor expansions at a of f and ϕ, respectively.
The set of formally composite functions with ϕ is denoted by
(
ϕ∗C∞(W )
)∧
. Setting
Y := ρ(Z), the space
(
ϕ∗J∞(Z,Rℓ)
)∧
is defined as the intersection (ϕ∗C∞(W ))∧∩
J∞(ϕ−1(Y ),M).
Recall from above that the restricted Hilbert map ρ|U : U → W is proper.
Hence we may specialize Eq. (4.4) to the case ϕ = ρ|U and conclude, remembering
ρ−1(ρ(Z)) = G.Z, that
ρ∗|U (J
∞(ρ(Z),W )) =
(
ρ∗|U (J
∞(ρ(Z),W ))
)∧
=
(
ρ∗|UC
∞(W )
)∧
∩ J∞
(
ρ−1(ρ(Z)), U
)
= ρ∗|UC
∞(W ) ∩ J∞
(
ρ−1(ρ(Z)), U
)
= C∞(U)G ∩ J∞(G.Z, U) .
Using Theorem 1.1 on differentiable invariants we see that ρ∗(J∞(ρ(Z),W )) coin-
cides with J∞(G.Z, U)G, which is J∞(Z,U)G by Proposition 4.7. 
Proposition 4.9. Assume that G, V and ρ are as in Theorem 4.4 and that Z is a
closed subset of an open G-invariant subset U ⊂ V . Then the following statements
hold true.
(1) Over the G-stable set G.Z, the relation E∞(G.Z)G = E∞(G.Z)inv holds
true.
(2) The Taylor morphism J∞G.Z : C
∞(U)G → E∞(G.Z)G is onto with kernel
J∞(G.Z, U)G.
(3) The image of the pullback ρ♯
G.Z,ρ(Z) : E
∞(ρ(Z))→ E∞(G.Z) is E∞(G.Z)G.
(4) The Taylor morphism J∞Z : C
∞(U)G → E∞(Z) has image in the space of
invariant Whitney functions E∞(Z)inv.
(5) The image of the pullback ρ♯
Z,ρ(Z) : E
∞(ρ(Z))→ E∞(Z) is contained in the
space E∞(Z)inv.
Proof. Take an F ∈ E∞(G.Z)inv. By Whitney’s extension theorem there exists
an f ∈ C∞(U) such that J∞G.Z(f) = F . Taking the average with respect to the
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Haar measure on G and using the equivariance of the Taylor morphism, we obtain
(cf. Theorem 2.5)
J
∞
G.Z(Average(f)) = J
∞
G.Z
(
1
vol(G)
∫
G
g∗(f) dg
)
=
1
vol(G)
∫
G
g♯(F ) dg = F.
This proves (2), and also (1), since Average(f) is constant along orbits, which means
that ξU Average(f) = 0 for all ξ ∈ g.
By the Theorem of Schwarz and Mather 1.1 we find an h ∈ C∞(W ) such that
Average(f) = ρ∗|U (h). By Theorem 2.5 we have
F = (J∞G.Z ◦ ρ
∗
|U )(h) = (ρ
♯
|U ◦ J
∞
ρ(Z))(h),
which proves (3).
To prove 4, fix f ∈ C∞(U)G, and let (g, z) ∈ (G ⋉ V )|Z . By G-invariance of f ,
one concludes that
(Φg)
♯
{z},{g.z}
(
J
∞
g.z(f)
)
=
(
J
∞
z ◦ Φ
∗
g
)
(f) = J∞z (f),
hence J∞Z (f) is invariant under the groupoid action (G⋉V )|Z . In addition, J
∞
Z (f)
is invariant under the g-action, since f is constant along orbits, hence ξUf = 0 for
all ξ ∈ g. One now shows (5) analogously to (3), and the proposition is proved. 
Note, that if Z is not G-saturated the Taylor morphism J∞Z is not G-equivariant,
and we can not produce groupoid invariant Whitney functions by averaging over
G. We will use Theorem 3.6 from Bierstone and Milman’s article [6] to prove the
surjectivity for the groupoid case. The following result is a crucial tool for this
argument.
Proposition 4.10. Let G, V be as above, and Z ⊂ V a locally closed subset.
Then the map id♯Z,G.Z : J
∞(G.Z)G → J∞(Z)(G⋉V )|Z is an isomorphism of Fre´chet
algebras.
Proof. Let us write for the action of g ∈ G: v 7→ g.v = Φg(v). Let us also use the
short hand notation ΓZ := (G⋉ V )|Z .
Our aim is to write down an inverse map for the restriction of id♯Z,G.Z to the
space of invariant jets on G.Z. So let us pick a ΓZ-invariant jet F = (Fα)α∈Nn on
Z, a point v = g.z ∈ G.Z, and declare F˜ (v) =
(
F˜α(v)
)
α∈Nn
∈ J∞({v}) using the
pullback with respect to the diffeomorphism Φg−1 :
F˜ (v) := Φ♯
g−1
(
F (z)
)
= (Φ♯
g−1
F )(g.z) .(4.5)
Let us prove that this definition does not depend on the choice of z and g. To this
end, assume that g.z = g′.z′ for some g′ ∈ G and z′ ∈ Z. Setting h := (g′)−1g we
have that h.z = z′, that is, (h, z) ∈ ΓZ . With these preparations we are ready to
calculate
F˜ (g′.z′) = (Φ♯
g′−1
F )(g′.z′) = (Φ♯
hg−1
F )(g.z)
=
(
Φ♯
g−1
(Φ♯hF )
)
(g.z)
∗
= (Φ♯
g−1
F )(g.z) = F˜ (g.z),
where we have used at“∗” that, by assumption, F is ΓZ-invariant. As in the defining
equation (4.5) F˜ (g.z) clearly depends continuously on z and g, and G× Z → G.Z
is a topological identification by (2) in Prop. 4.6, F˜ = (F˜α)α∈Nn actually defines a
jet in J∞(G.Z).
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It remains to check that F˜ = (F˜α)α∈Nn is G-invariant. To this end let h ∈ G,
and v = g.z ∈ G.Z. Then
Φ♯h
(
F˜ (h.v)
)
= Φ♯h
(
Φ♯(hg)−1
(
F (z)
))
= Φ♯h
(
Φ♯
h−1
Φ♯
g−1
(
F (z)
))
= Φ♯
g−1
(
F (z)
)
= F˜ (v),
which means that F˜ is G-invariant.
Finally, we have to convince ourselves that the linear map
EZ : J
∞(Z)(G⋉V )|Z → J∞(G.Z)G, F = (Fα)α∈Nn 7→ F˜ = (F˜α)α∈Nn(4.6)
is actually a continuous right inverse to the injective map id♯Z,G.Z : J
∞(G.Z)G →
J
∞(Z)(G⋉V )|Z , but this is clear by construction. The claim follows. 
We now come to the main result which will be needed for proving Theorem 4.4.
Proposition 4.11. Under the assumptions of Theorem 4.4 the following statements
hold true.
(1) The Taylor morphism J∞Z : C
∞(U)G → E∞(Z)inv is onto with kernel
J∞(Z,U)G = J∞(G.Z, U)G.
(2) The image of the pullback ρ♯
Z,ρ(Z) : E
∞(ρ(Z)) → E∞(Z) is actually the
space of invariant Whitney functions E∞(Z)inv.
Proof. Consider the isomorphism id♯Z,G.Z : J
∞(G.Z)G → J∞(Z)(G⋉V )|Z from Propo-
sition 4.10, and its inverse EZ . Assume that we can show that EZ maps the invari-
ant space E∞(Z)inv to E∞(G.Z)G. Since the image of E∞(G.Z)G under id♯Z,G.Z
obviously lies in E∞(Z)inv it then follows that id♯Z,G.Z restricts to an isomorphism
ιZ : E∞(G.Z)G → E∞(Z)inv. In view of the commutativity of the diagram
C∞(U)G
J
∞
Z //
J
∞
G.Z &&▼▼
▼▼
▼▼
▼▼
▼▼
▼
E∞(Z)inv
E∞(G.Z)G ,
ιZ
OO
statement (1) then is a consequence of Proposition 4.9(2). Similarly, statement (2)
follows from the commutativity of the diagram
E∞(ρ(Z))
ρ
♯
Z,ρ(Z) //
ρ
♯
G.Z,ρ(Z) &&◆
◆◆
◆◆
◆◆
◆◆
◆
E∞(Z)inv
E∞(G.Z)G
ιZ
OO
together with Proposition 4.9(3), if ιZ is an isomorphism.
To prove the proposition, we therefore only need to show that EZ maps the
invariant space E∞(Z)inv to E∞(G.Z)G or in other words that ιZ is onto. We will
prove the claim by induction on the depth of the stratification of Z. Recall that by
assumption, Z is stratified by orbit types. Let us divide the argument in several
steps.
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Step 1. Denote by d the depth of the stratified space Z, and assume that for
every subanalytic set Y ⊂ V of depth less than d such that Y is closed in some G-
invariant open subset of V the map ιY : E∞(G.Y )G → E∞(Y )inv is an isomorphism.
Let S ⊂ Z be the stratum of Z of highest depth. Then S, and hence G.S are closed
in U . Assume that we can show
(Claim A) For every z ∈ S there is anG-invariant open semialgebraic neighborhood
O ⊂ U such that ES∩O maps E∞(S ∩O)inv to E∞(G.S ∩O)G.
Then, using a G-invariant locally finite partition of unity subordinate to the neigh-
borhoods O from Claim A, one derives that for every F ∈ E∞(Z)inv the jet
ES
(
resZS F
)
is an invariant Whitney function on G.S, i.e. an element of E∞(G.S)G.
Now choose a G-invariant smooth function f : U → R such that J∞G.S(f) =
ES
(
resZS F
)
. Then F˜ := F − J∞Z (f) is a Whitney function on Z such that F˜ (z) = 0
for all z ∈ S. Now consider
(Claim B) Let E ∈ E∞(Z)inv such that E(z) = 0 for all z ∈ S and such that
EZ\S(res
Z
Z\S E) ∈ E
∞(G.Z \G.S)G. Then EZ(E) is an invariant Whit-
ney function on G.Z.
Under the assumption that Claim B holds true, it then follows that EZ(F˜ ) is in-
variant, hence
EZ(F ) = EZ(F˜ ) + J
∞
G.S(f) ∈ E
∞(G.Z)G .
But this finishes the inductive step, hence the proposition follows. It therefore
remains to show Claim A and Claim B. In Step 2, we provide an auxiliary result
which in Step 3 will be used to derive Claim A. Claim B will be shown in Step 4.
Step 2. Fix a point z in the stratum S of Z of highest depth. Denote by O the
G-orbit through z. Then choose ε > 0 such that the tubular neighborhood
TO := {v ∈ V | d(v,O) < ε}
is contained in U and such that the exponential map
exp : TV ∼= V × V → V, (v, w) 7→ v + w
maps a G-invariant neighborhood O˜ of the zero section of the normal bundle π :
N → O equivariantly onto TO.
Next, observe that the G-action on the normal bundle N induces an action of the
transformation groupoid G⋉O on N (see [22, Sec. 3]). This means, that for every
pair (h, v) ∈ G×O there is a (linear and isometric) isomorphism Ψ(h,v) : Nv → Nh.v
such that Ψ(h′,hv)Ψ(h,v) = Ψ(h′h,v) for all h
′, h ∈ G and v ∈ O. In particular, if
hz = h′z, then h′−1h ∈ Gz , and Ψh′−1h,z = Ψ(h′−1,hz)Ψ(h,z) is the standard action
of h′−1h on Nz. In other words, this means that Ψ extends the natural action of
the isotropy group Gz on the normal space Nz := TzO⊥.
After these preliminaries we now want to construct a smooth map λ : N → Rk
for some k ∈ N such that the following properties hold true:
(i) The map λ is G-invariant.
(ii) The map λ is Gabrielov regular at each point of its domain (see Appendix
A.2 or [20] for Gabrielov regularity).
(iii) For every v ∈ O, the restriction λv := λ|Nv : Nv → R
k is a minimal Hilbert
map for the Gv-representation space Nv.
(iv) For every v ∈ O and n ∈ NGvv , a formal power series F ∈ J
∞({n}) is invariant
if and only if it is a composition with λ♯{n},{λ(n)}.
INVARIANT WHITNEY FUNCTIONS 17
To define λ, choose a minimal complete set ofGz-invariant polynomials λ1, . . . , λk
on Nz, and denote by λz : Nz → Rk the corresponding Hilbert map. Obviously,
λz is polynomial, hence according to Proposition A.3 λz is regular in the sense of
Gabrielov at each point of Nz. Next we construct λv : Nv → Rk for arbitrary v ∈ O.
To this end, choose an h ∈ G such that hv = z. Then put λv(n) = λz ◦ Ψ(h,v)(n)
for n ∈ Nv. Now we can define:
λ : N → Rk, n 7→ λπ(n)(n).
We have to show that each λv does not depend on the particular choice of h, and
that λ is smooth. So let h′ ∈ G be another group element with h′v = z. Then
λz ◦Ψ(h′,v) = λz ◦Ψ(h′h−1,z) ◦Ψ(h,v) = λz ◦Ψ(h,v),
since h′h−1 ∈ Gz , and λz is Gz-invariant. Therefore λv does not depend on the
particular choice of h ∈ G with hv = z. Next observe that for such v and h one
can find an open neighborhood Q ⊂ O of v and an embedding σ : Q → G such
that σ(v) = h and σ(w)w = z for all w ∈ Q. Given such a map σ, denote by
Σ : N|Q → Nz the submersion n 7→ Ψ(σπ(n),π(n))(n). Then, the restriction of λ to
N|Q is the composition λz ◦ Σ, which shows that λ is smooth.
By construction, properties (i) and (iii) are obvious. Moreover, λ is Gabrielov
regular by the following argument. It suffices to verify that λ is Gabrielov regular
on the restricted bundle N|Q, where Q is a neighborhood of v as before. Since λz is
Gabrielov regular, and Σ : N|Q → Nz a submersion, the composition λz ◦ Σ has to
be Gabrielov regular as well. But over N|Q, λ coincides with λz ◦ Σ, which proves
(ii).
It remains to check (iv). So let n ∈ NGvv for some v ∈ O. Then τ : Nv → Nv,
n˜ 7→ n˜+ n is a Gv-equivariant affine isomorphism. Consider a formal power series
F ∈ J∞({n})inv, where n ∈ NGvv . Let i : Nv → N be the canonical embedding.
Note that i is also Gv-equivariant. Hence F˜ := τ
♯
{0},{n}i
♯
{n},{n}F is a Gv-invariant
formal power series at the origin of Nv. Thus, by the Theorem of Schwarz and
Mather 1.1, there exists a smooth f˜ ∈ C∞(Rk) such that F˜ = J∞{0}
(
f˜ ◦ λv
)
. Let
us show that F = J∞{n}
(
f ◦ λ
)
, where f(u) = f˜(u − λv(n)), u ∈ Rk. Since the
submanifolds Nv ⊂ N and G.{n} ⊂ N are transversal at n, it suffices to show that
i♯{n},{n}F = i
♯
{n},{n}J
∞
{n}
(
f ◦ λ
)
and(4.7)
ξN
(
J
∞
{n}
(
f ◦ λ
))
= 0 for all ξ ∈ g.(4.8)
To verify these equations observe that λ∗vf = (λ
∗
v f˜) ◦ τ
−1, hence
i♯{n},{n}F =
(
τ−1
)♯
{n},{0}
F˜ =
(
τ−1
)♯
{n},{0}
J
∞
{0}
(
f˜ ◦ λv
)
=
= J∞{n}
(
f˜ ◦ λv ◦ τ
−1
)
= J∞{n}
(
f ◦ λv
)
= i♯{n},{n}J
∞
{n}
(
f ◦ λ
)
.
This proves Eq. (4.7). Since by construction of λ, the composition f ◦λ is constant
on each orbit of G, Eq. (4.8) follows, too. So we now get
F = J∞{n}
(
f ◦ λ
)
= λ♯{n},{λ(n)}J
∞
{λ(n)}(f)
which proves one direction of (iv). The other direction is immediate.
Step 3. Let the stratum S ⊂ Z, the point z ∈ S and the tubular neighborhood
TO around the orbit O through z as in Step 2. Put O := TO. In this step, we want
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to show that
ιS∩O : E
∞(G.S ∩O)G → E∞(S ∩O)inv
is onto. To this end, we first transform the claim to an equivalent statement about
Whitney functions on certain subsets of the normal bundle N . Observe that O ⊂ V
is a Nash submanifold by [12, A. 10] and that O = TO is a Nash tubular neigh-
borhood of O by [11, Cor. 8.9.5], so in particular semialgebraic. Morever, the
restriction exp|O˜ of the exponential map to O˜ = exp
−1(TO) ∩ N is a Nash diffeo-
morphism from O to O˜. This implies in particular that S˜ = exp−1(S ∩ O) is a
closed analytic submanifold of O˜. Moreover, it entails that the claimed surjectivity
of ιS∩O is equivalent to
ι
S˜
:=
(
id♯
S˜,G.S˜
)
|E∞(G.S˜)G
: E∞(G.S˜)G → E∞(S˜)inv
being onto. So let us prove this. Choose an open subset Ω ⊂ Rk such that λ(S˜) is
closed in Ω; this is possible by Prop. 4.6 (4). The restriction λ|O˜ : O˜ → Ω now is a
proper analytic map. Next consider the morphism
(4.9) λ♯
S˜,λ(S˜)
: E∞(λ(S˜))→ E∞(S˜).
We claim that the image of this map is E∞(S˜)inv. Since λ|O˜ is proper and Gabrielov
regular at each point of O˜ by Step 2, we can apply Theorem 3.6 by Bierstone–
Milman [6]. Thus, the following equality holds true:
(4.10) λ♯
S˜,λ(S˜)
E∞(λ(S˜)) = λ♯
S˜,λ(S˜)
E∞(λ(S˜)) =
(
λ♯
S˜,λ(S˜)
E∞(λ(S˜))
)∧
,
where the last term denotes the algebra of Whitney functions on S˜ which are a
formal composite with λ. By (iv) in Step 2 one concludes that F ∈ E∞(S˜) is a
formal composition with λ if and only if F is an element of E∞(S˜)inv. Hence the
image of the map (4.9) is E∞(S˜)inv indeed. Now consider the commutative diagram:
E∞(λ(S˜))
λ
♯
G.S˜,λ(G.S˜)//
λ
♯
S˜,λ(S˜) ))❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
E∞(G.S˜)G
ι
♯
S˜

E∞(S˜)inv
Since by the above λ♯
S˜,λ(S˜)
(E∞(λ(S˜))) = E∞(S˜)inv, it follows that the vertical arrow
in the diagram is surjective. This finishes Step 3.
Step 4. Again let S ⊂ Z be a stratum of highest depth. Assume that E ∈
E∞(Z)inv is an invariant Whitney function such that E(z) = 0 for all z ∈ S and
that EZ\S(res
Z
Z\S E) ∈ E
∞(G.Z \ G.S)G. By the proof of Prop. 4.10 one knows
that EZ(E) ∈ J∞(G.Z). Moreover,
resG.ZG.S EZ(E) = ES(res
Z
S E) = 0
and
resG.ZG.Z\G.S EZ(E) = EZ\S(res
Z
Z\S E) ∈ E
∞(G.Z \G.S)G .
By Hestenes’s lemma for subanalytic sets A.5 one obtains EZ(E) ∈ E∞(G.Z)G and
Claim B is proved. 
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Proof of Theorem 4.4. We already know that all maps in the diagram of Theorem
4.4 are well-defined and that the diagram is in fact commutative. The middle
column is exact by the Theorem of Schwarz (cf. Theorem 1.1), the first column
is exact by Proposition 4.8, the middle row is exact by the Whitney Extension
Theorem (cf. Theorem 2.3) and the first row is exact by Corollary 4.11. The third
row is clearly exact.
So it remains to show that the third column is exact. This can be done by an
elementary diagram chase as follows. We have to show that
ker
(
ρ♯
Z,ρ(Z)
)
= J∞ρ(Z)(JX).
To this end let us assume that ρ♯
Z,ρ(Z)(F ) = 0. By Whitney’s Extension Theorem
there exists a function f ∈ C∞(Rℓ) such that J∞ρ(Z)(f) = F . Moreover, since the
upper right square in our diagram commmutes, ρ∗(f) has to be flat along Z. Since
the upper left arrow ρ∗ is onto, there exists a function g ∈ C∞(Rℓ) that is flat along
ρ(Z) such that ρ∗(f − g) = 0. Clearly J∞ρ(Z)(f − g) = F and f − g ∈ JX , which
proves our claim. 
Corollary 4.12. Under the assumptions of Theorem 4.4, the continuous linear
surjections
ρ♯
Z,ρ(Z) : E
∞(ρ(Z))→ E∞(Z)inv
ρ♯
G.Z,ρ(Z) : E
∞(ρ(Z))→ E∞(G.Z)G
induce isomorphisms of Fre´chet algebras
E∞(ρ(Z), X)
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
E∞(G.Z)G
id♯
Z,G.Z
// E∞(Z)inv.
Proof of Corollary 4.12. Observe that the pullback id♯Z,G.Z of the identity id : V →
V associates to a Whitney function F = (Fα)α∈Nn on G.Z the Whitney function
F|Z := (Fα|Z)α∈Nn obtained by restriction to Z. Hence id
♯
Z,G.Z is injective. We
also have to show that the restriction of id♯Z,G.Z to E
∞(G.Z)G is onto E∞(Z)inv.
But in view of
id♯Z,G.Z ◦ρ
♯
G.Z,ρ(Z) = ρ
♯
Z,ρ(Z) ,(4.11)
id♯Z,G.Z has to be onto since ρ
♯
Z,ρ(Z) is. So we have proven that the horizontal arrow
in the diagram is an isomorphsm. That the other two arrows are isomorphisms
follows from ker
(
ρ♯
Z,ρ(Z)
)
= J∞ρ(Z)(JX) = ker
(
ρ♯
G.Z,ρ(Z)
)
. 
Appendix A. Tools from differential analysis
For the convenience of the reader we collect in this appendix some tools from
Differential Analysis which we need in this paper and which appear to be scattered
through the literature.
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A.1. The formula of Faa` di Bruno. Here we recall the combinatorial and the
multiindex version of the formula of Faa` di Bruno.
Thoughout this section ϕ = (ϕ1, . . . , ϕm) : U → V denotes a smooth map
between open subsets U ⊂ Rn and V ⊂ Rm and f ∈ C∞(V ). Coordinates for U
and V are denoted by x1, . . . , xn and y1, . . . , ym, respectively. We are interested in
the higher order partial derivatives of f ◦ ϕ.
By a partition into k ≥ 1 blocks of the set [ℓ] := {1, . . . , ℓ} we mean a decom-
position into nonempty subsets I1 ⊔ · · · ⊔ Ik = [ℓ], called blocks, regardless of the
order of the blocks. The number of partitions of [ℓ] into k blocks is given by the
Stirling number of the second kind {ℓ
k
}. In total the number of partitions of [ℓ] is
given by the Bell numbers Bℓ; the first few Bell numbers are 1, 2, 5, 15, 52, 203, . . . .
Let us choose some indices i1, . . . , iℓ ∈ {1, . . .m}. Given a subset I = {k1, . . . , kr} ⊂
[ℓ] of cardinality r = |I| we introduce the shorthand notation
∂|I|
∂xI
:=
∂r
∂xik1 . . . ∂xikr
.
Theorem A.1 (Formula of Faa` di Bruno – combinatorial version). With the no-
tation from above we have for all x ∈ U(
∂ℓ
∂xi1 . . . ∂xiℓ
f ◦ ϕ
)
(x)
=
ℓ∑
k=1
∑
I1⊔···⊔Ik=[ℓ]
m∑
j1,...,jk=1
∂kf
∂yj1 . . . ∂yjk
(ϕ(x))
∂|I1|ϕj1
∂xI1
(x) . . .
∂|Ik|ϕjk
∂xIk
(x),
where the summation is taken over decompositions of [ℓ] = {1, . . . , ℓ} into blocks as
described above.
The combinatorial version of the Faa` di Bruno formula is easy to prove, it con-
tains no combinatorial factors and it is clear how it transforms under linear change
of coordinates. Using multiindex notation, symmetry factors have to be taken into
account and things look slightly more complicated. Let us consider maps of the
form
λ : [m]× (Nn\{0})→ N, (i, α) 7→ λi,α
and let us denote the set of such maps by Λn,m. Picking a multiindex β ∈ Nn,
we observe that there are only finitely many λ ∈ Λn,m that solve the constraint∑
i,α λi,αα = β. Let us denote the set of such solutions by Λn,m(β). For each
λ ∈ Λn,m(β) only finitely many λi,α are nonzero, and hence
λ! :=
∏
i,α
λi,α!
is well-defined. For fixed α, λα = (λ1,α, . . . , λm,α) is viewed as a multiindex in N
m.
Summing these terms up we end up with
∑
α λα ∈ N
m.
Theorem A.2 (Faa` di Bruno – multiindex version, cf. [19]). With the notation
from above we have
∂β(f ◦ ϕ) =
∑
λ∈Λn,m(β)
β!
λ!
(
∂
∑
α λαf
)
◦ ϕ
∏
α
(∂αϕ)
λα
(α!)
∑
i λi,α
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Proof. The proof can be achieved by combining the Taylor expansion with the
following formula, which is a corollary of the multinomial theorem. For b ∈ N and
a formal series
∑
α∈Nn aαx
α ∈ R[[x]] = R[[x1, . . . , xn]] we have(∑
α∈Nn
aαx
α
)b
=
∑
ν∈NNn :
∑
α∈Nn να=b
b!
(∏
α
aναα
να!
)
x
∑
α ναα .

A.2. Gabrielov regularity. Let ϕ : X → Y be a real analytic map between real
analytic manifolds X and Y and let x ∈ X . Denote by OX,x the algebra of germs
of real analytic functions on X at x and by J∞X ({x}) the algebra of formal power
series or in other words the algebra of infinite jets on X at x. Using the notation
from Section 2, J∞({x}) = E∞({x}, X) = C∞(X)/J∞({x}, X). Similarly, we use
OY,y and J∞({y}) for the corresponding algebras at y ∈ Y . The map ϕ induces
algebra morphisms ϕ∗x : OY,ϕ(x) → OX,x and ϕ
♯
x,ϕ(x) : J
∞({ϕ(x)}) → J∞({x}),
where the latter is given in local coordinates by Taylor expansion as in Eq. (2.6).
Gabrielov [13] uses the following three notions of rank of ϕ at x:
• r1(x) = rank of the Jacobian of ϕ at a generic point nearby x,
• r2(x) = dim
(
J
∞({ϕ(x)})/ kerϕ♯
x,ϕ(x)
)
,
• r3(x) = dim
(
OY,ϕ(x)/ kerϕ
∗
x
)
.
One observes r1(x) ≤ r2(x) ≤ r3(x). The map ϕ is said to be regular in the sense
of Gabrielov at x if r1(x) = r3(x), i.e., if the three ranks coincide. It is said to be
regular in the sense of Gabrielov if it has this property at all x ∈ X .
Proposition A.3. Let ϕ : X = Rn → Y = Rm be a polynomial mapping. Then ϕ
is Gabrielov regular.
Proof. The proof follows Bierstone [5]. By the Tarski-Seidenberg Theorem, the
image of ϕ is a semialgebraic subset of Y = Rm. By a result of  Lojasewicz [15], [7,
Thm. 2.13], imϕ is contained in an algebraic set of the same dimension. The ranks
of Gabrielov therefore coincide at every point of the domain. 
A class of subanalytic sets having the so-called ”composite function property”
[6, 9] is the one defined in the following.
Definition A.4 ([2, 6]). A subset X ⊂ N of a real analytic manifold N is called
Nash subanalytic if X is the image of a proper Gabrielov regular real analytic map
ϕ :M → N defined on a real analytic manifold M .
A.3. A generalized Hestenes lemma. Last in this appendix we recall a suban-
alytic version of the lemma by Hestenes by Bierstone–Milman [6, 8] which gives a
criterion when a jet on a subanalytic set is in fact a Whitney function.
Lemma A.5 (Hestenes’s lemma for subanalytic sets, [6, Cor. 8.2] & [8, Lem. 11.4]).
Let U ⊂ Rn be open and A,B ⊂ U two relatively closed subanalytic subsets such
that B ⊂ A. Let G ∈ J∞(A) and assume that resAB G ∈ E
∞(B) and resAA\B G ∈
E∞(A \B). Then G is a Whitney function on A that is G ∈ E∞(A).
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