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Resume 
Le temps de commercialisation et la productivite sont parmi les criteres les plus 
importants de l'industrie des systemes numeriques et des systemes embarques. 
Auparavant, ces systemes etaient totalement concus en materiel. Or, 1'introduction des 
processeurs embarques a change la donne, et les systemes embarques sont presentement 
composes dans la majorite des cas d'une partie logicielle et d'une autre materielle. lis 
sont done devenus des systemes sur puce, ou system-on-chips (SoC). 
Cette coexistence entre le logiciel et le materiel necessite la mise a jour des 
methodologies de conception et deux solutions sont possibles: 1) separer les 
specifications du logiciel et du materiel des le depart, 2) travailler sur une seule 
specification et raffmer le systeme au fur et a mesure jusqu'a ce qu'il faille diviser le 
systeme en deux partitions : une logicielle et une materielle. 
La nature de 1'application est un facteur important dans les decisions de partitionnement 
en logiciel et en materiel d'un architecte systeme. Le logiciel, par sa flexibilite, convient 
parfaitement aux parties de l'application necessitant du controle informatique, tandis que 
le materiel (generalement plus ardu a implementer que le logiciel) convient mieux aux 
parties de l'application orientees flot de donnees. 
Plusieurs groupes de recherche et societes dans le domaine des SoC travaillent sur la mise 
en oeuvre de langages de programmation et de plates-formes afin d'augmenter le niveau 
d'abstraction des specifications lors de la phase de conception, et de pouvoir travailler sur 
une specification commune au logiciel et au materiel. Parmi ces langages, nous nous 
interessons particulierement a SystemC [2] qui sera presente au deuxieme chapitre. 
L'utilisation des langages de haut niveau tels que le C ou le C++ pour concevoir des 
applications destinees a Fimplantation sur puce amene des questions telles que le choix 
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du partitionnement logiciel/materiel, le passage d'une specification haut niveau vers 
1'implementation physique et la synthese des communications entre le logiciel et le 
materiel. 
Notre travail se base sur la plate-forme Space Codesign™, un environnement SystemC 
servant a la simulation et a la validation de systemes decrits a haut niveau d'abstraction. 
Nous proposons d'abord, dans une methodologie, le raffinement des communications 
logicielles/materielles pour les systemes orientes bus, pour ensuite effectuer le passage de 
facon semi automatique d'une specification haut niveau vers une implementation 
physique de type FPGA. Pour atteindre cet objectif, nous concevons en VHDL des 
adaptateurs pour assurer la communication materiel-materiel, materiel-logiciel et logiciel-
materiel. Ces adaptateurs permettent la conversion du protocole de communication utilise 




Time-to-market and productivity are amongst the most important criteria when speaking 
of digital and embedded systems. Originally, these systems were designed in hardware 
only. Nowadays, the introduction of embedded processors changed this situation, and 
embedded systems are most of the time composed of a software part and a hardware part, 
which have now become systems-on-chips. 
This coexistence between software and hardware requires the adaptation of design 
methodologies. In this case, two solutions are possible: 1) to separate software and 
hardware specifications at the early stages of the design cycle, 2) to work out from a 
unique specification and to progressively refine it until it becomes necessary to divide the 
system into two partitions: software and hardware. 
Also, the nature of the embedded application is an important factor in the of 
software/hardware partitioning decision. Because of its flexibility, software is appropriate 
for the parts of the application requiring control, while hardware (generally more difficult 
to implement than the software) is appropriate for the parts of the application processing 
enormous quantity of data. 
In the most specified field of system-on-chips, several research groups and companies 
work on the implementation of platforms and new programming languages to increase 
the level of abstraction in the early design stages, One advantageous outcome of these 
implementations work led to use a common specification to describe both software and 
hardware. Among these languages is SystemC [2] on which we focused, which will be 
presented in the Second Chapter. 
Vll l 
The use of high level languages such as C or C++ to design applications intended for on-
chip implementations comes with many questions such as making decisions on 
software/hardware partitioning, the migration from a high level specification to a physical 
implementation and the synthesis of the communications between software and hardware. 
Starting with the SystemC-based Space Codesign™ platform we used for simulating and 
validating high level systems, our work consisted in proposing a bus-based, 
hardware/software communication refinement methodology, then in carrying out in by an 
automated technique the transfer from a high level specification to an FPGA physical 
implementation. 
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1 
Introduction 
La complexity des circuits a concevoir, en particulier pour les SoC augmente rapidement 
avec 1'augmentation de la densite d'integration [1]. Les donnees a traiter au niveau RTL 
augmentent de maniere exponentielle, d'ou la necessite d'elever le niveau d'abstraction 
lors de la conception de tels circuits. 
Une recente etude [1] menee par la Societe du marche Internationale Business Strategies 
aupres des ingenieurs de conception des SoC, montre que le developpement du logiciel 
prend une part de plus en plus importante dans 1'effort global de conception des SoC. II 
devient done important de demarrer le developpement du logiciel en meme temps que 
celui du materiel. 
Le TLM (Transaction Level Modeling) permet d'augmenter le niveau d'abstraction de la 
conception des SoC. II consiste a modeliser uniquement les echanges de donnees entre 
les differents modules d'une architecture du systeme a concevoir. A ce niveau le 
systeme peut etre divise en partitions logicielles et /ou materielles et simule sur une 
plate-forme au sein de laquelle les differentes composantes du systeme echangent des 
donnees via des mediums de communication (e.g. de type bus). 
L'objectif principal du TLM est de representer le comportement global du systeme a 
concevoir, en mettant l'accent sur l'echange de donnees et en ne se souciant pas des 
details au niveau signaux. 
De plus en plus de compagnies dans le domaine de conception des systemes numeriques 
et des systemes embarques, developpent des outils de conception [1], de verification et 
meme de synthese pour la conception au niveau systeme. Toutefois, de nos jours il 
existe encore des reticences [1] vis-a-vis ces outils. Les raisons sont pretendument 
techniques, liees a la maturite de ces outils, ou encore dues a la resistance au 
changement et a la protection d'un savoir faire accumule depuis plusieurs annees. 
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Problematique 
L'utilisation des langages de programmation et de plates-formes a haut niveau 
d'abstraction pour la conception d'un systeme destine a 1'implementation sur une puce 
permettent au concepteur de valider son systeme et ses choix architecturaux de maniere 
plus rapide que de travailler directement au niveau RTL. Contrairement a l'approche 
traditionnelle qui consistait a concevoir un prototype RTL et a demarrer ensuite la 
conception du logiciel, desormais les concepteurs peuvent travailler sur une specification 
commune du logiciel et du materiel. 
Une fois le systeme valide a haut niveau, il faut l'implementer physiquement. 
Idealement, le concepteur devra disposer d'outils qui lui permettent de passer 
automatiquement d'une specification de haut niveau vers la synthese de son application 
sur 1'architecture cible. Or, plusieurs plates-formes de conception a haut niveau utilisent 
des specifications basees sur des langages (e.g. SystemC TLM et System Verilog) qui 
ne peuvent pas etre synthetisees totalement. 
La plate-forme Space Codesign™ (abrege par Space) est une plate-forme basee sur 
SystemC. Elle est developpee au sein du laboratoire de codesign de l'Ecole 
Polytechnique de Montreal. Elle permet la conception et la simulation des systemes a 
haut niveau, fournit plusieurs IP standards en SystemC afin d'augmenter la reutilisation, 
fournit le support d'un RTOS au niveau du logiciel d'un simulateur de niveau jeu 
d'instructions (ISS) pour simuler le logiciel, et fournit un modele TLM pour une 
architecture de bus standard a savoir le bus OPB. 
Toutefois, pour etendre la methodologie de conception de Space jusqu'a 
1'implementation physique, il faut pouvoir assurer une generation (semi-automatique) 
des composantes suivantes: executable du logiciel sur le processeur embarque, 
architecture cible au niveau de la puce, modules materiels de 1'application, et interfaces 
de communication entre le logiciel et le materiel. 
J 
Objectif du travail 
Nous travail consiste a proposer une methode pour passer d'une specification basee sur 
le niveau TLM vers 1'implementation physique sur puce en utilisant l'architecture cible. 
Cet objectif se divise a son tour en 3 objectifs secondaires : 
1) Conception d'un adaptateur d'un module materiel lui permettant de connecter a 
un bus d'une architecture standard. 
2) Conception d'un adaptateur pour assurer les communications entre le materiel 
et le logiciel. 
3) Generation du code executable pour la partition logicielle. 
Methodologie 
Nous utiliserons deux technologies pour realiser nos objectifs : 
1) La technologie Space qui inclut un niveau TLM et un mecanisme de 
communication par echanges de messages, a partir desquels nous procederons au 
raffinement. 
2) La technologie Virtex2 Pro de Xilinx qui inclut le processeur MicroBlaze et le 
standard de bus OPB de CoreConnect. 
Par consequent, nous procederons a la conception et a 1'implementation : 1) d'un 
adaptateur pour un module materiel et 2) d'un adaptateur pour la communication entre 
partitions. Ceci permettra d'une part d'envoyer et recevoir des donnees a travers le bus 
OPB en utilisant le protocole de communication et ainsi d'assurer les differents types de 
communication requis: 1) communication logiciel/logiciel (e.g. deux partitions 
logicielles sur un meme processeur), 2) logiciel/materiel (e.g. entre un processeur et un 
coprocesseur) et 3) materiel/materiel (e.g. entre deux coprocesseurs distincts)1. 
Finalement, nous procederons a la generation du logiciel qui sera compile et execute a 
bas niveau par le processeur embarque, avec le minimum voire aucune modification par 
rapport au logiciel execute sur 1'ISS du processeur au niveau TLM. Notez que la 
1 La communication materiel/materiel sur un meme coprocesseur est pour l'instant impossible dans 
Space, puisque Ton suppose un processus par coprocesseur. 
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generation materielle a partir d'une description comportementale ne fait pas l'objet de ce 
travail. Nous supposerons que cette generation se fait manuellement ou se fait a l'aide 
d'un outil d'un tiers. C'est d'ailleurs pour cette raison que nous utiliserons dans ce 
travail le terme generation semi-automatique plutot que generation automatique. 
Contribution 
Trois niveaux de specification d'un systeme sont actuellement possible dans Space. Ces 
niveaux vont de la verification fonctionnelle jusqu'a la validation au cycle pres (BCA de 
l'anglais Bus Cycle Accurate) du systeme a concevoir. Notre travail permettra l'ajout 
d'un niveau d'abstraction qui est celui du RTL et d'une passerelle semi-automatique 
pour passer du niveau BCA au niveau RTL. Ce dernier etant beaucoup plus proche de 
1'implementation que le niveau BCA, nous pourrons aussi valider la precision de notre 
modele TLM (e.g. au niveau des latences prises en compte). 
Enfin, notre travail permet de definir les bases d'un travail futur de passage 
completement automatique d'une specification TLM vers une implementation physique 
et la possibilite d'utiliser des outils commerciaux capables de synthetiser du SystemC 
TLM, ou d'effectuer une conversion vers un langage HDL synthetisable. 
Distribution des chapitres 
Ce travail est organise en quatre chapitres. Le chapitre 1 presente quelques concepts de 
la methodologie de codesign, ainsi que la revue des travaux de raffinement des systemes 
numeriques concus a haut niveau. Le chapitre 2 introduit brievement SystemC, puis 
decrit les niveaux de raffinements et le protocole de communication de la plate-forme 
Space. Le chapitre 3 presente en detail 1'implementation a bas niveau de l'adaptateur 
d'un module materiel, 1'implementation de l'adaptateur qui gere les communications 
entre le materiel et le logiciel, et l'interface entre un module materiel et son adaptateur. 
Le chapitre 4 presente les resultats obtenus des latences de communications (permettant 
du meme coup de valider 1'exactitude du modele TLM), des ressources materielles 
5 
utilisees par les adaptateurs de communication, et un exemple de verification du 
fonctionnement du protocole de communication de Space a bas niveau. 
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Chapitre 1 Revue du raffinement des communications 
pour systemes sur puce 
Un systeme embarque peut etre compose de partitions logicielles et/ou materielles. La 
methodologie de conception employee devrait assurer des mecanismes de 
communications entre les differentes composantes du systeme. Plusieurs modeles pour 
la communication sont possibles, et vont d'une communication point a point, jusqu'a 
une communication basee sur un reseau d'interconnexions (en anglais Network on chip). 
Ce chapitre presente l'approche de conception codesign. Nous nous interessons aux 
etapes de generation d'un modele du systeme au niveau RTL a partir d'un modele concu 
au niveau systeme. Plusieurs mecanismes de communication entre les parties logicielle 
et materielle d'un SoC seront presentes. Par consequent, nous parcourons quelques 
travaux de recherche et leurs approches pour le raffinement d'un systeme concu a haut 
niveau vers une implementation physique, en particulier nous mettons l'accent sur les 
techniques utilisees pour generer les interfaces de communication. 
1.1 Le modele T L M 
Le modele TLM decrit un systeme numerique complexe a un haut niveau d'abstraction. 
II permet aux concepteurs d'explorer differentes architectures du systeme avant 
d'atteindre l'etape detaillee de 1'implementation finale du systeme sur une puce [32]. La 
verification fonctionnelle est effectuee par des bancs d'essais (testbenches) bases sur les 
transactions de donnees. 
Une transaction refere a un echange d'une donnee entre deux composantes du systeme. 
Cette donnee peut etre representee par un mot, une serie de mots, ou par une structure 
plus complexe [32]. Le modele TLM, contrairement a d'autres modeles (e.g le modele 
RTL) ne s'interesse pas aux details du protocole qui a permet d'effectuer la transaction. 
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Dans un modele TLM, les details de la communication sont separes des details de calcul. 
Les communications sont modelisees par des canaux, et les transactions ont lieu par 
l'appel des fonctions offertes par l'interface du canal en question [42]. 
Le modele TLM est rapide a realiser et a valider puisqu'il est moins detaille qu'une 
realisation complete du systeme au niveau RTL. Une fois ce modele est finalise, il 
pourra etre raffine progressivement vers le niveau RTL en y ajoutant plus de details a 
chaque niveau de raffinement. 
Selon la litterature, les niveaux d'abstraction different legerement les uns des autres, 
mais en general, le premier niveau d'un modele TLM permet de valider la fonctionnalite 
du systeme sans aucun detail sur la notion de temps, le deuxieme niveau integre la 
notion de temps pour simuler les delais que peuvent avoir certaines composantes du 
systeme durant une transaction, et un troisieme niveau est detaille au cycle pres. 







Untimed f ^ 
Untimed 
J'B 
A : Modele de specification. 
B : Modele d'assemblage 
des composantes. 
C : Modele d'arbitration du 
bus. 
D : Modele fonctionnel du 
bus. 
E : Modele de calcul au cycle 
pres. 





Figure 1. 1 Les differents niveaux de raffinement d'un modele TLM 
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La figure 1.2 represente une requete de lecture d'une memoire faite par un DMA dans 
un niveau d'abstraction TLM, elle pourra etre vue comme une transaction de lecture en 
precisant simplement l'adresse de la memoire a lire. Le DMA appelle une fonction read 
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Figure 1. 2 Transaction de lecture par un DMA vers une memoire au niveau TLM 
1.2 Les systemes sur puce 
1.2.1 Evolution 
Les dernieres annees ont connu de grandes avancees en ce qui concerne la vitesse, la 
puissance et la complexity des circuits integres tels que les memoires (RAM), les 
microprocesseurs et autres. L'evolution de la densite d'integration a rendu possible la 
mise en oeuvre des systemes sur puce (SoC). Ces derniers sont construits en utilisant des 
modeles pre-con§us de fonctions complexes connues sous le nom de IP utilisees dans 
diverses applications. Un SoC integre done sur une meme puce une combinaison de 
composantes IP de differentes fonctions telles des microprocesseurs, des memoires, des 
controleurs de video, modem, des controleurs 2D, des fonctions de DSP, etc. 
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L'avancement de la technologie des FPGA a permet de construire des SoC bases sur 
cette technologie dont la flexibilite de re-programmation permet de reconfigurer la puce 
avec l'ensemble de IP selectionnees pour obtenir la fonctionnalite desiree. 
La presence d'un processeur et de differentes composantes IP sur la meme puce a permis 
le developpement d'applications dont une partie est implements en materiel, et l'autre 
partie en logiciel. Le pourcentage d'utilisation du logiciel dans de telles applications 
depend la nature de 1'application, et ce pourcentage frole les 35 % dans certains cas [1]. 
Certains noyaux de systemes d'exploitation en temps reel ont ete portes pour rouler sur 
les processeurs embarques des SoC, permettant d'avoir un systeme multitaches en 
logiciel. Ceci permet dont de concevoir et d'implementer des applications a temps reel 
pour des systemes embarques. 
1.2.2 Approche de conception par codesign 
La methode classique de conception des SoC, telle que presentee a la figure 1.3 [24], 
consiste a separer le developpement du logiciel et celui du materiel. Les partitions 
logicielles et materielles sont decidees a l'avance, et des equipes de concepteurs 
travaillent separement sur la specification logicielle ou materielle selon leurs specialties. 
Cette approche souffre des faiblesses suivantes 
> Manque d'une specification permettant une representation unifiee du materiel et 
du logiciel, ce qui introduit des difficultes pour verifier le systeme en entier. 
> La complexite croissante des applications entraine une augmentation 
considerable de la duree de developpement. 
> Possibles incompatibilites entre les frontieres du logiciel et du materiel 
(interfaces). 
> La configuration logicielle / materielle choisie des le debut du flot de 
conception n'est pas toujours la plus optimale. 
> Manque d'un flot de conception bien defmi qui rend les specifications (logicielle 
et materielle) difficiles a reviser et peut augmenter le temps de mise en marche. 
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Pour pallier a ces faiblesses, de nouvelles methodologies de conception sont 
recherchees. La conception au niveau systeme appelee conception conjointe 
logiciel/materiel (de l'anglais codesign) essaie de repondre a ce probleme. Son but est de 
couvrir tout le cycle de conception de la specification jusqu'au prototype de 
1'application a realiser. 
Le codesign propose une nouvelle methodologie. Dans la litterature, cette derniere varie 
selon les besoins de 1'application, mais tous les chercheurs s'entendent sur le principe du 
developpement conjoint du logiciel et du materiel devenu essentiel. 
La specification du systeme a haut niveau est une des techniques utilisees par la 
methodologie de codesign, elle permet au concepteur de specifier les fonctionnalites du 
systeme dans un langage haut niveau tel que C, C++ ou SystemC. La simulation du 
systeme a haut niveau est plus rapide par rapport a une simulation au niveau RTL. 
Plusieurs variantes de la methodologie de codesign integrent le modele TLM des les 
premieres phases de la conception. 
La figure 1.4 [8] represente les differentes etapes de la conception conjointe d'un 
systeme. 
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Figure 1. 3 Flot de conception classique de SoC 
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1.2.3 Langages de programmation a haut niveau et les SoC 
Les langages de programmation utilises durant le flot de conception peuvent etre 
classifies selon l'etape de conception a laquelle ils sont utilises [24]. Une maniere 
generate est de les classifier en langages de description du materiel et en langages de 
description du logiciel. 
La majorite des langages de programmation ont ete utilise pour la description des 
systemes, specialement le langage C avec des extensions pour la gestion de la 
concurrence et du temps. HardwareC [19], HandelC [20], SpecC [21], et SystemC [2] 
(qui sera decrit plus en detail au chapitre 2) sont les langages les plus connus. Ils 
derivent du C ou du C++ et ils sont utilises pour la specification au niveau systeme. 
SystemC utilise le meme modele de calcul celui des langages VHDL et Verilog. II est 
base sur les evenements discrets et sa force reside dans son support pour la modelisation 
des systemes au niveau TLM, afin de faciliter 1'exploration architectural et la validation 
d'un systeme a haut niveau. L'objectif n'est pas que SystemC remplace VHDL ou 
Verilog, mais plutot de fournir un nouvel environnement pour la simulation au niveau 
systeme. 
D'autre part, il existe egalement des langages synchrones tels que Esterel, Lustre, 
StateCharts, et Signal sont utilises pour decrire des systemes reactifs qui interagissent 
avec leurs environnements a temps reel. Le langage Esterel est utilise pour la 
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Figure 1. 4 Flot de conception de SoC au niveau systeme 
1.3 Modeles de communication pour un SoC 
Les mecanismes de communication dans un SoC dependent des parties du systeme 
mises en jeu. On distingue la communication inter logiciel, la communication inter 
materiel, et la communication entre le logiciel et le materiel. 
1.3.1 La communication inter logiciel 
Dans [9], les modeles de communication entre les differentes taches d'un systeme 
logiciel sont classes en deux categories : la communication explicite dans laquelle le 
transfert des donnees entre les taches est effectue par des methodes du type send et 
receive, et la communication implicite dans laquelle le transfert des donnees est effectue 
a travers un mecanisme de memoire partagee. 
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La communication explicite entre les taches est modelisee par un mecanisme de passage 
de messages. Ce modele implique l'utilisation des memoires de type queue ou FIFO, et 
la communication peut etre bloquante ou non. 
La communication implicite entre les taches est modelisee par un mecanisme de 
memoire partagee. Dans ce mode une partie de la memoire, allouee pour les donnees, est 
visible a une ou plusieurs taches. Un arbitrage est done requis pour acceder a cette 
memoire partagee. Les operations de lecture et d'ecriture vers cette memoire devront 
etre gerees de fa9on a assurer la coherence des donnees. Les langages de programmation 
du logiciel embarque sont munis d'extensions pour faciliter l'utilisation de la memoire 
partagee. Par exemple, en langage C une variable dans une memoire partagee se verra 
attribute le mot cle volatile. 
L'utilisation de la memoire partagee, generalement utilisee pour assurer l'echange de 
donnees dans un systeme muti-processeur [15], necessite d'autres mecanismes pour 
assurer la coherence des donnees. Par exemple, un mecanisme de synchronisation est 
utilise dans le cas d'acces simultanes a la memoire partagee par plusieurs taches. 
Toutefois, les architectures multi-processeurs de SoC depassent le cadre de notre 
travail et ne seront pas abordees. 
1.3.2 La communication inter materiel 
Le choix d'un mecanisme de communication pour une partition materielle a un impact 
sur la performance, et sur le cout de la puce. Les modeles de communication par passage 
de messages ou par memoire partagee utilises pour le logiciel, peuvent aussi etre 
modelises pour les communications entre les differentes composantes materielles du 
systeme en utilisant un des trois types de communication suivant: ..par bus, point a 
point et par reseaux de connexions (de l'anglais network on chip). A l'exception des 
reseaux de connexions qui depassent le cadre de ce travail, dans ce qui suit nous 
presentons les deux premiers types de communication. 
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Communication par bus 
Le bus permet la communication entre plusieurs blocs materiels du systeme, ces blocs 
peuvent etre des maitres (tels que les processeurs) ou des esclaves (telles que les 
memoires). Un bus est en general muni d'un mecanisme d'arbitrage base sur differentes 
politiques telles que l'arbitrage en mode FIFO et l'arbitrage base sur les priorites. 
La conception d'un bus utilise plusieurs strategies afm de repondre aux objectifs 
generates de l'architecture dans laquelle le bus sera utilise. Les decisions de conception 
du bus sont basees sur trois parametres [9]: 
• Largeur du bus et frequence: ces parametres determinent la frequence de transfert 
de donnees a travers le bus, et ont un impact sur le cout, la consommation 
d'energie, et sur les requis de la technologie. 
• Arbitrage: la politique d'arbitrage affecte directement le taux d'utilisation du bus 
et la latence de chaque maitres du bus. L 'arbitrage de type FIFO ou Round-robin 
en anglais permet aux maitres d'avoir des chances egales d'acceder au bus, mais 
presente l'inconvenient de faire attendre une requete de plus haute priorite. 
L 'arbitrage base sur la priorite donne acces au bus au maitre qui a la plus haute 
priorite. 
• Type de transfert: un bus simple implemente juste quelques types de transfert 
tels que des lectures et des ecritures de donnees pouvant aller de 8 a 32 bits de 
taille. Par contre, des bus plus complexes implementent d'autres types de 
transfert plus avances tels que : 
> Transfert de blocs fixes: en general des blocs de donnees dont la taille est une 
puissance de deux. Ce type de transfert est utilise par exemple pour les memoires 
caches. 
> Transfert de type differe : dans ce mode de transfert (en anglais split 
transaction), 1'acces au bus peut passer a un autre maitre en attendant que la 
requete du maitre qui avait le bus soit completee. Ce type de transfert est 
particulierement interessant dans le cas de memoires lentes. 
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> Transfert atomique : ce type de transfert est utilise dans le cas ou plusieurs 
maitres accedent a une memoire partagee. II renforce la politique d'arbitrage 
utilisee par un mecanisme de reservation du bus (en anglais bus lock). Un maitre 
peut se servir de ce mecanisme afm de transferer plusieurs donnees 
successivement sans avoir a redemander le bus frequemment, c'est ce qu'on 
appelle le transfert en rafale (en anglais burst). 
La connexion point a point 
La connexion point a point (aussi appelee directe) entre les blocs materiels reduit les 
couts et la latence de communication. Elle permet l'envoi direct des donnees d'un bloc a 
un autre. Ce type de communication se trouve rapidement limite dans le cas de 
composantes devant communiquer avec plusieurs composantes, de meme il ne permet 
pas la reutilisation de 1'architecture de base, et reste specifique au type de 1'application. 
Dans un systeme de type un producteur et plusieurs consommateurs, le producteur envoi 
la donnee qui est acheminee vers la FIFO de reception du consommateur concerne. Un 
mecanisme de decodage d'adresses pourra etre utilise afin de choisir la bonne FIFO 
parmi celles des blocs consommateurs. 
Ce mecanisme permet la lecture et l'ecriture bloquantes de maniere implicite, le bloc 
effectuant l'ecriture bloque si la FIFO de reception est pleine, le bloc effectuant la 
lecture bloque si sa FIFO de reception est vide. II est aussi possible de realiser ces 
operations de maniere non bloquante, chaque bloc devra verifier de son cote si la FIFO 
est pleine, ou s'elle est vide. 
1.3.3 La communication entre le logiciel et le materiel 
La communication entre le logiciel et le materiel est une communication entre le 
processeur qui execute le logiciel et le reste de la plateforme materiel. Pour les SoC 
bases sur une architecture de bus, le processeur communique avec les autres 
composantes materielles a travers le bus commun. II peut y avoir une communication 
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directe entre le processeur et une composante du systeme et ce a travers une liaison 
dediee basee en generate sur le mecanisme de FIFO telle que la liaison FSL [25] sur un 
processeur Microblaze [26]. 
Pour assurer le transfert des donnees d'un bloc materiel vers systeme logiciel 
multitaches, le mecanisme d'interruption est souvent utilise pour eviter l'attente active 
(de 1'anglais polling) [3]. 
1.4 Elements du raffinement de SoC 
La figure 1.4 presente le flot de conception d'un SoC au niveau systeme. Nous nous 
interessons dans cette section aux etapes de choix de Farchitecture du systeme et aux 
differentes syntheses effectuees afin de transformer les specifications vers un niveau 
plus bas, generalement le niveau RTL. 
1.4.1 L'architecture cible 
L'architecture cible definit le support du systeme [8]. Elle peut etre deduite apres 
partitionnement ou imposee avant le partitionnement. Pour cet architecture, il faut 
determiner le type de processeur (general, DSP, specifique) qui convient le mieux a 
F application. II faut aussi decider de la structure de F ensemble : nombre de bus, 
memoires, entrees/sorties, etc. 
Pour faire le lien avec l'architecture cible, on utilise en general l'approche dite 
plateforme, dans laquelle la correspondance est faite entre l'architecture a haut niveau et 
une architecture standard cible constitute en general d'un standard de bus et de ses 
peripheriques principales. La figure 1.5 represente une architecture type d'un bus pour 
un SoC. 
Lors du raffinement de l'approche plate-forme, les blocs du systeme partitionnes en 
logiciel et en materiel devront etre respectivement compiles et synthetises. Le bus de 
l'architecture choisie assure la communication entre les blocs. Des interfaces de 
communication entre le logiciel et le materiel peuvent s'averer necessaires dans le cas de 
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protocoles specifiques. Et enfin, une couche d'adaptateurs est aussi necessaire afin de 
reduire la complexity de connexion des blocs materiels du systeme sur le bus. 
Les architectures standards de bus utilisees par les SoC telles que CoreConnect de IBM 
[10], Aval on de Altera [12], et AMBA de ARM [11], peuvent representer une solution 
pour une approche de raffinement plateforme. Elles fournissent aussi des solutions 
partielles a la generation des interfaces de communication entre les differentes 
composantes de la plateforme. Par exemple, les librairies de IP fournies avec les outils 
de la compagnie Xilinx incluent une composante appelee IPIF [29]. D'une part, cette 
derniere permet de normaliser 1'interface de connexion de chaque composante du 
systeme (uart, timer, memoire) sur le bus (OPB ou PLB) et d'autre part elle facilite 
l'ajout de blocs materiels par l'utilisateur en lui fournissant l'interface de connexion sur 
le bus en question. 
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Figure 1. 5 Architecture type d'un bus pour un SoC 
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1.4.2 Les differentes syntheses 
L'etape de synthese dans un flot de conception de SoC (figure 1.4) est effectuee apres 
les decisions de partitionnement. Elle comporte trois phases de synthese: logicielle, 
materielle et communications. 
Synthese logicielle 
Elle consiste a generer le code binaire qui sera execute par le processeur de 
1'architecture cible. L'ideal est d'utiliser le meme code source que celui utilise a haut 
niveau dans lequel la partie logicielle du systeme est generalement validee sur un 
emulateur de processeur. En effet, des compagnies telles que IBM et ARM ont 
developpe des ISS pour leurs processeurs embarques respectifs (respectivement 
PowerPC et ARM). 
Egalement, un systeme d'exploitation temps reel est generalement associe avec la partie 
logicielle dans le cas ou plusieurs taches doivent etre executes sur le meme processeur. 
Synthese materielle 
Elle consiste a transformer la specification de la partie materielle du systeme en un 
circuit electronique. C'est aussi la possibility de reutiliser des fonctions existantes (IP). 
Cette synthese debute habituellement avec une specification au niveau RTL decrite dans 
un langage HDL tel VHDL ou Verilog. Elle peut aussi debuter a un plus haut niveau 
d'abstraction, c'est-a-dire au niveau comportemental. Selon le langage utilise a haut 
niveau (e.g. SystemC, C/C++), plusieurs cas de figures sont possibles pour le passage de 
la specification a haut niveau vers le niveau RTL ou vers le niveau portes logiques: 
> Passage du haut niveau vers le niveau des portes logiques, se traduisant par la 
generation d'une liste d'interconnexions (en anglais netlist). 
> Translation de la specification haut niveau vers une specification au niveau 
RTL. Des exemples d'outils commerciaux sont Cynthesizer de Fortes Design et 
Catapult de Mentor Graphics. 
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> Translation manuelle de la specification du langage haut niveau vers un langage 
HDL synthetisable. A priori, on peut penser que cette maniere engendre un 
double effort durant le cycle de developpement, mais le facteur de facilite de 
modelisation a haut niveau dans un langage tel que C ou SystemC est important. 
Synthese des communications 
La synthese des communications est la realisation des interfaces de communication entre 
les differentes composantes du systeme. Nous avons mentionne que le choix de 
1'architecture cible impose un certain protocole de communication auquel les blocs 
materiels de 1'application, ainsi que les taches logicielles, devront etre adaptes. En 
considerant les differents types de communication, quatre possibilites doivent etre 
considerees: 
• La communication entre les taches du logiciel dans le cas d'un systeme 
multitaches. 
• La communication entre les blocs materiels. 
• La communication du logiciel vers le materiel. 
• La communication du materiel vers le logiciel. 
1.5 Revue des travaux sur le raffinement 
La conception des SoC au niveau systeme est une approche recente, plusieurs groupes 
de recherche et compagnies du domaine EDA s'y interessent. La majeure partie des 
travaux de recherche se limite a la validation du systeme a haut niveau [6, 13, 14, 27, 
28] ou traite une partie de la problematique a savoir comment effectuer le raffinement 
final qui produira une specification synthetisable a partir des specifications haut niveau. 
Les compagnies quand a elles proposent des outils pour automatiser le flot de conception 
au complet en partant d'une specification de haut niveau jusqu'a 1'implementation du 
systeme sur puce. 
Pour des systemes monoprocesseurs, les etapes d'exploration et de validation different 
principalement au niveau des termes utilises pour decrire les etapes de raffinement et 
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des langages de programmation utilises pour la specification du systeme (SystemC, 
System Verilog, Esterelle, C/C++, SpecC, etc.). 
On distingue principalement deux approches pour passer d'un modele niveau systeme a 
un prototype au niveau RTL synthetisable. La premiere approche [3, 4, 7, 16, 17, 18] 
utilise des adaptateurs pour les blocs materiels pour des fins de compatibilite avec le 
protocole de communication de l'architecture cible a bas niveau et utilise une interface 
materiel entre le processeur embarque et le reste de l'architecture cible afin de gerer les 
communications entre la partie logicielle et la partie materielle. Cette interface que Ton 
peut nommer adaptateur de processeur peut etre directement connectee au processeur via 
des liaisons rapides ou a travers le bus de l'architecture cible. 
Dans la deuxieme approche [5, 30], la partie logicielle du systeme est executee par le 
processeur de l'architecture cible, tandis que la partie materielle est divise en plusieurs 
fonctionnalites que chacune est implemented comme etant un coprocesseur directement 
connecte au processeur. 
Dans ce qui suit nous examinons plus en detail un exemple de chacune des deux 
approches. 
1.5.1 Raffinement par 1'utilisation d'adaptateurs de communication 
Dans [3] on propose une methodologie de raffinement des communications d'un modele 
TLM vers un modele RTL. Dans cette methodologie, le protocole de communication, 
appele SHIP (de l'anglais SystemC High-Level Interface Protocol), est base sur 
SystemC et defini un canal de communication point a point pour le passage des 
messages entre les entites du systeme. Une entite peut etre soit maitre, soit esclave. La 
communication est definie en termes de fonctions send/request pour un maitre, et 
recv/reply pour un esclave. La figure 1.6 presente le modele de communication a haut 
niveau tel que presente dans [3]. Le flot de conception propose dans [3] et represente a la 
figure 1.7. II est compose de plusieurs niveaux d'abstractions pour obtenir a la derniere 
etape un modele raffine au niveau RTL synthetisable. Le flot en question est considere le 
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point d'entree pour la generation d'un prototype du systeme qui pourra etre implements 
sur une puce. Les etapes de raffinement proposees se resument a : 
• Validation du systeme au niveau fonctionnel en utilisant 1'architecture basee sur 
un canal SHIP (figure 1.6). 
• Remplacement du canal SHIP par un mecanisme de communication precis au 
niveau cycle appele CASM (communication architecture simulation model en 
anglais). 
• Partitionnement du systeme en logiciel et materiel. 
• Connexion du module en logiciel au CASM par un mecanisme appele 
HwSwChannel afin d'assurer la communication entre le materiel et le logiciel. 
• Raffinement des ports SHIP d'un module materiel vers un niveau d'abstraction 
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Figure 1. 7 Flot de conception propose dans [3] 
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Figure 1.8 Le modele raffine propose dans [3] 
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D'autre part, les phases de la synthese proposees sont: 
• Choix de 1'architecture de communication: bus ou reseau de connexion sur puce. 
• Connexion d'un module materiel a l'architecture de communication par un 
mecanisme de wrapper appele Accessor (figure 1.9), implemente au niveau RTL, 
qui effectue la correspondance entre le protocole OCP et le protocole de 
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Figure 1. 9 Architecture d'un wrapper tel que propose dans [3] 
• Utilisation d'un adaptateur appele HW/SW-Controller (figure 1.10) qui assure la 
communication entre le logiciel et le materiel. Ce controleur s'occupe de l'envoi 
des donnees du logiciel vers les autres composantes du systeme, il s'occupe aussi 
de la reception des donnees destinees au logiciel. Le controleur est connecte au 
processeur via les interfaces rapides disponibles pour certains processeurs telles 
que les interfaces DSOCM du PowerPC405 [34]. Un mecanisme d'interruption 
est utilise entre le controleur et le processeur afin de traiter les requetes destinees 
au logiciel. Enfin, le controleur est connecte sur l'architecture de communication 
(un bus en general) et dispose d'une FIFO pour y stocker les donnees en 
attendant d'avoir fini le traitement de la requete encours. 
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La figure 1.11 represente le modele d'implementation obtenu a la fin des etapes de 
synthese. 
Composante 
« HW/SW Controller » 




Gestion des W*—*• 




I J Adaptateur des • 
donnees 
Figure 1.10 Hw/Sw adaptateur tel que propose par [3] 
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Figure 1.11 Le modele obtenu apres synthese tel que propose par [3] 
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1.5.2 Raffinement par processeur / coprocesseur 
La methodologie proposee dans [5] part d'une specification du systeme a haut niveau 
basee sur le langage C. Les fonctions en C qui exigent des calculs intenses sont 
implementees en materiel et le reste du systeme est implements en logiciel. 
Pour implementer le systeme en logiciel et en materiel, l'approche processeur et 
coprocesseur est utilisee. Chaque fonction partitionnee en materiel sera implementee en 
VHDL sur un coprocesseur. Les fonctions identifiees pour etre implementees en 
materiel sont converties en VHDL, et liees aux coprocesseurs. 
Notons egalement une approche proposee dans [31], comparable a [5], qui consiste a 
specifier le systeme en C/C++. Le systeme est ensuite partitionne en logiciel et en 
materiel. La partie materielle contient les fonctions necessitant une acceleration 
materielle. Chacune de ces fonctions est mappee sur un petit processeur specialise 
























Figure 1.12 Architecture de SoC, composee d'un processeur principal et des 
processeurs specialises 
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Chapitre 2 La plateforme Space 
La plateforme Space est le resultat du travail de plusieurs etudiants, elle a ete developpee 
au laboratoire de codesign de l'Ecole Polytechnique de Montreal. La plateforme est batie 
autour de SystemC et permet de concevoir des applications au niveau systeme. Dans une 
approche de haut vers le bas, la methodologie de conception, basee sur Space, offre trois 
niveaux de raffinement progressif incluant un processus de partitionnement 
logiciel/materiel. 
Ce chapitre est divise en deux parties. La premiere partie propose une description non 
exhaustive de la librairie SystemC, alors que la deuxieme presente une description de 
l'architecture et la philosophic de la plateforme Space. Nous mettons l'accent sur le 
protocole de communication entre les differentes composantes d'un systeme developpe 
dans Space afin d'etablir le lien avec notre travail a savoir le raffinement des 
communications de la plateforme vers un systeme reprogrammable de type FPGA. 
2.1 La librairie SystemC 
2.1.1 Introduction 
SystemC est une librairie basee sur le langage de programmation oriente objet C++. On 
designe generalement SystemC comme etant un langage pour la modelisation a haut 
niveau d'abstraction du comportement materiel des composantes d'un systeme. SystemC 
est souvent compare aux langages HDL tels que VHDL et Verilog. L'extrait suivant tire 
de [35] resume bien l'origine de SystemC : 
« En 1989, Synopsys met son outil commercial Scenic dans le domaine libre, et cree la 
version 0.9 de SystemC. Une premiere contribution de Frontier Design donne lieu a la 
version 1.0, et une autre de CoWare aboutit en 2000 a la version 1.1, premiere version 
officielle de SystemC. L'OSCI (Open SystemC Initiative) est alors cree, rassemblant une 
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multitude de societes et laboratories de recherche. Cette organisation est responsable de 
diffuser, promouvoir et rediger les specifications de SystemC 
Les specifications de SystemC ont ete etendues en 2001 a la modelisation de systemes 
abstraits (de tres haut niveau, avant partitionnement materiel/logiciel), aboutissant a la 
version 2.0 ». 
En 2005, SystemC a ete standardise IEEE 1666-2005. La version courante etant 2.2, on 
parle deja de la version 3.0 qui devrait supporter la modelisation de logiciel embarque. 
L'objectif principal de SystemC consiste a elever le niveau d'abstraction durant la 
modelisation d'un systeme. Au lieu de demarrer la conception a un niveau bas tel que le 
niveau RTL, SystemC permet de valider la specification au niveau transactionnel sans se 
soucier de tous les details de 1'implementation finale. 
Malgre qu'on parle de SystemC comme etant un langage pour la modelisation d'un 
systeme compose de materiel et/ou logiciel, a la base SystemC est beaucoup plus oriente 
pour la modelisation du comportement materiel. En effet, les versions actuelles et 
anterieures, de SystemC ne fournissent pas un support complet pour la modelisation du 
comportement logiciel. 
2.1.2 Architecture generate de SystemC 
La figure 2.1 presente l'architecture generate de la librairie SystemC. Elle est basee sur 
le langage C++ et fournit une collection de classes representant des modeles en materiel, 
des mecanismes de communication, des elements de synchronisation et le support de 
plusieurs types de donnees. Ces classes de base permettent la modelisation d'un 
systeme. La librairie inclut aussi un simulateur evenementiel. 
Dans ce qui suit, nous decrirons brievement dans ce qui suit les elements de chaque 
couche. Notez que la premiere couche (couche du haut sur la Figure 2.1) ne fait pas 
partie des elements de base de la librairie SystemC. Elle n'est done pas presentee dans 
ce qui suit, toutefois le lecteur peut referer a [2] pour plus de details. 
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Librairies Specifiques 
Librairie Maitre/es clave, etc. 
Couches lie librairies 
Librairie de verification 
Librairie TLM, etc 
Canaux piiinitifs 






Types de doimees 
Type bit et vecteur de bits. 
Entier a precision arbitraire. 
Types a point fixe 
Simulation Evenementiel 
Evenements, processus 
Langage C++ Standard 
Figure 2. 1 Architecture de la librairie SystemC 
Canaux primitifs 
Les canaux primitifs sont des elements de communication ou de synchronisation. lis sont 
elementaires et font partie de la construction de base d'un modele de systeme base sur 
SystemC. Selon le type du canal primitif, ce dernier se prete a une utilisation en materiel 
ou en logiciel. Par exemple, un signal est plus utilise en materiel, et une correspondance 
directe peut etre faite avec un signal decrit en VHDL. Par contre, les types mutex et 




Un systeme est generalement divise en plusieurs blocs, chaque bloc realisant une 
fonctionnalite donnee. Un bloc est represente en SystemC par un module qui est une 
classe decrivant le comportement d'un tel bloc. En general, un module contient: 
> Un ou plusieurs ports a travers lesquels communique le module avec le reste du 
systeme. 
> Un ou plusieurs processus ou chaque processus decrit un comportement 
> Des donnees et canaux primitifs internes afin d'assurer la communication et la 
synchronisation entre les processus du module. 
> D'autres (sous) modules a travers une hierarchic 
Interface 
Une interface est un ensemble des fonctions (ou methodes) qui peuvent etre utilisees a 
travers un port. Une interface ne contient pas de code, ce n'est qu'une declaration de 
fonctions. Les fonctions de ces interfaces sont implementees dans les canaux. 
Toutes les interfaces en SystemC derivent de la classe de base sc_interface 
Canaux 
Les canaux assurent la communication entre les differents modules d'un systeme a 
travers le port. lis ne sont pas limites a une communication point a point comme c'est le 
cas d'un signal ou d'une FIFO. Les interfaces declarent les fonctions disponibles pour la 
communication a travers un port. L'utilisation des interfaces permet done d'implementer 
differemment les fonctions de communications dans differents canaux. 
On distingue les canaux primitifs qui sont atomiques et les canaux hierarchiques avec 
lesquels il est possible de modeliser le comportement d'un medium de communication 
plus complexe tel qu'un bus dans un systeme sur puce. 
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Ports 
En SystemC, les ports sont des objets qui permettent aux composantes d'un modele de 
communiquer entre dies par 1'intermediate des fonctions de 1'interface implementees 
par le canal.. Chaque port est specifie avec le type d'interface auquel il correspond. La 
composante qui herite de 1'interface specifiee par un port, devra done implementer les 
fonctions de 1'interface correspondante au port en question. 
Un port est specifie par la declaration sc_port < interface_type>. 
Moteur de simulation evenementiel 
Processus 
Un processus est l'unite de base pour representer une fonctionnalite donnee. Un module 
SystemC peut avoir un ou plusieurs processus pour modeliser le comportement global 
du module en question. Contrairement aux langages de programmation sequentiels, 
SystemC permet la simulation d'un comportement concurrentiel grace aux processus. 
Les processus ont une liste de sensibilite sur un ou plusieurs parametres tels que 
l'horloge ou d'autres signaux. 
SystemC fournit trois types de processus: SC_METHOD, SC_THREAD et 
SC_CTHREAD. Le SC_METHOD s'execute entierement du debut a la fin de son code 
suite a un changement dans sa liste de sensibilite et ne peut pas etre suspendue 
explicitement par un appel a la fonction wait(). Le SC_THREAD peut etre interrompu a 
n'importe quel endroit de son code et quand son execution reprend il peut restituer l'etat 
juste avant la suspension et continuer l'execution a partir de cet etat. Finalement, le 
processus SC_CTHREAD est identique au SCTHREAD, mais sensible uniquement 
sur les fronts de l'horloge. 
Evenements 
Un evenement est un objet de la classe sc_event. II represente en general une certaine 
condition sous laquelle l'execution d'un processus s'arrete ou redemarre. II maintient 
une liste de processus dont la liste de sensibilite contient 1'evenement en question. Le 
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changement d'une certaine condition est notifie a travers l'evenement, ce qui permet de 
reordonnancer les processus sensibles a cet evenement. 
Un evenement pourra etre directement utilise par un processus pour controler un autre 
processus en particulier si les deux processus en question ont besoin de synchroniser 
leurs executions sur une certaine condition. 
Le non-determinisme 
Le non-determinisme du comportement d'un systeme en SystemC lors de la simulation 
est un facteur important a prendre en consideration [37]. En effet, l'ordre d'execution 
des processus n'est pas specifie particulierement au demarrage ou au cours de la 
simulation quand plusieurs processus sont prets simultanement. 
Malgre cet aspect de non-determinisme de SystemC, globalement un systeme se 
comporte de la meme maniere entre deux simulations effectuees sur une meme machine 
et avec les memes entrees, puisque l'Ordonnanceur effectue le meme choix du processus 
a executer entre deux simulations [36]. 
2.1.3 Les niveaux de raffinement de SystemC 
SystemC offre plusieurs niveaux de raffinement pour le systeme a concevoir. Ces 
niveaux different principalement au niveau de la granularite des details lies au 
fonctionnement du systeme. Ainsi d'un niveau a l'autre, des latences liees a la 
communication ou au calcul pourront etre ajoutees a differentes composantes du systeme 
et en particulier au medium de communication. SystemC permet done de passer d'une 
specification purement transactionnelle (niveau TLM), a une specification plus proche 
du niveau RTL (au niveau des signaux). 
Les niveaux de raffinement supportes par SystemC sont comme suit [35] : 
> UTF (Untimed Functional): le modele ne comporte aucune notion de duree 
d'execution, mais seulement un ordre eventuel dans 1'execution des evenements. 
Chaque requete s'execute en un temps nul. Seul compte l'ordonnancement des 
evenements. 
> TF (Time Functional) Le modele comporte des notions de duree d'execution 
(e.g. temps d'execution des processus et latence des communications). 
> BCA (Bus Cycle Accurate) Ce niveau signifie que la modelisation des 
transactions sur 1'interface est precise au cycle pres. Un modele BCA n'apporte 
aucune information sur les bits (signaux) de 1'interface. 
> BA (Bit Accurate) Ce niveau signifie que la modelisation des transactions sur 
l'interface est de niveau BCA et considere aussi sur les signaux de l'interface. La 
modelisation est done precise au bit pres. On designe souvent ce niveau par le 
terme CABA (cycle accurate / bit accurate). 
> RTL (Register Transfer! Level) Chaque bit, chaque cycle et chaque registre du 
systeme sont modelises. 
2.1.4 Exemple d'une bascule avec SystemC 
Pour illustrer la syntaxe de SystemC, nous presentons a la figure 2.2 un exemple simple 
d'une bascule D avec un signal de remise a zero (reset) asynchrone. 
Dans cet exemple, SC_MODULE est une macro qui declare un module dont le nom est 
diffa et qui a trois ports d'entrees (clock, reset, et din) et un port de sortie (dout). Le 
module a un processus de type SCMETHOD qui est sensible au front montant de 









if (reset) { 
dout = false; 
} else if (clock.event()) { 










Figure 2. 2 Exemple simple d'une bascule D en SystemC 
2.2 La plateforme Space 
Space est une plateforme batie autour de SystemC pour permettre la modelisation, la 
validation et 1'exploration architecturale a haut niveau d'un systeme materiel et/ou 
logiciel. Elle est composee d'un ensemble de librairies representant differentes 
composantes (bus, uart, timer, ram, iss, ou wrapper, etc.) a haut niveau, d'un ensemble 
d'outils d'aide au developpement tel qu'une interface graphique et de logiciels 
necessaires a la compilation et la production d'un executable. 
La plate-forme Space batie sur SystemC permet a ce dernier d'ajouter 3 elements 
importants: 
> Augmcntion de la reutilisation Ceci permet a un utilisateur de la plateforme 
Space d'avoir une collection de composantes standards nominees IP qu'il peut 
reutiliser dans differentes applications. Ce concept existe presentement pour la 
conception SoC a bas niveau. II permet au concepteur de se concentrer sur 
l'application en mettant a sa disposition une architecture et un ensemble de IPs. 
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> Un protocole de communication generique Les communications (bloquantes 
ou non bloquantes) entre les composantes d'un systeme concu avec Space se 
basent sur le mecanisme de passage de message (message passing). Les 
composantes du systeme (modules et peripheriques) sont identifiees chacune 
par un identificateur numerique qui est converti en une adresse lors du 
1'initiation d'une requete de lecture ou d'ecriture. 
> Support avance pour la partie logicielle SystemC dans sa version actuelle 
est tres limite quand a la modelisation de la partie logicielle d'un systeme 
compose de logiciel et de materiel. La plateforme Space apporte davantage de 
support pour la conception et la simulation de cette partie en integrant un RTOS 
afin de modeliser des applications avec des contraintes de temps reel. Space 
fournit aussi un ISS pour un processeur donne (actuellement deux ISS sont 
fournis pour les processeurs ARM, et Microblaze) afin de simuler le 
comportement du logiciel. 
Trois niveaux de raffinement sont possibles dans Space : UTF, TF et BCA. Le 
partitionnement d'un systeme en logiciel et/ou en materiel est encore manuel et intuitif. 
Le but a court terme est de l'automatiser ou du mo ins de fournir une aide aux prises de 
decisions grace au profilage de la partie logicielle et a l'aide de metriques sur les 
communications entre le materiel et le logiciel. 
2.2.1 Vue d'ensemble 
Afin de modeliser un systeme a haut niveau dans Space, un utilisateur dispose d'un 
ensemble de librairies qui lui permettent de construire 1'architecture de base de son 
systeme. L'utilisateur aura pour seule tache la conception des modules specifiques de 
son systeme. Une representation globale d'un systeme typique concu dans Space est 
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Figure 2. 3 Vue d'ensemble d'un systeme con9u avec Space 
La figure 2.3 represente un systeme decoupe en plusieurs modules qui communiquent 
entre eux via une architecture de base a laquelle ils sont attaches. L'architecture de base 
differe d'un niveau de raffinement a un autre. Alors que seulement des notions 
temporelles sont ajoutees ou retirees des modules quand le niveau de raffinement 
change. Les modules peuvent etre deplaces de la partition logicielle a la partition 
materielle et vis-versa sans aucune modification a leur code. Dans ce qui suit nous 
decrirons plus en detail chacune de ces composantes. 
Module 
Un module dans Space, represente composante de base pour la conception d'un 
systeme, qui est en general divise en plusieurs modules representant chacun un 
comportement ou une fonctionnalite precise du systeme. La classe SpaceBaseModule 
est la classe de base dont tous les modules concus par Putilisateur heritent. Cette classe 
derive elle-meme de la classe SC_MODULE de SystemC. Un module peut avoir un ou 
plusieurs processus. 
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Selon le niveau de raffmement utilise, le module peut etre en materiel ou en logiciel. Tel 
que mentionne ci-haut, le passage d'une partition a une autre n'implique aucun 
changement quant au code du module. 
Chaque module est identifie par un identiflcateur numerique permettant d'abstraire le 
niveau d'adressage. En effet, quand un module effectue une requete de lecture ou 
d'ecriture vers une autre composante du systeme (module ou peripherique), 
1'identificateur de la composante destinatrice est converti en adresse interne. La 
generation de 1'adresse a partir de 1'identificateur est decrite a la fin de ce chapitre. 
Un module materiel est connecte a 1'architecture de base, en 1'occurrence au bus de 
1' architecture via un adaptateur {wrapper) qui assure principalement deux roles : 
> Decouplage de 1'interface entre le module et le bus : selon le niveau de 
raffmement, un ou l'autre des bus UTF, TF ou BCA est utilise dans 
l'architecture de base. La presence d'un adaptateur entre le module et le bus 
permet d'eliminer la necessite d'avoir plusieurs interfaces differentes au niveau 
de la classe SpaceBaseModule pour connecter un module sur un bus. 
> Encapsulation des mecanismes de communication : les mecanismes de 
communication utilises dans Space sont geres au niveau de 1'adaptateur du 
module et au niveau du bus, ce qui permet de separer la communication du 
calcul au niveau du module. Les donnees a envoyer par le module sont 
acheminees a travers l'adaptateur vers le bus, alors que les donnees recues sont 
provisoirement stockees au niveau de l'adaptateur jusqu'a ce que le module soit 
pret pour les lire. Par consequent, les operations de lecture sont locales entre le 
module et son adaptateur, et ne requierent par les services du bus. 
Un module logiciel est converti dans la partie logicielle du systeme en une tache 
logicielle geree au niveau du RTOS utilise. Nous verrons au paragraphe suivant les 
details de la partie logicielle de l'architecture de base. 
38 
Architecture de base 
L'architecture de base contient des composantes standards formant 1'infrastructure de 
base pour concevoir un systeme utilisant un bus comme medium de communication. 
Chaque composante modelise un comportement au sein d'un SoC et est disponible a 
l'utilisation sous forme d'une librairie. Certaines composantes telles que le bus d'une 
architecture de base different d'un niveau de raffinement a un autre. 
Ces elements de l'architecture sont concus en SystemC pour modeliser le 
fonctionnement d'une partie du systeme, l'autre partie est modelisee par les modules. La 
figure 2.4 represente une architecture de base au niveau de raffinement BCA dans Space. 
TIMER 
PIC 4 U 
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Figure 2. 4 Architecture de base au niveau de raffinement BCA de Space 
Les composantes OPB TLM Bus, Timer, RAM, PIC (gestionnaire d'interruptions), OPB 
adaptateur, Space adaptateur, HwSwCom (adaptateur de communication 
materiel/logiciel), ISS, et RAM code forment l'architecture de base du systeme de niveau 
BCA, et sont fournies par la plateforme Space. 
Le code binaire charge dans la composante « RAM code » modelise le comportement du 
logiciel. 
Les modules 1 et 2 connectes au bus a travers des adaptateurs modelisent le 
comportement materiel. La presence de deux adaptateurs est justifiee par la difference 
39 
entre 1'interface du bus utilise a ce niveau de raffinement et 1'interface de chacun des bus 
utilises aux autres niveaux (TF et UTF) de raffinement. 
A ce niveau de raffinement, le systeme est partitionne en logiciel et en materiel. La 
partition logicielle du systeme est representee par les modules logiciels originalement 
decrits en SystemC. Ces modules sont convertis en taches logicielles gerees et 
ordonnances par le RTOS choisi. La conversion des appels SystemC a des appels au 
niveau du RTOS est effectuee par une API qui, lors de compilation, effectue la 
correspondance directe entre les elements de SystemC et ceux du RTOS. Le tableau 2.1 
presente quelques correspondances entre les appels SystemC et ceux de MicroC-OS II 
qui est le RTOS utilise dans Space. 
















Demarrage de l'Ordonnanceur du RTOS 
Arret de l'Ordonnanceur du RTOS 
Attente pour un certain nombre de cycles 
Creation d'un evenement en SystemC correspond a un 
semaphore au niveau du RTOS. 
Notification de Pevenement. 
Cette conversion, entre SystemC et un RTOS donne, permet d'apporter le support temps 
reel au systeme avec tous les mecanismes fournis par le RTOS a savoir 
l'ordonnancement preemptif et la gestion des taches basee sur les priorites. 
2.2.2 Les niveaux de raffinement dans Space. 
Tel que mentionne precedemment, trois niveaux de raffinement sont possibles dans 
Space. lis different principalement au niveau du canal ou bus de communication utilise. 
Les modules changent legerement par l'ajout ou le retrait de notions temporelles selon le 
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niveau de raffinement. Les autres composantes standards peuvent ou non etre utilisees 
par 1'architecture de base selon le niveau de raffinement. 
Le niveau UTF 
Le niveau UTF permet de valider le systeme au niveau fonctionnel sans aucune notion 
de latence des communications. La simulation du systeme a ce niveau est equivalente a 
une simulation comportementale d'un niveau RTL. Les operations de lecture et 
d'ecriture sont modelisees par des appels de fonctions qui seront decrites au paragraphe 
2.2.3. L'appel d'une fonction de lecture ou d'ecriture au niveau du module se propage 
jusqu'au destinataire a travers l'adaptateur du module source et a travers le bus. 
A ce niveau de raffinement, le systeme n'est pas partitionne, la validation est faite au 
niveau systeme. Le bus ou le canal utilise a ce niveau ne correspond a un aucun standard 
de bus, et sert simplement a vehiculer la requete de la source a la destination. La figure 
2.5 presente un systeme compose de quatre modules connecte chacun au canal UTF a 
travers un adaptateur. 
Le niveau TF 
Le niveau TF permet de valider le systeme au niveau fonctionnel, la difference par 
rapport au niveau UTF reside dans le fait que la communication a travers le bus TF a une 
latence d'un cycle pour une donnee de 4 octets, en plus des latences liees au decodage 
d'adresses et a l'attente de l'acquittement. Ces deux dernieres latences sont 
configurables par l'utilisateur ou sont definies selon un protocole de communication 
choisi par l'utilisateur tel que le protocole du bus OPB ou celui du bus AMBA AHB. 
A ce niveau un arbitrage de type FIFO (Round Robin) est aussi ajoute par rapport au 
niveau UTF. Pour representer le systeme de la figure 2.5 au niveau TF, nous remplacons 
uniquement le bus UTF par le bus TF. 
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Le niveau BCA 
La figure 2.4 represente un systeme modelise dans Space au niveau du raffmement 
BCA. A ce niveau le protocole de communication implemente par le bus est precis au 
cycle pres et 1'architecture de base du systeme a haut niveau est identique a une 
architecture standard que Ton peut trouver au niveau RTL sur un FPGA. A ce jour, la 
plateforme Space fournit un modele transactionnel pour le bus OPB du standard 
CoreConnect [10]. Ce modele implemente a haut niveau la plupart des options {features) 
du protocole de communication du bus OPB au niveau RTL. Ainsi, le modele calcule a 
chaque cycle d'execution la valeur de chaque signal de son interface. A haut niveau, ces 
signaux sont modelises par une variable de type booleenne (comparativement a 
l'utilisation d'un signal binaire pour le niveau RTL). 
Le systeme a ce stade peut etre partitionne en logiciel et/ou en materiel. Ce qui permet 
de valider les differentes parties du systeme final (a savoir le logiciel, le materiel et les 
interfaces de communications), et d'explorer plusieurs configurations en deplacant les 
modules du logiciel au materiel et vis-versa. 
Nous rappelons que l'objectif de ce projet de recherche est de construire un pont entre ce 
niveau de raffinement et 1'implementation d'un systeme sur une puce. 
Figure 2. 5 Un systeme compose de quatre modules au niveau UTF 
r>ji * i i j j * ' * ' * - » | 
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2.2.3 Le protocole de communication dans Space. 
Nous avons vu qu'un systeme concu avec la methodologie de la plateforme Space est 
constitue d'un ensemble de modules partitionnes en materiel et/ou en logiciel et d'une 
architecture de base composee de plusieurs composantes fournies par la plateforme. 
Pour un tel systeme, il faut assurer la communication entre les modules et les differentes 
composantes. 
Les fonctions de communication 
Les communications sont assurees par le bus et utilisent les mecanismes implemented au 
niveau des adaptateurs pour les modules materiels ou des mecanismes logiciels (FIFO, 
evenements, synchronisation, etc.) pour les modules logiciels. Un module utilise une 
fonction parmi quatre pour communiquer soit avec un module ou soit un peripherique de 
1'architecture. Ces fonctions sont decrites ci-dessous : 
> ModuleWrite () : l'appel de cette fonction par un module permet d'envoyer un 
message d'un module vers un autre module. Le message est achemine a travers 
le bus jusqu'a l'adaptateur du module destinataire ou il sera stocke dans une 
FIFO jusqu'a ce que le module destinataire puisse consommer le message. II 
faut noter que les messages envoyes par un module materiel vers un module 
logiciel sont achemines vers la composante HwSwCom qui par un mecanisme 
d'interruption signale au processeur que des donnees destinees a un module 
logiciel ont ete recues. 
> ModuIeRead () : l'appel de cette fonction par un module permet de lire un 
message qui a ete envoye par un autre module et stocke dans une FIFO de 
reception au niveau de l'adaptateur pour un module materiel ou dans une FIFO 
en logiciel pour un module logiciel. Cette operation est locale, entre un module 
materiel et son adaptateur ou sur la FIFO logicielle pour un module logiciel et 
ne requiert done pas l'acces au bus. 
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> DeviceWrite ( ) : l'appel de cette fonction par un module permet d'ecrire un 
message a un peripherique. Le message est achemine par le bus. 
> DeviceRead ( ) : l'appel de cette fonction par un module permet de lire un 
message a partir d'un peripherique. Le message est achemine par le bus. 
Le Tableau 2.2 presente les parametres que prennent les quatre fonctions presentees ci-
dessus. 










L'identificateur numerique du module source de la requete 
L'identificateur numerique du module ou peripherique destinataire de 
la requete 
Priorite du message durant la requete courante 
Un pointeur sur le message a transferer 
La taille du message a transferer. 
Parametre pour indiquer si l'operation est bloquante ou non 






























A: ModuleWrite, B: ModuleRead, C: DeviceWrite, D: DeviceRead 
x: pour indiquer si le parametre en question est utilise ou non. 
Les differents types de communication dans Space 
Un module est un maitre sur le bus, et peut initier des requetes de lecture ou d'ecriture, 
alors que les peripheriques tels qu'une memoire RAM sont esclaves et se contentent de 
repondre aux requetes d'un maitre via le bus. 
On distingue la communication module a module et module a peripherique. La gestion 
de ces types de communication differe selon la partition dans laquelle un module a ete 
instancie et selon le niveau de raffmement. Nous decrirons ci-dessous les 
communications au niveau du raffmement BCA dans lequel le systeme est en general 
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partitionne en logiciel et en materiel. Notez que pour la communication entre modules, il 
faut toujours garder en tete le modele de communication par rendez-vous, c'est-a-dire 
que lorsqu'un module A demande une requete de lecture (e.g. ModuleRead) a un module 
B, ce dernier repondra par une requete d'ecriture (ModuleWrite). De facon symetrique, 
lorsqu'un module A demande une requete d'ecriture (e.g. ModuleWrite) a un module B, 
ce dernier repondra par une requete de lecture (ModuleRead). 
> Communication materiel-materiel II s'agit d'une communication entre deux 
modules materiels ou entre un module materiel et un peripherique. La figure 
2.6 represente le cheminement d'une requete de lecture ou d'ecriture pour une 
communication materiel-materiel. Le premier cas (figure 2.6A) represente 
l'ecriture d'un message d'un module materiel Ml a un autre module materiel 
M2 alors que le deuxieme cas (figure 2.6B) represente la lecture d'un message. 
Dans ce dernier cas, la lecture est toujours locale, c'est-a-dire que le module 
Ml lira les messages, qui lui ont ete envoyees, au niveau de son adaptateur 
sans utiliser le bus. Le troisieme cas (figure 2.6C) represente une requete de 
lecture ou d'ecriture du module materiel Ml vers un peripherique D. Dans ce 



















A1 D u 
M : module - A : adaptateur - B: bus - D : peripherique (device) 
Figure 2. 6 Illustration de la communication de materiel a materiel 
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> Communication materiel-logiciel II s'agit d'une communication entre un 
module materiel et un module logiciel. La figure 2.7 illustre ce type de 
communication au niveau raffinement BCA. Le message envoye par le module 
materiel Ml au module logiciel M2 est achemine a travers le bus vers la 
composante HwSwCom qui est un adaptateur entre le materiel et le logiciel. 
Cette composante utilise un mecanisme d'interruption pour signaler a 
l'emulateur du processeur (ISS de l'anglais Instruction Set Simulator) que des 
donnees ont ete recues de la part d'un module materiel. A travers une sous-
routine d'interruption, 1'ISS initie une requete de lecture vers l'adaptateur 
HwSwCom et achemine les donnees a la FIFO dediee au module logiciel M2. 
Ce dernier effectue ses requetes de lecture au niveau de sa FIFO. Le cas d'une 
lecture a partir du module Ml est couvert dans le point suivant. 










Figure 2. 7 Illustration de la communication de materiel a logiciel 
> Communication logiciel-materiel (figure 2.8) L'ecriture d'un message par 
un module logiciel vers un module materiel ou un peripherique s'effectue 
directement a travers le bus. L'ISS demande le bus et initie la requete quand 
Faeces au bus est autorise. Encore une fois, pour le module Ml la lecture est 
locale, e'est-a-dire que le module Ml lira les messages, qui lui ont ete envoyees 
par M2, au niveau de son adaptateur sans utiliser le bus. 
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La lecture de donnees par un module logiciel a partir d'un peripherique 
s'effectue de la meme maniere que l'ecriture. 
> Communication logiciel-Iogiciel: cette communication est interne au logiciel, 
et se traduit par une communication entre les taches crees par correspondance 
entre les appels SystemC et ceux au niveau du RTOS. Chaque tache logicielle 
represente un module et utilise une FIFO dans laquelle sont stockes les 
messages qui lui sont destines. L'ecriture et la lecture d'un message par un 
module logiciel vers un autre se traduisent respectivement par une ecriture et 
une lecture sur une FIFO. 










Ecriture de donnees d'un module logiciel M2 a un 
module materiel M1. 
Ecriture ou lecture de donnees d'un module logiciel 
M2 vers un peripherique D. 
Figure 2. 8 Illustration de la communication du logiciel au materiel 
Nous venons de presenter les differents types de communication pour le niveau BCA. 
Qu'en est-il maintenant des niveaux de raffinement UTF et TF ? En fait, ces niveaux 
sont beaucoup plus simples a modeliser car ils se ramenent simplement au cas d'une 
communication materiel-materiel (ler cas ci-haut). 
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Notez egalement que la couche des adaptateurs (designes par la lettre A aux figures 2.6, 
2.7 et 2.8) est en fait composee d'un seul ou de deux adaptateurs selon le niveau de 
raffmement cible. Plus precisement, deux adaptateurs sont utilises pour le niveau de 
raffinement BCA (figure 2.4): le premier est connecte au module alors que le deuxieme 
est connecte au modele SystemC du bus OPB. Par contre, un seul adaptateur connecte au 
module est requis pour le niveau UTF et TF (figure 2.5). 
Communication bloquante versus non bloquante 
Un autre parametre important en ce qui concerne les communications entre modules est 
1' aspect bloquant versus non bloquant (voir description plus loin dans cette section). La 
valeur de l'argument timeOut des fonctions ModuleWrite et ModuleRead permet de 
distinguer la nature de la communication : 0 signifie non bloquante, 255 signifie 
bloquante de maniere indefinie. Entre ces deux valeurs (0 < x > 255), on a une 
communication bloquante avec un delai d'attente (timeout) egal a x. Les comportements 
possibles sont done les suivants : 
> Ecriture non bloquante Un module qui effectue une ecriture non bloquante 
peut poursuivre son execution immediatement apres le traitement de sa requete. 
> Lecture non bloquante Un module qui effectue une lecture non bloquante 
peut poursuivre son execution immediatement apres avoir verifie si des 
donnees etaient stockees dans sa FIFO de reception. 
> Ecriture bloquante Un module qui effectue une ecriture bloquante attend un 
acquittement ACK de la part du module destinataire. Cet acquittement lui sera 
envoye par le module destinataire des que ce dernier consomme le message en 
question. Le parametre timeOut passe comme argument de la fonction 
d'ecriture donne le temps maximal (en cycles) pour lequel le module doit 
attendre cet acquittement. 
> Lecture bloquante Dans ce cas le module bloquera s'il ne trouve pas le 
message qu'il desire lire dans la FIFO de reception. Encore une fois, le 
parametre timeOut passe comme argument donne le temps maximal d'attente. 
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Dans les quatre cas une valeur de retour de la fonction d'ecriture ou de lecture permet de 
verifier le statut de la requete. 
Le format d'un message au niveau BCA 
Au niveau BCA, le protocole de communication du bus OPB est modelise au niveau 
transactional. Pour la communication entre modules, un message est construit a partir 
des parametres des fonctions de communication. II est compose d'un en-tete , de quatre 
octets et d'une donnee (figure 2.9). 
La donnee peut avoir une taille variant de 4 a 256 octets, et elle est serialised par 
l'adaptateur du bus OPB selon la largeur allouee a la donnee. 
L'en-tete est compose de 4 champs de un octet chacun : 
Flags Taille de donnees Destinataire ID Source ID 
Figure 2. 9 Format de 1'en-tete d'un message 
Les champs Destinataire ID et source ID permettent de distinguer le module source et le 
module destinataire de la requete. Le champ Destinataire ID est utile lorsque plusieurs 
modules sont connectes au meme adaptateur, alors que le champ Source ID est utile 
puisqu'un module peut recevoir des messages de plusieurs autres modules. II permet 
aussi de reconstruire l'adresse a laquelle un ACK est envoye dans le cas d'une ecriture 
bloquante. 
Le champ de drapeaux (Flags) sert a indiquer certaines options concernant le message, 
telles que 1'ecriture bloquante et l'acquittement. 
Notons finalement que dans le cas de communication entre modules et peripheriques le 
message contient uniquement la donnee. 
49 
La generation de l'adresse d'une composante ou d'un module 
Pour tous les niveaux de raffinement, le bus utilise des adresses de 4 octets. Les 
peripheriques, les modules et leurs adaptateurs au sein d'un systeme sont identifies 
chacun par un identificateur numerique. 
A l'instanciation des composantes du systeme au niveau de la fonction sc_main de 
SystemC qui est 1'entree principale de 1'executable, et avant le lancement de la 
simulation, les peripheriques et les modules forment chacun son adresse de maniere 
dynamique et s'enregistrent sur une table globale faisant la correspondance entre 
identificateur et adresse. 
Pour acheminer les donnees a travers le bus il faudra retrouver l'adresse de destination a 
partir de la table globale. Cette maniere de generer les adresses a partir des 
identificateurs, est utilisee dans le but de : 
> Augmenter le niveau d'abstraction lors de 1'implementation du code d'un 
module puisqu'il est plus simple de travailler avec un identificateur de un octet 
que de travailler avec des adresses de 4 octets. 
> Reduire la taille de l'en-tete en passant les ID destination et source de un octet 
chacun au lieu de passer deux adresses chacune sur 4 octets. 
> Faciliter le passage d'un module de la partition logicielle a la partition materielle 
et vis-versa. 
Le Tableau 2.3 presente la composition d'une adresse a partir de 1'identificateur du 
peripherique ou du module. 





Bits 30 a 31 
Bits prevus pour la 
gestion des 
systemes muti-bus 





Bits 14 a 21 
Identificateur du 
module 
Bits 0 a 13 
Non utilise ou espace 
memoire dans le module 
Espace memoire du peripherique (maximum 
de 4 Moctets). 
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Chapitre 3 Raffinement des communications de Space 
Ce chapitre decrit la methodologie utilisee pour implementer le protocole de 
communication de Space sur un circuit reprogrammable de type FPGA afin d'assurer le 
passage du niveau BCA au niveau RTL. Nous avons choisi le FPGA Virtex2 de la 
compagnie Xilinx avec un processeur embarque de type Microblaze et une architecture 
de bus basee sur le standard CoreConnect OPB [10]. 
Une application concue avec la plateforme Space est soit completement materielle, soit 
completement logicielle ou partitionnee en logiciel et en materiel. Dans les trois cas, le 
protocole de Space, a haut niveau met en jeu differents mecanismes de gestion des 
communications entre les differentes composantes de 1'application (maitres, esclaves, 
bus, logiciel, etc.). Nous avons considere le cas general dans lequel le systeme a 
concevoir contient une partition logicielle et une partition materielle. 
Notre travail consiste done a passer d'une specification d'un systeme a haut niveau 
basee sur la plateforme Space vers une specification au niveau RTL synthetisable. En 
particulier nous implementons les memes mecanismes d'adaptateurs vus au chapitre 2 
pour gerer les communications du materiel-materiel, materiel -logiciel et logiciel-
materiel. 
Nous avons utilise les outils de developpement de la compagnie Xilinx, en particulier 
l'outil EDK et la carte multimedia de Xilinx pour le prototypage rapide de SoC. Nous 
commencons ce chapitre par une breve description de ces outils avant d'aborder la 
methodologie utilisee pour implementer les mecanismes de communications de Space 
sur le circuit FPGA de la carte de prototypage utilisee. 
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3.1 Les outils de developpement 
3.1.1 EDK 
Pour faciliter le developpement de systemes embarques sur FPGA de Xilinx, EDK 
permet de specifier le systeme de maniere simple basee sur des interfaces graphiques qui 
guident le concepteur dans les differentes etapes de specification de 1'application. 
L'outil EDK vient avec un ensemble de composantes IP (uart, timer, bus, etc.) et deux 
types de processeurs Microblaze et PowerPC 405. L'ensemble de ces composantes 
permet de batir l'architecture du systeme, d'integrer la partie logicielle de ce systeme et 
d'incorporer au systeme de nouvelles composantes non fournies par les librairies de 
EDK. Le menu « Create/Import Peripheral » dans EDK permet de generer une nouvelle 
composante disposant de l'interface necessaire pour etre connectee sur un des bus de 
l'architecture CoreConnect. 
Le systeme en entier est specifie dans un fichier MHS (Microprocessor Hardware 
Specification) dans lequel chaque composante materielle du systeme est configured avec 
l'ensemble de ses parametres et se voit attribuer une adresse si elle est connectee au bus 
de l'architecture. Les ports locaux et externes sont aussi specifies. Le fichier MHS est 
utilise par l'outil PlateGen (Plateform Generator) pour generer le systeme embarque 
sous forme d'une liste d'interconnexions. 
Un autre fichier MSS (Microprocessor Software Specification) est aussi genere 
automatiquement par EDK dans lequel sont specifies les pilotes logiciels des differentes 
composantes du systeme et certains parametres lies au fonctionnement du logiciel du 
systeme embarque tel que les ports et les gestionnaires d'interruptions, la frequence du 
processeur, etc. Le fichier MSS est utilise par un outil generateur de librairies pour la 
compilation et 1'edition des liens avec le code logiciel de 1'application. 
Un ensemble d'autres outils est ensuite utilise pour le placement des fonctions logiques 
sur les blocs CLB du FPGA et pour le routage des connexions. Toutes ces etapes 
permettent de generer un fichier de bits (bitstream) utilise pour programmer le FPGA. 
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3.1.2 FPGA Virtex-II de Xilinx 
La technologie des FPGA permet aux concepteurs de proceder a la verification des 
systemes durant le cycle de developpement. Un FPGA est un circuit integre generique 
compose de blocs logiques (CLBs) et d'interconnexions programmables. Le systeme 
concu est implemente sous forme de fonctions logiques simples sur chaque bloc. Les 
FPGA modernes contiennent suffisamment de logique pour implementer un SoC ou 
d'autres systemes plus complexes. 
Le concepteur decrit son systeme dans un langage HDL tel que VHDL ou Verilog. Un 
outil de synthese est utilise afin de convertir cette description en bitstream pour 
programmer le circuit FPGA. Ce type de circuit est reprogrammable plusieurs fois, ce 
qui implique une grande flexibilite de mise a jour et de corrections du systeme concu. 
Un FPGA de la famille Virtex-II [41] est constitue de blocs d'entree/sortie (IOBs), et de 
blocs logiques internes. Les blocs IOBs assurent 1'interface entre les pins externes et la 
logique interne. 
Un bloc de logique interne est constitue principalement de quatre elements : 
> Element fonctionnel: utilise pour la logique combinatoire et sequentielle. 
> Element de stockage large de 18Kbits : fourni par des memoires RAM a double 
port. 
> Multiplicateurs dedies de 18x18 bits. 
> Gestionnaire d'horloge numerique (DCM : Digital clock manager). 
Un CLB consiste en 4 tranches (en anglais slices), qui sont la base pour determiner 
l'utilisation des ressources apres la synthese. Chaque slice est composee de 2 
generateurs de fonctions a 4 entrees, 2 elements de stockage, une unite arithmetique et 
des multiplexeurs. La structure de LUT est generalement utilisee pour les generateurs 
de fonctions, les registres de decalage de 16 bits ou des elements de memoire distribute 
RAM de 16 bits. L'utilisation d'une LUT, permet d'implementer n'importe quelle 
fonction logique a 4 entrees. Les multiplexeurs d'une slice permettent d'implementer la 
majorite des fonctions logiques a 8 entrees. 









Figure 3. 1 Slice d'un CLB. FPGA Virtex-II 
3.2 Methodologie 
Le raffinement d'un systeme con9u a haut niveau dans Space et que Ton desire 
implementer sur un circuit reprogrammable peut etre divise en quatre sous 
parties (figure 3.2). 
> Generation du logiciel Nous avons vu au chapitre 2 qu'un systeme concu dans 
Space peut etre partitionne en logiciel et en materiel au niveau de raffinement 
BCA. A ce niveau un emulateur de processeur permet de simuler le logiciel 
compose d'une API de conversion des appels SystemC en appel au niveau du 
RTOS choisi, Mis a part le code des modules logiciels, le reste est compile sous 
forme de librairies. 
Au niveau de 1'implementation sur FPGA, toutes les librairies utilisees au niveau 
BCA et le code des modules sont repris sans aucune modification et compiles par 
l'outil de developpement EDK pour produire 1'executable de la partie logicielle 
du systeme a implementer sur FPGA. 
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Figure 3. 2 Methodologie de raffinement d'un systeme concu avec Space 
Choix de 1'architecture cible Au chapitre 2, nous avons decrit un systeme 
concu dans Space comme etant compose : 1) d'un ensemble de modules logiciel 
ou materiel et 2) d'une architecture de base construite a partir de plusieurs 
composantes que Ton retrouve dans differentes applications telles qu'un bus, une 
memoire, un uart, etc. Pour passer d'un systeme a haut niveau vers le niveau de 
1'implementation physique, une correspondance (mapping) est effectuee entre les 
composantes de Space a haut niveau et des IP d'une architecture cible choisie. 
Pour notre projet, nous avons choisi 1'architecture CoreConnect implemented sur 
les FPGA de Xilinx. Cette architecture fournit les fondations de base pour batir 
un systeme embarque utilisant une architecture de bus en l'occurrence le bus 
OPB. Les composantes IPIF fournies par Xilinx facilitent l'ajout et l'adaptation 
de nouvelles composantes maitres et/ou esclaves sur le bus OPB. Nous avons 
d'ailleurs utilise ces composantes afin de concevoir l'adaptateur d'un module 
materiel et l'adaptateur des communications entre le materiel et le logiciel 
(composante HwSwCom) que nous allons decrire respectivement aux sections 
3.3..3et 3.3.4 
La figure 3.3 presente une architecture type basee sur le standard CoreConnect. 
Nous decrirons brievement le protocole et l'interface du bus OPB a l'annexe A et 
le processeur Microblaze a l'annexe B. 
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Figure 3. 3 Architecture type basee sur le standard CoreConnect de IBM 
> Raffinement des communications Cette partie de la demarche constitue une 
des contributions centrales de ce travail. II s'agit d'implementer au niveau FPGA 
le meme protocole de communication, par echange de messages, utilise a haut 
niveau. Nous avons vu a la section 2.2.3 que les modules communiquent a 
travers les adaptateurs, le bus et eventuellement la composante HwSwCom. A 
bas niveau, nous avons concu ces adaptateurs afin d'interfacer les modules sur le 
bus OPB en utilisant la composante IPIF fournie par Xilinx. Nous decrivons la 
composante IPIF et 1'implementation des adaptateurs respectivement a 1'annexe 
C eta la section 3.3 
> Raffinement des modules materiels Cette partie du raffinement d'un systeme 
concu a haut niveau dans Space ne fait pas partie des objectifs de notre travail. 
Elle necessitera des outils de translation d'une specification basee sur SystemC 
vers une specification en langage HDL synthetisable. Neanmoins, pour valider le 
fonctionnement de 1'implementation des adaptateurs au niveau RTL, nous 
fournissons une interface entre un adaptateur et un module materiel, et nous 
retranscrivons manuellement le code des modules Space en VHDL. 
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Nous presentons a la section 3.3.1 cette interface, et nous decrivons l'equivalent au 
niveau RTL des appels des fonctions de communications vues au chapitre 2. 
3.3 Implementation au niveau RTL 
Au paragraphe 3.2 nous avons explique les grandes lignes pour raffiner un systeme, 
concu a haut niveau dans Space. En particulier, nous avons vu que le logiciel simule a 
haut niveau par un ISS est reutilisable a bas niveau sans aucune modification. Nous 
avons egalement presente 1'architecture de base ciblant le standard de bus OPB avec 
tous ses peripheriques necessaires fournis sous forme de IP avec les outils de Xilinx. II 
ne reste done qu'a concevoir et implementer les mecanismes de communications et a 
proposer une interface au niveau RTL pour les modules utilisateur. 
La communication est assuree a travers les adaptateurs des modules materiels 
(description detaillee a la section 3.3.3) et a travers la composante HwSwCom 
(description detaillee a la section 3.3.4). Nous decrivons dans cette section l'architecture 
et le fonctionnement de ces adaptateurs, ainsi que l'approche de raffinement manuelle 
d'un module de Space du niveau BCA au niveau RTL. 
Nous avons implements les adaptateurs au niveau RTL en VHDL. 
3.3.1 Interface d'un module materiel 
Pour etablir 1' interface entre un module materiel et son adaptateur, nous nous sommes 
bases sur les types de communication represented a haut niveau par les fonctions de 
communication decrites au paragraphe 2.2.3 et sur les arguments passes a ces fonctions. 
Le type d'operation est defini par la valeur du signal Mod2Adapt_xferType et chaque 
argument des fonctions a haut niveau correspond a un signal au niveau RTL. La figure 
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Figure 3. 4 Interface entre un module materiel et son adaptateur au niveau RTL 
Nous presentons au tableau 3.1 la description des signaux de 1'interface de la figure 3.4. 




























Signal de l'horloge 
Signal de mise a zero (Reset) 
Signal pour choisir le type de requete. 
ldentificateur numerique du destinataire de la requete. 
Identificateur numerique de la source de la requete. 
Le deplacement (offset) a partir de l'adresse de depart 
du peripherique destinataire de la requete. 
Signal pour preciser si la communication est bloquante 
ou non. 
Le nombre de transferts. 
Le statut de la requete d'ecriture 
Le statut de la requete de lecture 
La donnee lue par le module. 
La donnee ecrite par le module vers un autre module ou 
un peripherique. 
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Nous avons presente au tableau 3.1 les signaux de l'interface entre un module materiel et 
son adaptateur. La taille de chacun de ces signaux a ete choisie en tenant compte de ce 
qui suit: 
> Respecter les concepts de Space a haut niveau, en 1'occurrence les parametres 
des fonctions de communications decrites au paragraphe 2.2.3. En effet, nous 
avons vu que l'identificateur numerique d'un module est de type « unsigned 
char » equivalent a 8 bits au niveau RTL. 
> Respecter certaines limitations dues aux librairies de Xilinx, specialement le 
taille de transfert codee sur 5 bits, ce qui permet de transferer un maximum de 64 
octets de maniere atomique en utilisant le mode rafale. 
> Le signal Mod2Adapt_xferType qui defini le type de requete est code sur 3 bits. 
Cette taille permet d'avoir jusqu'a 8 types de requetes. La version actuelle de 
1'adaptateur supporte 5 types de requetes a savoir l'ecriture module a module, la 
lecture module a module, l'ecriture module a peripherique, la lecture module a 
peripherique et le placement des donnees dans la FIFO d'envoi avant d'initier 
une requete d'ecriture. 
L'interface d'un module presentee au tableau 3.1 ne permet pas d'effectuer une lecture 
simultanement avec une ecriture, il serait possible de separer les deux operations en 
ajoutant d'autres signaux a cette interface ou en procedant a une gestion en interne dans 
le code VHDL d'un module. Ci-dessous nous decrivons plus en detail certains signaux 
de l'interface d'un module. 
> Mod2Adapt_xferType Ce signal permet de choisir le type de requete a initier 
par le module. II est assigne avec l'une des valeurs constantes du tableau 3.2. 
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Ecriture des donnees a un autre module 
Lecture des donnees envoyees par un autre module, cette lecture est 
locale au niveau l'adaptateur et ne necessite pas Faeces au bus. 
Ecriture des donnees a un peripherique. 
Lecture des donnees a partir d'un peripherique. 
La donnee devra etre ecrite dans une FIFO d'envoi au niveau de 
l'adaptateur avant d'initier la requete d'ecriture. 
> Adapt2Mod_wrStatus ou Adapt2Mod_rdStatus Ces signaux permettent de 
verifier le statut de la requete courante. lis sont assignes au niveau de 
l'adaptateur du module avec l'une des valeurs constantes du tableau 3.3. 
> Mod2Adapt_timeOut Ce signal est utilise uniquement pour les 
communications entre modules. Selon sa valeur, la communication est bloquante 
(indefiniment ou avec un certain delai) ou non bloquante. 












L'adaptateur est encours d'initialisation 
L'adaptateur est libre. Le module peut initier la requete. 
Le transfer! des donnees est encours. 
Le transfert des donnees est acheve. 
Le delai specifie pour une communication bloquante est ecoule. 
Erreur lors du transfert. Cette valeur est retournee quand le bus OPB 
retourne une erreur. 
Aucune donnee n'est disponible dans la FIFO de reception. 
La taille de transfert depasse la taille maximale permise. 
L'adaptateur est occupe a traiter une autre requete. 
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3.3.2 Fonctionnement d'un module materiel au niveau RTL 
Nous avons decrit au paragraphe precedent 1'interface RTL entre un module materiel et 
son adaptateur. Un module concu a haut niveau avec la methodologie de Space sera 
raffine au niveau RTL en retranscrivant manuellement son code en VHDL. 
Afin de minimiser les signaux de controle au niveau RTL, nous suggerons 
d'implementer le module avec une machine a etats finis. Au maximum deux etats 
serviront a la communication alors que les autres etats serviront au calcul. 
> Ecriture Dans Fexemple de la figure 3.5, le module a besoin d'ecrire en 
premier 5 donnees de 4 octets chacune dans la FIFO d'envoi de son adaptateur 
(etat INIT_DATA) et ensuite d'initier l'ecriture (etat WRITE_DATA). Dans ce 
dernier etat, il verifie si l'ecriture a ete achevee sinon il reste dans le meme etat. 
A la figure 3.5, d'autres tests de controle pourraient aussi etre effectues (e.g. 
erreur ou delai d'expiration), mais ceux-ci ne sont pas ete inclus dans le code de 
la figure 3.5 afin de simplifier la comprehension du lecteur. 
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.... E ta t s avant l 'ecriture 
w h e n ST_1 => 
... Trai tement 
— Ecri ture de 5 donnees du module de ID 
when INIT_DATA => 
if (count = 5 ) then 
count <= 0; 
= 1 a u module de ID= 2 
iMod2Adapt_DataWr <= (others=>'0); 
ns ta te <= WRITE_DATA; 
iMod2Adapt_xferiype <= SP_NO_XFER; 
else 
iMod2Adapt_xferType <= SP_INIT_WR_BUF; 
iMod2Adapt_DataWr <= iMod2Adapt_DataWr + 1; 
count <= count +1; 
ns ta te <= INIT_DATA; 
end if; 
when WRITE_DATA => 




iMod2Adapt_Timeout <= 0; 






iMod2Adapt_Timeout <= 0; 
ns ta te 
iMod2Adapt_xferSize 
end if; 
.... E ta t s apres l 'ecriture 
when ST_2 => 





< = 0 ; 
<= SP_MOD_WRITE; 
<= X"02"; 
<= X"01 ' ; 
<= WRITE_DATA; 
< = 5 ; 
Figure 3. 5 Ecriture d'un module materiel a un autre module au niveau RTL 
Lecture Le module initie la lecture des donnees qui lui ont ete envoyees par un 
autre module (lecture locale dans la FIFO de reception au niveau de l'adaptateur) 
ou la lecture des donnees d'un peripherique (l'adaptateur initie une requete de 
lecture au niveau du bus OPB). Dans ce cas, le statut de la requete (signal 
Adapt2Mod_rdStatus) est teste et la valeur SP _XFER_IN_PROG indique que 
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le transfer! est encours et que la donnee recue par le signal Adapt2Mod_DataRd 
est valide. La fin de la lecture est signalee par la valeur SP_XFER_OK. 
3.3.3 Adaptateur d'un module materiel 
Nous avons developpe cette composante en VHDL en utilisant 1'IPIF maitre/esclave de 
Xilinx. Tel qu'illustre a la figure 3.6, l'adaptateur d'un module materiel fournit une 
interface pour se connecter au bus OPB ainsi qu'une interface pour se connecter au 
module materiel. De plus, il est compose de plusieurs entites ou chaque entite gere une 
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Figure 3. 6 Schema de principe d'un adaptateur pour un module materiel 
Description 
Nous decrivons ci-dessous chacune des entites qui composent l'adaptateur d'un module. 
> Interface maitre/esclave de 1'IPIF Nous decrivons cette entite a l'annexe C. 
> Entite Module Write Avant d'initier l'ecriture de donnees a un module ou a un 
peripherique, le module commence par l'ecriture des donnees dans une FIFO 
d'envoi et initie ensuite l'ecriture telle que nous l'avons decrit a la section 3.3.2. 
63 
La plupart du temps, le module a besoin d'utiliser le mode rafale pour envoyer 
plus qu'une donnee a la fois. Ce mode minimise la latence totale puisque le 
module demande l'acces au bus une seule fois pour plusieurs donnees. 
Autrement dit, un seul en-tete est envoye dans un message compose de plusieurs 
donnees. 
Entite Send FIFO Declare et implemente une FIFO d'une profondeur de 16 
donnees. Ce parametre suffisant pour notre experimentation peut etre modifie au 
besoin. 
Entite Adapter to bus Request C'est une machine a etats finis qui gere les 
requetes d'ecriture vers un module ou vers un peripherique, ainsi que les requetes 
de lecture vers un peripherique. Dans les deux cas, elle propage la requete en 
question a l'interface maitre de 1'IPIF. L'entite gere aussi les taches suivantes : 
1. Gestion des ecritures bloquantes d'un module a un autre module. 
2. Composition de l'en-tete du message a partir des identificateurs numeriques 
de la source et la destination et selon le type d'ecriture (e.g. bloquant ou non 
bloquant). 
3. Gestion du statut de la requete du module selon les reponses du bus OPB. 
4. Envoi d'un acquittement quand un message recu provient d'une ecriture 
bloquante. 
La figure 3.7 presente le digramme d'etats allege de cette entite, nous y 
indiquons les etats uniquement et nous expliquons textuellement les conditions 
de transitions ainsi que le statut de la requete Adapt2Mod_wrStaus ou 
Adapt2Mod_rdStatus. 
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Figure 3. 7 Diagramme d'etats simplifie de l'entite « Adapter to bus Request » 
Apres un etat de Reset, l'entite passe a l'etat IDLE et attend les requetes du 
module. 
• Ecriture a un module Quand une ecriture a un autre module est demandee, 
l'entite passe a l'etat WRITE _HEADER. Cet etat effectue une demande 
d'ecriture au bus en mode rafale (i.e. un message compose d'un en-tete et 
d'au moins une donnee). A la reception de l'acquittement du bus, l'etat 
suivant est MAKE_REQ dans lequel les donnees (provenant de l'entite 
« Send FIFO ») sont envoyees. La requete prend fin a la reception du dernier 
acquittement (le signal Bus2IP_MstLastAck). Si l'ecriture est non bloquante 
le statut Adapt2Mod_wrStatus indiquera au module que les donnees ont ete 
transferees en prenant la valeur SP_XFER_OK. L'entite passe alors a l'etat 
SYNC_CYCLE et puis a l'etat IDLE. Si l'ecriture est bloquante, l'entite 
passe a l'etat WAIT _BLK_WR_ACK dans lequel elle attendra le message 
d'acquittement de la part du module destinataire de l'ecriture. Ce dernier 
envoie l'acquittement quand il consommera le message. 
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Dans l'etat WAIT_BLK_WR_ACK, Si la valeur du signal 
Mod2Adapt_TimeOut est 255, l'attente dans cet etat sera indefinie jusqu'a 
la reception d'un message d'acquittement de la part du module destinataire 
de l'ecriture. 
Si la valeur du signal Mod2Adapt_TimeOut est comprise entre 0 et 255, le 
nombre de cycles d'attente de l'acquittement correspondra a cette valeur. Si 
le temps d'attente depasse la valeur du signal Mod2Adapt_TimeOut, le 
module qui a effectue l'ecriture bloquante se debloque avec un statut 
SP_XFER_TIMEOUT. 
Ecriture ou lecture d'un peripherique L'entite passe de l'etat IDLE a 
l'etat MAKE_REQ dans lequel elle initie la lecture ou l'ecriture via le bus 
OPB. Lorsqu'il s'agit de lire ou d'ecrire un message contenant plusieurs 
donnees. Le transfer! est effectue en mode rafale et le bus envoi alors 
plusieurs acquittements (un acquittement pour chaque donnee transferee). Le 
statut de la requete Adapt2Mod_wrStatus ou Adapt2Mod_rdStatus prend 
la valeur SP _XFER_IN_PROG a chaque acquittement recu. A la reception 
du dernier (signal Bus2IP_LastAck), le statut de la requete prend la valeur 
SP_XFER_OK et l'entite passe alors a l'etat SYNC_CYCLE puis a l'etat 
IDLE. 
Dans les deux cas precedents, l'etat SYNC_CYCLE insere un cycle mort 
entre deux requetes afin de synchroniser le module et l'adaptateur. 
Le bus retourne un acquittement pour chaque donnee transferee, dans le cas 
d'une erreur ou d'un delai d'expiration. L'interface maitre de 1'IPIF propage 
l'information jusqu'a l'entite «Adapter to bus Request » via le signal 
Bus2IP_MstError ou Bus2IP_MstTimeOut. Dans ces cas la requete prend 
fin et le statut Adapt2Mod_wrStatus ou Adapt2Mod_rdStatus prend la 
valeur SP XFER ERR ou SP XFER TIMEOUT. 
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> Entite Bus Read Quand le module initie une requete d'ecriture via l'adaptateur, 
l'entite «Adapter to Bus Request » initie la meme requete au niveau de 
1'interface maitre de 1'IPIF qui a ete concue par Xilinx de facon a effectuer en 
premier une lecture locale des donnees a envoyer (les donnees devront etre au 
prealable stockees dans un espace memoire local a l'adaptateur). Ensuite 
l'interface maitre de 1'IPIF initie l'ecriture a travers le bus OPB. Ce 
fonctionnement est illustre par la trace de simulation de la figure 4.3. 
La tache de l'entite « Bus Read » est de presenter les donnees a l'interface maitre 
de 1'IPIF lors de la lecture locale faite par celle-ci. Selon le cas, il peut s'agir de 
l'en-tete d'un message, d'une donnee (stockee prealablement dans la FIFO 
d'envoi) ou d'un message d'acquittement (contenant uniquement un en-tete de 4 
octets). Le signal IP2IP_Addr sert a preciser l'adresse locale de lecture. L'IPIF 
convertit la valeur de ce signal en une valeur correspondante pour le signal 
Bus2IP_RdCe encode a l'interne dans 1'IPIF selon le tableau 3.4. 
Tableau 3. 4 Encodage de l'adresse de lecture locale de 1'IPIF 










L'exemple d'encodage du tableau 3.4 est une partie d'un encodage pour un 
espace memoire local compose de 32 adresses. 
> Entite Bus Write Elle gere la reception des donnees acheminees par le bus a 
l'adaptateur lors d'une ecriture par un autre module ou d'une lecture d'un 
peripherique. Dans le cas de donnees recues de la part d'un module, elles seront 
stockees dans une FIFO de reception dediee a ce module source, alors que dans 
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le cas de donnees recues en reponse a une requete de lecture d'un peripherique, 
elles seront directement acheminees au module. 
Notez qu'etant donne que dans un systeme, un module peut recevoir des 
messages de plusieurs modules et que l'ordre de lecture de ces messages n'est 
pas necessairement l'ordre dans lequel les messages arrivent, il est possible 
d'inclure plusieurs FIFO de reception dans un adaptateur au lieu d'une seule 
FIFO. Le nombre de FIFO doit etre connu a l'avance et correspondre au nombre 
de modules qui ecrivent des messages au module en question. 
Quand un message arrive dans un adaptateur, il devra etre stocke dans une des 
FIFO de reception. L'identification de ces FIFO de reception est basee sur 
l'identificateur numerique du module source. Un tableau permet de memoriser 
ces identificateurs numeriques et le choix de la FIFO est effectue selon le 
pseudo-code presente a la figure 3.8. 
- Recuperer l'identificateur source a partir de l'entete du message. 
- Si l'identificateur n'est pas inscrit dans le tableau des identificateurs des 
modules sources 
Allouer une nouvelle FIFO pour le module source en question. 
Stocker les donnees dans cette nouvelle FIFO. 
- Sinon stocker les donnees dans la FIFO identified par l'identificateur 
source. 
Figure 3. 8 Pseudo-code pour allouer une FIFO 
Cette entite est connectee a 1'interface esclave de 1'IPIF qui lui passe les donnees 
acheminees par le bus, ainsi qu'a 1'entite « Receive FIFO » ou les messages 
seront stockes. 
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Entite Receive FIFO Elle instancie les FIFO de reception des messages qui 
seront envoyes par les autres modules. Le nombre de FIFO est un parametre 
generique de l'adaptateur et devra etre connu a l'avance. L'ecriture dans ces 
FIFO est effectuee par 1'entite « Bus Write », alors que leur lecture est effectuee 
par l'entite « Module Read ». 
Entite Module Read La figure 3.9 presente un diagramme d'etats simplifie de 
cette entite dans lequel nous presentons uniquement les etats. 
Un module lit les messages qui lui ont ete envoyes par les autres modules en 
initiant une requete de lecture via le signal Mod2Adapt_xferType. Cette lecture 
est locale entre le module et son adaptateur et ne requiert par Faeces au bus OPB. 
Le signal Mod2Adapt_DestID porte la valeur de l'identificateur numerique du 
module qui est cense avoir envoye le message. La FIFO de reception est 
retrouvee (etat FINDFIFOINDEX) grace a cette valeur, si elle contient des 
donnees. L'en-tete est analyse pour determiner si le message provient d'une 
ecriture bloquante. Les donnees sont lues immediatement (etat READDATA) si 
l'ecriture n'est pas bloquante. Dans le cas contraire, l'envoi d'un acquittement 
est demande (etat WAITBLKWRACKDONE) a l'entite «Adapter to bus 
Request» du meme adaptateur et les donnees sont ensuite lues. 
Dans le cas ou la FIFO ne contient pas de donnees, le statut de retour et 
l'achevement de la requete depend du type de lecture (bloquante ou non) defini 
selon la valeur du signal Mod2Adapt_timeOut. Trois cas de figure sont 
possibles: 
• Si cette valeur est nulle, la requete s'acheve immediatement, le statut de la 
lecture sera SP_NO_DATA et l'entite passe de l'etat FIND_FIFO_INDEX 
a l'etat IDLE. 
• Si cette valeur est 255, il y aura une attente jusqu'a ce que des donnees 
soient envoyees par le module source. L'entite reste dans l'etat 
FIND FIFO INDEX. 
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• Si cette valeur est comprise entre 0 et 255, il y aura une attente sur les 
donnees ou sur un nombre de cycles egal a la valeur specifiee par le signal 
Mod2Adapt_timeOut. Le statut de la requete prend la valeur SP_ 
_XFER_TIMEOUT si le temps d'attente est ecoule sans que les donnees 
aient ete recues et l'entite passe de l'etat FINDFIFOINXED a l'etat 
IDLE 
Quand l'entite est dans l'etat READDATA, un nombre de lectures fixe par le 
signal Mod2Adapt_xferSize est effectue. A chaque cycle une donnee est lue a 
partir de la FIFO de reception et renvoye au module via le signal 
Adapt2Mod_dataRd. Le statut de la requete prend la valeur 
SP_XFER_IN_PROG ou SP _XFER_OK quand la derniere donnee est lue. 
Figure 3. 9 Diagramme d'etats simplifie de l'entite « Module Read » 
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3.3.4 Adaptateur des communications entre le materiel et le logiciel 
Un message ecrit par un module materiel vers un module logiciel sera achemine par le 
bus OPB vers 1'adaptateur des communications entre le materiel et le logiciel 
(HwSwCom). Cette composante connectee au bus en tant qu'esclave, est basee sur 
1'IPIF de Xilinx dans sa version esclave uniquement [40]. La figure 3.10 presente le 
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HwSwCom Interrupt R e q u e s t 
Figure 3.10 Schema bloc de Fadaptateur des communications materiel/logiciel 
Un message destine a un module logiciel est ecrit par le bus OPB dans la FIFO de l'IPIF 
qui fait partie de l'interface esclave de FIPIF. Cette interface dispose aussi d'un 
controleur d'interruptions dont les registres [40] sont configures lors de l'initialisation de 
la partie logicielle du systeme. 
L'entite « Bus Read & Interrupt Generation » que nous avons implemented en VHDL a 
deux roles : 
1. Generer une interruption quand des messages envoyes par des modules 
materiels sont stockes dans la FIFO de l'IPIF. Le signal d'interruption de 
cette entite est connecte au controleur d'interruptions de l'IPIF, qui a son 
tour genere un signal d'interruption connecte au gestionnaire d'interruptions 
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du systeme (PIC sur la figure 3.10). Le PIC leve une interruption au niveau 
du processeur Microblaze et le traitement de 1'interruption est lance au 
niveau logiciel. Plus precisement, la partie logicielle du systeme demarre une 
tache logicielle geree au niveau du RTOS qui prend en charge la lecture des 
donnees destinees a un module logiciel, stockees dans la FIFO de la 
composante HwSwCom. La lecture entre le Microblaze et le bus OPB est 
effectuee par le biais de l'interface de donnees (dopb sur la figure 3.10). 
L'en-tete du message est lu en premier, il est ensuite analyse pour determiner 
l'identificateur du module destinataire, les options de la communication 
(bloquante, non bloquante, ou message d'acquittement) et le nombre de 
donnees du message. Ensuite, les donnees sont lues et sont acheminees dans 
une FIFO (en logiciel) de reception dediee au module logiciel destinataire. 
2. Repondre aux requetes de lecture initiees par le processeur Microblaze suite a 
une interruption qui signale que des donnees ont ete recues du materiel. Le 
mecanisme implemente est le meme que celui explique precedemment 
(annexe C, Interface esclave de 1'IPIF) et qui utilise l'interface esclave de 
1'IPIF en l'occurrence les signaux Bus2IP_RdCe, IP2Bus_Data, et 
IP2Bus_RdAck 
3.4 Comparaison avec les autres travaux de recherche 
Nous avons presente au chapitre 1 (section 1.5) une revue des travaux de raffinement 
des communications d'un systeme concu a haut niveau. Dans les sections precedentes 
nous avons expose notre approche pour implementer au niveau RTL le protocole de 
communication utilise dans Space. 
Notre approche est similaire a celle decrite dans [3] sur le principe general d'utilisation 
des adaptateurs pour connecter des modules materiels sur une architecture donnee. C'est 
aussi le cas pour les communications entre le materiel et le logiciel. 
Cependant certaines differences existent entre les deux approches. 
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• Le flot de conception propose dans [3] integre un raffinement au niveau des signaux 
en utilisant SystemC RTL et le protocole OCP et ceci avant d'arriver au modele de 
F implementation. Dans notre cas, nous passons du niveau BCA au modele de 
1' implementation. 
• Dans [3], l'adaptateur d'un module materiel (appele Accessor) utilise l'interface 
OCP du cote du module materiel. Alors que dans notre cas, l'interface entre un 
module et son adaptateur est le resultat du raffinement du protocole de 
communication utilise a haut niveau dans Space. 
• Dans [3], les communications du materiel vers le logiciel et vice-versa passent par 
l'adaptateur des communications entre le materiel et le logiciel. Ce dernier est 
connecte au processeur par un lien point a point. Dans notre cas, seules les 
communications du materiel vers le logiciel passent par l'adaptateur des 
communications entre le materiel et le logiciel. Alors que les communications du 
logiciel vers le materiel passent directement par le bus de 1'architecture. 
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Chapitre 4 Resultats, discussions et ameliorations 
Nous presentons dans ce chapitre les resultats lies au fonctionnement des adaptateurs 
concus en VHDL et utilises pour implementer le protocole de communication de Space 
sur un FPGA Virtex2 de Xilinx. 
Nous definissons les latences de communications du materiel au materiel, du materiel au 
logiciel, du logiciel au materiel, et du logiciel au logiciel. 
Nous proposons deux versions de l'adaptateur d'un module materiel. La premiere 
version utilise la composante IPIF de Xilinx version maitre/esclave. La deuxieme 
version utilise une version esclave de 1'IPIF et une interface maitre que nous avons 
concue. Cette derniere version nous permet de reduire la latence d'une ecriture 
d'environs 40 % par rapport a la premiere version. 
Nous analysons les latences generees par le logiciel lors d'une communication materiel-
logiciel qui utilise la composante HwSwCom decrite au paragraphe 3.3.4. Pour reduire 
ces latences, nous proposons une nouvelle version de la composante HwSwCom qui 
communique avec le processeur Microblaze par le lien FSL [25], et qui n'utilise pas le 
mecanisme d'interruptions contrairement a la version originale de cette composante. 
4.1 Quelques restrictions de fonctionnement de l'IPIF 
La conception de l'adaptateur d'un module materiel se base sur la composante IPIF 
version 2.00.h de Xilinx. Nous soulevons deux restrictions de fonctionnement dans cette 
version de l'IPIF. 
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> Premiere restriction L'interface maitre de 1'IPIF a ete concue par Xilinx pour 
effectuer par defaut le transfert de 8 donnees en mode rafale. Or cette valeur par 
defaut ne correspond pas toujours aux besoins des applications. Pour y remedier 
nous avons ajoute un signal Mst_Num qui permet de choisir le nombre de 
donnees a transferer. La figure 4.1 presente le code source original (4.1a) et le 
code source modifie (4.1b). 
> Deuxieme restriction La documentation de Xilinx conseille l'utilisation des 
signaux Bus2IP_WrCe et Bus2IP_RdCe (annexe C) pour detecter le 
respectivement le debut d'une ecriture et d'une lecture. Or, ces signaux gardent 
la meme valeur durant les deux premiers cycles quand il s'agit d'un transfert en 
mode rafale. Ceci cause l'envoi de la premiere donnee deux fois, doublant ainsi 
sa presence dans la FIFO de reception de l'adaptateur destinataire. Pour y 
remedier, nous avons utilise les signaux Bus2IP_WrReq ou Bus2IP_RdReq et 
Bus2IP_Addr pour detecter une demande d'ecriture ou de lecture. 
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a/ Code source original 
Set_Value_of_MA2SA_Num_PROCESS: process {DMA_selJP_sel_not, 
IP2Bus_MstBurst, DMA2Bus_MstNum) 
begin 
if(DMA_sel_IP_sel_not = '0') then 
MA2SA_Num_i <= (others => '0'); 
MA2SA_NumJ(MA2SA_Num'right-3) <= IP2BusJVlst Burst; 
MA2SA_Num_i(MA2SA_Num'right ) <= not IP2BusJMst Burst; 
else 
MA2SA_Num_i <= DMA2Bus_MstNum; 
end if; 
end process Set_Value_of_MA2SA_Num_PROCESS; 
MA2SA_Num <= MA3SA_Num_i; 
b/ Code source modifie 
Set_Value_of_MA2SA_Num_PROCESS: process (DMA_sel_IP_sel_not, 
IP2Bus_MstBurst, DMA2Bus_MstNum,Mst_Num ) 
begin 
if(DMA_sel_IP_sel_not = '0') then 
MA2SA_Num_i <= Mst_Num ; -(others => '0'); 
- MA2SA_Num_i(MA2SA_Num,right-3) <= IP2Bus_MstBurst; 
- MA2SA_Num_i(MA2SA_Num'right ) <= not IP2Bus_MstBurst; 
else 
MA2SA_Num_i <= DMA2Bus_MstNum; 
end if; 
end process Set_Value_of_MA2SA_Num_PROCESS; 
MA2SA_Num <= MA2SA_Num_i; 
Figure 4. 1 Modification de 1'IPIF de Xilinx (cas du transfert en rafale) 
4.2 Latences des communications materiel-materiel 
Dans ce qui suit, nous presentons une application simple de communication materiel-
materiel. Deux versions d'adaptateurs sont ensuite comparees a l'aide de cette 
application. Cette comparaison est realisee a l'aide d'un calcul precis sur la latence de 
communication. 
4.2.1 Presentation de l'application 
Pour verifier le fonctionnement de l'adaptateur d'un module materiel et determiner les 
valeurs des differentes latences definies dans la section suivante, nous avons implemente 
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une application simple dans laquelle nous avons 4 modules en materiel. Chaque module 
est connecte au bus OPB a travers un adaptateur. La figure 4.2 presente 1'architecture de 
cette application. 
BRAM Block BRAMCTRL. 
Adapter 1 H Module 1 
Adapter 2 : Module 2 
Adapter 3 Module 3 
Adapter 4 Module 4 
Figure 4. 2 Application d'illustration des latences de communication materielle 
Dans cette application le module 1 ecrit en continu au module 2. Plus precisement, il 
ecrit des messages de 5 donnees chacun en mode rafale. Le module 2 effectue done la 
lecture des donnees qui lui ont ete envoyees par le module 1. Finalement, le module 3 
ecrit 5 donnees en mode rafale dans la memoire BRAM Block, alors que le module 4 lit 
les 5 donnees a partir de cette memoire. 
Cette application simple nous permet de valider rapidement le fonctionnement de 
l'adaptateur selon le protocole utilise dans Space. Un projet a ete cree dans 
l'environnement de developpement XPS de Xilinx (Xilinx Platform Studio) et la 
verification du fonctionnement a ete faite par la simulation comportementale et 
structurelle sur l'outil ModelSim, ainsi qu'au niveau de la carte de prototype (carte 



















































































































4.2.2 Latences des communications de l'adaptateur version no 1 
La version no 1 de l'adaptateur d'un module materiel a ete concue autour de 1'IPIF de 
Xilinx. 
Afin d'illustrer les differentes latences qui ont lieu lors d'une transaction, nous 
commencons par les definir et nous etablissons la valeur de chacune de ces latences a 
l'aide des figure 4.3 et 4.4 representant le fonctionnement de l'adaptateur pour une 
ecriture bloquante et non bloquante, respectivement. 
> Latence d'ecriture de la donnee sur la FIFO d'envoi (LO) Nous avons 
explique a la section 3.3.2 que l'initiation de l'ecriture est precedee par l'ecriture 
des donnees par le module dans la FIFO d'envoi au niveau de l'adaptateur. Cette 
operation est effectuee quand la valeur du signal Mod2Adapt_xferType est 
« 001 ». 
Sur le diagramme temporel de la figure 4.3 cette latence est representee par 
l'intervalle entre les curseurs 3 et 4. 
> Latence entre le module et son adaptateur (LI) Elle represente la latence entre 
le moment ou le module initie une requete (signal Mod2Adapt_xferType) et le 
moment ou l'adaptateur prend en compte la requete en question. Cette requete 
peut etre locale entre le module et l'adaptateur tel que la lecture des donnees 
recues d'un autre module ou a travers le bus tel que l'envoi de donnees a un autre 
module. Egalement, cette latence peut correspondre a l'ecriture et la lecture de 
donnees a partir d'un peripherique. 
A la figure 4.3, cette latence est representee par l'intervalle entre les curseurs 4 et 
1. 
> Latence avant Poperation de lecture interne (L2) L'interface maitre de 1'IPIF 
(annexe C) effectue une lecture interne des donnees a envoyer. Cette lecture est 
effectuee a travers l'interface esclave de 1'IPIF sur un espace memoire interne a 
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l'adaptateur. L2 represente la latence entre le moment ou 1'interface de L'IPIF a 
pris en compte la demande de l'ecriture et le declenchement de la lecture interne 
des donnees. 
A la figure 4.3, cette latence est representee par l'intervalle entre les curseurs 1 et 
5. 
> Latence de la lecture interne (L3) C'est le nombre de cycles necessaires a 
1'interface maitre de 1'IPIF pour lire localement une donnee avant de l'envoyer. 
A la figure 4.3, cette latence est representee par l'intervalle entre les curseurs 5 et 
6. 
> Latence entre la fin de la lecture interne et la demande du bus (L4) C'est le 
nombre de cycles entre la fin de la lecture interne et la demande d'acces au bus 
par l'interface maitre de 1'IPIF (activation du signal m_request). 
A la figure 4.3, cette latence est representee par l'intervalle entre les curseurs 6 et 
7. 
> Latence entre la demande et l'obtention d'acces au bus (L5) C'est le nombre 
de cycles entre 1'activation du signal m_request et 1'activation du signal 
m_select. 
A la figure 4.3, cette latence est representee par l'intervalle entre les curseurs 7 et 
8. 
> Latence entre l'obtention du bus le premier acquittement (L6) C'est le 
nombre de cycles entre l'activation du signal m_select et la reception du premier 
acquittement (Bus2ip_mstRdAck ou Bus2IP_mstWrAck). 
A la figure 4.3, cette latence est representee par l'intervalle entre les curseurs 8 et 
9. 
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> Latence de transfert de la donnee par le bus OPB (L7) C'est le nombre de 
cycles necessaire au bus OPB pour transferer une donnee. 
A la figure 4.3, cette latence est representee par l'intervalle entre les curseurs 9 et 
10. 
> Latence d'acquittement de la requete entre 1'adaptateur et le module (L8) 
C'est le nombre de cycles necessaires pour acquitter la requete du module 
materiel par son adaptateur apres que le dernier transfert a eu lieu. Cet 
acquittement entre 1'adaptateur et le module est effectue a travers le signal 
Adapt2Mod_wrStatus (pour une ecriture) ou le signal Adapt2Mod_rdStatus 
(pour une lecture). II doit prendre la valeur « 0011», equivalente a SPXFEROK 
(paragraphe 3.3.1). 
A la figure 4.3, cette latence est representee par l'intervalle entre les curseurs 10 
et 11. 
> Latence d'attente d'acquittement pour une ecriture bloquante (L9) Elle 
correspond au nombre de cycles qu'un module devra attendre pour recevoir 
1'acquittement suite a une ecriture bloquante qu'il a effectuee vers un autre 
module. Cette latence est variable et depend du rythme de lecture du module 
destinataire (qui devra envoyer un acquittement sur 1'ecriture bloquante) et de 
l'arbitration (i.e. la priorite d'acces au bus OPB). 
Sur le diagramme temporel de la figure 4.4, cette latence est representee par 
l'intervalle entre les curseurs 4 et 1. 
> Latence d'attente pour acceder au bus (L10) Nous rappelons que le bus OPB 
tel que concu par Xilinx supporte deux modes de priorites. Les termes utilises par 
Xilinx pour designer ces modes sont la priorite dynamique (de l'anglais Round 
Robin) et la priorite fixe. La latence L10 represente le nombre de cycles d'attente 
pendant que d'autres maitres plus prioritaires accedent au bus OPB. 
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Nous definissons ensuite les latences liees a 1'operation de lecture d'un message par un 
module materiel. La lecture en question est locale au niveau de l'adaptateur du module, le 
message a lire est stocke dans une FIFO de reception. 
> Latence de recherche de la FIFO de reception (Lll) Un module materiel peut 
recevoir des messages de plusieurs modules materiels ou logiciels. Nous avons vu 
a la section 3.3.3 (description de l'entite Bus Write) que ces messages sont 
stockes dans une FIFO de reception au niveau de l'adaptateur. Rappelons-nous 
que plusieurs FIFO de reception peuvent etre integrees a l'adaptateur, chacune 
etant dediee pour stocker les donnees d'un module en particulier. Quand un 
module initie 1'operation de lecture vers un autre module, cette requete est traitee 
localement par l'adaptateur et ne requiert pas Faeces au bus. La recherche de 
l'index de la FIFO de reception correspond a la latence Ll l . Cet index est 
retrouve a partir des identificateurs du module source et destination de la requete 
de lecture. 
> Latence de lecture des donnees a partir de la FIFO de reception (L12) C'est 
le nombre de cycles necessaires pour lire une donnee a partir de la FIFO de 
reception apres avoir trouve l'index lors de l'etape correspondante a LI 1. 
> Latence d'attente d'envoi d'acquittement lorsque le message lue est bloquant 
(L13) Nous avons vu au a la section 3.3.3 (description de l'entite Module Read) 
qu'un module peut effectuer une ecriture bloquante d'un message vers un autre 
module. Le module destinataire analyse l'en-tete du message recu lorsqu'il 
effectue la lecture. Quand l'en-tete du message indique que ce dernier a ete 
envoye par une ecriture bloquante, le module qui effectue la lecture devra alors 
envoyer un acquittement a travers son adaptateur et ce avant de lire les donnees. 
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La latence liee a 1'envoi de l'acquittement n'est pas constante et depend de la 
disponibilite de l'adaptateur et du bus. 
4.2.3 Illustration du calcul de la latence 
Le tableau 4.1 presente le sommaire des latences de communications pour les differentes 
requetes supportees par l'adaptateur d'un module materiel. Nous avons testes les cas 
suivants : 
> Ecriture non bloquante par un module materiel vers un module materiel (Rl) 
> Ecriture bloquante par un module materiel vers un autre module materiel (R2) 
> Ecriture par un module materiel vers un peripherique (R3) 
> Lecture par un module materiel vers un peripherique (R4) 
> Lecture par un module materiel vers un autre module (R5) lors d'une ecriture non 
bloquante 
Legende du tableau 4.1 
Les latences sont donnees en cycles. 
* En cycles/ donnee 
(N+l) Nombre de donnees du message plus un en-tete 
NA Ne s'applique pas 
D Nombre de cycles d'attente pendant que le bus traite les requetes des 
maitres les plus prioritaires. 
W Nombre de cycles d'attente pour recevoir l'acquittement suite a une 
ecriture bloquante. 
£ Nombre de cycles d'attente quand l'interface esclave de 1'IPIF est 
occupee a traiter une requete de l'arbitre du bus OPB. 
X: Nombre de cycles d'attente d'envoi de l'acquittement quand le 
message lu provient d'une ecriture bloquante 
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4.2.4 Latences de communication de l'adaptateur version no 2 
Nous avons vu dans la section precedente les differentes latences pour des 
communications entre deux modules materiels ainsi que pour des communications entre 
un module materiel et un peripherique. On remarque que les latences (L2 + L3) dues au 
fonctionnement de 1'IPIF (version maitre/esclave) de Xilinx represented environ la 
moitie de la latence totale pour chaque type de communication necessitant l'acces au bus 
OPB. 
Afin de reduire la latence totale, nous avons done concu une deuxieme version de 
l'adaptateur d'un module materiel. Dans cette nouvelle version, nous avons utilise 1'IPIF 
de Xilinx dans sa version esclave uniquement et nous avons implemente une entite maitre 
du bus OPB. Le reste de la logique de l'adaptateur n'a pas ete change. 
L'entite maitre du bus OPB que nous avons concue implemente deux choses : 1) le 
protocole du bus OPB tel que decrit a 1'annexe A (Requete d'un maitre) et 2) un 
minimum de logique afin d'assurer le bon fonctionnement du protocole de 
communication de Space, en l'occurrence le transfert de donnees en mode rafale 
A l'aide de notre exemple de la section 4.1.1, nous evaluons les nouvelles latences de 
communications. Les resultats sont presentes au tableau 4.2. 
En comparant les resultats du tableau 4.1 et 4.2, nous constatons une difference 
importante pour les operations necessitant l'acces au bus OPB et utilisant les services de 
1'IPIF. A titre d'exemple prenons le cas d'une ecriture non bloquante de 5 donnees par un 
module vers un autre module. Les latences suivantes sont observables: 
> Adaptateur version 1 : latence = 3N +16 + ^+D = 31+ £+D cycles. 
> Adaptateur version 2 : latence = 2N + 9 + D=19 +D cycles. 
En considerant le cas parfait (£, = 0 et D = 0), nous avons 12 cycles de moins entre la 
version no 2 et la version no 1. 
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Remarque : 
Les latences pour les cas R4 et R5 peuvent varier au niveau de la valeur de L6. En effet, 
les peripheriques presents dans un systeme ont des latences differentes, en l'occurrence le 
temps necessaire pour repondre a une requete de lecture ou d'ecriture. 
4.2.5 Latence de I'adaptateur par rapport a 1'utilisation directe de 1'IPIF 
Les adaptateurs con9us dans le cadre de notre travail ajoutent une latence de deux cycles 
par rapport a 1'utilisation directe de 1'IPIF de Xilinx pour faire communiquer deux 
composantes d'une architecture utilisant le bus OPB. 
La synchronisation, sur les fronts de l'horloge, des signaux entre un module et son 
adaptateur est la raison qui explique les deux cycles de latence ajoutes par I'adaptateur. 
Nous avons juges plus sur de synchroniser les signaux pour assurer leur stabilite. Le 
premier cycle est ajoute lors d'une demande de requete par le module (signal 
Mod2Adapt_xferType), et le deuxieme cycle est ajoute lors de 1'acquittement de la 
requete (signal Adapt2Mod_wrStatus ou Adapt2Mod_rdStatus). 
4.3 Latence des communications entre le materiel et le logiciel 
Au chapitre 3 (section 3.3.4), nous avons vu que pour les communications allant du 
materiel au logiciel sont effectuees via des requetes de lecture ou d'ecriture de donnees a 
l'aide d'un module materiel vers un module logiciel. Ce type de communication fait 
intervenir la composante HwSwCom. A l'oppose, pour les communications allant du 
logiciel au materiel, il s'agit de requetes de lecture ou d'ecriture de donnees par un 
module logiciel vers un module materiel ou vers un peripherique. 
Dans ce qui suit, la section 4.3.1 discute du compromis sur le choix du type de memoires 
utilise pour les differents tests, alors que la section 4.3.2 presente une technique utilisee 
pour calculer le temps d'execution au niveau logiciel. Les notions presentees dans ces 2 
sections seront utiles pour la comprehension des sections 4.3.3 a 4.3.5 qui traitent du 
calcul de latence pour les differents types de communication. Finalement la section 4.3.6 
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jette les bases d'une nouvelle architecture qui ameliore les performances obtenues aux 
sections 4.3.3 et 4.3.5. 
4.3.1 Consideration sur la taille des memoires 
La taille totale de la memoire BRAM interne disponible varie selon le type de FPGA 
utilise : 126 koctets dans le cas d'un Virtex 2 XC2V2000 et 306 koctets dans le cas d'un 
Virtex 2p VP30. Lorsque le logiciel est charge dans une memoire BRAM connectee 
directement au processeur Microblaze a travers le bus LMB, les latences dues aux acces 
memoire, pour les instructions et les donnees, sont minimales. En effet, le bus LMB 
supporte un seul maitre, et offre une connexion tres rapide a la memoire BRAM. 
Toutefois, le code des librairies logicielles de Space, des pilotes des peripheriques, du 
RTOS et des modules logiciels genere un executable dont la taille typique est d'environ 
250 koctets. II est done souvent difficile d'avoir un seul bloc de memoire interne 
directement sur le FPGA. Notez que la memoire BRAM, disponible sous forme de blocs 
dont la taille maximale de chacun est de 64 koctets, peut etre utilisee par allocation de 
plusieurs blocs contigus de BRAM. Par contre, une trop grande quantite de memoire 
allouee au logiciel risque de causer une penurie de memoire pour les besoins en materiel. 
Lorsque la memoire BRAM ne peut etre utilisee, l'executable genere pour la partition 
logicielle est charge et execute a partir d'une memoire externe au FPGA. 
4.3.2 Methode de mesure du temps d'execution en logiciel 
Afin de determiner les latences de communication du materiel vers le logiciel et vis-
versa, nous avons utilise les resultats de la simulation sur ModelSim quand les donnees 
sont echangees entre deux composantes materielles et nous avons utilise une composante 
minuterie en materiel dont le fonctionnement permet de compter le nombre de cycles 
d'execution d'une section choisie du code logiciel. En effet, un compteur interne a la 
minuterie est initialise au debut a une certaine valeur, et est decremente a chaque coup de 
l'horloge du systeme. 
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A partir du code logiciel, il est possible de recuperer la valeur du compteur de la 
minuterie (figure 4.5). Par consequent, pour determiner le temps d'execution d'une 
section de code logiciel, nous recuperons cette valeur avant et apres 1'execution de la 
section en question. Afm de minimiser 1' incertitude sur le resultat obtenu, il faut eviter 
toute interruption du processeur pendant qu'il execute la section de code en question. 
Le resultat obtenu par cette methode ne tient pas compte du temps necessaire a la lecture 
de la valeur du compteur. Cette lecture requiert l'acces au bus OPB pour acceder aux 
registres de la composante minuterie. Nous avons determine en simulation sur ModelSim 




// debut de la section de code pour laquelle on determine 
// le temps d'execution 




// fin de la section de code pour laquelle on determine 
// le temps d'execution 
count2 = XTmrCtr_mGetTimerCounterReg( TIMER_ADDR ) 
Figure 4. 5 Mesure du temps d'execution d'une section de code logiciel 
4.3.3 Communication du materiel vers le logiciel 
La lecture par un module materiel de donnees envoyees par un module logiciel est locale 
et s'effectue au niveau l'adaptateur du module materiel. La latence de la lecture est done 
equivalente a la valeur indiquee au tableau 4.1 ou 4.2 (cas R5) selon la version de 
l'adaptateur (version 1 ou version 2). 
Pour ce qui est de l'ecriture de donnees par un module materiel vers un module logiciel, 
elle comporte deux phases : 
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> Phase 1 L'envoi des donnees du module materiel vers l'adaptateur, plus 
precisement la composante HwSwCom. Cette phase a la meme latence que le 
cas Rl indique aux tableaux 4.1 et 4.2 selon la version de l'adaptateur. 
> Phase 2 La composante HwSwCom signale au processeur, par un mecanisme 
d'interruption, que des donnees ont ete recues. Le processeur traite 
l'interruption et recupere les donnees pour les stocker dans une FIFO (gere 
par logiciel) dediee au module logiciel destinataire. 
Pour determiner la latence totale de cette ecriture, nous decomposons la latence de la 
maniere suivante: 
> L14 : latence de transfert du message du module materiel vers la composante 
HwSwCom. 
> LI5 : latence entre le moment de la reception du message par la composante 
HwSwCom et le moment ou l'interruption est signalee au processeur 
Microblaze. 
> LI6 (latence due au changement de contexte pour traiter l'interruption) : 
latence entre le moment ou le processeur prend en consideration la demande 
d'interruption (lorsque 1'execution de la routine de traitement des 
interruptions commence) et le moment ou le processeur commence la lecture 
des donnees recues au niveau de la composante HwSwCom. 
> LI 7 : latence de lecture des donnees par le processeur a travers le bus OPB. 
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Figure 4. 6 Systeme utilise pour determiner les latences de communication materiel-
logiciel 
La figure 4.6 presente le systeme utilise afin de determiner ces latences. Le module 
materiel Ml envoie une donnee a une certaine frequence au module logiciel M2. Le 
module M2 consomme la donnee et l'affiche sur HyperTerminal a travers le lien serie 
RS232. 
Nous avons determine les valeurs LI4 et LI5 par simulation sur ModelSim, alors que 
nous avons utilise la methode decrite a la section 4.3.2 pour determiner les valeurs de 
L16,L17etL18. 
Le tableau 4.3 presente les differentes latences de l'operation d'ecriture d'un message 
contenant une donnee de 4 octets et un en-tete de 4 octets par un module materiel vers un 
module logiciel selon plusieurs cas de configuration (e.g. memoire interne, externe, 
utilisation d'une memoire cache, etc.). Pour chacun des cas, la lecture des donnees par le 
processeur se fait a travers le bus OPB et la composante HwSwCom (version 1) utilise le 
mecanisme d'interruption pour signaler au processeur que des donnees ont ete re?ues. 
Dans ce qui suit voici le detail de chacun de ces cas : 
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1. Cas 1 Le code logiciel est charge et execute a partir d'une memoire exteme de 
type ZBT SRAM que Ton trouve sur la carte multimedia de Xilinx. 
2. Cas 2 Le code logiciel est charge et execute a partir d'une memoire externe de 
type DDR SDRAM que Ton trouve sur la carte de prototype XUP de Xilinx. 
3. Cas 3 Le code logiciel est charge et execute a partir d'une memoire BRAM 
interne au FPGA (plusieurs blocks contigus de BRAM afin de contenir tout 
l'executable logiciel). 
4. Cas 4 Le code logiciel est charge et execute a partir d'une memoire externe DDR 
SDRAM, avec utilisation d'une cache de 8 koctets pour les instructions et une 
cache de 8 koctets pour les donnees 
5. Cas 5 L'executable produit par le compilateur croise mb-gcc pour le processeur 
Microblaze est compose de plusieurs de sections [26] telles que la section de code 
(.text), la section de donnees (.data), la section de la pile et du tas (bssstack). II 
est possible de charger chacune des sections dans une memoire differente. Pour 
ce cas de test, nous avons determine les latences en ayant charge la section de 
code (.text) dans une memoire BRAM et le reste des sections dans une memoire 
externe DDR SDRAM. 
Tableau 4. 3 Latences de communication entre le materiel et le logiciel, composante 

















































Les resultats presentes au tableau 4.3 montrent que la latence LI8 est la plus importante. 
LI8 correspond au transfert des donnees lues par le processeur a partir de la composante 
HwSwCom, vers la FIFO de reception du module logiciel destinataire. 
On remarque que l'execution du code logiciel a partir d'une memoire externe implique 
des latences environs 10 a 15 fois plus grandes que celles calculees lorsque tout le 
logiciel est execute sur la memoire interne BRAM. Ceci s'explique par la latence de 
lecture des instructions a partir de la memoire externe. 
La comparaison entre Cas 1 et Cas 2 montre que le type de memoire externe utilisee a 
aussi une influence importante. En effet, la difference entre les deux cas est de l'ordre de 
30%. 
Dans le cas 4, le logiciel est charge dans une memoire externe et 1'utilisation des caches 
pour les donnees et pour les instructions apporte une baisse d'environs 25% de la latence 
totale comparativement au cas 1. 
Dans le cas 5, seule la section du code a ete chargee dans une memoire BRAM. Le reste 
des sections de l'executable est charge dans une memoire externe de type DDR SDRAM. 
En comparant la latence totale du cas 5 avec celle du cas 2, nous remarquons une baisse 
d'environs 76%. 
Nous avons ensuite concu une deuxieme version de la composante HwSwCom. Dans 
cette version (version 2), la composante HwSwCom communique avec le processeur 
Microblaze a travers une connexion point a point assuree par le bus FSL [26]. Nous 
avons determine les latences LI6, LI7 et LI8 pour les cas suivants. 
> Cas 6 La composante HwSwCom utilise le mecanisme d'interruptions pour 
signaler au processeur que des donnees envoyees par un module materiel et 
destinees a un module logiciel, ont ete recues. La lecture des donnees par le 
processeur se fait a travers une connexion point a point FSL [25] et non pas a 
travers le bus OPB comme c'etait le cas pour les latences presentees au 
tableau 4.3. 
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> Cas 7 La composante HwSwCom n'utilise pas le mecanisme d'interruptions. 
Le processeur lit les donnees re9ues par la composante HwSwCom destinees a 
un module logiciel, a travers la connexion FSL entre le processeur et la 
composante HwSwCom. Une tache logicielle verifie par scrutation (de 
l'anglais/?o//wg) si la FIFO de la connexion FSL contient des donnees. 
Pour les cas 6 et 7, le logiciel est charge et execute a partir d'une memoire BRAM interne 
au FPGA et connectee au processeur Microblaze a travers le bus LMB. 
Tableau 4. 4 Latences de communication entre le materiel et le logiciel, composante 
























Latence totale en cycles 
4500 
3240 
Les resultats presentes au tableau 4.4 nous permettent de conclure que le mecanisme 
d'interruptions (latence LI6) implique une latence d'environs 1260 cycles (valeur de LI6 
pour le cas 3 et 6) quand le code logiciel est charge dans une memoire BRAM. Cette 
latence est due principalement au changement de contexte quand le processeur est 
interrompu. 
Nous remarquons que la lecture des donnees a partir de la composante HwSwCom, 
implique une latence de 307 cycles pour la version 1 (lecture des donnees a travers le bus 
OPB) et une latence de 292 cycles pour la version 2 (lecture des donnees par le lien 
FSL). La difference de 15 cycles entre les deux latences (environs 5%) est relativement 
negligeable par rapports aux latences LI6 et LI8. Certes, il est important de reduire la 
latence totale et par consequent il est preferable, meme si le gain n'est pas enorme, 
d'utiliser une connexion FSL pour recuperer les donnees. 
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Afm d'etablir le surplus de latence ajoute par l'utilisation des librairies de Space, nous 
avons determine dans les memes conditions de mesure les latences LI 6 et LI7 sans 
utiliser les librairies de Space et d'un RTOS. Nous trouvons 38 cycles pour L16 et 44 
cycles pour LI7. La comparaison des ces valeurs avec celles presentees aux tableaux 4.3 
et 4.4 montre un ecart tres important du a l'utilisation des librairies de Space et au 
mecanisme d'interruptions au sein d'un systeme multitaches. En particulier, ce dernier 
implique un changement de contexte et une sauvegarde de l'etat du systeme logiciel 
avant de traiter 1'interruption. 
4.3.4 Communication du logiciel vers le materiel 
Ce type de communication necessite Faeces au bus OPB par le processeur Microblaze 
dans le cas d'ecriture d'un message par un module logiciel vers un module materiel ou 
encore par l'ecriture ou la lecture de donnees vers un peripherique. 
Par contre la lecture de donnees recues se fait localement a partir de la FIFO logicielle 
dediee a la reception des messages pour le module logiciel en question. 
> Lecture de donnees recues Nous avons explique au paragraphe precedent que le 
message envoye par un module materiel vers un module logiciel est d'abord recu 
par la composante HwSwCom, puis recupere par une tache logicielle suite a 
1'interruption signalee par la composante HwSwCom. Le message est ensuite 
stocke par cette tache logicielle dans une FIFO dediee au module logiciel 
destinataire. 
Quand un module logiciel effectue une requete de lecture d'un message vers un 
autre module (logiciel ou materiel), cette lecture est effectuee a partir de sa FIFO 
de reception. Si la FIFO contient le message a lire, les donnees sont consommees, 
et le traitement continu. Si le message a lire n'est pas disponible dans la FIFO de 
reception, le module bloque en attendant la reception des donnees quand il s'agit 
de lecture bloquante ou retourne immediatement quand la lecture est non 
bloquante. 
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> Ecriture de donnees vers un module materiel Une requete d'ecriture est 
effectuee directement par le processeur Microblaze a travers le bus OPB. 
> Ecriture ou lecture de donnees vers un peripherique Identique au cas 
precedent. II faudra noter que le temps de reponse du peripherique en question 
varie selon son type. 
Pour determiner les latences de ces operations, nous avons utilise la methode de mesure 
decrite a la section 4.3.2 appliquee a l'architecture presentee a la figure 4.6. Quatre 
autres cas s'ajoutent done : 
1. Cas 8 Ecriture d'un message par le module logiciel M2 vers le module materiel 
Ml 
2. Cas 9 Lecture d'un message par le module logiciel M2. Le message est envoye 
par le module materiel Ml 
3. Cas 10 Ecriture d'une donnee de 4 octets par le module logiciel M2 vers la 
memoire OPB BRAM 
4. Cas 11 Lecture d'une donnee de 4 octets par le module logiciel M2 a partir de la 
memoire OPB BRAM 
Les tableaux 4.5 et 4.6 presentent les latences (en cycles) obtenues pour ces cas de tests 
quand le code logiciel est charge dans une memoire interne BRAM connectee au 
processeur Microblaze a travers le bus LMB et quand le code logiciel est charge dans une 
memoire externe de type DDR SDRAM. 
Les resultats du tableau 4.5 sont obtenus pour des cas de tests avec utilisation des 
librairies de Space, alors que ceux du tableau 4.6 sont obtenus par 1'execution d'un code 
logiciel en C qui n'utilise pas Space. 
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Tableau 4. 5 Latences des communications logiciel- materiel avec utilisation de Space 
Type de memoire code / 
cas de test 
LMB BRAM 














Tableau 4. 6 Latences des communications logiciel- materiel sans utilisation de Space 
Type de memoire code / 
cas de test 
LMB BRAM 














L'analyse des resultats presentes aux tableaux 4.5 et 4.6 nous permettent de conclure que 
l'execution du code logiciel a partir d'une memoire externe degradent largement les 
latences (un facteur allant de 10 a 14 pour les resultats du tableau 4.5) par rapport a 
l'execution du code a partir d'une memoire BRAM interne au FPGA et connectee au 
processeur a travers le bus LMB. 
La comparaison des resultats des deux tableaux confirme aussi le surplus de latence 
ajoute par l'utilisation des librairies de Space. 
4.3.5 Communication du logiciel vers le logiciel 
L'operation d'ecriture d'un message par un module logiciel vers un autre module logiciel 
se materialise par l'ecriture du message en question dans une FIFO de reception dediee 
au module destinataire. 
La lecture d'un message par un module logiciel est effectuee, comme pour le cas d'une 
communication logiciel-materiel, c'est-a-dire a partir de la FIFO de reception du module 
logiciel initiateur de la lecture. 
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Pour determiner les latences de ces operations, nous avons utilise la methode de mesure 
decrite a la section 4.3.2 appliquee a 1'architecture presentee a la figure 4.6. Deux autres 
cas s'ajoutent done : 
1. Cas 12 Le module logiciel M2 ecrit un message d'un en-tete de 4 octets et d'une 
donnee de 4 octets au module logiciel M3 
2. Cas 13 Le module M3 consomme les messages qui lui ont ete envoye par le 
module M2 
Afin de ne pas fausser la valeur de la latence de lecture, nous avons ordonnance 
l'execution des modules M2 et M3 de maniere a ce que le message destine au module 
M3 soit disponible a la consommation quand la lecture non bloquante est effectuee par 
M3. 
Le tableau 4.7 presente les valeurs des latences (en cycles) d'ecriture et de lecture (cas 
CI2 et CI3) entre deux modules logiciels. Nous presentons ces valeurs dans le cas ou le 
logiciel est execute respectivement a partir d'une memoire BRAM connectee au 
processeur par le bus LMB et a partir d'une memoire DDR SDRAM externe au FPGA. 
Tableau 4. 7 Latences des communications logiciel-logiciel 
Type de memoire code / 
cas de test 
LMB BRAM 















Nous rappelons que la lecture d'un message par un module logiciel s'effectue au niveau 
de sa FIFO de reception. Ainsi, nous constatons que la lecture d'un message provenant 
d'un module logiciel ou d'un module materiel a la meme latence (cas CI3 du tableau 4.7 
et cas C9 du tableau 4.5). 
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Nous trouvons une latence tres elevee pour l'operation d'ecriture entre deux modules 
faisant partie de la meme partition logicielle. 
Nous avons preleve la latence pour la premiere ecriture et celle pour les ecritures 
subsequentes. L'ecart de 21% entre les deux latences est imputable a l'operation 
d'allocation d'une FIFO de reception pour le module logiciel qui recoit des messages. En 
effet, quand un message est recu, il devra etre stocke dans une FIFO. Or, l'allocation 
d'une FIFO de reception, pour un module logiciel est effectuee dynamiquement (fonction 
ModuleWrite de la classe SWBus) parmi un ensemble de FIFO libres creees lors la 
compilation du code source. La FIFO est liberee quand tous les messages qu'elle 
contient ont ete consommes. 
4.3.6 Proposition d'un nouveau concept pour les communications materiel-logiciel 
Tel que mentionne a plusieurs reprises, l'objectif principal de notre travail consiste a 
reproduire a bas niveau (implantation sur une puce de type FPGA) les concepts de Space 
a haut niveau. Nous avons vu que l'envoi des messages par un module materiel vers un 
module logiciel fait intervenir la composante HwSwCom qui utilise le mecanisme 
d'interruptions pour signaler au processeur que des donnees ont ete recues. Ces donnees 
sont ensuite lues par le processeur et transferees vers la FIFO de reception dediee au 
module logiciel destinataire. 
Quand le module logiciel a besoin de consommer un message, il le recupere a partir de sa 
FIFO de reception (implantee en logiciel). 
Nous avons vu aux paragraphes precedents que ces operations generent des latences tres 
importantes. D'une part la latence est due au mecanisme d'interruptions (les changements 
de contexte et les sauvegardes impliquees) qui depasse 10000 cycles pour un code 
logiciel execute a partir d'une memoire externe et avoisine 1000 cycles pour un code 
execute a partir de la memoire BRAM. D'autre part, la latence de l'operation de transfert 
des donnees de la composante HwSwCom vers la FIFO du module logiciel destinataire 
engendre une latence de plus que 30000 cycles et d'environ 3000 cycles quand le code 
logiciel est execute a partir d'une memoire externe ou d'une memoire BRAM interne, 
respectivement. 
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Afin d'ameliorer les latences de communication entre le materiel et le logiciel, en 
particulier du cote du logiciel, nous proposons un nouveau concept pour la composante 
HwSwCom et une nouvelle maniere d'effectuer la lecture par un module logiciel des 
messages envoyes par un module materiel. 
Le concept consiste a eliminer 1'interruption entre le processeur et la composante 
HwSwCom, a connecter cette composante au processeur par deux liens FSL [26] et a 
effectuer la lecture des messages directement par le module logiciel a partir de cette 
composante au lieu de transferer les messages vers une FIFO logicielle. 
Cette nouvelle version de la composante HwSwCom differe des versions proposees pour 
le cas 6 et le cas 7 pour lesquelles le stockage des donnees, destinees a un module 
logiciel, se fait dans une FIFO logicielle. Ce qui necessite une etape de lecture de ces 
donnees a partir de la composante HwSwCom (latence LI7) et une etape de transfert des 
donnees lues vers la FIFO de reception (latence LI8). 
La figure 4.8 presente un schema de principe de la connexion entre la composante 
HwSwCom et le processeur Microblaze. 
Microblaze 
Maine Esclave 
FSL1 • FSL2 














Figure 4. 7 Adaptateur des communications materiel-logiciel, version FSL 
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Le fonctionnement de cette nouvelle version de la composante HwSwCom ressemble en 
partie au principe que nous avons utilise pour concevoir Fadaptateur d'un module 
materiel (voir section 3.3.3). La ressemblance reside dans le fait d'utiliser une ou 
plusieurs FIFO de reception selon le nombre de modules qui sont censes envoyer des 
messages a un module en particulier. 
Le fonctionnement detaille de la nouvelle version de la composante HwSwCom est 
comme suit: 
> Les messages envoyes par le module materiel Ml vers un module logiciel M2 
sont achemines par le bus OPB vers la composante HwSwCom 
> Un message recu par la composante HwSwCom est identifie selon son en-tete et 
stocke dans une FIFO materielle dediee. 
> Quand un module logiciel effectue une requete de lecture pour recuperer un 
message qui lui a ete envoye par un module materiel, une commande de lecture 
est alors envoyee par le processeur a la composante HwSwCom a travers la 
connexion FSL1 (figure 4.8). Cette commande de lecture d'une grandeur de 4 
octets est formee a partir de l'identificateur du module source de la requete, de 
l'identificateur du module destinataire de la requete, de la taille du message a lire 
et de F option de lecture bloquante ou non. 
> Le module logiciel bloque sur la lecture du statut de traitement de sa requete. Ce 
statut lui sera renvoye par la composante HwSwCom a travers le lien FSL2. 
> Une machine a etats finis de la composante materielle HwSwCom recupere les 
commandes de lecture recues par le lien FLS1 et les traitent. 
> Apres traitement de la requete de lecture, la composante HwSwCom renvoie au 
module logiciel un statut (valeur de 4 octets representant le resultat du traitement) 
et les donnees (quand elles sont disponibles) a travers le lien FSL2. 
> Le module logiciel recupere le statut de la requete et les donnees si sa requete a 
ete traitee avec succes par la composante HwSwCom. 
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Nous avons implements une version preliminaire de la composante HwSwCom selon la 
description ci-haut afm de verifier son fonctionnement et le gain apporte en termes de 
reduction des latences. 
Notez que le raffinement de cette proposition d'ameliorations fera l'objet de travaux 
futurs et elle depasse l'objet du present travail. Toutefois, nous avons procede a quelques 
modifications de 1'architecture existante pour obtenir une version preliminaire. En 
particulier nous avons procede a des modifications du code source de certaines classes 
des librairies de Space afm de porter les adaptateurs a ce concept. Les modifications 
consistent a eliminer le traitement de l'interruption de la composante HwSwCom, a 
eliminer le transfer! intermediate des messages entre la composante HwSwCom et la 
FIFO logicielle du module destinataire, et a effectuer la lecture des messages directement 
a partir de la composante materielle HwSwCom. 
Pour determiner le gain total, en nombre de cycles, apporte par la nouvelle version de la 
composante HwSwCom, nous presentons au tableau 4.8 le sommaire des latences 
impliquees par le processus de transfer! des donnees de la composante HwSwCom 
(version 1 avec mecanisme d'interruptions et lecture des donnees par le logiciel a travers 
le bus OPB) et au tableau 4.9 les latences d'une operation de lecture des donnees par un 
module logiciel a partir de la composante HwSwCom selon ce nouveau concept. 
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Tableau 4. 8 Sommaire des latences de transfer! des donnees entre la composante 
HwSwCom et le logiciel 
Mecanisme d'interruptions 
Lecture des donnees a partir de la composante 
HwSwCom 
Transfer! des donnees vers une FIFO de reception du 
module logiciel 
Latence totale des 3 operations precedentes 
Lecture d'un message par le module logiciel 
Latence totale dans le pire des cas 
(quand un module logiciel demande une lecture, et que 
les donnees ne sont pas disponibles dans sa FIFO de 
reception. II devra attendre au minimum que les trois 















Tableau 4. 9 Latences de lecture d'un message a partir de la composante HwSwCom, 
version amelioree 
Lecture des donnees par le module logiciel, a travers le 





La nouvelle version de la composante HwSwCom ameliore largement les performances 
du logiciel en reduisant la latence de la communication materiel-logiciel d'environs 97%. 
En plus, cette solution n'utilise pas le bus OPB pour effectuer la lecture des donnees, ce 
qui a l'avantage de liberer le bus pour que d'autres maitres peuvent l'utiliser. 
Cependant, cette solution presente 1'inconvenient d'utiliser plusieurs FIFO de reception 
au niveau de la composante HwSwCom. Les FIFO sont crees en materiel a partir de la 
memoire BRAM, ce qui du meme coup peut etre une limitation pour les adaptateurs de 
modules materiels. 
104 
Un compromis entre la taille des FIFO utilisees et la frequence de fonctionnement de 
l'application peut etre determine assez aisement. Ce compromis depend en grande partie 
de la vitesse a laquelle les messages recus au niveau de la composante HwSwCom, sont 
consommes par le module logiciel destinataire. Nous decrivons a la section 4.4 une 
maniere de limiter la profondeur des FIFO de reception. 
II faut noter egalement que cette nouvelle version de la composante HwSwCom reduit le 
nombre de FIFO utilisees en logiciel pour stacker les messages puisque les messages 
provenant des modules materiels seront stockes dans des FIFO en materiel au niveau de 
la composante HwSwCom. 
Nous pouvons egalement etendre cette solution pour la communication logiciel-logiciel. 
Prenons l'exemple d'un module logiciel Ml qui envoie des messages au module logiciel 
M2: 
> Les messages envoyes par Ml sont achemines par le lien FSL1 (figure 4.8) vers la 
composante HwSwCom et seront stockes dans une FIFO materielle. 
> Le module M2 consomme les messages de Ml a partir de la composante 
HwSwCom a travers le lien FSL2 (figure 4.8). 
Cette solution presente aussi un inconvenient dans le cas d'une lecture bloquante et que 
les donnees ne sont pas disponibles au niveau de la composante HwSwCom. Dans un tel 
cas, le module logiciel devra effectuer une scrutation. Nous pensons qu'une scrutation 
periodique (periode de la minuterie du RTOS) peut etre une bonne solution. En utilisant 
la fonction wait( ), il est possible parametrer la scrutation avec le nombre de cycles 
d'attente voulu. 
4.4 La profondeur des FIFO d'envoi et de reception 
Nous avons vu au chapitre 3 que les donnees a envoyer par un module a un autre module 
ou a un peripherique sont d'abord stockees dans une FIFO d'envoi, alors que les donnees 
recues de la part des autres modules sont aussi stockees dans une ou plusieurs FIFO de 
reception (une FIFO de reception est dediee a chaque module source). 
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Par defaut, la FIFO d'envoi a une profondeur limitee a 16 donnees. Cette limitation de la 
profondeur provient de 1'IPIF de Xilinx pour lequel le nombre de donnees a envoyer en 
mode rafale ne doit pas depasser 16. 
Les FIFO de reception utilisent des blocs de memoire BRAM interne au FPGA. La seule 
limitation au niveau de la profondeur de ces FIFO est la quantite de BRAM disponible. 
Dans certains cas le module producteur de donnees est plus rapide que le module 
consommateur. Deux possibilites sont alors possibles afin d'eviter de perdre des donnees, 
> Prevoir une profondeur de FIFO de reception suffisamment grande Cette 
solution presente l'inconvenient d'utiliser plus de memoire BRAM. 
> Utiliser le mecanisme d'ecriture bloquante de l'IPIF Par 1'intermediate du 
parametre generique C_WAIT_SLV_ACK au niveau de l'adaptateur, 
l'utilisateur choisira le mode de fonctionnement dans lequel l'acquittement 
d'une requete d'ecriture sera effectue uniquement si l'adaptateur qui recoit les 
donnees repond par un acquittement. Par contre, dans le cas ou la FIFO de 
reception est pleine, l'adaptateur destinataire pourra utiliser le signal 
IP2Bus_retry pour signaler au controleur du bus qu'il est n'est pas pret a 
recevoir les donnees. Le controleur du bus maintient sa requete jusqu'a ce que 
l'adaptateur destinataire soit pret a recevoir la donnee. 
Cette deuxieme solution reduit notamment la frequence de fonctionnement de 
l'adaptateur et de tout le systeme, puisque d'autres maitres peuvent etre dans 
l'etat d'attente d'acces au bus. Mais elle permet d'utiliser des FIFO de 
reception de profondeur raisonnable en evitant la perte de donnees. 
4.5 Utilisation des ressources et frequence maximale 
4.5.1 Cas de l'adaptateur d'un module materiel 
L'adaptateur d'un module materiel utilise une FIFO d'envoi de 16 elements de 4 octets 
chacun. II peut ou non utiliser une ou plusieurs FIFO de reception selon le nombre de 
modules qui lui envoient des messages. Le nombre de FIFO de reception et leur 
profondeur sont des parametres generiques qui doivent etre definis par l'utilisateur. 
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Le tableau 4.10 presente le sommaire des ressources utilisees par l'adaptateur (version 1 
et version 2) d'un module materiel et sa frequence maximale de fonctionnement. Ces 
resultats sont obtenus par la synthese du code VHDL de l'adaptateur avec l'outil de 
Xilinx ISE version 8.1 pour un FPGA Virtex2p VP30. 
Sachant que l'adaptateur d'un module materiel (version no 1) est concu autour de la 
composante IPIF de Xilinx, nous presentons aussi au tableau 4.10 les ressources utilisees 
par 1'IPIF aiin d'evaluer le surplus de ressources utilisees par la couche de l'adaptateur 
que nous avons concu autour de 1'IPIF de Xilinx. 
Au tableau 4.10, nous presentons egalement les ressources utilisees par une composante 
maitre/esclave generee automatiquement par l'outil EDK de Xilinx (menu Create or 
Import Peripheral). La composante generee est constitute d'un IPIF et d'une entite 
nommee « UserLogic » qui implemente la logique necessaire afin que cette composante 
soit adressable et puisse effectuer des requetes de lecture ou d'ecriture a travers le bus. 
Tableau 4. 10 Utilisation des ressources et frequence maximale pour l'adaptateur 
materiel (Virtex 2P VP30) 
Adaptateur version 1 
Adaptateur version 2 
IPIF version 
opb_ipif_v2_00_h 
IP genere par EDK 
Slices 
435 /13696 
= 3 % 
353/13696 




= 7 % 
LUTs 
749/27392 
= 2 % 
300 / 27392 
= 2 % 
391/27392 
= 1 % 
1240/27392 




= 2 % 
600 / 27392 
= 2 % 
289 / 27392 
= 1 % 
1581 / 27392 









Les resultats du tableau 4.10 sont presentes dans le cas d'un adaptateur ne contenant 
aucune FIFO de reception. Par consequent, la quantite de memoire BRAM utilisee est 
nulle. 
Nous remarquons que l'adaptateur (versions 1 et 2) utilise moins de ressources que la 
composante generee automatiquement pour l'outil EDK de Xilinx. Nous remarquons 
egalement que 1'IPIF utilise environs 50% des ressources utilisees par l'adaptateur 
(version 1). 
Les tableaux 4.11 et 4.12 presentent les resultats de l'utilisation des ressources par 
l'adaptateur (version 1) pour differentes valeurs des parametres generiques 
C_FIFO_SIZE (profondeur de la FIFO de reception) et C_NUM_FIFO (nombre des 
FIFO de reception utilisees par l'adaptateur). 
Pour les resultats du tableau 4.11, nous avons fixe CNUMFIFO a 1 et nous avons varie 
la valeur de CFIFOSIZE. Alors que pour les resultats du tableau 4.12, nous avons fixe 
la valeur de CFIFOSIZE a 512 elements et nous avons varie la valeur de 
C_NUM_FIFO. 
Tableau 4.11 Ressources utilisees par l'adaptateur materiel en fonction de la profondeur 
de la FIFO de reception (Virtex 2P VP30) 
Profondeur de la 

















842 / 27392 
= 3 % 
850/27392 
= 3 % 
865 / 27392 
= 3 % 
877/27392 




= 4 % 
1172/27392 
= 4 % 
1180/27392 
= 4 % 
1195/27392 









Tableau 4. 12 Ressources utilisees par l'adaptateur materiel en fonction du nombre de 
FIFO de reception (Virtex 2P VP30) 






















= 3 % 
956 / 27392 
= 3 % 
1069/27392 
= 3 % 
1169/27392 
= 4 % 
1266/27392 




= 4 % 
1259/27392 
= 4 % 
1450 /27392 
= 5 % 
1582/27392 











Les resultats du tableau 4.11 montrent que la profondeur de la FIFO de reception a une 
legere influence sur le nombre de ressources utilisees par l'adaptateur d'un module 
materiel. L'augmentation du nombre de ressources utilisees est imputable au controleur 
de la FIFO qui utilise des blocks de memoire BRAM, des bascules pour memoriser le 
pointeur sur l'element courant, des bascules pour memoriser le nombre d'elements 
contenus dans la FIFO, etc. 
Les resultats du tableau 4.12 montrent que le nombre de ressources utilisees par 
l'adaptateur augmente de facon significative quand le parametre C N U M F I F O 
augmente. Cette augmentation est due a la logique utilisee par l'adaptateur pour 
emmagasiner dans les FIFO de reception les messages selon l'identificateur du module 
source et l'identificateur du module destinataire. 
En effet, ce concept de FIFO dediee necessite 1'identification du message a sa reception 
afin de l'inserer dans la FIFO correspondante (figure 3.14). II necessite aussi de la 
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logique de controle lors de la lecture du message. Cette lecture est precede par une phase 
de recherche de la FIFO a partir de laquelle les donnees seront lues (figure 3.15). 
4.6 Remarques generates 
Nous emettons dans ce paragraphe quatre remarques generates concernant les concepts et 
le fonctionnement de la plate-forme Space. 
1. Le mecanisme d'interruptions entre la composante HwSwCom et le 
processeur Microblaze Nous avons vu dans les sections precedentes que ce 
mecanisme ainsi que les operations d'ecriture ou de lecture du cote de la partition 
logicielle generent des latences tres importantes. Ceci limite la frequence a 
laquelle le logiciel est capable recevoir des messages provenant d'un module ou 
de plusieurs modules materiels. 
Quand le code logiciel est execute a partir de la memoire externe, il faut environs 
65000 cycles pour traiter 1'interruption provenant de la composante HwSwCom et 
transferer les donnees vers la FIFO du module logiciel destinataire. Cette valeur 
risque d'augmenter si le processeur recoit d'autres interruptions de la composante 
Timer (necessaire pour le fonctionnement du RTOS) pendant qu'il est en train de 
transferer les donnees. 
II existe done des compromis importants a faire. D'une part l'utilisation d'un 
RTOS facilite la programmation multitaches et favorise la reutilisation du logiciel, 
mais d'autre part cela peut degrader rapidement la vitesse d'execution. Egalement, 
un compromis existe au niveau du choix d'un mode de fonctionnement par 
interruptions ou par scrutation. 
2. Les latences generees par les operations d'un module logiciel Le resultat du 
cas C9 est interessant. En effet, il s'agit d'une operation de lecture d'un message 
par un module logiciel. Le message en question a ete envoye par un module 
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materiel et il est deja stocke dans une memoire FIFO (en logiciel) dediee au 
module logiciel. 
Pour comprendre la raison de cette valeur pour le cas C9, nous avons analyse 
sommairement le code source de la fonction ModuleRead ( ) de la classe SWBus. 
Nous avons constate que cette fonction effectue plusieurs operations de controle 
avec des tests if else. Nous pensons que les branchements lors de 1'execution du 
code influence les performances du pipeline du processeur. Cette fonction 
effectue aussi plusieurs appels a d'autres fonctions qui prennent en moyenne 2 
parametres chacune. Par consequent elle utilise assez souvent la pile pour y 
stocker les parametres des fonctions, les adresses de retour et possiblement des 
variables locales creees par les fonctions appelees. 
L'initialisation de la partition logicielle Le code logiciel, base sur les librairies 
de Space a besoin d'effectuer plusieurs configurations et initialisations avant de 
creer et demarrer les modules logiciels. Cette phase d'initialisation dure environs 
400 cycles et 5500 cycles respectivement quand le code logiciel est execute a 
partir de la memoire BRAM connecte au processeur par le bus LMB et a partir 
d'une memoire externe de type DDR SDRAM. 
Nous avons remarque que si une interruption provient de la composante 
HwSwCom juste avant la creation des modules logiciels, l'execution de 
l'application gele completement. Ceci s'explique par le fait que le traitement de 
1'interruption comporte une phase de transfer! des donnees vers une FIFO dedie 
au module logiciel destinataire. Or, il se trouve que le module logiciel n'a pas 
encore ete cree. Et nous avons etabli la duree de creation d'un module logiciel a 
environs 8750 cycles et 129470 cycles quand le code logiciel est execute 
respectivement a partir de la memoire BRAM (connecte au processeur par le bus 
LMB) et a partir d'une memoire externe de type DDR SDRAM. 
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Pour y remedier, nous avons modifie la logique de la composante HwSwCom 
pour ne pas declencher les interruptions avant la creation des modules logiciels. 
Ceci est realise par l'ecriture d'un mot du logiciel a la composante HwSwCom 
pour lui signaler que le logiciel est pret a recevoir les interruptions. 
L'utilisation d'un delai d'attente lors des communications bloquantes Quand 
l'ecriture d'un message par un module vers un autre module est bloquante, le 
module source de la requete bloquera en attente d'un acquittement qui lui sera 
envoye par le module destinataire de l'ecriture lorsque ce dernier consomme le 
message. Lorsque l'ecriture est bloquante avec un certain delai d'attente 
(timeout), une incoherence de fonctionnement au niveau du concept peut se 
produire. Ce cas d'incoherence survient quand le delai d'attente s'ecoule du cote 
du module source et que le module destinataire consomme et renvoi 
1'acquittement apres. Le module source se debloque avec un statut de 
« TimeOut » et ne sait pas si le module destinataire a reellement consomme le 
message ou non. 
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Conclusion et travaux futurs 
Nous avons vu au chapitre 1 revolution des methodologies de conception des systemes 
sur puce. La tendance actuelle de telles methodologies est d'integrer la partie logicielle et 
la partie materielle dans le meme flot de conception et de proceder par raffinement 
progressif de la specification jusqu'a l'obtention d'une configuration satisfaisante en 
termes de performances. L'introduction de librairies baties sur des langages de 
programmation de haut niveau, tel que le langage C++, pour la validation des systemes 
sur puce apporte une acceleration importante du temps de simulation, et par consequent 
reduit le temps necessaire a la validation a haut niveau de tels systemes. 
Nous avons decrit l'approche de la plate-forme Space basee sur SystemC pour la 
conception et la validation a haut niveau d'un systeme compose d'une partition materielle 
et / ou logicielle. Cette plate-forme utilise un protocole de communication, base sur 
l'echange de message (de l'anglais message passing) entre les differentes composantes a 
travers une architecture de bus. 
La majorite des travaux de recherche pour la conception et la validation des systemes sur 
puce a haut niveau d'abstraction ne proposent pas de solutions pour etendre leurs 
methodologies jusqu'a 1'implementation du systeme sur une puce. Nous assistons a 
1'emergence d'outils commerciaux capables de synthetiser une specification de haut 
niveau (basee sur un langage tel que C, C++ ou SystemC) en vue de son implementation 
physique, citons Forte Synthetizer de Forte Design et CoDeveloper de ImpulseC. 
Notre travail a consiste a implementer le protocole de communication de Space sur une 
puce reprogrammable de type FPGA. Par consequent, nous avons contribue a aj outer un 
autre niveau de raffinement (niveau RTL) dans la methodologie de Space. Desormais, un 
systeme concu avec Space a haut niveau pourra etre implements de maniere semi 
automatique sur une puce. 
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Pour atteindre cet objectif nous avons concu en VHDL, l'entite adaptateur d'un module 
materiel (basee sur la composante IPIF de Xilinx) qui permet a ce dernier d'etre connecte 
en tant que maitre/esclave sur un bus OPB. Nous avons aussi concu un adaptateur pour 
les communications entre les partitions materielle et logicielle du systeme. 
Nous avons etabli avec precision les latences pour les communications materiel-materiel, 
materiel-logiciel, logiciel-logiciel et logiciel-materiel. Les resultats obtenus nous ont 
amenes a proposer une nouvelle version de l'adaptateur d'un module materiel. Cette 
version permet de reduire la latence d'une ecriture, faite par un module materiel, de 40%. 
Nous avons aussi propose un nouveau concept pour la lecture des donnees par un module 
logiciel lorsque ses donnees lui ont ete envoyees par un module materiel. Ce nouveau 
concept concerne la composante HwSwCom et consiste a stocker les donnees destinees 
aux modules logiciels dans des FIFO au niveau de la composante HwSwCom, a eliminer 
defmitivement le mecanisme d'interruptions entre cette composante et le processeur 
Microblaze, et a effectuer la lecture des donnees, par un module logiciel, a partir de la 
composante HwSwCom. 
Dans cette nouvelle version, la composante HwSwCom est connectee au processeur 
Microblaze par deux liens FSL a travers lesquelles la lecture des donnees est effectuee 
par les modules logiciels. Notons que la lecture pourra etre faite a travers le bus de 
1'architecture, dans notre cas le bus OPB. Par consequent, notre proposition reste valide si 
un autre processeur, ne disposant pas de liens FSL, est utilise. 
Nous rappelons que ce nouveau concept permet de reduire la latence de la 
communication materiel-logiciel de 97%. 
Les travaux futurs qui peuvent decouler de notre projet sont nombreux. Nous pensons 
qu'il est necessaire de completer la methodologie de raffinement, d'un systeme concu 
avec Space, pour integrer le passage direct de la specification haut niveau d'un module 
materiel vers une specification RTL synthetisable. Ceci permet d'eliminer l'etape de la 
retranscription manuelle du code SystemC TLM vers un langage HDL synthetisable. 
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Les fonctionnalites de l'adaptateur d'un module materiel peuvent etre etendues afin qu'il 
puisse supporter plusieurs modules, et supporter la communication directe entre les 
modules connectes sur le meme adaptateur sans passer par le bus OPB. Cette extension 
de l'adaptateur necessite l'ajout d'un arbitre pour gerer l'acces de plusieurs modules aux 
services du meme adaptateur. 
II est aussi essentiel de mener des reflexions afin de mieux optimiser les librairies 
logicielles ou trouver de nouveaux concepts afin de reduire les latences de 
communications du cote du logiciel. En effet, nous avons vu au chapitre 4 que ces 
latences sont de l'ordre de plusieurs milliers de cycles, et il devient insignifiant de 
discuter des latences du cote materiel par rapport a celles-ci. 
Nous pensons que le meme principe des adaptateurs pourra etre facilement implements 
pour d'autres bus, en particulier le bus PLB qui fait partie du standard CoreConnect. En 
effet, nous avons vu que la version no 1 de l'adaptateur d'un module materiel utilise 
1'IPIF de Xilinx pour connecter le module materiel au bus OPB. Un travail futur serait de 
concevoir un adaptateur pour connecter un module materiel au bus PLB en utilisant 
l'IPIF de Xilinx pour le bus PLB. 
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ANNEXE A 
Description de l'interface du bus OPB 
L'architecture CoreConnect [10] developpee par IBM fournit trois types de bus pour 
interconnecter entre elles les composantes d'un SoC. 
> Le bus PLB (Processor Local Bus) C'est un bus synchrone avec un mecanisme 
d'arbitrage pour l'acces au bus par les maitres. U supporte plusieurs maitres (un 
maximum de 16) et un nombre non limite d'esclaves dependamment des 
ressources. II offre de faibles latences de communication et il est utilise pour 
interconnecter des composantes qui ont besoin d'une grande largeur de bande 
pour le transfert des donnees typiquement des controleurs de DMA, des memoires 
externes et des processeurs tels que le PowerPC 405. 
> Le bus DCR (Device Control Register Bus) C'est un bus relativement simple 
qui ne supporte qu'un seul maitre. II est generalement utilise pour recuperer des 
statuts et passer des informations de configuration entre le processeur et d'autres 
peripheriques du systeme. II est aussi possible de l'utiliser pour des cas de tests 
(en angalis design for testability). 
> Le bus OPB (On Chip Peripheral Bus) C'est un bus optimise pour connecter 
des peripheriques relativement lents (PIC, UART, etc.). II est synchrone, supporte 
un maximum de 16 maitres (avec arbitrage de l'acces au bus), et un nombre non 
limite d'esclaves dependamment des ressources. II est generalement utilise pour 
connecter les composantes internes d'un SoC avec le processeur Microblaze. 
Notre projet utilise une architecture basee sur le bus OPB et le processeur Microblaze. 
Pour cette architecture, Xilinx fournit des interfaces standards pour connecter les 
differentes composantes au bus OPB en maitre et/ou en esclave. Un arbitrage est ajoute 
pour gerer les acces des maitres au bus OPB quand leur nombre est au moins deux. 
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L'implementation de Xilinx supporte deux modes d'arbitrage, le mode fixe donne acces 
au maitre de plus haute priorite quand ce dernier le demande, alors que le mode 
dynamique donne acces egal aux maitres (Round Robin). II est possible pour un maitre 
d'utiliser le mode rafale afin d'envoyer plusieurs donnees sans redemander a chaque fois 
l'acces au bus. 
Les signaux de l'interface du bus OPB sont groupes en signaux de donnees, d'adresses et 
de controles. On distingue les signaux de l'interface maitre, ceux de l'interface esclave et 
ceux du bus. Plus de details sur Fensemble des signaux de l'interface du bus OPB telle 
qu'implementee par Xilinx sont disponibles dans le document [38]. 
Nous decrivons ci-dessous les signaux les plus importants et les operations qui en 
dependent [39]. 
> Requete d'un maitre Un maitre demande l'acces au bus OPB pour la lecture ou 
l'ecriture (selon la valeur du signal m_rnw) en activant le signal m_request. Le 
bus accorde l'acces en activant le signal opb_mgrant. Le temps necessaire entre 
les deux depend du nombre de maitres et de la politique d'arbitrage utilisee. 
Quand il s'agit d'un seul maitre, il faut un ou deux cycles entre les deux 
dependamment si le signal opb_mgrant est emis par une logique combinatoire 
ou sequentielle. Une fois que l'acces est donne au maitre, celui-ci confirme qu'il 
est pret a effectuer sa requete en activant le signal m_select. Ce dernier devra 
rester actif tant que le maitre n'a pas recu les acquittements pour le nombre de 
transferts demandes. L'adresse et la donnee devront etre assignees respectivement 
aux signaux m_abus et m_dbus en meme temps que l'activation du signal 
m_select. Si le signal mselect n'a pas ete active 16 cycles apres le signal 
opb_mgrant, le bus active le signal opb_timeOut et donne l'acces a un autre 
maitre. 
Si le maitre a plusieurs donnees a transferer, il peut activer le mode rafale (burst 
transfer) en utilisant le signal m_busLock, ce qui evite l'attente liee a la demande 
du bus pour transferer plusieurs donnees. Le bus signale chaque transfer! reussi 
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par un acquittement en activant le signal opb_xferAck. En cas d'erreur, le bus 
active le signal opb_ErrAck. 
La figure A.l illustre le protocole de demande, d'acces au bus et d'acquittement 
de la requete par le bus OPB dans le cas de deux maitres. 
> Reponse d'un esclave La requete d'un maitre vers un peripherique esclave passe 
par le bus OPB qui selectionne l'esclave en question selon l'adresse activee par le 
maitre. Le signal opb_se!ect est active par l'arbitre du bus bus tant que l'esclave 
n'a pas repondu par un acquittement en activant le signal Sl_xferAck ou en 
activant le signal Sl_retry si l'esclave est lent ou occupe. Jusqu'a 16 cycles 
peuvent s'ecouler sans reception d'un acquittement d'une requete, a partir du 
moment ou le maitre accede au bus. Dans ce cas et pour ne pas annuler la 
transaction, l'esclave devra activer le signal Sl_timeOutSup afin que le bus ne 
tienne pas compte de la lenteur du peripherique a repondre a la transaction. Le 
signal opb_abus est utilise pour l'adresse du peripherique, les signaux opb_dbus 
et Sl_dbus sont utilises pour la donnee respectivement lors de l'ecriture ou la 
lecture du peripherique par le bus selon la valeur du signal opb_rnw. 
Figure A. 1 Illustration de la demande d'acces au bus OPB par deux maitres 
La largeur du signal de donnees est configurable et peut prendre l'une des valeurs de 8, 
16, 32, ou 64 bits. Dans le cas d'une donnee dont la taille est inferieure a la largeur du 
signal de donnee sur l'interface du bus OPB, le signal opbbe (opb byte enable) permet 
de selectionner les octets valides. 
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ANNEXE B 
Description du processeur Microblaze 
Le Microblaze est un processeur propriete de la societe Xilinx concu pour une utilisation 
optimale sur un FPGA [26]. C'est un processeur de type soft, c'est-a-dire cree a partir de 
la logique configurable sur un FPGA. II est base sur une architecture RISC (Reduced 
Instruction Set Computer). Le Microblaze dispose d'un pipeline de 3 etages (Fetch, 
Decode, et Execute) et la majeure partie des instructions sont completers en un cycle. II 
peut atteindre une frequence maximale de 150 MHz sur un FPGA Virtex4. 
Le Microblaze dispose d'interfaces pour etre connecte sur le bus OPB afin d'acceder aux 
autres peripheriques du systeme. II peut aussi etre connecte a une memoire interne au 
FPGA de type BRAM via un bus rapide LMB (Local Memory Bus). 
Plusieurs autres parametres du Microblaze sont configurables au moment de la synthese 
grace aux possibilites de configurations offertes par un FPGA. Ainsi, le processeur 
dispose d'un support materiel pour certaines operations telles que la multiplication, la 
division et rarithmetique des points flottants. Ce support materiel peut etre active ou non 
selon le besoin de 1'application. 
Le Microblaze peut aussi etre configure avec des interfaces pour des liaisons rapides 
point a point appelees FSL (Fast Simplex Link) pour y connecter des accelerateurs 
materiels en coprocesseur. Les interfaces FSL disponibles sont au nombre de 8 en entree 
et 8 en sortie. La figure B.l montre un exemple d'extension de l'unite d'execution du 
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Figure B. 1 Exemple d'accelerateur materiel connecte au Microblaze par FSL 
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ANNEXE C 
Description de l'IPIF maitre/esclave 
Pour standardiser et faciliter la connexion d'une composante quelconque au bus OPB, 
Xilinx a developpe le module IPIF qui permet de reduire la complexity du protocole du 
bus OPB en gerant les signaux de l'interface maitre et esclave au niveau du bus. II gere 
aussi le decodage d'adresses locales de la composante connectee au bus. L'IPIF inclut 
optionnellement un gestionnaire d'interruptions, des FIFO d'envoi et de reception, et un 
DMA. II peut etre connecte au bus en tant que maitre/esclave ou simplement esclave. 
Notre projet utilise le premier type et plus exactement la version opb_ipif_v2_00_h [29]. 
Nous presentons a la figure C.l le schema de principe de cette composante (consulter 
[29] pour plus de details). Nous decrivons brievement dans ce qui suit chacune des 
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Figure C. 1 Schema bloc de l'IPIF maitre/esclave 
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L'interface esclave 
La composante IPIF est constitute au minimum de l'interface esclave. C'est le cas d'un 
bloc utilisateur agissant simplement comme esclave du bus OPB et repondant aux 
requetes de lecture ou d'ecriture de son espace memoire interne compose generalement 
d'un ensemble de registres. Cette interface gere les signaux de l'interface esclave du bus 
OPB et les transforme en un ensemble de signaux connectes a la logique de l'utilisateur 
(figure C.l). Les valeurs de ces signaux dependent du type de la requete courante. Elle 
transforme aussi les signaux de sortie de la logique utilisateur en signaux de reponses 
compatibles avec ceux de l'interface esclave du bus. La figure C.2 represente l'interface 
esclave de 1'IPIF avec la correspondance entre quelques signaux du bus et ceux du 
peripherique (logique utilisateur). 
Quand l'interface esclave est adressee par le bus OPB en lecture ou en ecriture, sa 
logique interne transforme l'adresse opb_abus en une adresse interne dependamment de 
la largeur de son espace memoire. Cette transformation (dont un exemple est presente au 
tableau C.l) est relatee par les signaux Bus2IP_WrCe et Bus2IP_RdCe. La logique 
utilisateur repond a la requete en assignant correctement les signaux IP2Bus_WrAck, 
IP2Bus_RdAck ou autres signaux de controle (erreur, timeout, etc.). En cas de lecture 
la donnee est assignee au signal IP2Bus_Data quand le signal IP2Bus_RdAck a ete 
active. 
Tableau C. 1 Encodage de l'adresse de destination par 1'IPIF 
Valeur de opbabus (4 octets) 
Adresse de base 
Adresse de base + 0x4 
Adresse de base + 0x8 
Adresse de base + OXc 





L'exemple d'encodage du tableau C.l represente une partie d'un encodage pour un 



































Figure C. 2 Interface esclave de 1'IPIF 
L'interface maitre 
L'IPIF fournit a l'entite logique utilisateur (figure C.l) une interface maitre au bus OPB 
pour permettre d'initier des requetes de lecture ou d'ecriture. Cette interface maitre 
effectue la correspondance entre les signaux de TIP et ceux de l'interface maitre du bus 
OPB de la meme maniere que l'interface esclave decrite au paragraphe precedent. La 
figure C.3 presente l'interface maitre de 1'IPIF ainsi que la correspondance entre les 
signaux en entree et en sortie de l'entite logique utilisateur (figure C.l) et ceux de 









































Figure C. 3 Interface maitre de 1'IPIF 
L'entite logique utilisateur initie une requete en activant le signal correspondant 
IP2Bus_MstWrReq pour l'ecriture ou IP2Bus_MstRdReq pour la lecture. 
L'assignation de Tun de ces signaux est effectuee simultanement avec l'assignation 
d'autres signaux pour completer correctement la requete. A titre d'exemples 
IP2Bus_MstBurst signifie un transfer! en mode rafale (burst transaction) et 
IP2Bus_Addr precise l'adresse de destination. 
La connexion entre 1'interface maitre et l'entite logique utilisateur comporte un signal 
IP2IP_Addr (en plus de l'adresse de la destination IP2Bus_Addr) qui sert a preciser 
une adresse locale quand une requete est initiee. En effet, pour ecrire des donnees a une 
autre composante du systeme l'entite logique utilisateur devra en premier placer ces 
donnees dans des elements de memoire. Par la suite l'interface maitre de 1'IPIF effectuera 
une lecture locale au a travers de l'interface esclave, placera les donnees dans une FIFO 
et demarrera ensuite l'ecriture. 
Pour une requete de lecture, l'interface maitre initie la lecture au niveau du bus OPB a 
l'adresse de destination IP2Bus_Addr. Les donnees lues sont ecrites par le bus a travers 
l'interface esclave a l'adresse locale IP2IP Addr. 
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FIFO d'envoi et FIFO de reception 
II est possible d'inclure dans 1'IPIF une FIFO d'envoi et/ou une FIFO de reception. La 
FIFO d'envoi est ecrite par l'entite logique utilisateur et lue par le bus, puis inversement 
pour la FIFO de reception. 
La profondeur, le type de memoire, la largeur de la donnee des FIFO sont configurables. 
La caracteristique principale de ces FIFO est la capacite de retour en arriere quant aux 
operations effectuees. Les donnees sont lues ou ecrites de maniere provisoire, et 
commutees ulterieurement. L'operation « marquer» permet de maintenir une certaine 
position dans la FIFO. Apres la lecture la donnee et son utilisation dans une operation 
quelconque, la position retenue par la commande «marquer» est relachee si 
1'application n'a plus besoin de relire la meme donnee. Par contre, si F application a 
besoin de relire la donnee marquee, alors la commande « restaurer » est utilisee afin de 
remettre le pointeur de la FIFO a la position marquee initialement. L'utilisation de ces 
fonctionnalites, par le concepteur de l'application, est optionnelle. 
Gestionnaire d'interruptions 
En general le mecanisme d'interruptions est utilise dans un systeme pour demander au 
processeur un traitement specifique. Le systeme dispose alors d'une composante pour 
gerer les demandes d'interruptions des differents peripheriques du systeme. L'IPIF 
fournit un controleur d'interruptions locales (telles que les evenements lies au 
fonctionnement du DMA), ou des interruptions que le concepteur de l'application peut 
ajouter au niveau de la logique utilisateur (figure C.l). II est possible d'avoir 32 entrees 
pour les demandes d'interruptions au niveau de 1'IPIF. Le controleur d'interruptions de 
1'IPIF dispose d'un ensemble de registres de controle et de statut. De plus, a sa sortie un 
signal d'interruption est connecte au gestionnaire d'interruptions du systeme. 
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DMA 
L'IPIF fournit un service de DMA (direct memory access) utilise generalement pour 
transferer une grande quantite de donnees d'une memoire a une autre. Nous ne decrivons 
pas ce service qui n'est pas utilise dans notre projet. Referez a [29] pour plus de details 
la-dessus. 
