A tremendous amount of recent attention has focused on characterizing the dynamical properties of periodically driven many-body systems. Here, we use a novel numerical tool termed 'density matrix truncation' (DMT) to investigate the late-time dynamics of large-scale Floquet systems. We find that DMT accurately captures two essential pieces of Floquet physics, namely, prethermalization and late-time heating to infinite temperature. At large system sizes (up to L = 100), DMT provides a powerful method for investigating the emergence of hydrodynamics in strongly correlated Floquet systems. In particular, by implementing a spatially inhomogenous drive, we demonstrate that an interplay between heating and diffusion is crucial to understanding the dynamics of the system. The resulting evolution of the local energy density is captured by a simple hydrodynamical equation, demonstrating that high frequency Floquet systems can exhibit classical hydrodynamics at late times, despite the heating process being intrinsically quantum mechanical.
Understanding the non-equilibrium dynamics of strongly correlated quantum systems represents a central challenge at the interface of condensed matter, atomic physics and quantum information science. This challenge stems in part from the fact that such systems can be taken out of equilibrium in a multitude of different ways, each with its own set of expectations and guiding intuition.
For example, under a quench, one typically expects a many-body system to quickly evolve toward local thermal equilibrium [1] [2] [3] [4] . At first sight, this suggests a simple description. However, capturing both the microscopic details of short-time thermalization as well as the cross-over to late-time hydrodynamics remains an open challenge [5] [6] [7] [8] [9] [10] [11] [12] .
Alternatively, a many-body system can also be taken out of equilibrium via periodic (Floquet) driving -a strategy which has received a tremendous amount of recent attention in the context of novel Floquet phases of matter [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . In this case, the non-equilibrium system is generically expected to absorb energy from the driving field (so-called Floquet heating) until it approaches a featureless infinite temperature state [23] [24] [25] [26] [27] .
While naturally unified under the umbrella of nonequilibrium dynamics [28] , understanding the interplay between Floquet heating, emergent hydrodynamics and microscopic thermalization represents a crucial step toward the characterization and control of non-equilibrium many-body systems [29] [30] [31] [32] [33] [34] . That one expects such connections can already been seen in certain limits; for example, in the limit of a high-frequency Floquet drive, energy absorption is set by an extremely slow heating rate. Thus, one anticipates a relatively long timescale where the system's stroboscopic dynamics can be captured by an effective static prethermal Hamiltonian. tations immediately lead to the following question: How do the late-time dynamics of driven systems account for both the prethermal Hamiltonian's hydrodynamics and the energy absorption associated with Floquet heating?
Until now, such questions have remained largely unanswered owing to the fact that they sit in a region of phase arXiv:1902.01859v1 [cond-mat.str-el] 5 Feb 2019 space where neither theoretical techniques nor numerical methods easily apply. However, a number of recently proposed numerical techniques [35] [36] [37] [38] promise to bridge this gap and directly connect microscopic models to emergent macroscopic hydrodynamics. Here, we will focus on one such technique -density matrix truncation (DMT) [35] -which modifies time-evolving block decimation (TEBD) by representing states as matrix product density operators (MPDOs) and prioritizing short distance (over long-range) correlations.
In this Letter, we investigate the dynamics of a nonintegrable Floquet spin chain using DMT. Our main results are three fold. First, by benchmarking DMT against conventional Krylov subspace methods (for small systems, L = 20), we find that DMT efficiently simulates the system's late-time physics, including both prethermalization and late-time Floquet heating to infinite temperature ( Fig. 2) . Second, by extending to larger systems (up to L = 100), we demonstrate that DMT can accurately capture the exponentially slow heating associated with Floquet prethermalization (Fig. 1) ; we hasten to emphasize that such a calculation is fundamentally impossible for either exact diagonalization based methods (owing to the size of the Hilbert space) or conventional density matrix renormalization group (DMRG) methods (owing to the large amount of entanglement at late times). Finally, we illustrate the intrinsic interplay between transport (thermalization) and heating (driving) in a Floquet system by driving only the right half of an L = 100 spin chain ( Fig. 4 ). Intriguingly, we find that the heating dynamics of the local energy density is described by a simple hydrodynamical diffusion equation.
Model and phenomenology -We consider a onedimensional spin-1/2 chain whose evolution is governed by a time periodic Hamiltonian H(t) = H static +H drive (t) with
where σ α i is the Pauli operators at site i with α ∈ {x, y, z} and H drive (t) is a periodic drive with period T = 2π/ω. The bond terms in H static can be mapped to a freefermion integrable model [39] ; the field term breaks integrability. The drive is an oscillating local field inŷ and z directions ( Fig. 1a inset) :
We consider two driving protocols: a global drive, where all the spins are driven [v i (t) = sgn cos(ωt) for all spins], and a half-system drive, where only the right half of the system is driven [v i≤L/2 (t) = 0 and v i>L/2 (t) = sgn cos(ωt)]. Throughout this work, we con- ω ≥ 5J. These parameters are chosen to ensure that the system is in fact in the high-frequency regime. We initialize the simulation with a Néel state with domain walls every four spins as our initial state-we believe this choice of parameters and initial state to be generic.
In the high-frequency regime, the dynamics is characterized by the heating (τ * ) and the thermalization (τ D eff ) timescales. τ * determines the rate of energy absorption from the drive (thus the approach to infinite temperature) and has been proven to be at least exponential in the frequency of the drive, τ * ∼ e ω/J local , where J local is a local energy scale [29] [30] [31] [32] [33] [34] . Until τ * the system is described by the prethermal Hamiltonian D eff , which can be written as a power series in
While evolving under D eff , the system will approach local thermal equilibrium with respect to D eff in a timescale τ D eff ∼ O(J local ). If τ * τ D eff , the system will exhibit a long-lived prethermal regime with respect to D eff .
We illustrate this behavior for an L = 100 system simulated with DMT in Figs. 1a,b. (We defer a detailed analysis of the validity of DMT until the next section). Fig. 1a shows the average energy density H static /L. Because D eff governs the time evolution on timescales t < τ * , until then H static will remain constant up to ω −1 corrections. After τ * , H static begins a slow approach to its infinite temperature value H static T =∞ = 0.
Because H static remains constant for t < τ * , we need a different diagnostic to measure the thermalization time τ D eff . We use the second Rényi entropy of the leftmost three spins of the system S 2 = − log 2 Tr[ρ 2 sub ] ( Fig. 1b) , where ρ sub = Tr site i>3 [ρ] and ρ is the density matrix describing the system. (Taking a small subsystem ensures that DMT does not bias S 2 : see below and Supplemental Materials [39] ). While the system begins in a product state with S 2 = 0, its entropy quickly increases to a constant plateau value. This plateau value corresponds to the entropy of a Gibbs state of H static at a temperature chosen to match the energy density [39] ; this is evidence that the system is indeed a Gibbs state. We identify τ D eff with the time at which S 2 reaches its plateau value, and we find that indeed τ D eff ∝ 1/J local , independent of the frequency of the drive. After τ * , S 2 slowly approaches its infinite temperature value S T =∞ 2 = 3 bits. Benchmarking DMT -We determine the reliability of DMT in the late-time simulation of quantum systems by comparing it with numerically exact methods (Krylov subspace evolution [40] [41] [42] ) at small system size (L = 20). This analysis leads to insights into the nature of the heating process, which in turn expands our understanding of the physics DMT can capture.
Time evolution with DMT proceeds via two repeating steps, each acting on a matrix product representation of the system's density operator. The two steps are a TEBD-like approximation of the time evolution unitary and a truncation via DMT. In the TEBD-like step, we Trotter decompose the time evolution operator into a series of gates which we then apply to the MPDO. Because each gate application increases the bond dimension of the MPDO, we must truncate it back to a fixed maximum bond dimension, which we call χ. During the truncation step, DMT separates χ into two contributions: χ preserve and χ extra [35] . χ preserve = 2 is used to guarantee the preservation of all observables on contiguous sites [39] ; we call the preservation diameter. χ extra is then used to preserve the remaining correlations with largest magnitude.
In Figs. 2 and 3 we compare DMT and Krylov calculations. We see good quantitative agreement for t > τ D eff . In this regime, the system is close to a local thermal state and therefore has a natural low bond dimension MPDO representation. This behavior is clearest in the energy density H static /L, as it is not sensitive to the prethermalization process ( Fig. 2a ).
Closer inspection, however, shows that the small longtime disagreement increases with the frequency of the drive. This trend is evidence that the heating process is a coherent quantum process. As the frequency increases, absorbing an energy quantum from the drive requires the coherent rearrangement of a larger number of sites [29, 30, 32]. However, the truncation in DMT, limited by χ, often destroys the necessary longer ranged coherences ( ab − a b → 0 for operators a and b supported a distance r > ) suppressing the heating more severely at larger driving frequencies.
As expected, increasing χ at fixed improves the accuracy of DMT ( Fig. 3a) , as one is able to preserve more information at each truncation. Remarkably, however, increasing at fixed χ can also sometimes improve accuracy, despite not increasing the amount of information preserved at each truncation ( Fig. 3b ). By ensuring that local many-body coherences are preserved under the truncation, one can better capture the heating dynamics. This picture is incomplete: when χ ≈ 2 , increasing can harm the convergence (see = 5 → 7 at χ = 256 in Fig. 3b ); we believe this is because the truncation is unable to preserve some longer ranged coherences that are important to the dynamics of the system. By identifying the relevant operators and preserving them during truncation, one should be able to further improve the convergence of DMT while ensuring that χ remains small.
To probe the short-time dynamics we again turn to local observables and the second Rényi entropy S 2 . Like energy density, local observables (e.g. σ z 9 σ z 10 in Fig. 2b ) and entropy ( Fig. 2c ) agree both qualitatively and quantitatively for t > τ D eff . However, they disagree for t < τ D eff at small bond dimension. Since the complex process of local thermalization to the prethermal state depends on the coherence of many long-ranged operators, properly capturing these correlations requires a large bond dimension χ (Fig. 2b,c 
inset).
A few comments on the entropy S 2 are in order ( Fig. 2c ). First, the choice of Rényi entropy on only three sites is motivated by our choice of preservation diameter ≥ 3. This ensures that the truncation via DMT preserves all three site reduced density matrices and does not change the three-site entropy. Errors in three-site entropy arise from the propagation of errors in longer range operators to three-site density operators via the system's dynamics. Second, S 2 displays very good quantitative agreement even when t < τ D eff , up to presence of manybody resonance-like effects. These emerge as dips in S 2 (arrow in Fig. 2c ) and are due to the dynamics of very long operators which DMT is unable to capture, leading to a smoother entropy evolution. Third, for larger subsystems, DMT can bias the measured entropy. Each truncation step "mixes" the system, generating thermallike entropy. This leads to an extensive rate of entropy growth; a more detailed discussion is in the SM [39] .
One might expect the large early-time deviations to lead to equally large late-time deviations. This is not what we observe. In particular, despite a considerable error in the early-time evolution, the system approaches the correct prethermal state at τ D eff , and exhibits correct local observables and entropy. To understand this behavior, we note that the prethermal state is only determined by the system's energy density, which is conserved until τ * τ D eff . DMT ensures the preservation of operators on contiguous sites, so H static D eff is unchanged until τ * (up to Trotterization errors). After the τ D eff , the system is in a Gibbs state with temperature determined by the energy density H static /L, so preserving H static ensures that the system approaches the correct thermal state. For t > τ * , the system absorbs energy from the drive, and evolves between locally thermal states at the heating rate. In this regime, DMT fails to accurately simulate observables only to the extent it fails to accurately simulate the heating rate.
Large systems and hydrodynamics -Having established the regime for which DMT accurately simulates high-frequency Floquet heating, we apply it in the study of heating and energy transport of large spin chains (L = 100), beyond what can be achieved with exact methods.
We begin by revisiting the global drive protocol and consider the evolution of the global energy density H static /L and entropy S 2 (Figs. 1a,b). As in the L = 20 system (Figs. 2a,b) we observe a prethermal plateau followed by a late-time thermalization. This agreement is not just qualitative: in Fig. 4a we compare the energy and entropy decay timescales, τ * E and τ * S respectively, demonstrating our results are not affected by finite size effects. From the exponential dependence of τ * E and τ * S on the drive frequency, τ * E,S ∝ e ω/J E,S local , we extract the effective local energy scale J E local = 1.21 ± 0.04 and J S local = 1.16 ± 0.04, in good agreement with the microscopic onsite energy scale of H static ( J 2 + J 2
x + h 2 x 1.27). The ability to correctly simulate Floquet heating in large-scale systems provides a platform for studying the interplay between transport and heating. We illustrate this flexibility by considering a half-system driving protocol, in which the drive only heats the right side of the system. The heating timescale τ * E,S is then twice of that of the global drive ( Fig. 4a ). At the same time, the dynamics of the local energy density is much richer than in the globally driven case: due to the inhomogenous heating, energy must be transported across the spin chain for the system to approach the infinite temperature state ( Fig. 1c ). By changing the frequency of the drive, one directly modifies the heating rate, thus controlling the relative importance between transport and heating.
The energy density follows the continuity equation:
where j is the energy current andQ describes Floquet heating. Motivated by the exponential heating of the global drive, we expect the local heating rate to be of the formQ = −g(x) (x, t)/τ * , where g(x) approximates a step function Θ(x − L/2).
Near equilibrium the energy current should be j ∝ ∂ x T , rather than j ∝ ∂ x . Ordinarily the two are equivalent, being related by the heat capacity. But in our case the Hamiltonian is inhomogeneous, so temperature is a function of both and position and we write j ∝ ∂ x T ( (x), x). (Recall that is the energy with respect to H static , not D eff .) Both effects-heating and varying diffusion strength across the chain-can be modeled by a simple hydrodynamical equation for the energy density (more details in the SM [39] ):
where D is the diffusion coefficient. We take g(x) = 1 2 + 1 2 tanh[(x − L/2)/ξ] to be a smoothed step function. Our results are not sensitive to the particular choice of ξ.
In Fig. 4b , we compare the evolution under DMT and our model in Eq. (3). For any run of DMT, we choose the energy density profile at time t = 200/J as the starting point for our model and then evolve it in steps of ∆t = 50/J. The parameters D, η, and τ * are then extracted from the best fit for each step, yielding their dependence on the energy density. Using the same methodology, we can reproduce the dynamics for different driving frequencies, Fig. 1c , in excellent agreement with the full DMT calculation.
The validity of our simple model is further corroborated by an independent analysis of D and τ * . For D we study the diffusion through the decay of the two lowest order Fourier modes under H static for different energy densities [39] . In Fig. 4c , we compare these results (green band) with the extracted D from the hydrodynamical description of the full Floquet evolution, and observe good consistency across all frequencies. Similarly, for τ * we observe good agreement with the heating rate per driven spin extracted from the global and half-system drive. In the case of η, we observe that it is negatively correlated with the driving frequencies, as expected from its dependence on the higher order corrections to D eff (see the SM [39] for further details).
Discussion and Conclusion -In this work we used DMT [35] to study the emergence of hydrodynamics in the late-time evolution of large scale systems. We began by demonstrating the validity and the range of applicability of this new methods by comparing it against Krylov subspace methods, showing excellent agreement of the late-time thermalization dynamics. By studying large system sizes (L = 100) under a half-system drive, we directly observed the interplay between transport and heating in the system. This interplay can be captured by a simple hydrodynamical model [Eq. (3)] for the dynamics of the local energy.
Our work provides a proof of principle of DMT's ability to correctly capture the long-time behavior of driven quantum systems. Because the truncation via DMT ensures the preservation of local correlations, it is a particularly promising method for studying the emergent hydrodynamics by only specifying the microscopic details of the evolution. We thus expect DMT to be a particularly powerful tool in the study of quantum thermalization, as well as in the investigation of quantum Floquet phases of matter.
We In this section we study the error of the Krylov subspace method by comparing to exact diagonalization (ED) at small system size. For each system size L ∈ {4, 6, 8, 10}, we consider a random initial product state of spins aligned in theẑ direction. We then compute the evolution of the system under driving frequencies ω ∈ {5, 6, 7, 8, 9, 10}.
In Fig. 1 , we show the difference between the two numerical methods for the quantities of interest in our study. In particular we consider energy density H static /L, second Rényi Entropy S 2 , onsite operators (σ {x,y,z} i ) and two-site operators (σ x i σ x i+1 and σ z i σ z i+1 ). In the top row of plots of Fig. 1 , we consider the maximum error observed in the first 600/J time units of the evolution. Errorbars correspond to the standard deviation of the maximum error observed over 6 different initial states. We note that the maximum error in this regime is not substantially affected by the system size.
It is perhaps more enlightening to estimate the rate of error growth: for a given simulation parameters, Krylov subspace dynamics should induce a small constant error per timestep. This observation is borne out by the data for t < 600/J. In the bottom row of Fig. 1 we show the maximal rate of error growth, for some quantity O:
This provides an estimate of the error growth as a function of the simulation time. Since the rate of growth is ≤ 10 −7 , we believe Krylov subspace methods are suitable for benchmarking DMT, even at long times. In the main text, we considered the convergence of DMT with respect to the bond dimension χ and the size of preserved operators . Here we complement that analysis by considering the convergence in the size of the Trotter step. We quantify the error by measuring the average error
i.e., the error of a local observable averaged over all sites. In Fig. 2, we takeÔ 
, σ x i }, the three local observables that contribute to energy H static . By decreasing the Trotter step size from 4/J to 10/J, we observe an improvement of results, especially during the latetime heating. However, the simulation does not benefit from further decreasing the step size from 10/J to 20/J at late time, although the error at very early-time decreases. This is because to apply truncations too frequently will destroy the many-body correlators more severely. We therefore use Trotter step 10/J throughout this work. are all the three terms that have non-zero contribution to energy density.
ENTROPY IN DMT
In the main text, we show the evolution of the entropy of the leftmost three sites. Here we provide more details on the entropy of subsystems with different sizes that motivates that choice for the main text.
Page-like correction at late time
For a subsystem with size L sub ∼ L/2, the bipartite entanglement entropy approahes the maximal value of L sub bits in DMT simulations, but a smaller value in Krylov subspace simulations (see Fig. 3 ). This discrepancy arises because the Krylov method guarantees that the system remains in a pure state, while in DMT the MPDO representation is entangled with a notional bath arising from the truncation procedure. The difference between the two corresponds to a Page-like correction. At L sub = L/2 and infinite temperature, this correction is exactly log 2 (1 bit), in agreement with the theoretical prediction [1] . As one decreases L sub , the correction decreases exponentially, and the two methods agree better and better. For t < τ D eff , the system is well described by the time-independent interacting Hamiltonian D eff . For an initial product state, the entropy of a subsystem is expected to increase linearly with time. Using Krylov subspace methods, we indeed observe the linear increase of entropy at early time. Curiously, the system often exhibits some nonmonotonicity at intermediate times (from long-range coherences), but it eventually approaches its prethermal value at τ D eff (Fig. 4a ). We can extract the early-time entropy production rate Γ S early . Importantly, t · Γ S early sets an upper bound on the of entropy production (black line in Fig. 4 ).
However, DMT fails to capture both the effect of the many-body coherences, as well as the previously mentioned bound in entropy growth. On the one hand, the truncation destroys the long-range coherences necessary to capture the many-body revivals observed when using Krylov, resulting in a smoothed entropy curve. On the other hand, at subsystem sizes greater than the preservation diameter , the entropy in DMT can exceed the upper bound t · Γ S early ( Fig. 4b) . This is because the truncation in DMT can convert some entanglement entropy to thermal entropy, which does not care about the subsystem boundary. The entropy of a subsystem can then increase with the number of bonds truncated and, thus, in larger subsystems we observe a higher rate of entropy growth, Fig. 4b .
APPROACH TO GIBBS ENSEMBLE
To show that the system approaches a Gibbs ensemble at late time, we compare the expectation value of local observables of the late-time Floquet state and the Gibbs state of the static Hamiltonian H static , which approximates the prethermal Hamiltonian D eff to order ω −1 . By doing imaginary-time evolution with DMT, we obtain the Gibbs states of the H static at different temperatures. The inset of Fig. 5 shows the averaged energy density H static at different temperatures; similarly we can obtain other physical quantities as a function of temperature. This provides the map between energy density and the expectation value of other observables in the Gibbs state, allowing us to directly compare the late-time Floquet state to the Gibbs state at the same averaged energy density. As shown in Fig. 5 , the two states have the same entropy and local observables, given the same energy density, indicating that the Floquet system can be described by a Gibbs ensemble with respect to the prethermal Hamitonian (for local observables). How can these results be consistent with our claim in the main text that the relationship between effective temperature and (e.g.) the energy density of H static is itself frequency dependent? Essentially, consistency requires that the particular local observables of Fig. 5 depend weakly on frequency. We find that they depend on frequency only at second order or higher in ω −1 , because those observables and H static are even under global spin flip, while our drive is odd.
To see these symmetry considerations play out, suppose the system is in a Gibbs state
where the effective temperature T (t) = 1/β(t) is given by
with Z = Tr[e −β(t)D eff (ω −1 ) ]. For compactness we drop the time dependence of the temperature. Expand D eff in powers of ω −1 :
Per Ref. [2] :
It is immediately apparent that D is odd under a π rotation about the x axis, while H static is even-more specifically, if
then
so
Then the partition function is
with Z 0 = Tr e −βHstatic the partition function of the static Hamiltonian. Consider now some (local) operator O j . With this fact about the partition function in mind its expectation value in the Gibbs state ρ is where {·, ·} corresponds to the anti-commutator.
If O j is even under X, as the operators of Fig. 5 are, Tr e −βHstatic D O j = 0 and, to first order in ω −1 , O j takes the same expectation value it has in the H static Gibbs state:
If O j is odd under X, then
Here we note that Z 
In fact when we consider our half-driven chain and compare σ y for a site in the the undriven part (D eff = H static ) to a site in the driven part (D eff = H static + ω −1 D + O(ω −2 )), we find that in the driven part σ y ∼ 3 × 10 −3 whereas the in the undriven region σ y ∼ 0 ( Fig. 6 ), in agreement with our estimate.
PRESERVATION OF l-SITE OPERATORS
The preservation of -site operators for any is a generalization of the preservation of 3-site operators in the original DMT method [3] . Suppose we are making a truncation at the bond between site i and i + 1, the reduced density matrix of the whole system can be written in the following form:
Lα s αxRα (13) in whichx
As in the preservation of 3-site operators, we perform a basis transformation before SVD decomposition and truncation:
However, the tranformations Q L,R in our method are given by
where n is an integer to control the size of the preserved operators, and theÔ λ j,k form a basis for operators on the subsystem [i + 1 − n, i] indexed by λ. After the transformation, we follow the same method in the original DMT, which means we do not change the first 4 n rows and 4 n columns during the truncation. This procedure can preserve the reduced density matrices of the subsystem [1, i + n] and the subsystem [i + 1 − n, L] (the proof is almost the same as in [3] ). We remark that to guarantee this requires the bond dimension χ ≥ χ preserve = 2 × 4 n , where 4 n is the number of all possibleÔ λ i+1−n,i (orÔ λ i+1,i+n ), i.e. the number of operators living in the subsystem [1, i + n] (or the subsystem [i + 1 − n, L]). For an operator on consecutive sites, we only need to consider the case when the truncation seperates it into two parts. Let lef t and right denote the size of the left and the right parts (relative to the truncation) of this operator respectively. Since lef t + right = , we have min{ lef t , right } ≤ l/2 . If lef t ≤ n, the -site operator will live on the subsystem [1, i + n], and is thus preserved (the marginal case is the blue frame in Fig. 7a) . Similarly, if lef t ≤ n, the -site operator will also be preserved (the marginal case is shown by the red frame in Fig. 7a ). Therefore, any l-site operator with /2 ≤ n is preserved during a truncation on any bond i, which means for a given n, we can preserve all (2n + 1)-site operators. However, a (2n + 2)-site operator can be changed by the truncation at the middle of it (Fig. 7b ). Combining the previous expression for χ preserve and = 2n + 1, we prove that to preserve all -site operators requires bond dimension χ preserve = 2 .
COMPARISON OF RATES OF ENERGY AND ENTROPY GROWTH
Before describing the extraction of τ * from the dynamics of H static and S 2 in the next section, we would like to highlight the different timescales we expect to extract from these two quantities. To be specific, one can define the heating timescales τ * with d dt H static = − 1 τ * E H static and d dt S 2 = − 2 τ * S S 2 , so that τ * measured from energy and entropy are consistent, i.e. τ * E ≈ τ * S . Here, we provide some further calculation to show this.
DETAILS FOR ANALYZING THE EVOLUTION OF LARGE SYSTEMS
Extracting the heating timescale τ *
We observe that both the averaged energy density H static and the entropy S 2 decay exponentially to their infinitetemperature values (Fig. 8) . Therefore, τ * E and τ * S can be naturally defined by the equations | H static | ∝ e −t/τ * E and (S T =∞ 2 − S 2 ) ∝ e −2t/τ * S respectively. The existence of the factor of 2 ensures that τ * E and τ * S are consistent, as described in the previous section. In Fig. 8 , they are the inverse of the slopes of the curves, and we estimate the errors by fitting different ranges of time (after prethermalization), and taking the standard deviation of the obtained rates.
CLASSICAL DIFFUSION EQUATION

Derivation and approximation
In general, the equations governing the heat transport in classical systems are:
j(x, t) ∝ ∂ x T (x, t) .
|⟨H static /L| The first equation is energy conservation, and the second equation reflects that a non-uniform temperature T (x, t) will lead to a heat current j(x, t).
By driving the right half of the chain, the conversion from energy density (x, t) to temperature T (x, t), as well as the energy absorption q(x, t) varies explicitly in position along the chain. In particular, the lowest order (x, t) correction to T (x, t) yields a heat current j(
, in which the small parameter η characterizes the correction of the conversion from to T on the driven half and g(x) captures the spatial profile of the inhomogeneity. In our model, g(x) should be close to the step function Θ(x − L/2). The diffusion equation then reads:
where we have used the fact that q(x, t) ≈ −g(x) /τ * (for the driven part). We remark that a spatially varying D eff may also lead to another two modifications in the heat equation: a spatially dependent definition of , and spatially dependent diffusion constant D. A heat equation including all these modifications can be written as:
where λ, δD and η are all small numbers. We find that the dynamics in our experiment is not sensitive to the inclusion of these terms, as they do not lead to qualitatively different terms in the equation.
In fact, we find that the η term is the most meaningful for well describing the dynamics than λ and δD. At early times, before the heating occurs (τ D eff < t < τ * ), we already observe a non-homogenous spatial profile of energy density, due to the temperature inhomogeneity induced by η. Moreover, since the spacial profile g(x) is close to the step function Θ(x − L/2), a higher derivative of it will contribute to larger correction. Therefore, the η term, which has a second derivative, should be the most important correction.
Solving the Heat Equation
Since no energy can flow out of the boundary of the system, we require 0 = j(t)| x=0,L ≈ ∂ x [(1 + ηg(x)) ]| x=0,L . Considering that g(x) remains constant deeply inside the driven and undriven parts, we can simplify the boundary condition as ∂ x | x=0,L = 0. This can be immediately achieved by considering the cosine series of the problem:
The differential equation then becomes:
cos nπx L f n (t). (27) Integrating both sides with the kernel of cos kπx L for k ∈ N yields (the second term on the right-hand side is integrated by parts):
The resulting equations can be cast in a vectorial form as:
where f is the vector of the Fourier components and M describes the coupling between the modes in the right-hand side of Eq. (28) . In practice, the magnitude of the Fourier modes decays very quickly with n, so we can consider only the first N = 40 and not incur significant error.
The time evolution of f then becomes exactly:
DYNAMICS OF THE ENERGY DENSITY
We now describe the procedure by which we can obtain the dynamics of the energy density at late times in the L = 100 system.
The hydrodynamical description holds only for systems near a local equilibrium. As such to ensure we have a correct initial state, we choose some initial time t 0 and Fourier transform the energy density profile at that time, thus obtaining f n (t 0 ).
We can now consider the evolution iteratively. We consider a series of times {t n } and evolve our state using Eq. (30) from t n−1 to t n . Because, a priori, we do not know the values of D, η and τ * , and they are expected to change with energy density (thus time), at each evolution, we find the best set of such parameters for f (t n ) evolving from f (t n−1 ).
In Fig. 9 , we compare the energy density profile from the simulation with that arising from Eq. (30) . Using the lowest energy density state as the initial state, we can then apply the above procedure to obtain the energy density dynamics for later times across a large frequency range.
In Fig. 4b in the main text and Fig. 10 , we consider the value of D, η and τ * extracted from the procedure. We observe that D is consistent across all frequencies when considered as a function of the energy density (which controls the diffusion). This is in agreement with the expectation of D being determined by H static which is frequency independent. For η, we observe a negative dependence on frequency ω as expected, since η is determined by the higher order corrections to D eff in ω −1 , and the correction goes smaller when the driving frequency increases. Also, let us note that we observe a small discrepancy between the τ * extracted from the dynamics and the previous analysis of the global energy density. We believe this discrepancy arises from the different between the average energy density and the right-half energy density, at any point, which is compensated by a slightly different value of τ * . The observed dependence on energy density (thus time), appears to be related to the simplicity of the q(ω) term, highlighted by the non-strictly exponential behavior of the energy density seen in Fig. 8 . Moreover, by increasing bond dimension χ in DMT, we check the convergence of the energy density and the extracted diffusion constant ( Fig. 11 and Fig. 12 ).
EXTRACTING DIFFUSION COEFFICIENTS OF A SPATIALLY UNIFORM, STATIC HAMILTONIAN
In this section we discuss the method used to extract the diffusion constant for a spatially uniform Hamiltonian H, which is a sum of local terms:
We present the numerical experiment performed using DMT and Krylov subspace methods, and how the diffusion constant can be extracted from the obtained data. 
Numerical Experiment
To properly probe diffusive behavior it is imperative that the system is perturbed around an equilibrium (i.e. thermal) state of H. More specifically, we want to initialize the system in a thermal state of H + ηH perturb , where the form of H perturb controls the type of perturbation imposed, while η controls its strength.
Since we are interested in studying the diffusion of energy when evolved H, we want the perturbations to correspond to the eigenmodes of the diffusion equation, spatial oscilations of the energy density. We then consider a family of H [k] perturb which generate the k-th mode:
In DMT, the thermal state can be straighforwardly generated by performing imaginary time evolution on the infinite temperature state ρ T =∞ ∝ 1:
Because Krylov subspace methods can only treat pure states, it is impossible to directly compute expectations of the thermal state. Nevertheless, expectation values over the thermal density matrix ρ β can be obtained by averaging over initial states, which are then imaginary time evolved:
Due to the large size D of the Hilbert space, we cannot perform the entire calculation. Instead we approximate it by averaging over N ave number of random initial states |ψ i :
Due to quantum typicality, such random states behave as infinite temperature states (for local operators) [4] , and so the number of N ave need not be very large (we use N ave = 50). Once the initial state is generated, the system is time evolved with H, and the local energy h i is calculated as a function of time evolved. We observe that the initial spatial profile of the local energy quickly decays and the system becomes spatially uniform due to the diffusion of the energy density.
Extraction of the diffusion constant
Consider a system with some conserved quantity S = j s j such that s j are local operators. Moreover letṡ j = i[H, s j ] be also local (as is guaranteed in for a local Hamiltonian). We call s j local conserved quantities. In our case, S = H and s j = h j , the local energy. β is chosen such that the averaged energy density is set to be¯ = −0.1.
When H is spatially uniform and at equilibrium s j (t) will be constant for all sites (up to edge effects). As a result, we can measure the distance from equilibrium by:
wheres ≡ S/L is independent of time. The decay of this quantity provides a proxy for the diffusion coefficient: if the system is diffusive with diffusion coefficient D, then the decay rate of this quantity is given by the decay rate of the slowest non-zero diffusive mode. For a generic initial state, this corresponds to:
for t L 2 /(4π 2 D) (the decay rate of the second-slowest mode). The diffusion coefficient is extracted by fitting this long-time behavior of P(t).
Alternatively, we can probe that slowest mode directly, by exciting a particular diffusive mode and measuring its magnitude. This is most straightforwardly implemented by preparing the lowest diffusive mode k = 1, s j (t = 0) ≈ cos(jπ/L) + C as the initial state and measuring the amplitude of the corresponding Fourier mode: 
In this, the decay of s q=π/L (t) will be ∝ e −π 2 tD/L 2 , from where D can be extracted. We note that the profile of s j (t) can also be fitted, with a least-square method, to the lowest Fourier mode. Both methods yield the same results. Fig. 13 illustrates both methods, investigating P(t) and s q=π/L (t) for H = H static . We see both the slowest mode and the sum over all modes decay exponentially with time; they have the same decay rate.
Here we note that, at early times, we observe non-exponential behavior in the decay of s q=π/L (t) until a timescale ∼ 1/h x , the integrability breaking term of our system. It is at this timescale that we expect the interactions to induce the appropriate diffusive behavior.
Accuracy of extracted diffusion coefficients
The work of Kloss, Bar Lev and Reichman [5] and ongoing (unpublished) work of Leviatan et al. find that TDVP shows "false convergence": it can converge very quickly in bond dimension-but to dynamics with an unphysical diffusion coefficient. We must therefore check that DMT shows the correct diffusive dynamics. In this section we compare the diffusion constant extracted between DMT and Krylov-space dynamics.
Consider our static Hamiltonian In the main text we used {J, J x , h x , h y , h z } = {1, 0.75, 0.21, 0.17, 0.13}, similar to previous work [2] . Because we are considering nearest neighbor interactions, the only integrability breaking term is h x , leading to a naïve estimate for the scattering length of λ ∼ J/h x 5. As a result, observing diffusion at small system sizes is difficult. Fig. 14 (left) highlights this difficulty. Nevertheless, we observe good agreement between DMT and Krylov in the dynamics. We believe that DMT artificially increases a dephasing rate for the model's quasiparticles; this explains the gradually increasing discrepancy between the DMT and Krylov simulations.
To check how well DMT can capture diffusion, we increase h x = 1.03, decreasing the scattering lengthscale and making small system sizes more amenable to studies of diffusion. Indeed, Fig. 14 clearly demonstrates the agreement between the two methods, and as a result, the ability of DMT to probe the diffusive physics.
