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Abstract 
The arrival of the era of IoT makes innovation and changes in all aspects of people's lives. 
Urban surveillance camera as one of the most common devices in Generation IoT is playing a 
more and more significant role in human life. However, with the increasing of high capacity of 
live video and the requirement of communication in the extreme situation, current surveillance 
system based on TCP/IP architecture could not satisfy the requirement of users enough. In order 
to better achieve high-precision surveillance requirement, at the same time to satisfy the request 
of surveillance in the extreme conditions such as disasters, we proposed a new intelligent real-
time surveillance system based on information-centric networking in which we applied each 
node in the network to process the live raw data and utilize the advanced artificial intelligent 
technology to extract the valued information, instead of transmitting integrated live video to the 
central data center. On the other hand, ICN itself has advantages in multicasting and reducing 
the bandwidth of the network. With the two benefits, the surveillance system that we proposed 
could have better performance on efficiency and stability of information transmission process. 
In this paper, we introduced the details of the system and designed experiments to prove the 
accuracy and efficiency of our system. This system could improve the current issues of 
surveillance system and play a more important role in the future.  
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Chapter 1 Introduction 
1.1 Backgrounds 
1.1.1 Generation IoT 
Coping with the development of computer science and communications, the new era of the Data 
Age[1] and Generation IoT is coming. The Internet of Things(IoT) has been defined as a system which 
enables not only computers, but also all physical devices, sensors and other items to connect and 
exchange data with each other[2].We could find that more and more smart devices coming up in our 
lives. In the past, people just use the computer to share the information, but at present, not only the smart 
phones, tablets, but smartwatches, digital cameras, automatically mopping robots and many other things 
are connected in the network and change data to make our life more convenient. In the coming 
Generation IoT, the number of types and the number of devices connected in the IoT will increase 
rapidly and reach an unimaginable level of an amount. According to the Statistics Portal[3], the number 
of connected devices among IoT worldwide will rise to 75.44 billion in 2025, as shown in figure 1. Also, 
the number of installed base of the IoT in Japan[4]will rise to 1057 million in 2020 as shown in figure 
2. 
Along with the increasing number of embedded devices, by 2025 the volume of data forecasted by 
IDC will grow to ten times of data in 2016 which is around 163 zettabytes[1]. There is no doubt that the 
data will play one of the most crucial parts and will create vast number of opportunities in the business 
and change human life in the coming Big-data generation. In order to make better use of the data, some 
new features of the data in the coming generation have been summarized as shown in table 1. 
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 	  Figure	1	The	devices	installed	in	IoT	generation	by	2025[3] 
Figure	2	The	installed	base	of	the	IoT	in	Japan	from	2013	to	2020(in	million	units)	[4] 
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Table	1	 	 The	features	of	data	in	Generation	IoT 
 
Table 1 The features of data in Generation IoT 
Diversity  
As the types of devices are different, the types of data are becoming various, 
not only the text, but the pictures, music, video and others will need to be 
transmitted in the network. 
High capacity  
Along with the increasing of high-performance mobile terminals such as 
tablets and smartphones, and the development the applications of SNS (Social 
Networking Service) as well as other user-oriented information dissemination 
services where the distribution of large-volume contents such as music and video 
accounts of the majority, the capacity of data has been becoming higher and 
higher.  
Real-time  
In the Generation IoT, data will be created all the time and should be 
available whenever the user needs it. The data may use for analysis or 
information sharing. Thus, the real-time of data is significant. Actually, 
according to the IDC white paper, by 2025, more than a quarter of data will be 
real-time in nature, and real-time IoT data will account for more than 95% of all 
[1].  
Critical 
Compared with the current data created in the network, the data in the IoT 
generation will be more related to each other. Meanwhile, as there is a too large 
amount of data generated by the IoT devices, firstly it is hard to transfer and store 
all data in the network. Secondly, a large number of data has no need for 
permanent storage after analysis. For the two reasons, the data need to be judged 
whether critical or not and only the most sufficient and valued contents in the 
data will be transferred to the user or stored in the system. 
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Coping with the break out of data in Generation IoT, if all the data transmission in the 
network is the same as current communication process in network architecture, the network 
traffic and latency could not afford.  Thus, the traditional network has to be evolved, while the 
future network should become more efficient and more flexible. It should be high efficiency 
and low latency compared with current network to satisfy the data transmission.  
However, with such new types of terminals and services, facing the evolution of data in 
the generation IoT, the communication method has not been changed which is the same 
procedure as traditional File Transfer Protocol(FTP)[5] and mail transmission. The process of 
that communication is that at first using the DNS(Domain Name System) to search the IP 
address of communication partner, then accessing the server of that IP address to acquire the 
content and complete the communication process. However, for the network service that is 
aimed at content transmission, it is not essential for users to be required to access the servers 
which are always far away from the users at all times. If a communication device such as the 
router in the vicinity keep the content and could transfer the content from nearest place, it will 
be more efficient for the data transmission and could cope with the increase of the network 
traffic in the next communications generation.  
In short, compared with the current network generation there are some new 
communication requirements requested coping with the variation of network environment.  Table	2	New	requirement	of	network 
 Current network New requirements 
Speed 
Unable to satisfy high-capacity 
transmission because of the 
bandwidth and transmutability. 
Satisfy the high-speed transmission for 
a large number of information. 
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Efficiency 
Because of the delay and network 
traffic for transfer at the same time, 
the current network could not 
answer the user’s request efficiently 
Reduce the network traffic to enable 
real-time content transmission and 
Response to client requirement on time. 
 
Accuracy 
Transfer all the content to the server 
and data center whatever the content 
is critical or not. 
Instead of concentrate on where the 
contents coming from, focus on the 
contents themselves to make accurate 
communication for users 
 
 
1.2 Current problem 
1.2.1 TCP/IP network architecture 
Current network based on the TCP/IP protocol is a host-centric communication 
architecture, the most key element in the system is the IP address for concentrating on 
conversations between hosts.  The users use the IP packets containing the source IP address 
and the destination host address to complete the access to information. The detailed process of 
information acquirement is that the user specifies the URL and extracts the part specifying the 
host from the URL. Then using the DNS (Domain Name Service) to convert the host’s name to 
IP address. The IP address would be converted from the host’s name written in the destination 
of the packet, also the URL is written in the contents of the packet, and the request for content 
acquisition is sent to the Internet. The content acquisition request is delivered to the host 
specified by the IP address. Having received the content acquisition request, the host looks for 
the specified content in its own host and if the content is found, it will be sent back to the 
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requestor. However, if there is no such content, the user should designate another host (URL), 
and start over from the beginning. The process is shown in figure 3. 
 
 
  According to the history of Internet[6], the TCP/IP protocol was developed in the 1970’s 
and become one of the most widely used standard networking protocols in the communications. 
At that stage, the Internet was innovated for information changes between the rare machines 
which were always far from each other like the supercomputers as there are not so many devices 
need data transmission. Thus, the TCP/IP architecture is proper for the conversations between 
two hosts—server and client. However, with the development of computer and communication 
technology, as the background discussed in chapter 1.1, the type and number of devices and 
data have been increasing rapidly in the past 50 years. Meanwhile, instead of caring about where 
Figure	3	Current	network	communication	architecture 
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the contents came from, people concentrate on the what contained in the content. That’s to say 
the current TCP/IP network architecture which regarding where could not satisfy the people’s 
need of the Internet. There are some issues occurred because of the incompatibility between 
status quo and demand of people： 
1) Efficiency:  As the communication is dependent on the address of the server, it will cost 
a large amount of bandwidth as the server is always far away from the client and there will 
be a lot of useless contents transmitting at the same time, which will cause the network 
congestion and inefficiency of communications. It could not satisfy the needs that willing 
to the efficient content requirement of users. 
2) Flexible: The communications in the host-centric network need to convert the host’s name 
to IP address and encapsulate the contents and IP address in the IP package, maybe need 
to pass a fewer of routers, switches, cables and so on. It complicates the implementation 
of network services and it works mechanically (conversation between server and client), 
which is not flexible enough for the communications in the IoT generation. 
3) Source address fidelity: When the location is untrustworthy, and the mistake of writing 
IP address, the transmission of content will be misplaced and cause the insecurity of the 
network. 
Thus, to solve these issues, there are some researches on the changes of some layers of the 
TCP/IP protocol, while some scientists research on the new communication architecture to 
satisfy the new requirements of users in contents transmission in the IoT generation. Van 
Jacobson[7] proposed a new architecture called Content-Centric Networking built on named 
data. The CCN architecture focuses on the content itself replacing where to what and could be 
more simple, robust and scalable. We will discuss this communication architecture in chapter 
2. 
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1.2.2 Current surveillance system 
Security is one of the most crucial issues in current society. The video cameras are playing 
more and more significant roles in urban society nowadays.  According to the white paper of 
IDC [1], the data will contain nearly 20% of all data created data until 2025, and the surveillance 
camera is one of the most important representatives of embedded devices. In recent years, with 
the continuous increasing of distributed technology as well as the communication network, 
various kinds of embedded processors, video surveillance technology has also achieved great 
development and has been widely used in many fields. For example, it has played a significant 
role in real-time transportation, banking, security, counter-terrorism, and disaster.[8]  
The development of video surveillance systems has gone through several stages of 
simulation, digitization, networking, and intelligence and so on. The first generation of video 
surveillance systems is Analog Video Surveillance System using video tape recorders as storage 
media, and video transmission uses analogue lines. This kind of system hesitates to monitor the 
picture quality is weak the picture is not stable, and the systematic transmission distance is short, 
Figure	4	The	data	generated	by	surveillance	cameras	daily[8]	  
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is not advantageous to the long-distance surveillance. The second-generation surveillance 
system is a digital video surveillance system. The surveillance system uses a computer as a 
processing tool to collect and encode video signals and use the Internet to transmit digital video 
signals, which strongly improves the image quality and transmission distance of video 
surveillance and enables remote video surveillance. 
However, the traditional video surveillance systems act just as large-scale video recorders, 
traditional video surveillance systems usually require staff to observe the monitor screen of the 
surveillance room for a long time, and dare to discover abnormal events on the surveillance site, 
or directly use the video hard disk recorder (DVR) to perform long-term video recording on the 
surveillance site when an abnormal situation occurs on the surveillance site. At that time, it is 
possible to obtain evidence at the time of abnormality by making a return visit to the recorded 
video material. However, there are two problems with this surveillance system: first, the 
abnormal situation cannot be detected in real time; second, long-term surveillance of the staff 
is prone to visual fatigue; and thirdly, a large number of images and videos need to be stored, 
which is a serious waste of hard disk resources. Therefore, the intelligentization of the 
surveillance system has become the development trend of video surveillance. The intelligent 
surveillance system combines the computer identification technology with digital surveillance 
system and could detect, analyze and track the target objects in the video ignoring the 
information unrelated to the target object, which improves the surveillance efficiency. The 
traditional video surveillance systems are likely to keep all raw data whether it is need for 
forever storage or not after analysis, so it is an issue how to get the necessary information 
accurately and efficiently while the rest can be abandoned after an appropriate period. 
Therefore, with the emergence and development of artificial intelligence technology, the 
intelligent surveillance system has developed rapidly. According to the Smart Video 
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Surveillance[8], the key to an intelligent surveillance system is to understand the situation 
which needs analysis of some different tracks. The analyst of a multi surveillance system should 
contain the who (identity tracking), where (location tracking) and what (activity tracking) 
covering multiple information and it could get the accurate judgement as well as the critical 
information for the people. However, the component technology is developing in isolation at 
present; the two-main technology used widely in an intelligent surveillance system is the face 
recognition and the intelligent video surveillance technology. The former could completely 
solve the identity tracking, but the detected object must be facing the camera, while the later 
one concentrates on the activity detection but could not cover the identity tracking. It is 
necessary to combine multiple different features for achieving the more mature intelligent 
surveillance system in the next information generation.  
Apart from the intelligence application itself, the problem of the current surveillance 
system is that all the system is based on the Client/Server model. In reality, the surveillance 
cameras and sensors(client) covers almost every corner of the area producing high quality 
videos all the time which definitely generate a large amount number of data. Then all the raw 
live data will be produced by the camera and then be transmitted to the data center through a 
lot of cables and switches routers recorders and other devices in the network and the data center 
may need process multi data at the same time even though the data might not be valuable, which 
will cause the overload of network and inefficiency of the system. While the data centers(Severs) 
are often in remote areas for various reasons so it will cause the network load as a volume of 
data needs to be transmitted on the same time. Especially when the disaster or other events 
occurred, if the data center or cable are destroyed, or when a lot of requests sent at the same 
time, or a large of video transferred at the same place, the quality of intelligent surveillance 
system will decline. Currently, the method to solve the network load is to increase the network 
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bandwidth or process abilities which will increase investment and was not conducive to 
resource conservation. 
Thus, we would like to put forward a new intelligent surveillance system based on the ICN 
to solve the current problem of the current system from two aspects: (1) the intelligence of 
system; (2) the network architecture of the system communication. Those all make the 
surveillance system more mature. 
1.3 Motivation 
Nowadays, security issues are getting more and more attention. The surveillance system 
will receive more extensive attention, and there will be considerable development. The existing 
intelligent surveillance system is based on the TCP/IP network., so no matter how smart the 
system is, the core of the system is to regard each camera as a node and transmit all the data 
generated by each node to the data center through the network and then analyze and calculate 
the data. This process will produce two problems. 
Firstly, the inefficient data transmission and the waste of network resources. As we 
explained in the first chapter, in the era of the Internet of Things, the type and quantity of data 
will increase significantly. For the surveillance system, the amount of data will increase 
significantly due to the improvement of the picture quality. In other words, at the same time, 
there will be a large amount of surveillance video, whether useful or useless, transmitted from 
the nodes to the data center, which will cause network load in the TCP/IP network, causing 
delays and network congestion. At the same time, for intelligent surveillance systems, the data 
center (server) needs to analyze and process volume data at the same time. Due to the delay and 
time required for analysis, it may not be able to get the desired result in the first place. All of 
these will cause the surveillance system to be inefficient and inaccurate. 
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Another problem is the accuracy of information extraction. Most of the existing intelligent 
surveillance systems use image recognition which is one of artificial intelligence technology, 
although they can realize the identification of detected objects, the limitations are very huge. 
For example, when the person inspected is facing away from the camera, or when the angle is 
inappropriate, the accuracy of the detection will be greatly reduced. But in real life, the 
surveillance systems we use are often very distant or very high from the crowd. Therefore, the 
detection method of the existing intelligent surveillance system cannot meet the demand enough.  
Therefore, facing those issues, we put forward a new intelligent surveillance system based 
on the information-centric networking, which is a future communication architecture for 
information communications.  There are three aims of our research, which all make the 
surveillance system more mature. 
1) The first is to achieve efficient and stable data transmission in surveillance process. 
The structure of the existing surveillance system based on TCP/IP network is the 
C/S(client/server) model. Aiming to increase the efficiency of data transmission, we would 
like to substitute host-centric network with a new content-centric network. In our 
surveillance system, especially when a disaster or terrorist attack occurs, there may be a 
large number of users requesting the surveillance information at that time. At this time, the 
ICN-based surveillance system may provide timely feedback to the user's request. On the 
other hand, when the data center or server or cables are destroyed, the existing surveillance 
system will be in a paralyzed state. The use of ICN networks will solve these two problems. 
One advantage of the ICN network is that because all nodes are at the same level, when a 
user sends a request, if the node closest to the user has the data needed by the user, the 
node from the nearest node can directly transmit data to the user without the need After a 
distant server. Another advantage of the ICN network is that when a large number of users 
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request the same data, because there is a cache in the node, the data can be transmitted to 
multiple users at the same time. Therefore, the use of ICN can only monitor the occurrence 
of system disasters. On the one hand, it can simultaneously transmit data to multiple users 
to ensure the efficient transmission of information; on the other hand, even if a server or a 
node is destroyed, other nodes the communication can still be carried out to ensure the 
stability of the surveillance system. 
2) The second is to improve the accuracy rate of transmission with information 
extraction by the surveillance system. Through artificial intelligence technology, instead 
of transmitting all streaming live video to the central data center which will reduce the 
overload of network and increase efficiency, we applied each node to process raw data. In 
the surveillance system, what we need is the information content itself, not all the live raw 
video data. Using artificial intelligence technology, we can extract and highlight the truly 
valuable information and filter it to useless data to reduce the amount of data transmitted 
over the network. Reduce network load and delay, improve data transmission efficiency. 
In order to achieve accurate surveillance and extract real content from real-time data. We 
use several different object extraction methods, from motion detection to object detection 
API. We used OpenCV, Google's Tensorflow, etc.to design a fresh node application to 
extract the valued data from the live raw data. And as the data has been extracted in the 
node application, the capacity of content that need to be transmitted in the network will be 
much smaller than traditional all live raw video, so that the time of transmission will be 
reduced.   
3) The third is to use the content-centric method to redefine the communication on 
Internet. Information centric network(ICN) changes host-centric communication to 
content-centric communication by substituting content name for IP address having 
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advantages on transmission, robustness, security and network traffic. However, most of 
the current programs are still based on the C/S model. Now most of the research on ICN 
is focusing on theoretical research. In our research, we will try to develop applications 
based on ICN and make efforts for the application research of ICN. We would like to use 
the content-centric method to redefine the communication on Internet and achieve the 
development of content-centric application. 
1.4 Thesis Organization 
The thesis will be divided into five chapters, in the first chapter, we analyzed the 
background of the IoT generation, as well as existing problems in the network and surveillance 
systems, and proposed our research topics, clarifying the significance of our research. In the 
second chapter, we will focus on the ICN network. In the third chapter, we will introduce both 
the network architecture and the application architecture as well as the naming strategy of the 
system we proposed. In the fourth chapter, we will conduct a series of experiments to verify the 
accuracy and transmission rate of our surveillance system and analysis the experiment results 
then do further compares with traditional systems. Finally, in the last chapter, we will discuss 
the benefits and improvements of our system, drawing the conclusion and puts forward our 
prospect.
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Chapter 2 Information-Centric Networking 
In Chapter 1, we have analyzed the current program of TCP/IP network, because the current TCP/IP 
network cannot meet the existing communication requirements, many researchers are researching future 
new communication structures that can satisfy the future with greater traffic, richer communication 
content, and faster communication transmission. ICN (Information Centric Networking) [7]is one of the 
most important kinds of future network architectures. Our entire surveillance system is also based on 
the ICN. In this chapter, we will analyze and explain various aspects of this new network architecture. 
2.1 Introduction of ICN 
In the era of the Internet of Things era with the development of SNS, the generation of 
information content is not only generated by large organizations (such as movie companies, 
etc.), but also gradually generated by end users. The Internet has become a major tip for 
information and publishing. For current Internet users, they are more concerned with "what" 
instead of where the information is. However, because of the TCP/IP architecture, the 
propagation and acquisition of all information must be targeted to a certain physical host. The 
current TCP/IP architecture is not conducive to the distribution of such information. 
The Information Centric Networking, as its name implies, is different from the traditional 
host-centric current network. The entire ICN network is information-centric. The ICN identifies 
each message by its name. For the entire network, there is information with names flowing 
through it. By name, the network can distinguish each information. For the ICN network, its 
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role is to manage the flow of all information, and accurately and quickly respond to the 
information requesters and then pass the correct information. Because ICN utilizes a caching 
mechanism within the network, it can make the sender and receiver of information no longer 
fixed. ICN can be better used in current network transmission requirements (content distribution, 
mobile, interruption, etc.)[10]. 
Among the many content-centric networks, one of the most studied architectures is 
Content-Centric Networking (CCN). The traditional P2P (Peer-to-Peer) and CDN (Content 
Delivery Network) focus on content distribution, but P2P and CDN are still based on a host-to-
host and play a role in some layers of TCP/IP network architecture. Therefore, there are still 
some deficiencies. The CCN is aimed at the entire network architecture and changes from the 
network architecture to solve various problems in the current network. Based on the DONA 
architecture proposed by Prof. Scott Shaker et al.[11], CCN uses name routing and caches 
content through routers to make data transfer faster and improve content retrieval efficiency. 
2.2 The architecture of CCN 
The architecture of CCN is also using the hourglass model which is maintained from the 
TCP/IP architecture as shown in Figure 5; however, the most prominent feature of the CCN is 
that the CCN replaces the IP with a content chuck, and replaces the naming host with named 
data. The information exchanged by the user would careless about the location but only 
concentrates on the content itself. Utilizing content chunks instead of IP packets, ICN has some 
advantages in transmission, robustness, security and network traffic. When the router receives 
a content request packet, if it has the content (or cache) of the requested packet, it returns the 
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content to the receiver. Otherwise, it forwards the request packet further to the upper layer 
routing and the nearest router. 
The CCN has a caching mechanism, and the intermediate nodes can cache the past data. 
Compared with the IP network, when a large number of users access the same data, the response 
time can be reduced, thereby reducing the amount of traffic, improving the network efficiency, 
and better utilizing the network resources as a whole. Also, the CCN system has added security 
design, specifically a security layer to encapsulate core network packets to protect them. 
 
 
Jacobson, Van, et al. "Networking named content." Proceedings of the 5th international conference on 
Emerging networking experiments and technologies. ACM, 2009. 
 
 
Figure	5	Comparison	of	CCN	and	IP	network[7]	
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2.3 The Working Mechanism of CCN 
In the CCN communication process, there are two types of packets: Interest and Data. Both 
the Interest and Data packets must contain the name of the information to be exchanged, and 
the data packet also needs to contain the content of the content to be exchanged and the 
publisher's signature. 
The communication process is that First, the consumer broadcasts the Interest packet when 
requesting content, and when the Interest packet reaches the routing node, there are three data 
structures on the routing node to complete the forwarding: A Forwarding Interest Table (FIB), 
a Pending Interest Table (PIT), and a Content Store (CS). When a node receives an ICN interest 
packet, with the Content Name in the interest packet, the node will check the CS and PIT to 
find a matching name; if there is the requested content, the request from the user will be 
responded, and the interest packet will be thrown away. While if no match in the CS, it will 
check the PIT. If there is that Content Name in the PIT, a Face that means the coming of that 
Interest will be added in the Content Name. Otherwise, if there is no match of Content Name 
in PIT either, it will check the FIB, if it could match in FIB, the Interest Packet will be forwarded 
to all the Faces as found. If there is no match in CS, FIB or PIT, the interest will be abandoned. 
For the Data packet, when a node receives a Data packet, it will find the CS by the Content 
Name of Data packet, if there is the Content Name that could match, the Data packet will be 
abandoned, if not, the node will check the PIT and forward to all found faces and cache in the 
CS if could find in PIT, or throw away the Data packet if there is no match in neither the CS 
nor PIT. The flowchart of Interest Packet lookup and forwarding process is shown as Figure 6. 
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In CCN, the content and location of user requests are irrelevant, because there is no 
location information in the Interest package, each node is in the same location, and the 
intermediate nodes and content providers can respond to content requests. The CCN network 
inherently supports multicast because in a router, if there is an Interest packet requesting certain 
content, other users who pass through the router and have demand for the same content can 
share the request. That is, the CCN can respond to requests for the same content for all users at 
the same time.  
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Figure	6	 	 Interest	Packet	lookup	and	forwarding	process 
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2.4 The features of CCN  
One of the biggest merits of CCN lies in its high transmission efficiency and efficient use 
of network resources. Specifically, it can be expressed in two aspects: 
1) As CCN is a decentralized network, it changes the host-centric communication to content-
centric communication, the content itself is the only key of the transmission, and the 
central host and IP address are no longer needed, and all nodes are in an equal position. In 
this case, if a node such as a router in the vicinity of the receiver holds the content or cache, 
that node could transfer the content directly to the recipient. Comparing with the traditional 
network, it makes possible to provide information promptly to users without depending on 
the state of the server, and makes it more effective use and network resources. 
2) Another is that because CCN has a caching mechanism, once a content is requested, when 
it is requested again, it can be quickly responded and the content can be sent directly to 
the recipient. In the era of the Internet of Things, where more and more large-capacity 
videos need to be widely disseminated, CCN can multicast the same content at the same 
time to meet the needs of users quickly and without time constraints. With the 
characteristics of current network development, there will be more and more situations in 
which a large number of people request the same content, such as popular videos and 
surveillance videos during disasters. Therefore, the CCN's caching mechanism will enable 
the entire network to respond to users more quickly. 
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2.5 Summary  
In this chapter, we have introduced the Information-centric networking that we were used 
in our system network architecture. Utilizing content chunks to substitute IP address, ICN 
changes host-centric network to content-centric network catering to the development trend of 
existing network demand’s as one of the most popular ICN communication architectures, it has 
some special features and merits when facing the current problem of TCP/IP network such as 
on transmission, robustness, security and network traffic. Therefore, we would like to build our 
surveillance system on the ICN architecture and the detailed introduction of our system 
architecture will be introduced in the next chapter.
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Chapter 3 The design of the surveillance system 
According to the introduction of the first two chapters of the research background and a 
synopsis of the benefits of the ICN network. In order to change the status quo of existing 
surveillance systems, we propose a next-generation intelligent surveillance system based on 
information-centric networking with artificial intelligence technology. Using artificial 
intelligence technology to extract and analyze the data that needs to be transmitted, to obtain 
information that is truly valuable to the customer from the data, to change the traditional process 
of transferring all raw live data to the central server, and to reduce the data transmission process. 
The network congestion and delay in the network increase the rate and accuracy of information 
transmission. In this chapter, we will introduce the intelligent surveillance system we proposed 
in detail from four aspects: the aim, the network architecture, the naming scheme, and node 
application architecture. 
3.1 The motivation of the design of the system 
With new network architecture based on ICN to better face to natural disasters and other 
emergency situations，so far, human beings have used their wisdom and strength to solve 
various problems. Scientists have made every effort to make our lives more prosperous and 
convenient. However, there are still some issues that hinder the further development of our lives. 
Among them, one of the most important issues that plagued human development is disaster 
countermeasures. An irresistible natural disaster such as a fire, an earthquake, a typhoon, and a 
tsunami will cause countless casualties and property losses. According to the report of NTT 
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Group[12], in Japan, the Great East Japan Earthquake and Tsunami on March 11, 2011, the 
impact of the exchange's damaged facilities and power supply disruption on fixed-line services 
is 1.5 million, the damaged base station equipment is 6720, and corporate data communications 
services have an impact of Approx. 1.5 million and 90 routers were damaged in the transmission 
lines, 65,000 poles were flooded or collapsed along the coast, and 6,300 kilometers of overhead 
cables were lost. The table shows that the damage of network in coastal areas[13] 
All the data shows that it is a challenge for data transmission based on current TCP/IP 
network when facing disasters like great earthquake. The existing network structure cannot 
guarantee the quality of communications. The main issues are shown as followed: 
a) Existing surveillance systems are based on the TCP/IP network. The data center 
(server) plays a vital role. During the communication process, all data needs to be 
transmitted to the server for data exchange. Once a natural disaster such as an 
earthquake occurs, the servers or other central equipment are destroyed, the 
transmission of data will be blocked, normal data transmission cannot be performed, 
and the surveillance system will be in a paralyzed state and cannot play its real role. 
b) On the other hand, at the time of a disaster, for the confirmation of safety information, 
a large number of users need to request information in the same area, such as the 
number of people in the area. Therefore, the data volume of the surveillance system 
in the same area will reach a peak in a short time. At the same time, the load and delay 
of the network will greatly increase, and the existing system cannot feedback all users' 
requests. 
  25 
Thus, for the network architecture of the system, we would like to design a new network 
architecture using information-centric networking to replace the traditional TCP/IP network to 
make the surveillance system be able to perform well in any situation especially when the 
contents requested by many users are the same, we could take the advantage of the caching 
mechanism when in the emergency situations. 
With the latest artificial intelligence technology for more accurate information acquisition.  
Another important criterion for surveillance system performance is accuracy. The problem with 
the existing surveillance procedures is that the core of that system is still the method of face 
recognition, but in practical applications, the surveillance camera is usually far away from the 
crowd and is placed at a very high position away from the person, using face recognition. The 
method does not meet the need for crowd surveillance. Especially when the chaos occurs, 
including when a disaster occurs, real-time crowd detection is very important, so it is very 
important to use newer artificial intelligence technology to develop new applications. We want 
to implement the data processing by nodes to replace all video streaming. We are willing to 
develop the node's application to achieve accurate information transmission through the 
extraction of truly valuable information from the original data.  
The application needs to have the following functions: 1) It can realize accurate 
identification from real-time surveillance of the video stream, such as the number of people in 
real time; 2) The identified information can be stored and transmitted, and a timely reply to the 
request sent by the user can be realized. 3) The identified content is flexible and can be adjusted 
in time and changed as needed. 
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3.2 The network architecture of the system 
3.2.1. the overall structure of the network architecture 
For the traditional surveillance system based on C/S model. We can see that all the raw 
live data will be produced by the camera and then be transmitted to the data center through a 
lot of cables and switches routers recorders and other devices in the network and the data center 
may need process multi data at the same time. Even though the data might not be valuable, 
which will cause the overload of network and the inefficiency of the system. We propose to use 
content-centric network technology to change the server-centric C/S network architecture into 
decentralized, content-centric, equal-per-node，distributed network. Thus, we proposed our 
surveillance system. In this system network architecture, the camera nodes will be divided into 
different set covering several certain areas like shown in figure 7; area1 is the district, area 2 is 
the office, area 3 is the corporation and so on. The camera nodes and data center and users are 
connected with each other via ICN.  Every node in the network will analyze the data produced, 
and after sending out the interest which contains pattern parameter, and the area code to the 
camera node in the covered area, the application could process and matching the requested data 
and transmit it back. 
 
  27 
 
 
 
Figure	7	Traditional	surveillance	system 
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3.2.2 The network architecture of between nodes 
The process of the system based on information-centric networking is that at first the user 
will send the request containing interest to the ICN network, if a node in the network has the 
content needed by the user itself, or there is a cache of data, no matter where the node is located, 
the node can directly reply to the users who are requesting the data. The advantages of utilizing 
the ICN network can be reflected in two aspects in our system: 
Table 3 The advantage of ICN 
1 efficient 
As the servers are always far from the nodes and the users, if the user could 
get the contents they want in the vicinal nodes (almost nearer than the 
distance to the server), he could get the valued data much sooner than the 
process of TCP/IP network architecture. 
Figure	8	The	overall	structure	of	the	network	architecture 
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2 stable 
ICN's decentralized network architecture determines its stability. Because 
there is no server-to-client upper- and lower-level restriction, all nodes are 
equal. In the unlikely event that one node is damaged, communication with 
other nodes can continue. If other nodes have the data required by the user, 
the user can still obtain the required information through the surveillance 
system. 
 
 
We propose that a monitor camera as a node in the information-centric networking. The 
user could send the interest whose name is the name of the content is the combination of pattern 
parameter, geographical information and maybe the type of the contents, then nodes camera 
would be using the pattern parameter to analyzing the live raw steaming video that captured by 
the 4K camera and then if there are the contents match up the request, they will be transmitted 
to the users in time. 
We are using the Figure 9 to show the example of the procedure of the requesting. First 
the user would send the request to the ICN network, for instance, the user near the camera 3 
wants the surveillance video of one period, he will send the request of the name of content to 
the node 1 in the ICN network , then the node 5 hold the contents of that video that is the same 
name as the requested content, so the node 5 who is near the node 1 will transmit the video to 
the user near the camera 3. Meanwhile, the user near the node 6 who is holding a smart phone 
also wants the same video, the ICN network is naturally supporting multicast，thus the node 5 
could transmit the same video content to two different users in different nodes. When the node 
1 is destroyed by the earthquake, if the other nodes hold the same contents (such as the node 2 
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that is near the node 1), the communication could continue, so that the surveillance system 
could stable for the users to monitor security and understand local conditions. 
 
 
3.3 The node application architecture of the system 
3.3.1 Overall Introduction 
With the improvement of artificial intelligence and the block chain, as countless smart 
devices continue to grab large amounts of data, the video is storming the world. Whether 
through smart cameras, CCTV devices, or even drones equipped with smart cameras, users are 
recording video at an unprecedented scale and speed. The huge amount of data generated by 
video can no longer be handled manually. Meanwhile the "deep learning" technology has 
Figure	9	The	example	of	the	procedure	of	the	requesting	of	ICN 
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emerged. In the video surveillance field, there are two main situations—facial recognition and 
object detection using deep learning to improve the accuracy. However, even if an existing IP 
camera utilizes artificial intelligence technology, it needs to transmit the entire video stream to 
the data center for the deep learning and artificial intelligence analysis, which will cause 
disadvantages in terms of transmission rate and security.[14] 
Therefore, we are willing to develop an artificial intelligence application for each node for 
data analysis. Using the ICN network, each camera system is used as a node in the entire 
surveillance system, and all systems are changed to distributed systems. Instead of the 
traditional approach of transferring all live raw data to the server, we applied that using deep 
learning to analyze the data and extract the valued information in each node and exchange 
information through the ICN. Highly accurate information extraction enables efficient and safe 
surveillance process. 
3.3.2 Related work 
Many industries have applied deep learning techniques to achieve more breakthrough 
results than traditional systems. In the field of video surveillance, Paul Sun, CEO of IronYun 
pointed out that applications such as facial recognition for personnel and object detection are 
expected to get benefits from deep learning. 
Object Detection: Person testing and object detection are another area in which deep 
learning has shown tremendous progress. For example, over the past seven years, the ImageNet 
database has organized a "massive visual recognition challenge" to challenge the use of video 
software algorithms to detect, classify, and analyze databases that collect more than 150,000 
photos from Flickr and other search engines. Many deep learning systems use more than 1.2 
million images in an ImageNet dataset based on a GPU hardware accelerator. From 2010 to 
2014, its accuracy increased from 72% to more than 90% [14].  
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However, if artificial intelligence is introduced into the traditional video surveillance field, 
it will depend on the video analysis function distributed between the camera, network storage, 
and post-processing. For example, cameras need at least the original intelligence to identify the 
desired video signals and mark them with a depth analysis tag for in-depth analysis after the 
video is transmitted to the video storage medium. Raman Saris emphasized that "video analytics 
as a service is a miniature vertical market that can be exploited using third-party patent analysis 
capabilities.” 
One of the advantages of algorithms based on deep learning compared to traditional 
computer vision algorithms is that deep learning systems can train and improve continuously 
with better and more datasets. According to many related applications, compared to a rigid 
computer algorithm whose accuracy is difficult to exceed 95%, a deep learning system can 
achieve 99.9% accuracy through “learning” process. 
Apart from the accuracy rate, another issue that affects the development of video 
surveillance is security. Distributed Denial of Service (DDoS) is one of the most worrying 
security issues. Once the server is threatened by network security, the entire surveillance 
system's network will be paralyzed. Because of the sensitivity of surveillance information, it 
will seriously affect the QoS(Quality of service)of the surveillance system. Since ICN-based 
video surveillance systems are information-centric, they can better protect monitored user 
information, and because they do not rely on servers, they are not threatened by server DDoS 
attacks and can maintain the stability of the surveillance system. 
There are some previous researches proposed intelligent surveillance system taking 
advantage of Information-centric networking. According to one previous surveillance system 
proposed by Qi[15], they have used two human features human face and cloth-color as valued 
content. However, there are some errors in their pattern recognition depending on the posture 
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of the objected human. The number of faces will be used for the area impurity and the cloth-
color will be used as the data feature. However, this system has some disadvantages. For 
example, in this picture, there are some people standing in different position. When someone 
back to the camera, it will not be recognized by the system, which will cause the loss of accuracy.  
 
 
3.3.3 Motion Detection technology	
Thus, we put forward our node application for information extraction utilizing artificial 
intelligent technology. We used two different methods before and after to do the valued content 
filtering from the live raw data, one was motion detection method, another was object detection 
Figure	10	Previous	surveillance	system	based	on	ICN 
Two parameters
human face counts
cloth-color summaries 
Disadvantages
Pattern recognition may cause the loss
of accuracy.
Such as when a person back to the
camera
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method. In order to compare the accuracy rate of the information extraction of these two 
methods, we will implement experiments which would be introduced in Chapter 4.  
Motion detection is the process that could detect a change in the position of an object 
relative to its surroundings or a change in the surroundings relative to an object[16]. There is a 
question that why we used motion detection rather than face recognition for image recognition. 
Because for a surveillance system, the most significant function is the detection of "abnormal" 
events. Motion detection technology could identify foreign bodies who must do some actions 
and have potential risk to one area or detect undefined or unexpected events. Within the 
surveillance range, the part that does not move was useless for the security protection for the 
surveillance system. The schematic diagrams using motion detection are shown in figure 11. 
The figure 11 shown that the diagrammatic drawing when the node application is working. 
We can see in that picture: there are 11 persons including men, women, children who are 
wearing different clothing and exist in different postures in the camera's surveillance screen. Of 
course, in real-life surveillance systems, there are not only people, animals, but also other 
objects in the background, such as trees, parked cars, houses, various buildings, and so on.  
When the application is working, only the object that is moving will be detected by the 
system. For example, there is a man in the picture just sitting there without any posture changes; 
he is not recognized by the system as motion object. The same as in the reality situation, if there 
is a person keep on sleeping or just standing or sitting there for a period, during that period, the 
system will not detect him as motion person. However, once he starts walking or changes to 
any other posture, the system will recognize him at once as the surveillance system keeps 
working every time for security guarantees. 
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As shown in figure 12, the man sitting in figure 11 starts walking, so the system will detect 
him as motion subject at once. 
Figure	11	The	figure	of	motion	detection	1	
 Figure	12The	figure	of	motion	detection	2	
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We used Python and OpenCV to implement the motion detection node application. 
OpenCV[17] (Open Source Computer Vision) is a library of programming functions mainly 
aimed at real-time computer vision, developed by Intel. It could say that the OpenCV is the 
library used for Image Processing. It could almost do all the operation related to Images like 
the reading and writing of images; detection of faces and the features, detection of shapes in the 
image and so on.  
There are many previous research and method provided by scientist for motion detection 
using powerful OpenCV. After looking through many paper and study the methods of the 
predecessors, in order to better achieve the motion detection function, we used three functions 
in the program, the first was BackgroundSubtractorMOG2, the second was medianBlur, the 
third was Dilation. 
1st: BackgroundSubtractorMOG2[18] is used for background subtraction. Background 
subtraction is one of the most major preprocessing steps in computer vision. 
BackgroundSubtractorMOG2 is a background/foreground segmentation algorithm based on a 
Gaussian mixture model. A feature of this algorithm is that it chooses an appropriate number 
of Gaussian distributions for each pixel. This will better adapt to scene changes caused by 
changes in brightness. As before, we need to create a background object but here we can choose 
whether to detect shadows. If detectShadows = True (the default), it will detect and mark the 
shadow, but doing so will slow down the processing. Then the shadows will be marked in gray. 
2nd: medianBlur[19] is used for use for noise reduction make the motion extract more 
accurate. Smooth, also called blurring, is frequently used in computer vision. Smoothing 
requires a filter. MedianBlur is a typical non-linear filter. It is a non-linear signal processing 
technique that can effectively suppress noise based on the sorting statistics theory. The main 
idea is to replace the pixel point with the median of the neighborhood's gray value. The 
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grayscale value allows the surrounding pixel values to be closer to the true value to eliminate 
isolated noise points. 
3rd: Dilate[20] is used for Erosion and Dilation. The OpenCV applies two very common 
morphology operators: Dilation and Erosion. Using the Dilate functions the system could make 
the edge of the identified image smoother, reduce the number of pixels, closer to the actual 
image, improve the accuracy. 
 
 Figure	14	The	process	of	noise	reduction	
Figure	13	The	process	of	background	subtraction 
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 Figure	15	The	process	of	noise	reduction	erosion	and	dilation	
 Figure	16	The	screenshot	when	application	is	working	
The effect of the utilization of the three functions are shown in Figure 13, Figure 14, Figure 
15, also the effect when the actual program running is shown in Figure 16. 
3.3.4 Object Detection technology 
Object detection is one of the widest research fields of a surveillance camera. With the rise 
of applications for self-driving cars, smart video surveillance, face recognition in the public and 
people counting in crowded, the demand for accurate and efficient object detection systems is 
increasing. These systems have two functions, the first one is to identify every object in the 
image, the second is drawing the bounding box around the object.  
The aim of our intelligent surveillance system is to filter the useless information and 
transfer the valued contents. Thus, the object detection is very suitable for our system. With the 
development of deep learning, there are some different models used for object detection.  In 
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our system, we would like to choose one tool that is powerful accurate and convenient for object 
detection—TensorFlow Object Detection API. 
Tensorflow is “an open source machine learning framework for everyone”[21] written on 
the homepage of Tensorflow, with these powerful tools for deep learning, the user could train 
their models, also with Tensorflow, there are rich applications in graphic classification, audio 
processing, recommendation systems, and natural language processing. Almost all the object 
detection models are based on CNN (convolutional neural network) which is commonly used 
in deep learning. The figure 17 as followed shows what is the typical CNN architecture. 
 
The TensorFlow Object Detection API is released by Google with the most widely used 
pre-built architectures and weights. “The TensorFlow Object Detection API is an open source 
framework built on top of TensorFlow that makes it easy to construct, train and deploy object 
detection models”[22] defined by the author of that API. It is one of the best applications 
applied with Tensorflow using for object detection and object recognition. Some models 
included in the inspection API include heavy-duty, initial-based convolutional neural networks 
and streamlined models designed to run on less complex machines[22]. As it contains several 
Figure 17 The schematic of typical CNN architecture 
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pre-trained models, we could utilize it to build our own object detection system without training 
a countless of datasets. Generally speaking, there are three advantages of the TensorFlow 
Object Detection API, for the three reasons, we would like to use it for our node application, so 
we could detect all the valued contents.  
1. Accurate: this API integrate the most advanced deep learning technology for object 
detection. Using the deep learning technology，no matter what kind of posture the one 
detected is facing the camera, no matter how many features are exposed in the camera, 
even just some part of the face or just half of the head is in the screen, that one will be 
recognized as a human by the API 
2. Efficient: As it is the open source as an API, it is no need for us to build the complex 
architecture for the method of deep learning. We could just care about how to better use it 
for the object, how to improve it from static mage to changeable real-time videos. It 
reduces a lot of time for researchers so they could concentrate on the training of their own 
object or use the result of detection for their further research.  
3. Extensibility: We could change the parameter to get the different result because the object 
detection API contains various kinds of objects. For example, we could use this API to do 
people counting (which will be introduced in chapter 4), while we would like to get the 
number of computers in our laboratory, we could change the parameter of the computer,  
the API could count the number of computers. Meanwhile, one of the most significant 
functions is that we could use this API to train our own Object Detector with TensorFlow’s 
Object Detector API. For example. If you want to train a detector of Raccoon [26], you 
could collect about 200 Raccoon images, hand-labelled them to create a dataset of one 
class, and then use the API to train the new detector. Thus, that API is extensibility and 
keep on improving. 
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The figure 18 shows the architecture of node system of our surveillance system. The aim 
of this node application is used for human detection as an example. Firstly, the 4K camera used 
for catching high quality live raw data, then the node application with object detection API 
started to do the complete the real-time person detection and crowd counting in raw video 
steaming, then the picture that contains the human parts or other valued parts will be extracted 
and transmitted through ICN architecture.  
The figure shows that from the video steaming, utilizing the object detection API, the 
valued contents from the live raw data will be extracted, like in our system we want the 
information of persons, so we used the API to catch all the human parts in the raw steaming. 
Figure	18	The	architecture	of	node	application	with	object	detection	method 
  42 
The application is worked for the conclusion of what kind of object it is. Showing the percent 
of the most likely category of the detected objects and the accuracy is very close to the real. 
The same as shown in Figure 19, the detected screen of video streaming. The human in the 
screen, whether he is standing or sitting, whether he is face to the camera or back to the camera, 
or even when the human is hiding among trees or half of his body is out of the screen, he could 
be detected by the node applications. And different kinds of objects will be identified by 
different color, while the percent of what the object is will be shown on the top of the detected 
parts in the screen, we have changed the image object detection of the object detection API 
demo to real-time video object detection. 
	
	
Figure	19	The	figureof	object	detection 
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We have elucidated the principle in the last section; then in the implement of our node 
system, firstly, we connected the application to the 4K camera. One of the most significant 
issues is that, as the API provides several pre-trained detection models based on three main 
datasets—the COCO dataset, the Kitti dataset, and the Open Images. The different detector 
based on different deep learning models. 
The first one is R-CNN(Regions with CNN features)，Although it has achieved great 
results, there are many problems with training R-CNN. You must generate proposals for 
training data, apply CNN feature extraction to each area, and finally train the SVM classifier. 
Another one is Fast R-CNN, but unlike R-CNN, R-CNN extracts all features of each region 
independently and then uses the SVM classifier; Fast R-CNN uses CNN on the entire picture, 
and then uses “Region of Interest” (RoI) for feature mapping. Pooling, and finally using the 
feed-forward network for classification and regression. This method is not only faster but also 
having a RoI pooling layer and a fully connected layer, which makes the model end-to-end 
differentiable and easier to train. The biggest drawback of Fast R-CNN is that the model still 
relies on selective search (or other regional scheme algorithms), which makes inference a 
bottleneck. Then R-CNN series ushered in the third iteration: faster R-CNN. It added a Regional 
Proposal Network (RPN) to get rid of selective search algorithms and to perform end-to-end 
training. The task of the RPNs is to output objects based on abjectness scores, then classify 
them using RoI Pooling and fully connected layers. SSD, which stands for Single-Shot Detector 
is different from the previous two. It simply skips the "region proposal" step, but considers that 
each individual bounding box of each position of the image is performed simultaneously with 
its classification. It is the fastest among the three models, and the performance is still very 
comparable. 
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In short, Faster R-CNNs, R-FCNs, and SSDs are the top 3 among the best and most widely 
used target detection models in TensorFlow Object Detection API. Other popular patterns tend 
to be very similar to these three models, both relying on the depth of CNN to complete the 
initial heavy lifting, and basically follow the same proposal/classification process[23].  
3.4 The intelligent naming strategy of the system 
3.4.1 The importance of name in ICN architecture 
The surveillance system we proposed is based the architecture of ICN, when it comes to 
ICN, it is obviously that the main goal of ICN is to change host-centric communication into 
content-centric communication. From the comparison of Information-centric networking and 
TCP/IP architecture, instead of establishing a connection between the communicating hosts, 
ICN focuses on the contents themselves utilizing content chunks instead of IP packet. The 
content copies in ICN can be cached at different locations and content is out of the owner’s 
control once it’s published. The name is the only identification to a content packet, so all the 
communication is unable to proceed without the name of content. Therefore, the content name 
as well as the naming strategy plays a crucial role in the ICN network.  
Currently, there are three main naming schemes in ICN architecture: the hierarchical 
naming, the flat naming and the Attribute-based naming. The advantage of hierarchical naming 
is that it can increase readability of data in the network and also it can realize polymerizability 
of content name, which increase the expandability of the network. The aim of the naming 
strategy is that to make the name unique and could be recognized by different nodes ignoring 
the actual location  
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3.4.2 Naming strategy  
For the naming, we will use a content-feature oriented intelligent naming scheme based 
on the strategy proposed by Wen[25]and the hierarchical naming scheme. The name can be 
divided into several parts. The data type, the location, the time stamp, and the data features. 
However, in total, it will be divided into two parts—the name prefix and the pattern parameter. 
The pattern parameter part will be named by the application automatically from the results of 
the node application, in the current stage, this part could include the real-time number of people. 
The name prefix part will include the geographical information of the node and the time stamp 
is the current time.  
As naming scheme will combine the data features with location and time, it could highlight 
the feature content of data automatically. And the different nodes could do different feature-
recognition and naming to make the system distributed and more efficient. Those contents of 
every part can be extensible and alterable according to the different request. For example, if we 
need the number of people, you can change the “all” to “the number” and if we need other 
detailed content, you can change the data features or add it in the name. 
 
This is an example of the intelligent naming strategy for CCNx, the waseda, satolab, 
camera 1 shows the location of the node, ICNSS means ICN-Surveillance-System the type of 
data; the current is the time of data user requested, and the number of people is the data features 
which will be named automatically by the people counter function of node application. 
ccnx:/waseda/satolab/cameara-1/ICNSS/current/numberofpeople/…
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For the communication process of the surveillance system, the user would send a request 
to camera nodes, the name prefix within the interest would be sent. Then the node would check 
the name of content level by level until the data feature which was unique as the identification 
of that content. After sending out the interest if the name prefix could hit the name prefix of 
node camera, the node application of that camera would act and extract the valued need part 
from all live steaming and reply the obtained content to the user with the same content name. 
The whole request has finished. As the naming strategy is flexible, users could get requested 
information with the alteration of the parameter. 
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Chapter 4 Experiment and Evaluation 
In the last chapter, we have introduced the architecture of the intelligent surveillance 
system based on ICN we have proposed in detail, and in this chapter, we planned to evaluate 
its performance through several experiments from different aspects. 
4.1 simulation for object detection 
We have used Python and CCNx to build the whole system based on the Ubuntu 14.0 
version. For the simulation of node application, we choose Python 2.0 version and Tensorflow 
15.0 version and Object Detection API to complete the real-time object detection functions.  
However, there are several different pre-trained dataset models. Although there are some 
officially summarized evaluation parameters of different detection models, we wondered which 
one is most suitable for our node application. We designed an experiment to test the 
performance of different models using control variable method. As there are two most important 
judging criteria in a surveillance system — the efficiency and accuracy. There are three 
parameters that we would like to test: the first is the start time, the second is the time of changing 
a frame, the third one is the COCO mAP. We just changed the models in the program of the 
object detection to count the time of different models and we add the time-counter in the 
program to test the time for the application for change a frame. In order to reduce errors, we 
calculated ten times the time of frame changes. 
The detector performance on a subset of the COCO validation set or open image test 
segmentation measured by a data set-specific mAP metric. The higher of the parameter, the 
better of the performance. We just used the official data of COCO mAP provided by the author 
on the GitHub [24] 
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The accuracy of the models is counted by calculating using the ratio of tested data to actual 
data. Since it is a manual calculation, it is more of a reference data than a primary criterion than 
the above three parameters. However, there some models did not perform well on the accuracy 
parameter.  
Our statistics are as follows: Table	4	The	performance	of	COCO-trained	models	
model name action time time for changing a frame COCO mAP 
ssd_mobilenet_v1_coco 1.574811935 0.136610532 21 
ssd_mobilenet_v2_coco 1.658757925 0.13075881 22 
ssdlite_mobilenet_v2_coco 2.04221797 0.156617308 22 
ssd_inception_v2_coco 1.663209915 0.178930712 24 
faster_rcnn_inception_v2_coc
o 
3.496721983 0.789877653 28 
faster_rcnn_resnet50_coco 5.571699858 2.438702583 30 
faster_rcnn_resnet50_lowp
roposals_coco 
4.141995192 1.191978312 30 
rfcn_resnet101_coco 5.59749794 2.129838061 30 
faster_rcnn_resnet101_coc
o 
6.59376502 3.042239904 32 
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faster_rcnn_resnet101_low
proposals_coco 
5.266285896 1.853994107 32 
faster_rcnn_inception_resn
et_v2_atrous_coco 
27.45079589 21.80890598  
faster_rcnn_inception_resn
et_v2_atrous_lowproposals
_coco 
12.08063698 7.115476823 37 
faster_rcnn_nas 57.31354094 * 43 
faster_rcnn_nas_lowpropos
als_coco 
15.02354193 11.61758728 43 
mask_rcnn_inception_resn
et_v2_atrous_coco 
22.05280805 * 36 
mask_rcnn_inception_v2_c
oco 
4.047401905 1.421162605 25 
mask_rcnn_resnet101_atro
us_coco 
16.58746409 13.47924967 33 
mask_rcnn_resnet50_atrou
s_coco 
9.528944016 6.890174103 29 
* The cost time is longer than 60 seconds   
With the data of time and accuracy of in the graph, we have drawn a figure of the 
performance of different models shown in Figure 21 to show the relevance of those parameters 
and choose the most suitable model for our surveillance system. 
From the figure, we could conclude that the speed and mAP are inversely proportional. 
The two parameters of time are in positive correlation, the more cost of action of time, the more 
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of the cost of the time of changing for a frame. We could conclude that the faster the system 
detects the speed, the lower of the mAP. On the contrary, the increase of the accuracy rate must 
sacrifice the operating speed. No matter whether it is an over-speed model or a model that cares 
too much about accuracy, it is not the best model for our system. Therefore, we cannot blindly 
refer to a certain variable, and we need to combine multiple factors to select the model that is 
the most average of all aspects of the index.  
 
Firstly, we arranged the reaction time and the conversion time from one frame to
 the next to set a time range, and after the selection and screening, we will eliminate
 the model with the response time of 5.5 seconds or more, or the conversion time pe
r frame is more than 2 seconds. The ssd_mobilenet_v1_coco; thessd_mobilenet_v1_coc
o; the ssdlite_mobilenet_v2_coco and ssd_inception_v2_coco; faster_rcnn_inception_v2_c
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oco; faster_rcnn_resnet50_lowproposals_coco; faster_rcnn_resnet101_lowproposals_coco; 
mask_rcnn_inception_v2_coco is left.  
Then we also would like to consider about the accuracy of the left 8 pre-trained models 
roughly. As the COCO mAP of the four models based on ssd architecture: the 
ssd_mobilenet_v1_coco, the ssd_mobilenet_v2_coco, the ssdlite_mobilenet_v2_coco and 
ssd_inception_v2_coco is less than 25 point, in order to save time for experiment, we discard 
those four pre-trained models.  
Excluding the time-consuming model, excluding the model with a low rate of acc
uracy, in the rest of the model are: faster_rcnn_inception_v2_coco; faster_rcnn_resne
t50_lowproposals_coco; faster_rcnn_resnet101_lowproposals_coco; mask_rcnn_incepti
on_v2_coco; All of those four models the action time are less than 5.5 seconds, the t
ime for changing for a frame is less than 2 seconds, and the accuracy for people cou
nting are higher than 80%. Then, we would like to compare the fourth models again 
and choose the best one for the best for emulation. 
We tested the performance of the best four pre-trained models again in order to choose the 
best one for our system, although for another system with better hardware and different request 
the most suitable model might be others. Thus, we just considered the most suitable pre-trained 
model for our system. Thus, we would like to test these four just for the situation in my 
laboratory. Experiment with control variables and then just change the models in the node 
application and record the data. We experimented with it in our laboratory with more people 
than before, within the operator system Ubuntu 14.04; Python 2.7.2; and Tensorflow in version 
15.0. The data are shown as followed. 
We designed an experiment to simulate the intelligent surveillance system to implement 
the function of counting people. By comparing the measured data with the actual number of 
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people, the accuracy rate of the number of people in the system is calculated; and by comparing 
different models and comparing the accuracy obtained through experiments in the same 
environment, the model most suitable for the intelligent surveillance system could be selected. 
As shown in the figure 22, the pre-model faster_rcnn_inception_v2_coco could reach 94% of 
accuracy which is the best of the four selected models. As the consumption time of all the four 
models is within a reasonable range that the system can accept, the accuracy rate will be the 
key to the decision.  
 
Therefore, within this section, the faster_rcnn_inception_v2_coco would be the most 
suitable pre-trained model for the object detection part of the node application for the intelligent 
surveillance system based on ICN as it is the most efficient and accurate among the four pre-
trained models.  
Figure	21	The	accuracy	rate	of	the	best	four	models 
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4.2 The comparison of two methods 
In chapter 3 with the introduction of two methods for information extraction based on 
different principle, the motion detection and object detection. The purpose of the node 
application that we originally designed was to get exactly what users need and valuable 
information from huge redundant data. For the surveillance system, the monitored information 
requested by the user is obtained from all the video streams, such as the number of people at 
the time. Therefore, the higher the accuracy of the method used, the more accurately meet the 
needs of users, and it could reduce waste of resources, increase the transmission rate of 
information, and become a more perfect intelligent surveillance system. 
Thus, in order to compare the accuracy rate of the information extraction methods of these 
two methods, we have designed a second experiment to compare the performance of motion 
detection and object detection that we highlighted in Chapter 3 in the accuracy of information 
extraction. We designed a simple experiment with a people counter, using real-time numbers 
as the information that the user wants to extract, comparing the number of people detected by 
pure system application with the real number of people, obtaining the accuracy of program 
information extraction, and comparing two different programs. Real-time information 
extraction accuracy rate. The experimental environment is Sato Lab. The program developed 
uses python 2.7.2, Tensorflow 15.0, and OpenCV. The node program runs on Ubuntu 14.04 
using a 4K camera. The number of experimenters is 20, and we will use the motion detection 
program and object detection program respectively to obtain a comparison of accuracy rates. 
Experimental steps: 
1. Configure the environment required for the operation of two different methods; 
2. Set up experimental volunteers to simulate the real test environment in different 
environments of the laboratory; 
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3, run motion detection.py, treat the number of motion areas as the real-time number, and 
the program automatically records the detected real-time number; 
4, detect 30 minutes, output the average real-time number within 5 minutes every 5 
minutes; 
5, Use Excel to calculate the average system detection within 30 minutes, Contrast with 
the number of people in real time, get the accuracy of information extraction; 
6, Run object detection.py. Repeat the above steps 4 and 5; 
7, Compare the accuracy of information extraction of the two programs. 
We got the figure of the comparison of the accuracy and shown as followed, the model we 
used for object detection was the mask_rcnn_inception_v2_coco model as we explained in 
before section.    
According to the second experiment after the comparison with the motion detection 
application and the object detection application, the result of the tested number of the people of 
the two methods and the real number of people were shown in the same figure as shown in 
figure 23.  We can see that the results of the application using the object detection method 
were closer to the actual number of people than those using the motion detection method. 
Meanwhile, it is much less volatile and more stable. We could conclude that when regarding 
the accuracy rate for real-time people counting as the evaluation criteria, the result of the 
application with object detection method was more satisfactory than the other. And the accuracy 
rate could reach to about 94% which was very high meaning the result of the tested number was 
very close to the real. The motion detection method may be better useful for other situations 
like the Motion Tracking rather than the purely counting of people.  
Through this experiment, we have proved the ability to extract information of our node 
application. As we aimed to do the information extraction from the all live raw data, it was 
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proved that with our node application, we have implemented the aim of our node application. 
And if there are any new request, the method of the node application could improve, for 
example, if the users want the picture of people of one area, the application could also satisfy 
the users’ request. This node application information extraction process will tight fit the naming 
process in order to complete the valued information transmission much more efficiently than 
the current surveillance system.  
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Figure	22	The	accuracy	rate	of	node	application	with	motion	detection	method 
 
Figure	23	The	accuracy	rate	of	node	application	with	object	detection	method 
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4.3 Evaluation of throughput  
In addition to the experiment of correct rate of information extraction, on the other hand, 
the transmission efficiency of the system also needs to be proved. We compared the throughput 
of traditional surveillance system which transmitted all the live raw data to the data center, and 
the throughput of the surveillance system that we have proposed which extract the data to make 
the just valued information could be transmitted to answer the requests of the user. As the 
traditional surveillance system needs to transmission a large volume of video, the throughput is 
maintained at a very high level and extremely prone to delays and network congestion. For the 
intelligent surveillance system based on ICN, as the only valued information will be sent to the 
network, the picture or text will substitute large volume of videos, the network bandwidth 
consumption will be greatly reduced. As a result, the time of communication will be saved and 
the efficient of surveillance system will increase.  
The result of throughput is shown in Figure 26. Those grey cylinders respect the network 
throughput of the traditional surveillance system, and the blue ones respect the network 
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Figure	24	The	comparision	of	accuracy	rate	with	these	two	method 
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throughput of our intelligent surveillance system. The average of network bandwidth of 
traditional system is around 13402.7, while the average network bandwidth o intelligent 
surveillance system is around 792. Thus, the trash packet of the system is around 12575.4. As 
the typical system will transmit all the data to the data center whether it is useful or not, actually 
in our experiment, the only necessary valued information is the number of people, which means 
that nearly 93% of network bandwidth consumption is the waste of network resources. 
 
From the comparison of throughput of our intelligent surveillance system and the 
traditional surveillance system, we could conclude that our system could system can narrow the 
scope of target data. Instead of transmitting all live raw data in the network, it could transfer 
only the contents which could match the target’s interests and really valued for the users. It 
could greatly reduce the transmission of trash information packets. As the result, by using 
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artificial intelligence to screen truly valuable content and reduce the transmission of invalid 
information in the network, the intelligent surveillance system based on Information-centric 
networking has been proved through experiments that it can significantly increase the 
transmission rate of video surveillance systems, make rational use of network bandwidth, and 
reduce the waste of network resources working well on reducing the overload of network and 
more efficiently.  
4.4 Summary  
In this chapter, we demonstrate the evaluation of the entire system through three aspects 
of the experiment. The first one is for the object detection API; Among multiple trained models, 
we have selected one pre-trained model that is most suitable for our surveillance system through 
the evaluation of efficiency and accuracy. The main purpose of our intelligent surveillance 
system based on ICN is to use artificial intelligence technology to complete the extraction of 
information. Filtering out useless information, and only transmits content that can match the 
user's interest, it could increase the transmission rate of the entire system. Therefore, we design 
the experiment from two aspects. Firstly, we have proved the accuracy of the information 
extraction rate of the surveillance system. Secondly, we have proved the transmission efficiency 
of our surveillance system. Through experiments, it can be proved that the intelligent 
surveillance system based on ICN can indeed achieve high accuracy of information extraction 
(in people counting example, object detection method played better than motion detection 
method), and because of the high accuracy of information extraction, it could reduce the 
transmission of a large amount of useless information and improve the efficiency of network 
resource utilization and greatly improves the efficiency of content transmission. In summary, 
through experiments, it is proved that our intelligent surveillance system based on ICN is more 
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intelligent and efficient than existing surveillance systems. Faced the high-quality and large-
capacity video surveillance in the Internet of Things era, and the harsh environment with low 
network bandwidth (such as during disasters), this system could complete the goal of 
surveillance and information transmission more maturely.
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Chapter 5 Conclusion and future work 
5.1 Conclusion 
A new intelligent surveillance system based on the Information-centric network has been 
proposed in our research. The entire system is based on the ICN network instead of the 
traditional TCP/IP network, in which we applied each node to process raw data instead of 
transmitting all live video to the central data center which will reduce the overload of network 
and increase efficiency. Meanwhile, we used the artificial intelligence technology for real-time 
surveillance process. 
There are three advantages: The first is efficiency. The ICN network changes the original 
communication process where the communication needs to go through the server every time. 
On the other hand, artificial intelligence can extract the real valuable part of the videos. Through 
these two aspect, this system could reduce the transmission of useless information and greatly 
increase the efficiency of the surveillance system. The second is stability, in the event of natural 
disasters, or terrorist attacks, once the server or other physical equipment fails, the traditional 
surveillance system will be paralyzed, but for the intelligent surveillance system based on ICN, 
if one node is damaged, the remaining nodes can continue to complete surveillance process and 
information transmission. The third is real-time accuracy. Through object detection, users can 
accurately extract the required information from the surveillance video. They do not need to 
stay in front of the surveillance cameras, but can accurately obtain the required information 
timely when they need. These three advantages can make our intelligent surveillance system 
play a better role in the Generation IoT. 
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5.2 Future work 
In the next step, we would continue working on the object recognition, to increase the 
accuracy rate and efficiency of recognition making the surveillance system more intelligent.  
Meanwhile we would attempt to use the object recognition for different data-features, not only 
the human, but also the fire, flood and other feature of disasters to make better use of the 
advantages of the intelligent surveillance system in the extreme situation like the disaster 
scenarios.
 63 
 
Reference 
[1]. David Riesel John Gantz John Rydning, “Data Age 2025: The Evolution of Data to 
Life-Critical”, IDC, 2017. Available at: http://www.seagate.com/wwwcontent/our-
story/trends/files/Seagate-WPDataAge2025-March-2017.pdf.  
[2]. Brown, Eric (13 September 2016). "Who Needs the Internet of Things?". Linux.com. 
Retrieved 23 October 2016 
[3]. Internet of Things (IoT) connected devices installed base worldwide from 2015 to 
2025 (in billions), statista, https://www.statista.com/statistics/471264/iot-number-of-
connected-devices-worldwide/.Nov, 2016. 
[4]. Installed base of the Internet of Things in Japan from 2013 to 2020,statista, 
https://www.statista.com/statistics/510790/iot-installed-base-japan/.Oct,2015. 
[5]. Forouzan, B.A. (2000). TCP/IP: Protocol Suite (1st ed.). New Delhi, India: Tata 
McGraw-Hill Publishing Company Limited. 
[6].  "Brief History of the Internet". Internet Society. Retrieved 9 April 2016. “It 
happened that the work at MIT (1961-1967), at RAND (1962-1965), and at NPL 
(1964-1967) had all proceeded in parallel without any of the researchers knowing 
about the other work. The word "packet" was adopted from the work at NPL” 
[7]. Jacobson, Van, et al. "Networking named content." Proceedings of the 5th 
international conference on Emerging networking experiments and technologies. 
ACM, 2009. 
[8]. Data generated by new surveillance cameras to increase exponentially in the coming 
years, http://securityinfowatch.com.Jan,2016. 
[9]. Hampapur A, Brown L, Connell J, et al. Smart video surveillance: exploring the 
concept of multiscale spatiotemporal tracking[J]. IEEE signal processing magazine, 
2005, 22(2): 38-51. 
[10]. Zhang L, Estrin D, Burke J, et al. Named data networking (NDN) project[J]. Relatório 
Técnico NDN-0001, Xerox Palo Alto Research Center-PARC, 2010. 
[11]. ANR project. http://anr-connect.org 
  64 
[12]. Kazama M, Noda T. Damage statistics (Summary of the 2011 off the Pacific Coast 
of Tohoku Earthquake damage)[J]. Soils and Foundations, 2012, 52(5): 780-792. 
[13]. Kobayashi M. Experience of infrastructure damage caused by the Great East Japan 
Earthquake and countermeasures against future disasters[J]. IEEE Communications 
Magazine, 2014, 52(3): 23-29. 
[14]. Deep learning makes the surveillance system smarter (online) http://tensilica.eef
ocus.com/article/id-328861 
[15]. Xin Qi. "Content Oriented Surveillance System Based on Information-Centric 
Network." IEEE Globecom Workshop, 2016.  
[16]. Motion detection. https://en.wikipedia.org/wiki/Motion_detection. 
[17]. Pulli, Kari; Baksheev, Anatoly; Kornyakov, Kirill; Eruhimov, Victor (1 April 
2012). "Realtime Computer Vision with OpenCV". Queue. pp. 40:40–
40:56. doi:10.1145/2181796.2206309.] 
[18]. Background Subtraction. https://docs.opencv.org/3.3.0/db/d5c/tutorial_py_bg_sub
traction.html.April,2017. 
[19]. medianBlur. https://blog.csdn.net/keith_bb/article/details/54426920.Jan,2017. 
[20]. Erosion and Dilatation. https://docs.opencv.org/2.4/doc/tutorials/imgproc/erosion_
dilatation/erosion_dilatation.html 
[21]. Tensorflow. https://www.tensorflow.org/, 2018. 
[22]. Object detection API. Google. https://github.com/tensorflow/models/tree/master/r
esearch/object_detection, Jan. 2018. 
[23]. Deep Learning for Object Detection: A Comprehensive Review, Joyce Xu, 
https://towardsdatascience.com/deep-learning-for-object-detection-a-
comprehensive-review-73930816d8d9. Sep,2017. 
[24]. Object detection API. https://github.com/tensorflow/models/blob/master/research/
object_detection/g3doc/detection_model_zoo.md, Jan. 2018. 
[25]. Wen Z, Zhang D, Yu K, et al. Information centric networking for disaster information 
sharing services[J]. IEICE Transactions on Fundamentals of Electronics, 
Communications and Computer Sciences, 2015, 98(8): 1610-1617. 
[26]. Raccoon Detector Dataset, Dat Tran, https://towardsdatascience.com/how-to-train-
your-own-object-detector-with-tensorflows-object-detector-api-bec72ecfe1d9,Jul, 
2017. 
  65 
Published paper:  
[27]. Yingshuang Du, Zheng Wen and Takuro Sato,” Motion Detection Oriented 
Surveillance System Based on Information-Centric Network,” IEICE Zenkoku-taikai 
March 2017 
[28]. Yingshuang Du, Zheng Wen and Takuro Sato,” An Intelligent Real-Time 
Surveillance System Based on Information-Centric Networking,” IEICE Zenkoku-
taikai March 2018 
 
 
 
 
