Many models synthesize various types of complex networks with communities. However, a network generation model that can represent high-modularity networks is rare. In this paper, we propose a high-modularity network generation model by layer aggregation based on a multilayer network. Because people belong to many communities in society, such as family, school, hobby group, and business organizations, each example is regarded as a community in a single layer of a multilayer network. However, measuring each relationship in each community is difficult. A network on social network services (SNSs) that can be observed combines all communities. That is, a social network is generated from a multilayer network. A synthesized network in our model has either a community structure or a high-modularity structure. We apply the proposed model to generate a number of networks and compare them with real-world networks. Not only did it successfully represent real-world networks but we also found that we can predict how real-world networks are generated from the model's parameters.
Introduction
The popularity of social network services (SNSs) or such social media as Facebook, Twitter, Instagram, and LinkedIn continues to increase (Fig. 1) . These services and media facilitate interaction among people and disseminate public information. Research on SNS network models is vital because it can uncover social communication relationships among people who might not be easily identified in the real world. We focus on high modularity (or community structure) because the presence of community structures is a significant characteristic in real networks [Newman 04, Ravasz 02] . A good network model should reproduce social networks with communities. We assume that a social network is a multilayer network [Kivelä 14] because people are usually members of different social relationships: family, school, business organizations, etc. Multilayer structure provides a rich representation of realworld interactions in complex systems. For instance, different network layers exhibit different patterns of information dissemination or various community structures. Multilayerbased network generation models can explain such information and other hidden social phenomena of a social network, which is often neglected by traditional research.
In this paper, we propose a network generation model that includes such multilayer structure to synthesize networks with high modularity and compare the networks generated by our proposed model to real-world networks to confirm reproducibility. We also compared the reproducibility with other network generation models from the view point of network indexes. *1 http://www.pewinternet.org/2016/11/11/social-mediaupdate-2016/ 
Related Work
Many previous studies have addressed network generation models such as the Watts-Strogatz model [Watts 98 ], the Barabàsi-Albert model [Barabási 99 ], the Erdős-Rényi model [Bollobás 01 , Erdős 59, Gilbert 59] , and the connecting nearest neighbor model [Vázquez 03 ]. Many models also generate synthetic networks with community structures or high modularity. Lancichinetti et al. [Lancichinetti 08 ] introduced a standard model called LFR benchmark that synthesizes networks with planted community structures. Both the node degree and the community size respectively have power-law distributions with exponents ɒ ଵ and ɒ ଶ . Their model controls the fractions of links among communities by involving mixing parameter μ, which is the ratio of the number of external neighbors by a node's total degree. This LFR model is widely used as a benchmark for evaluating community detection algorithms and accounts for the heterogeneous distribution of community size as well as degree distribution. Bródka [Bródka 12] proposed an extension of LFR benchmark called mLFR benchmark which is able to generate multi-layered social networks. The algorithm organizes edge distribution following power law distribution, changes degrees of vertices through the layers, and change membership of vertex on layers. Pasta et al.
[Pasta 13] proposed a tunable and growing network generation with community structures. Their model ensures three properties of communities: internal structure, power-law degree distribution, and high clustering coefficients within each of the communities. Sallaberry et al. [Sallaberry 13] proposed a static network generation model with community structures. Their algorithm adds all of the nodes the first time and rewires links to acquire communities. Links between nodes closer to each other are increased, and links are reduced that connect nodes that are farther apart. Ravasz et al. [ Ravasz 03] identified scale-free, hierarchical, and modular natures in real networks and combined them in their hierarchical network model, which starts with many small clusters of five densely linked nodes. These clusters combine to form larger and selfsimilar clusters. Conducting this self-similar nesting process eventually results in a strict, fine structure with hierarchy and high modularity as well as scale-free topology. Leskovec described a Kronecker graph [Leskovec 10] , which is a more general model than Ravasz's model to produce a hierarchical structure in a real network. Their algorithm begins with initiator graph ‫ܭ‬ ଵ with ܰ ଵ vertices and ‫ܧ‬ ଵ edges. The algorithm recursively generates successively larger self-similar graphs ‫ܭ‬ ଶ , ‫ܭ‬ ଷ , ‫ܭ‬ ସ , ‫ܭ‬ ହ , such that k-th graph ‫ܭ‬ has ܰ ൌ ܰ ଵ vertices. To do this, we construct a sequence of graphs from initiator graph ‫ܭ‬ ଵ by iterating the Kronecker product [Leskovec 10 ]. However, these generation models are inadequate to precisely reproduce real-world networks. We introduce a multilayer structure to construct a network in our model because it provides a rich representation of real-world interaction and can uncover some hidden properties of networks and structure features in real data. Utilizing the multilayer structure behind a real network, our generation model reproduces real networks with higher precision than other high-modularity network generation models. In this paper, we employ the models discussed above as a baseline, such as the LFR model (LFR), Pasta's model (Pasta), and the Kronecker graph (Kronecker). Details of our model are elaborated below.
Multilayer-based Network Generation Model

Overview
In our proposed model, a social network is regarded as a multilayer network. A layer represents one kind of relationship in a social interaction, such as family, schools, church groups, hobby groups, etc. (Fig. 2) . The networks obtained from social networks are superimposed networks of all the small networks that we call communities.
Fig. 2 Generating process of model
Each node in the superimposed network (the inferior network B in Fig. 2 ) belongs to a few communities. Nodes are connected to other nodes that belong to the shared communities. The link between two nodes in the superimposed network can only appear when there is a link between two nodes in some communities.
We also assume that some communities are exclusive. For example, most people only belong to one university, one company, or one family. Such communities are called layers. In Fig. 2 , the same colored communities represent communities in the same layer. Each node can belong to only one community in the same layer.
We assume that each community has different size and network structures. Each node belongs to a different number of communities. To imitate a real-world network, our model can change parameters to control the network structures of communities, the size of communities, the numbers of member communities, and so on.
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Model Parameters
Fig. 3 Main parameters of our proposed model
Our model has four critical parts to control the generating process: community size distribution, number of layers, an inner community network model, and inter-layer degree correlation. Fig. 3 depicts the simple process of selection.
Community size distribution
The distribution of the community sizes is a functional relationship between two quantities: community size (number of nodes in a community) and the frequency of the same size.
Real networks possess a broad distribution of community sizes. According to some studies, the distribution of real networks can be fairly well approximated by a power law [Clauset 04, Guimerà 03, Johnson 14, Lancichinetti 08, Palla 05], where small-sized communities are numerous but largesized ones are scarce in the real world.
In our model, the size of the communities is taken from power-law distribution ‫‬ሺ݇ሻ̱݇ ିఉ with exponent β. We chose typical values of real networks with ͳ ߚ ʹ [Lancichinetti 08].
Number of layers
How many layers are necessary to accurately describe the structure of a multilayer network? Recent research has concluded that the number of informative layers in real networks cannot be very large [Domenico 15]. In this paper, we define value s that ranges between 2 and 10 and optimize it by maximizing the similarity between synthesized and real networks.
Inner community network model
Nodes can be connected within a community in many ways. One simple idea is to connect all the nodes in one layer with each other by the links as a complete network. But in the social interaction of human society, not all the members in a group are friends. In our simulation, we used five basic models and their combinations to build links among nodes within a community. [Vázquez 03 ], and a complete network (CPN). We combined two schemes into an inner community model. For example, BA+CNN is a hybrid model where layers with small-sized communities are created by the BA model and the others with large-sized communities are generated by the CNN model. We simulate the r percent of the layers with the first model and the 1 r percent with the second one to secure the best generated network. However, CPN cannot be the second model because the largest communities, which are all created by complete networks, fail to satisfy real-world data (due to too much links). Consequently, 20 combination models are used in the construction of an inner community (see Tables 6 to 9).
Inter-layer degree correlation
For layer aggregation, we consider whether the same node entity has a degree correlation in different layers because connecting nodes in different layers with various degrees will lead to a different network structure.
We implemented two correlation methods: correlation and random. If a node has a degree correlation with each layer, the node with the higher degree in one layer is also the high-degree node in the other. When there is no degree correlation between inter-layers, the degree of each node is selected randomly in each layer.
Procedure of Algorithm
Our algorithm begins with the number of nodes and links (N and M) as input data. The proposed model's procedure is elucidated through the following steps: 1. Create s layers (ʹ ‫ݏ‬ ͳͲ) and determine the number of nodes at each layer ܰ by N and parameter t (Ͳ ൏ ‫ݐ‬ ൏ ͳ): ܰ ൌ ܰ ή ‫ݐ‬ ሺͳሻ We traverse t from 0.1 to 1 by every 0.1 step and select the best value for each layer. 2. Create a number of communities whose sizes are selected from a power-law distribution with exponent β (ͳ ߚ ʹ).
The number of nodes in all the communities is calculated by formula (2):
where Nc is the community's size. At this time, no links are constructed within communities. 3. Assign communities to each layer in ascending order by size.
We assign the smallest community first and then the next larger size. If the number of nodes of the current community exceeds the capacity of the current layer, we turn to the next layer. 4. Connect the nodes in each community by the selected inner community network model. A link exists between two nodes if they are connected by a corresponding model. We traverse all the model's possible parameter values. Here, the inter-layer degree correlation is considered, too. If there is a degree of correlation, the node with a higher degree in one layer will also be a high-degree node in the other.
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Measurement
We optimize the parameter values by minimizing the distance between the real-world data and the generated data in the proposed model. Distance D is defined by the normalized Euclidean distance of the network features between two networks. In this paper, we use a number of representative features to measure the whole network.
Network Features 1 Clustering coefficient C
A clustering coefficient [Watts 98 ] measures the extent to which a network's nodes tend to cluster together. In social networks, if most friends of a person are also friends of each other, the clustering coefficient is relatively high because it measures the clannishness of a typical circle of friends. For node i in a network, clustering coefficient Ci, which is defined by the ratio of the existing links between the nodes within its neighborhood to the number of potential links, can be described as the following formulas:
where ki is the degree of node i. ki(ki 1)/2 is the number of edges that might exist near its neighborhood. N is the number of nodes and Ei is the number of connected links among the nodes within the neighborhood of node i. The overall clustering coefficient of the network is the average of each clustering coefficient Ci. This network index shows how well the local nodes of a network cluster together.
Assortativity r
Assortativity [Newman 02, Newman 03], or assortative mixing, reflects the preference that nodes in a network tend to be connected to others in a similar way and indicate the correlation between node degrees and lies between 1 and 1 (െͳ ‫ݎ‬ ͳ). When r falls into a positive value, nodes of similar degrees prefer to attach to each other. Nevertheless, when r becomes negative, nodes of different degrees prefer to attach to each other. That is, high-degree nodes tend to link to low-degree nodes. Assortativity is defined as follows:
where ji and ki are the degrees of two nodes that are connected by link i, and M is the number of links.
According to Newman [Newman 02, Newman 03], assortative mixing is a characteristic of social networks. On the other hand, disassortative mixing patterns are often found in other networks like technological and biological networks. 
The degree of node x can be defined as kx = ∑yAxy. Thus, modularity Q is defined as follows:
where Cx represents vertex x that belongs to community Cx.
߶(Cx, Cy) is 1 if x and y are in the same community and 0 otherwise. Pxy is the probable vertex degrees between vertices x and y at random. In this paper, we performed community detection using Newman's method to acquire the value of Q.
Modularity is an important characteristic of real-world networks and reflects whether a network exhibits the property of a community. In this paper, since we produce networks with community structure by simulations, it is a significant index for evaluating networks.
Power index of degree distribution γ
Degree distribution p(k) is the probability that one node connects to k other nodes. Even though it only captures a small amount of information about a network, degree distribution can distinguish different types of networks. If a network follows a power-law distribution, its degree distribution is determined by its power index γ [Barabási 99 ]. The relation between degree k and distribution p(k) is described by the following formula: For networks with a scale-free property, constant parameter γ represents the degree distribution. The γ value of most networks typically falls between 2 and 3, except for rare exceptions.
Coefficient of determination of degree distribution R 2
The coefficient of determination measures importance in statistical analysis [Newman 03 ]. When analyzing networks, this coefficient describes how well the degree distribution obeys a power-law distribution and explains the variability in the dataset. The following is a general definition:
where yi is the observed data with a value of log p(k), ‫ݕ‬ ത is the mean of yi, and fi is the predicted data value associated with yi. The coefficient of determination R 2 ranges from 0 to 1. The closer the R 2 value is to 1, the more the network exhibits a typical scale-free property.
Evaluation Function
We utilized the above five network features and quantitatively evaluated the distance of two networks by D, which is a normalized Euclidean distance between produced network Gi and target network G0. Distance D is defined as follows [Toriumi 10, Usui 14]:
where C, r, Q, γ, and R 2 are the network features of a network. σ is the standard deviation of each feature calculated from a real-world network dataset and is used as normalization. With this evaluation function, we measured how well our proposed model reproduced four real-world datasets: a Facebook network, a Renren network, a collaboration network, and an air traffic control network.
Why did we use a network index and a normalized Euclidean distance in our evaluation? Generating networks with identical target topologies is impossible. Also, there is no perfect solution for representing the similarity of two networks. Therefore, employing a proper network index is an effective way to partially capture topologies among networks. A clustering coefficient captures the richness of tie weights, and modularity measures the strength of the division of a network into communities. Other indexes also represent different types of network properties. Finally, extra indexes can be added to this function if we need to evaluate new parts of the network topologies.
*2 http://networkrepository.com/index.php *3 http://snap.stanford.edu/data/index.html *4 http://konect.uni-koblenz.de/networks/
Simulation and Experimental Results
In this chapter, we introduce the four datasets used in our evaluation experiments: two social networks (Facebook and Renren), a collaboration network, and an air traffic control network. We did our simulation ten times to secure networks for each group of parameters to synthesize a network similar to the target network. We compared our proposed model with the baseline models by calculating distance D.
Network Datasets 1 Facebook network
We acquired Facebook network data from the open data repository *2 . The network used in our experiments contained 8,578 nodes and 405,450 links and reflects the social relationship within Yale University. Only the information of the link relationships can be seen, and there is no personal profile information about each node.
Collaboration network
We obtained the data of collaboration networks from the Stanford Large Network Dataset Collection (SNAP *3 ). We utilized a scientific co-authorship network called "ca-GrQc" (Arxiv General Relativity and Quantum Cosmology), which is an undirected network with 5,242 nodes and 14,496 links. Nodes represent scientists and edges represent paper collaborations. The data cover papers from January 1993 to April 2003.
Air traffic control network
The air traffic control network dataset is part of the Koblenz Network Collection *4 . This network was constructed from the USA's Federal Aviation Administration (FAA) National Flight Data Center (NFDC), Preferred Routes Database. The nodes represent airports or service centers, and links are created from strings of preferred routes recommended by the NFDC. 1,226 nodes and 2,408 links were identified in 2016. This is a traffic real-world network instead of a social network. We employed this dataset to verify whether our model can capture the features of a non-social network.
Comparison between Baseline and Proposed Models
We conducted simulations with the baseline and our proposed models to mimic four real networks. Since many parameters are real numbers, traversing all the continuous values of the parameters is impossible. Discrete values were selected with intervals, shown in Table 5 .
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According to Tables 2, 3 , and 4, modularity Q of a synthesized network is high for LFR, Pasta, and our multilayerbased model: Q>0.4 for Table 2 and Q>0.5 for Table 3 , where a network has an obvious community structure if Q>0.3 [Newman 06 ]. Hence, our model along with the LFR and Pasta models can produce high-modularity networks or networks with strong community structure. However, in Table 1 , the modularity is so low that most models could never produce networks with high modularity. In addition, since the LFR model cannot reach a convergence to reproduce a Facebook network (Yale), the result is not listed in Table 1 and Fig. 4 . Other basic models, like the CNN model, cannot generate networks with community structure as real-world networks, so they barely acquired networks with high modularity.
For assortativity r, our multilayer-based model can replicate this value more precisely than the other models in all four datasets because we incorporated the inter-layer degree correlation of the nodes in the algorithm. Since the inter-layer degree correlation in our model controls the neighbor number of the nodes, our model produces a network with a bigger range of assortativity values and finds the best one that resembles the real-world data. From Tables 1 to 4, our model reproduces this property better than the LFR and Pasta models.
Finally, our model outperforms other existing models considering Distance D. A multilayer model is capable of reproducing two social networks (Facebook and Renren) and the air traffic control network with distance D < 1, which represents a high similarity to real-world networks. Other generation models could never achieve this result, except LFR in Table 2 (with 0.7250, which remains worse than our model's 0.2899). Although D is over 1 for the collaboration network, our model still outperformed the other baseline models (Table  3) . Considering Fig. 4 , the red column exhibits that our model has the shortest distance for four datasets.
To conclude, our model and the LFR and Pasta models are high-modularity generation schemes, and ours outperforms the others on average.
Reason for Effectiveness of Proposed Model
The LFR, Pasta, and proposed models are capable of generating networks with high modularity. However, our multilayer-based generation model captured the network features in the real world better than the other models. Our proposed method imitated the real-world networks much better than the other models for the following two reasons.
First, we can produce not only multilayer construction but also the settings of the number of layers. Multilayer structure provides a rich representation of a real-world network. For instance, such previous models as ER, BA, CNN, and LFR in Tables 1~4 are single layer networks, while our generated networks can be a multilayer ER, multilayer BA, or a multilayer LFR based on the selected parameters. In fact, mLFR benchmark proposed by Bródka [Bródka 12 ] is a multilayer version of LFR, which can be a subset of our model by setting each layer with LFR model. Our proposed model handles such cross-layer information and uncovers the hidden topology features in a real-world network, which are ignored by other existing models. Furthermore, we incorporated a parameter called the number of layers to precisely control the reproduction.
Second, since the inner community model is a mixture of different existing models, the generated networks are hybrid multilayers with such different models as ER, WS, and so on. Since a multilayer structure simplifies putting various models on disparate layers, we combined diverse models and exploited their specialties to establish our hybrid model. Such a hybrid feature is beneficial for modeling different types of real-world networks and generating the most similar networks in the real world. For example, a social network (Facebook or Renren) is a mixture of the CNN and other models. The CNN model is useful for capturing some common features of social communication, while the other model controls the discrepancy between the Facebook and Renren data. Considering a coauthorship network, communities in different layers are built up with the CNN model and the complete network. The complete network describes the co-author relationships within the tiny communities of a technical paper, and the CNN model summarizes co-authorship among different papers. Moreover, the air traffic control network involves the BA and ER models rather than the CNN model as inner community models, because it is a non-social network and has a scale-free property.
Discussion
Combining different inner community network models to reproduce four networks, we traversed all of the parameters for 20 different inner models and selected the best results. Tables 6 to 9 illustrate the distances between the real-world networks and the simulation results with our models. The horizontal and vertical axes represent two inner community network models in our algorithm. The horizontal axis encompasses the inner models to create layers with small-sized communities, while layers with large-sized communities are created by models in the vertical axis. The numbers in the parentheses are the layers for constructing a multilayer network. In this chapter we discuss the experimental results for the four networks.
Facebook Network
According to Table 6 , models with 8 to 10 layers generate the shortest distances for most occasions. Hence, a tendency exists where Yale's social network has a relatively high layer structure. The best one is a 10-layer network with BA+CNN as an inner model (the red figure in Table 6 ). Furthermore, the proposed models (with the BA model, the CNN model, or their combination as an inner model) tended to outperform other combinations. However, users from Yale did not exhibit an apparent community structure because Facebook dataset's modularity is too low (0.1636) (Table 1) . 
Renren Network
The distance between the Renren and the produced networks is depicted in Table 7 with different combinations of inner community network models. Unlike the Facebook data, the Renren network enjoys a lower layer (mostly between 3 and 4) in the multilayer structure. A 3-layer network with the ER+CNN model and inter-layer correlation produced the best Renren data result. We compared two similar online social networks. From the viewpoint of the number of layers, Facebook tends to have more layers than the Renren network. This expresses that Yale (Facebook) has more kinds of relationships among users, who might come from the following communities: fraternities, sororities, academic majors, grades, ethnic groups, etc. On the other hand, the Renren network just has a low number of layers, which is partly due to the small size of the dataset. 2,309 nodes have students who graduated from Peking University in 2009. Such an ivy league university like Yale might have more kinds of relationships that go across their students' social communication than a Chinese university due to the diversity of students. Thus, a model with 8 to 10 layers can better express the Facebook data, while a model with 3 to 5 layers represents the Renren network.
Furthermore, we considered the inner community network model. The Facebook network with BA+CNN and the Renren network with ER+CNN outperformed the other models (Tables  6 and 7) . Both networks utilized the CNN model to connect the links of inner communities with large sizes, because this approach is more suitable for large networks and captures the features of the large clustering coefficient as well as the smallworld property, which could never be well exhibited in a small dataset. However, the BA model suggests that the Facebook network has a scale-free property within the nodes, which means that Yale students might be friends with others who have many friends. In contrast, the ER model implies that the Renren network has a free connection between different students in small communities at Peking University.
Collaboration Network
The data shown in Table 8 give the distance from the collaboration network for different inner community network models. A combination of the CPN and CNN models as an inner community model performed the best. As for the number of layers, we identified no apparent range for this co-authorship network, like in the Facebook and Renren networks. The CPN+CNN network performed best because of the mechanism behind the co-authorship network. The data used in our model are from a scientific co-authorship network of Arxiv General Relativity and Quantum Cosmology. When constructing a network, all of the author nodes who co-author a paper are connected. Complete networks fit fairly well with such small communities in co-authorship networks.
Additionally, the CNN model creates networks with a high clustering coefficient as well as small-world and scale-free properties and captures the basic features of larger communities in collaboration networks. Compared with our baseline models, our model produced a network with high modularity better than other models. In summary, our multilayer-based generation model with a CPN+CNN network as an inner community model produced a network that most closely resembles a real-world co-authorship network.
Air Traffic Control Network
Unlike other social networks, the CNN model does not play a vital role in the air traffic control network. The ER and BA models capture the best features of the inner community network construction (Table 9 ). The BA model denotes that large inner communities in the air traffic control network are built with a scale-free property. This conforms to our image that air transportation networks often include hub airports that are linked to smaller airports, such as the Narita and Frankfurt airports. In addition to connecting hub airports, our experimental result suggests that small airports are randomly connected to other small airports because small-sized inner communities are created with the ER model. The multilayers in our model can also reflect different airlines in the air traffic control network. Therefore, our multilayer model is not limited to social networks; it is also applicable to other types of realworld networks, such as air traffic control networks, etc. 
Conclusion
We proposed an effective high-modularity network generation model by layer aggregation based on a multilayer network to represent networks and employed the following four critical parts in our model: community size distribution, layer number, an inner community network model, and interlayer degree correlation.
First, we employed the power-law distribution to generate community size distributions. The number of layers was set from 2 to 10. ER, BA, WS, CNN, a complete network (CPN), and their combinations were chosen to build links within nodes inside a community. Finally, the inter-layer degree correlation was selected by random or positive correlation.
We also employed the following network features to measure the similarity between the targeted and produced networks: clustering coefficient C, assortativity r, modularity Q, power index of degree distribution γ, and coefficient of determination of degree distribution R 2 . The similarity can be calculated quantitatively using normalized Euclidean Distance D with all of these features.
The target networks of the real-world data in this paper are given by four datasets: the Facebook network (Yale University), the Renren network (Peking University), a collaboration network (a scientific co-authorship network of Arxiv general relativity), and an air traffic control network.
We combined all of the parameter values for our simulations and generated synthesized networks. Two sets of comparison experiments were carried out. One compared the baseline and proposed models. The other compared the inner community network model of our proposed generation model.
By utilizing the proposed method, we successfully synthesized different kinds of networks. From experimental results, the Facebook dataset is estimated to have a high number of layers, but the Renren dataset has a low number. Moreover, researchers who co-author a paper tend to form a small community with a complete network in a co-authorship network, and thus the generation model with CPN plus the CNN model as an inner community model obtained networks that resemble the real-world data. For the air traffic control network, a combination of the ER and BA models reflects the existence of many hub airports and other smaller airports are randomly connected.
In the future, we will investigate the parameters and reproduce other types of real-world networks. Furthermore, instead of the current full search, parameter selection will be optimized in the next stage. We also want to deal with datasets that have more nodes and links on a large scale. Since we didn't effectively use weight in the evaluation function, we will employ it to emphasize specific features. Other network features may also subsequently be introduced into the evaluation function. Future work will focus on improving our evaluation methodology. Finally, after constructing a network in the form of a multilayer network, such simulation experiments as information diffusion will also be carried out in future work.
