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Iterative List-Decoding of Gabidulin Codes via
Gro¨bner Based Interpolation
Margreta Kuijper and Anna-Lena Trautmann
Department of Electrical and Electronic Engineering, University of Melbourne, Australia.
Abstract—We show how Gabidulin codes can be list decoded
by using an iterative parametrization approach. For a given
received word, our decoding algorithm processes its entries one
by one, constructing four polynomials at each step. This then
yields a parametrization of interpolating solutions for the data
so far. From the final result a list of all codewords that are closest
to the received word with respect to the rank metric is obtained.
I. INTRODUCTION
Over the last decade there has been increased interest in
Gabidulin codes, mainly because of their relevance to network
coding [5], [20]. Gabidulin codes are optimal rank-metric
nonbinary codes over a field Fmq (where q is a prime power).
They were first derived by Gabidulin in [3] and independently
by Delsarte in [2]. These codes can be seen as the q-analog of
Reed-Solomon codes, using q-linearized polynomials instead
of arbitrary polynomials. They are optimal in the sense that
they are not only MDS codes with respect to the Hamming
metric, but also achieve the Singleton bound with respect to
the rank metric and are thus MRD codes. They are not only of
interest in network coding but also in space-time coding [11],
crisscoss error correction [15] and distributed storage [18].
The decoding of Gabidulin codes has obtained a fair
amount of attention in the literature, starting with work on
decoding inside the unique decoding radius in [3], [4] and
more recently [10], [14], [16], [17], [21]. Decoding beyond the
unique decoding radius was investigated in e.g. [9], [5], [12],
[24], [25]. Related work on list-decoding of lifted Gabidulin
codes can be found in [22].
Using the close resemblance between Reed-Solomon codes
and Gabidulin codes, the paper [10] translates Gabidulin
decoding into a set of polynomial interpolation conditions.
Essentially, this setup is also used in the papers [5], [25]
that present iterative algorithms that perform Gabidulin list
decoding with a list size of 1. In this paper we present an
iterative algorithm that bears similarity to the ones in [10],
[5], [25] but yields all closest codewords rather than just one.
The latter is due to our parametrization approach.
The paper is structured as follows. In the next section
we present several preliminaries on q-linearized polynomials,
Gabidulin codes, the rank metric and we recall the poly-
nomial interpolation conditions from [10]. We also detail
the iterative construction of the q-annihilator polynomial and
the q-Lagrange polynomial. Section II closes with several
preliminaries on Gro¨bner bases. In Section III we reformulate
the Gabidulin list decoding requirements in terms of a module
represented by four q-linearized polynomials. In Section IV we
present the algorithm and our main result which details how
the algorithm yields a list of all closest message polynomials.
We conclude this paper in Section V.
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II. PRELIMINARIES
A. q-linearized polynomials
Let q be a prime power and let Fq denote the finite field
with q elements. It is well-known that there always exists
a primitive element α of the extension field Fqm , such that
Fqm
∼= Fq[α]. Moreover, Fqm is isomorphic (as a vector space)
to the vector space Fmq . One then easily gets the isomorphic
description of matrices over the base field Fq as vectors over
the extension field, i.e. Fm×nq ∼= Fnqm . Since we will work with
matrices over different underlying fields we denote the rank of
a matrix X over Fq by rankq(X).
For some vector (v1, . . . , vn) ∈ Fnqm we denote the k × n
Moore matrix by
Mk(v1, . . . , vn) :=


v1 v2 . . . vn
v
[1]
1 v
[1]
2 . . . v
[1]
n
.
.
.
v
[k−1]
1 v
[k−1]
2 . . . v
[k−1]
n

 ,
where [i] := qi. A q-linearized polynomial over Fqm is defined
to be of the form
f(x) =
n∑
i=0
aix
[i] , ai ∈ Fqm ,
where n is called the q-degree of f(x), assuming that an 6= 0,
denoted by qdeg(f). This class of polynomials was first
studied by Ore in [13]. One can easily check that f(x1+x2) =
f(x1)+f(x2) and f(λx1) = λf(x1) for any x1, x2 ∈ Fqm and
λ ∈ Fq , hence the name linearized. The set of all q-linearized
polynomials over Fqm is denoted by Lq(x, qm). This set forms
a non-commutative ring with the normal addition + and com-
position ◦ of polynomials. Because of the non-commutativity,
products and quotients of elements of Lq(x, qm) have to be
specified as being “left” or ‘right” products or quotients. To
not be mistaken with the standard division, we call the inverse
of the composition symbolic division. I.e. f(x) is symbolically
divisible by g(x) with right quotient m(x) if
g(x) ◦m(x) = g(m(x)) = f(x).
Efficient algorithms for all these operations (left and right
symbolic multiplication and division) exist and can be found
e.g. in [5].
Lemma 1 (cf. [8] Thm. 3.50). Let f(x) ∈ Lq(x, qm) and Fqs
be the smallest extension field of Fqm that contains all roots
of f(x). Then the set of all roots of f(x) forms a Fq-linear
vector space in Fqs .
Lemma 2 ([8] Thm. 3.52). Let U be a Fq-linear subspace of
Fqm . Then
∏
g∈U (x− g) is an element of Lq(x, qm).
Note that, if g1, . . . , gn is a basis of U , one can rewrite∏
g∈U
(x− g) = λdet(Mt+1(g1, . . . , gn, x))
for some constant λ ∈ Fqm . We call this polynomial the
q-annihilator polynomial of U , denoted by Π(g1,g2,...,gn)(x).
Clearly its q-degree equals n.
We also have a notion of q-Lagrange polynomial: Let g =
(g1, . . . , gn) and r = (r1, . . . , rn). Define the matrix Di(g, x)
as Mn(g1, . . . , gn, x) without the i-th column. We define the
q-Lagrange polynomial as
Λg,r(x) :=
n∑
i=1
(−1)n−iri
det(Di(g, x))
det(Mn(g))
∈ Fqm [x].
It can be easily verified that the above polynomial is q-
linearized and that Λg,r(gi) = ri for i = 1, . . . , n.
Note that, although not under the same name, the previous
two polynomials were also defined in e.g. [23].
In the following we will use matrix composition, which is
defined analogously to matrix multiplication:[
a(x) b(x)
c(x) d(x)
]
◦
[
e(x) f(x)
g(x) h(x)
]
:=
[
a(e(x)) + b(g(x)) a(f(x)) + b(h(x))
c(e(x)) + d(g(x)) c(f(x)) + d(h(x))
]
.
We can recursively construct the q-annihilator and the q-
Lagrange polynomial as follows.
Proposition 3. Let g1, . . . , gn ∈ Fqm be linearly independent
and r1, . . . , rn ∈ Fqm . Define
Π1(x) := x
q − gq−11 x , Λ1(x) :=
r1
g1
x,
and for i = 1, . . . , n− 1[
Πi+1(x)
Λi+1(x)
]
:=
[
xq −Πi(gi+1)
q−1x 0
−Λi(gi+1)−ri+1Πi(gi+1) x x
]
◦
[
Πi(x)
Λi(x)
]
.
Then for i = 1, . . . , n we have Πi(x) = Π(g1,g2,...,gi)(x) and
Λi(x) = Λ(g1,g2,...,gi),(r1,...,ri)(x).
Proof: We prove this by induction on i. The theorem
clearly holds for i = 1. Suppose that the theorem holds for a
value of i with 1 ≤ i < n. By definition Πi+1(x) = Πi(x)q −
Πi(gi+1)
q−1Πi(x), so that (using the induction hypothesis)
Πi+1(x) is a monic q-linearized polynomial of q-degree i+1
such that for 1 ≤ j ≤ i+ 1 we have Πi+1(gj) = 0. It follows
that then Πi+1(x) must coincide with Π(g1,g2,...,gi+1)(x).
We next show that the formula for Λi+1(x) yields
the q-Lagrange polynomial at level i + 1. Assume that
Λi(x) is the q-Lagrange polynomial at level i and look at
Λi+1(x), which is q-linearized since Λi(x) and Πi(x) are q-
linearized. As qdeg(Πi(x)) = i > qdeg(Λi(x)) it holds that
qdeg(Λi+1(x)) = i. Furthermore, because Πi(gj) = 0 for
j = 1, . . . , i and Λi(gj) = rj for j = 1, . . . , i ,
Λi+1(gj) = Λi(gj) = rj , and
Λi+1(gi+1) = Λi(gi+1)−
Λi(gi+1)− ri+1
Πi(gi+1)
Πi(gi+1) = ri+1.
Therefore, Λi+1(x) evaluates in the same values as
Λ(g1,...,gi+1),(r1,...,ri+1)(x) for g1, . . . , gi+1. Because of the
linearity of both these polynomials they evaluate in the same
values for all elements of 〈g1, . . . , gi+1〉, and as the gi are
linearly independent, these are qi+1 many values. Since the
degree of both polynomials is qi < qi+1, it follows that they
must be the same polynomial.
B. Gabidulin codes
Let g1, . . . , gn ∈ Fqm be linearly independent over Fq. We
define a Gabidulin code C ⊆ Fnqm as the linear block code
with generator matrix Mk(g1, . . . , gn). Using the isomorphic
matrix representation we can interpret C as a matrix code in
F
m×n
q .The rank distance dR on Fm×nq is defined by
dR(X,Y ) := rankq(X − Y ) , X, Y ∈ F
m×n
q
and analogously for the isomorphic extension field representa-
tion. It holds that the code C constructed before has dimension
k over Fqm and minimum rank distance (over Fq) n− k + 1.
One can easily see by the shape of the parity check and the
generator matrices that an equivalent definition of the code is
C = {(f(g1), . . . , f(gn)) ∈ F
n
qm | f(x) ∈ Lq(x, q
m)<k},
where Lq(x, qm)<k := {f(x) ∈ Lq(x, qm), qdeg(f(x)) < k}.
For more information on bounds and constructions of rank-
metric codes the interested reader is referred to [3].
Consider a received word r = (r1, . . . , rn) ∈ Fnqm as the
sum r = c+e, where c = (c1, . . . , cn) ∈ C is a codeword and
e = (e1, . . . , en) ∈ F
n
qm is the error vector. We now recall the
polynomial interpolation setup from [10] via a more general
formulation in the next theorem.
Theorem 4 ([7], [10]). Let f(x) ∈ Lq(x, qm), qdeg(f(x)) <
k and ci = f(gi) for i = 1, . . . , n. Then dR(c, r) = t
if and only if there exists a D(x) ∈ Lq(x, qm), such that
qdeg(D(x)) = t and
D(ri) = D(f(gi)) ∀i ∈ {1, . . . , n}.
Furthermore, this D(x) is unique.
Remark 5. The previous theorem states that the roots of D(x)
form a vector space of degree t which is equal to the span of
e1, . . . , en (for this note that ei = f(gi) − ri). This is why
D(x) is also called the error span polynomial (cf. e.g. [19]).
The analogy in the classical Hamming metric set-up is the
error locator polynomial, whose roots indicate the locations
of the errors, and whose degree equals the number of errors.
C. Gro¨bner bases
We will now recall some definitions and results on Gro¨bner
bases of Lq(x, qm)2, since we will need them later on in this
paper. Elements of Lq(x, qm)2 are of the form
[f(x) g(x)] = f(x)e1 + g(x)e2
where f(x) =
∑
fix
i, g(x) =
∑
gix
i ∈ Lq(x, q
m) and e1, e2
are the two unit vectors of length 2.
Definition 6. The (k1, k2)-weighted q-degree of [f(x) g(x)]
is defined as max{k1 + qdeg(f(x)), k2 + qdeg(g(x))}.
The monomials of [f(x) g(x)] are of the form x[i]e1 and
x[j]e2 for all i such that fi 6= 0 and j such that gj 6= 0,
respectively.
Definition 7. The term-over-position (TOP) monomial order
is defined as
x[i1 ]ej1 < x
[i2]ej2 :⇐⇒ i1 < i2 or [i1 = i2 and j1 < j2].
The (k1, k2)-weighted TOP monomial order is defined as
x[i1]ej1 <(k1,k2) x
[i2 ]ej2 :⇐⇒
i1 + kj1 < i2 + kj2 or [i1 + kj1 = i2 + kj2 and j1 < j2].
We can order all monomials of an element V ∈ Lq(x, qm)2
in decreasing order with respect to the (weighted or non-
weighted) TOP monomial order. Rename them such that
x[i1]ej1 > x
[i2]ej2 > . . . . Then
1) the leading monomial lm(V ) = x[i1 ] is the greatest
monomial of V .
2) the leading position lpos(V ) = j1 is the vector
coordinate of the leading monomial.
Definition 8. Let M ⊆ Lq(x, qm)2 be a left module. A
subset B ⊂M is called a Gro¨bner basis of M if the leading
monomials of B span a left module that contains all leading
monomials of M .
In the context of this paper we are only interested in
modules with a basis consisting of two vectors, say b1, b2 ∈
Lq(x, q
m)2. It can be easily seen from Definition 8 that such
a basis {b1, b2} is a Gro¨bner basis if and only if lpos(b1) 6=
lpos(b2). In fact, for this restricted special case such a basis
coincides with a minimal Gro¨bner basis (see e.g. [6]).
III. ITERATIVE CONSTRUCTION OF THE INTERPOLATION
MODULE
For the remainder of the paper let g1, . . . , gn ∈ Fqm be
linearly independent over Fq and let Mk(g1, . . . , gn) be the
generator matrix of the Gabidulin code C ⊆ Fnqm . Let r =
(r1, . . . , rn) ∈ F
n
qm be the received word and denote g =
(g1, . . . , gn). Furthermore we need the following fact.
Lemma 9 ([7]). Let L(x) ∈ Lq(x, qm), such that L(gi) = 0for all i. Then
∃H(x) ∈ Lq(x, q
m) : L(x) = H(x) ◦
∏
g∈〈g1,...,gn〉
(x− g).
In the following we abbreviate the row span of a (polyno-
mial) matrix A by rs(A).
Definition 10. The interpolation module M(r) for r is defined
as the left submodule of Lq(x, qm), given by
M(r) := rs
[
Πg(x) 0
−Λg,r(x) x
]
.
We identify any [f(x) g(x)] ∈ M(r) with the bivariate
linearized q-polynomial Q(x, y) = f(x) + g(y). It was shown
in our recent paper [7] that the name interpolation module is
justified for M(r):
Theorem 11 ([7]). M(r) consists exactly of all Q(x, y) =
f(x) + g(y) with f(x), g(x) ∈ Lq(x, qm), such that
Q(gi, ri) = 0 for i = 1, . . . , n.
The following statements can also be found in our recent
paper [7]:
Theorem 12. The elements [N(x) − D(x)] of M(r) that
fulfill
1) qdeg(N(x)) ≤ t+ k − 1,
2) qdeg(D(x)) = t,
3) N(x) is symbolically divisible on the right by
D(x), i.e. there exists f(x) ∈ Lq(x, qm) such that
D(f(x)) = N(x),
are in one-to-one correspondence with the codewords of rank
distance t to r.
Therefore, list decoding within rank radius t is equiva-
lent to finding all elements [N(x) − D(x)] in M(r) with
(0, k − 1)-weighted q-degree less than or equal to t + k − 1
and qdeg(N(x)) ≤ qdeg(D(x)) + k − 1, such that N(x)
is symbolically divisible on the right by D(x). It follows
that, to find all closest codewords to a given r ∈ Fnqm ,
we need to find all elements [N(x) − D(x)] ∈ M(r) of
minimal (0, k−1)-weighted q-degree such that qdeg(N(x)) ≤
qdeg(D(x)) + k − 1 and N(x) is symbolically divisible on
the right by D(x). This minimality requirement leads us to
construct a minimal Gro¨bner basis for M(r). Note that this
is a generalization of the interpolation-based decoding method
from [10]. The difference is that our method can also decode
beyond the unique decoding radius.
In contrast to our previous paper [7] the algorithm be-
low is iterative in the sense that it adds an extra pair of
interpolation points (gi, ri) at the i-th step of the algorithm.
More specifically, in the i-th step a minimal Gro¨bner basis
is constructed for the interpolation module corresponding to
(g1, . . . , gi), (r1, . . . , ri).
Theorem 13. For i = 1, . . . , n denote by Mi the interpolation
module for (g1, . . . , gi) and (r1, . . . , ri). Let[
P (x) −K(x)
N(x) −D(x)
]
be a basis for Mi−1 and
∆i := N(gi)−D(ri) , Γi := P (gi)−K(ri).
If Γi 6= 0, then the row vectors of[
xq − Γq−1i x 0
∆ix −Γix
]
◦
[
P (x) −K(x)
N(x) −D(x)
]
form a basis of Mi. If ∆i 6= 0, then the row vectors of[
∆ix −Γix
0 xq −∆q−1i x
]
◦
[
P (x) −K(x)
N(x) −D(x)
]
form a basis of Mi.
Proof: We first consider the first case and show that both
row vectors are in Mi. From the assumptions it follows that
P (gj) = K(rj) and that N(gj) = D(rj) for 1 ≤ j < i.
Moreover, the two entries of the first row are given by
(xq − Γq−1i x) ◦ P (x) = P (x)
q − Γq−1i P (x),
(xq − Γq−1i x) ◦K(x) = K(x)
q − Γq−1i K(x),
thus P (gj)q − Γq−1i P (gj) − K(rj)q + Γ
q−1
i K(rj) = 0 for
1 ≤ j ≤ i. For the second row we get
∆iP (gj)− ΓiN(gj)−∆iK(rj) + ΓiD(rj) =
∆i(P (gj)−K(rj))−Γi(N(gj)−D(rj)) = ∆iΓi−Γi∆i = 0
for 1 ≤ j ≤ i. Thus, the two row vectors are elements of Mi.
It remains to show that the two row vectors span the whole
interpolation module (and not just a submodule of it). For this,
we note that there exist a¯(x), b¯(x) ∈ Lq(x, qm) such that a¯(x)◦
[P (x) −K(x)] + b¯(x) ◦ [N(x) −D(x)] = [Πi−1(x) 0]. Let
b(x) = −(xq − Πi−1(gi)
q−1x) ◦ b¯( 1Γix) ∈ Lq(x, q
m) and let
a(x) ∈ Lq(x, q
m) such that a(x) ◦ (xq − Γq−1i x) = (xq −
Πi−1(gi)
q−1x) ◦
(
b¯(∆iΓi x) + a¯(x)
)
. Note that a(x) is well-
defined by Lemma 9 since Γi is a root of the right side of the
previous equation. Denote the first and second row of the new
basis by b1 and b2, respectively. Then a(x) ◦ b1 + b(x) ◦ b2 =
[Πi(x) 0], i.e. [Πi(x) 0] is in the module spanned by the new
basis. Analogously we can construct a(x), b(x) ∈ Lq(x, qm)
such that a(x) ◦ b1 + b(x) ◦ b2 = [Λi(x) − x]. Hence, we
have shown that the new basis spans the whole interpolation
module.
For the second case note that
rs
([
∆ix −Γix
0 xq −∆q−1i x
]
◦
[
P (x) −K(x)
N(x) −D(x)
])
= rs
([
xq −∆q−1i x 0
Γix −∆ix
]
◦
[
N(x) −D(x)
P (x) −K(x)
])
,
which corresponds to the first case after exchanging P (x) with
N(x) and K(x) with D(x) (and vice versa).
Remark 14. In the notation of Proposition 3, applying the
previous theorem to P (x) = Πi−1(x),K(x) = 0, N(x) =
Λi−1(x) and D(x) = −x, leads to a computation that is
identical up to a constant to the one in Proposition 3 in which
the q-annihilator polynomial and the q-Lagrange polynomial
are iteratively constructed.
IV. THE ALGORITHM
Using Theorem 13 as our main ingredient, we now set
out to design an iterative algorithm that computes a minimal
Gro¨bner basis for Mi at each step i. We note that the
calculation of the matrices Bi in our algorithm coincides with
the calculations in the interpolations algorithms of [5], [25].
The complete decoding algorithm, stated in Algorithm 1, first
computes a minimal Gro¨bner basis for Mn and then uses a
parametrization to find all closest codewords to the received
word.
Theorem 15. Algorithm 1 yields a list of all message polyno-
mials such that the corresponding codeword is closest to the
received word.
Proof: Denote by M1 the matrix we multiply by on the
left in the first IF statement and by M2 the one in the ELSE
statement of the algorithm. We know from Theorem 13 that
at each step Bi is a basis for the interpolation module Mi(swap the roles of Γi and ∆i where needed). We now show
that it is a minimal Gro¨bner basis with respect to the (0, k−1)-
weighted TOP monomial order via induction on i. Assume that
at step i the first row has leading position 1 and the second
row has leading position 2, i.e. qdeg(Pi(x)) > qdeg(Ki(x))+
k − 1 and qdeg(Ni(x)) ≤ qdeg(Di(x)) + k − 1. Furthermore
assume that qdeg(Pi(x)) ≥ qdeg(Ni(x)). If qdeg(Pi(x)) ≤
qdeg(Di(x)) + k − 1 we multiply on the left by M1. Hence,
qdeg(Pi+1(x)) = qdeg(Pi(x)) + 1,
qdeg(Ki+1(x)) = qdeg(Ki(x)) + 1,
Algorithm 1 Iterative minimal list decoding of Gabidulin
codes.
Require: Linearly independent g1, . . . , gn ∈ Fqm , received
r1, . . . , rn ∈ Fqm .
Initialize list:= [ ], j := 0, B0 :=
[
x 0
0 x
]
.
We denote Bi :=
[
Pi(x) −Ki(x)
Ni(x) −Di(x)
]
.
for i from 1 to n do
∆i := Ni−1(gi) − Di−1(ri) , Γi := Pi−1(gi) −
Ki−1(ri).
if [qdeg(Pi−1(x)) ≤ qdeg(Di−1(x))+k−1 and Γi 6= 0]
or ∆i = 0 then
Bi :=
[
xq − Γq−1i x 0
∆ix −Γix
]
◦Bi−1
else
Bi :=
[
∆ix −Γix
0 xq −∆q−1i x
]
◦Bi−1
end if
end for
Set b1(x) := first row of Bn, b2(x) := second row of Bn,
ℓ1 := qdeg(b1), ℓ2 := qdeg(b2).
while list= [ ] do
for all a(x) ∈ Lq(x, qm), qdeg(a(x)) ≤ ℓ2 − ℓ1 + j do
for all monic c(x) ∈ Lq(x, qm), qdeg(b(x)) = j do
f(x) := a(x) ◦ b1(x) + c(x) ◦ b2(x)
if f (1)(x) is symb. (right) divisible by f (2)(x) then
add the respective symb. quotient to list
end if
end for
end for
j := j + 1
end while
return list
where the latter is less than qdeg(Pi(x)) − k + 2 =
qdeg(Pi+1(x)) − k + 1 by the assumption. Thus, the leading
position of the first row of Bi+1 is 1. Moreover,
qdeg(Ni+1(x)) ≤ max{qdeg(Pi(x)), qdeg(Ni(x))}
= qdeg(Pi(x)) ≤ qdeg(Di(x)) + k − 1
and, since the assumptions imply that qdeg(Ki(x)) <
qdeg(Di(x)),
qdeg(Di+1(x)) = max{qdeg(Ki(x)),qdeg(Di(x))} = qdeg(Di(x)).
Thus the leading position of the second row is 2. Moreover,
qdeg(Pi+1(x)) ≥ qdeg(Ni+1(x)). Since the assumptions are
true for B0 the statement follows via induction.
Analogously one can prove that multiplication with M2
yields a basis of Mi with different leading positions in the two
rows. Thus, after n steps, Bn is a minimal Gro¨bner basis for
the interpolation module M(r). Consequently, Bn has the so-
called Predictable Leading Monomial Property, see [6] and [1].
As a result of this property, the parametrization used for a(x)
and c(x) in the second part of the algorithm will then yield all
closest codewords. For the sake of brevity we omit the details.
Remark 16. It can be verified that, due to the linear indepen-
dence of g1, . . . , gk, the first k steps of the algorithm coincide
up to a constant with the computation in Proposition 3. In other
words, up to a constant, at step k the algorithm has computed
the q-annihilator polynomial and the q-Lagrange polynomial
corresponding to the data so far.
Example 17. Consider the Gabidulin code in F23 ∼= F2[α]
(with α3 = α+ 1) with generator matrix
G =
(
1 α α2
1 α2 α4
)
(i.e. g1 = 1, g2 = α, g3 = α2 and k = 2) and the received
word r = ( α3 0 α ). We iteratively compute
B1 =
[
x2 + x 0
(α+ 1)x x
]
,
B2 =
[
x4 + (α2 + α+ 1)x2 + (α2 + α)x 0
(α2 + α)x2 + (α2 + α+ 1)x (α2 + α)x
]
,
B3 =
[
α2x4 + α5x x
αx4 + α4x2 + x αx2 + α6x
]
.
B3 is a minimal (0, 1)-weighted Gro¨bner basis of the interpo-
lation module. We get ℓ1 = 2 and ℓ2 = 2, i.e. we want to use
all a(x) ∈ L2(x, 23) with 2-degree less than or equal to 0 and
all monic c(x) ∈ L2(x, 23) with 2-degree equal to 0. Thus,
a(x) = a0x for a0 ∈ F23 and c(x) = x. We get divisibility
for a0 ∈ F23\{α6}. The corresponding message polynomials
and codewords are
m1(x) = x
2 + αx , c1 = ( α
3 1 α3),
m2(x) = α
5x2 + α2x , c1 = ( α
3 α α),
m3(x) = α
3x2 + α4x , c1 = ( α
2 + 1 0 α2),
m4(x) = α
4x2 , c3 = ( α
2 + α α2 + 1 α),
m5(x) = α
6x2 + α6x , c1 = ( 0 α
3 1),
m6(x) = α
2x2 + α3x , c2 = ( α
5 0 α),
m7(x) = αx
2 + x , c2 = ( α
3 1 α3).
All these codewords are rank distance 1 away from r (note
that some of them are Hamming distance 1, 2 or even 3 away
from r).
V. CONCLUSION
In this paper we used a parametrization approach to the
decoding of Gabidulin codes with respect to the rank metric.
We presented a iterative algorithm with simple update steps
that is similar to the ones found in the literature. Our main
result is that we use this algorithm to compute a list of message
polynomials that correspond to all codewords that are closest
to a given received word. In our algorithm we construct, via
a simple update matrix, a minimal Gro¨bner basis at each
step. This setup allows for straightforward conclusions on
minimality and parametrization due to the Predictable Leading
Monomial Property, as in [1] and [6].
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