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THE COMBINATORIAL HOPF ALGEBRA OF MOTIVIC DISSECTION
POLYLOGARITHMS
CLE´MENT DUPONT
Abstract. We introduce a family of periods of mixed Tate motives called dissection polylogarithms, that
are indexed by combinatorial objects called dissection diagrams. The motivic coproduct on the former is
encoded by a combinatorial Hopf algebra structure on the latter. This generalizes Goncharov’s formula for
the motivic coproduct on (generic) iterated integrals. Our main tool is the study of the relative cohomology
group corresponding to a bi-arrangement of hyperplanes.
1. Introduction
1.1. Mixed Tate motives, periods, and combinatorial Hopf algebras. This article is part of a general
attempt to understand mixed Tate motives and their periods through combinatorics.
Let F be a number field and let MTM(F ) be the category of mixed Tate motives over F with coefficients in
Q [Lev93]. It is a tannakian category, which means that it is equivalent to the category of finite-dimensional
representations of an affine group scheme GMTM(F ) defined over Q:
MTM(F ) ∼= Rep(GMTM(F )).
The motivic Galois group GMTM(F ) is abstractly defined by the tannakian formalism; a general programme
is then to understand it and its action on mixed Tate motives in concrete terms. In practice, it is usually
easier to work with the ring of functions HMTM(F ) on (the pro-unipotent part of) GMTM(F ), which is a Hopf
algebra defined over Q (see §5.4). There are at least two motivations for such a programme.
The first motivation is to give explicit complexes to compute the rational algebraic K-theory of the field
F . Indeed, the rational K-groups of F are related to the Ext groups in the category MTM(F ) [DG05, 1.6],
and hence may be algebraically deduced from the Hopf algebra HMTM(F ). This point of view has already
appeared at many places in the literature, with the notions of “polylogarithmic complex” or “motivic com-
plex” (see [Gon95] for a survey).
The second motivation is related to the (conjectural) Galois theory of periods [And04, And09]. More pre-
cisely, if we start with a period p of MTM(F ), one may lift it to a motivic period pH which lives in the
Hopf algebra HMTM(F ) (see §5.2 for a discussion on the natural setting for motivic periods). The coproduct
of pH, also referred to as the motivic coproduct of p, gives the (conjectural) action of the motivic Galois
group GMTM(F ) on p. These ideas have been made popular by the pioneering work of A. B. Goncharov
([Gon01, Gon05], see also Deligne and Goncharov [Del89, DG05]), who was able to compute the motivic
coproduct of iterated integrals on the punctured complex line. In this framework, F. Brown was able to
prove [Bro12] the Deligne-Ihara conjecture and the Hoffman basis conjecture for motivic multiple zeta values.
In this article, we compute the motivic coproduct for a family of periods called dissection polylogarithms.
These periods, which are indexed by combinatorial objects called dissection diagrams, generalize Goncharov’s
(generic) iterated integrals. We show that their motivic coproduct is related to a combinatorial Hopf algebra
on dissection diagrams. This Hopf algebra is part of a growing family of Hopf algebras based on combinatorial
objects, whose most famous representative is the Connes-Kreimer Hopf algebra ([CK99], see [LR10] for a
tentative definition of the term “combinatorial Hopf algebra” and references).
1.2. Main results of this article. The combinatorial objects that we consider are called dissection dia-
grams. A dissection diagram of degree n is a set of n non-intersecting chords of a rooted oriented polygon
(the polygons will always be drawn as circles) with (n+1) vertices such that the graph formed by the chords
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is acyclic. See Figure 1
Figure 1. Examples of dissection diagrams of respective degrees 2, 3, 4. The polygons are
drawn as circles. Every polygon has a distinguished vertex, which is called the root and is
depicted as a white dot.
Let D be the free commutative Q-algebra generated by dissection diagrams, with a grading given by
the degrees of the dissection diagrams. We give D the structure of a graded Hopf algebra. The coproduct
∆ : D → D ⊗D is uniquely defined by its value on the dissection diagrams D, and is given by the formula
(1) ∆(D) =
∑
C⊂C (D)
±qC(D)⊗ rC(D).
The terms in this formula are defined in §2.2. For now let us just mention that C (D) denotes the set of
chords of D, qC(D) is a product of dissection diagrams obtained by taking the quotient of D by the chords
in C (contraction of chords), and rC(D) is a single dissection diagram obtained by keeping only the chords
in C (deletion of chords). The form of the coproduct is reminiscent of several other combinatorial Hopf
algebras, such as the Connes-Kreimer Hopf algebra of rooted trees [CK99].
There is a decorated version D(C) of this Hopf algebra, where we attach complex numbers to each side
of the polygon and each chord of the dissection diagram.
u
v
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0
b
a1
a2
a3
a4
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0
0
Figure 2. Decorated dissection diagrams. On the right, a decorated corolla.
We mainly consider the Hopf subalgebra Dgen(C) ⊂ D(C) generated by the decorated dissection diagrams
that satisfy a genericity condition on the decorations. To each such generic decorated dissection diagram D,
we associate an absolutely convergent integral
I(D) =
∫
∆D
ωD
called a dissection polylogarithm, where ωD is a meromorphic form on C
n and ∆D is a singular simplex in
Cn that does not meet the polar locus of ωD. For example, for D the first decorated dissection diagram in
Figure 2, we get
ωD =
1
(2iπ)2
dx ∧ dy
(x− u)(y − x− v)
and ∆D : ∆
2 → C2 is a continuous image of a triangle which is bounded by the lines {x = a}, {x = y} and
{y = b}. In general, the form ωD is determined by the combinatorial data of the decorated chords and the
domain ∆D is determined by the decorations of the sides of the polygon (the integral I(D) depends on the
choice of ∆D, see §4.2 for a discussion).
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The dissection polylogarithms generalize the (generic) iterated integrals on the punctured complex plane
I(a0; a1, . . . , an; an+1) studied by Goncharov [Gon05], which correspond to the special case of corollas (dis-
section diagrams where the chords are all linked to the root vertex, see Figure 2). In this special case, the
genericity condition dictates that the decorations ai are pairwise distinct.
The geometric meaning of the integral I(D) is the following. Let L be the polar locus of ωD and let M
be the Zariski closure of ∂∆D; L and M are unions of hyperplanes inside C
n. The dissection polylogarithm
I(D) is thus a period of the Q-mixed Hodge structure
H(D) = Hn(Cn \ L,M \M ∩ L)
which is of mixed Tate type (its weight graded pieces have type (p, p)). If the decorations belong to a fixed
number field F embedded in C, then H(D) is the Hodge realization of a mixed Tate motive over F denoted
H˜(D). Adding the extra data of the classes of ωD and ∆D, we define a framed version
IH(D) = (H(D), [ωD], [∆D])
which is an algebro-geometric avatar of the complex number I(D). It shall be called the motivic dissection
polylogarithm.
This framed version (or more precisely, its equivalence class) naturally lives in a graded Hopf algebra H,
which is the fundamental Hopf algebra of the tannakian category of Q-mixed Hodge-Tate structures (or, if
we replace H(D) by H˜(D), in the Hopf algebra HMTM(F ) of mixed Tate motives over F ). The main result of
this article is the computation of the coproduct of the motivic dissection polylogarithms. More precisely, we
show that they generate a Hopf subalgebra of H and that their coproduct can be computed combinatorially
using formula (1).
Theorem 1.1. [see Theorem 5.9]
Let D be a generic decorated dissection diagram. Then the coproduct of the corresponding motivic dissection
polylogarithm in H is given by formula (1):
∆(IH(D)) =
∑
C⊂C (D)
±IH(qC(D))⊗ I
H(rC(D)).
In other words, the morphism
Dgen(C)→ H , D 7→ IH(D)
is a morphism of graded Hopf algebras.
The particular case of iterated integrals has previously been worked out by Goncharov [Gon05] in the
framework of motivic fundamental groupoids of the punctured complex line.
In order to prove Theorem 1.1, one needs to have a good understanding of the relative cohomology groups
H(D). We introduce the notion of bi-arrangements of hyperplanes and compute the corresponding relative
cohomology groups in what we call the affinely generic case (see §3.2). Our main technical tool is the
following theorem.
Theorem 1.2. [see Theorems 3.5 and 3.7 for more precise statements]
Let {L1, . . . , Ll,M1, . . . ,Mm} be a set of hyperplanes of C
n. We write L = L1∪· · ·∪Ll andM = M1∪· · ·∪Mm
and we assume that L ∪M is a normal crossing divisor inside Cn. Then for every k we have an explicit
presentation
grW2kH(L;M)
∼=
(
Λk(e1, . . . , el)⊗ Λ
n−k(f1, . . . , fm)
)
/Rk(L;M).
This presentation is functorial in (L;M).
The functoriality statement in Theorem 1.2, that is made more precise in Theorem 3.7, is crucial. Indeed,
it allows us to relate the geometric situation coming from D and the geometric situations coming from the
terms qC(D) and rC(D) in formula (1).
It has to be noted (Remark 4.6) that the configurations of hyperplanes {L1, . . . , Ll,M1, . . . ,Mm} that
we are looking at are normal crossing divisors inside Cn, but are highly degenerate at infinity when viewed
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inside Pn(C). The affine context enables us to take products of configurations of hyperplanes, an operation
which is more involved in the projective setting.
1.3. Organization of the article. In §2 we introduce the dissection diagrams and the Hopf algebra D,
as well as its decorated variants. This section is purely combinatorial and requires no special knowledge of
algebraic geometry. In §3 we focus on bi-arrangements of hyperplanes and prove Theorem 1.2. This section
can be read independently from the rest of the article. In §4 we introduce the dissection polylogarithms I(D)
and discuss some of their algebraic relations. In §5 we define the motivic dissection polylogarithms IH(D)
and prove Theorem 1.1. Three appendices (A, B, C) are devoted to the proofs of technical lemmas.
1.4. Conventions and notation.
1. (Coefficients) Unless otherwise stated, all vector spaces, algebras, and Hopf algebras are defined over
Q, as well as tensor products of such objects. All (mixed) Hodge structures are defined over Q.
2. (Cohomology) The cohomology groups H•(X) and relative cohomology groups H•(X,Y ) implicitly
denote the singular cohomology groups with coefficients in Q. We will simply write H•(X) ⊗ C
for the singular cohomology groups with C-coefficients. If X is a manifold, the latter are naturally
isomorphic, via the de Rham isomorphism, to the (analytic) de Rham cohomology groups tensored
with C, hence we allow ourselves to use smooth differential forms as representatives for cohomology
classes.
3. (Signs) If I and J are disjoint subsets of a linearly ordered set {1, . . . , n}, we define a sign sgn(I, J) ∈
{±1} as follows. In the exterior algebra on n independent generators x1, . . . , xn, we write xI = xi1 ∧
· · · ∧ xik for I = {i1 < · · · < ik}. Then sgn(I, J) is defined by the equation xI⊔J = sgn(I, J)xI ∧ xJ .
For example we get sgn({ir}, I \ {ir}) = (−1)
r−1.
1.5. Connections with other articles. The use of combinatorial Hopf algebras in the theory of mixed
Tate motives and K-theory has already appeared in references such as [BK94] and [GGL09]. The integrals
that we study are part of a family first studied by K. Aomoto [Aom77, Aom82], and whose relationship with
mixed Tate motives and K-theory was investigated in [BVGS90]. We are particularly indebted to the ideas
of A. B. Goncharov on motivic iterated integrals and the article [Gon05].
1.6. Acknowledgements. The author thanks Francis Brown for many discussions and helpful comments on
a preliminary version of this text, and the anonymous referee for their suggestions. This work was partially
supported by ERC grant 257638 “Periods in algebraic geometry and physics”.
2. A combinatorial Hopf algebra on dissection diagrams
2.1. The combinatorics of dissection diagrams. For every integer n we consider a regular oriented
(n+ 1)-gon Πn with a distinguished vertex called the root. We draw the polygons as circles so that Π0 and
Π1 also make sense, hence the sides of Πn are drawn as arcs between two consecutive vertices. A chord of
Πn is a line between two distinct vertices.
Definition 2.1. A dissection diagram of degree n is a set of n non-intersecting chords of Πn such that
the graph formed by the chords is acyclic.
In all the examples the polygons will be drawn with a clockwise orientation. The root will be drawn at
the bottom as a white dot, whereas the non-root vertices will be drawn as black dots.
Since there are n chords and (n+ 1) vertices, the graph formed by the chords is actually a tree that passes
through all (n+1) vertices; in other words, it is a spanning tree of the complete graph on the (n+1) vertices
of Πn.
All the dissection diagrams of degree ≤ 3 are pictured in Figure 3.
Lemma 2.2. The number of dissection diagrams of degree n is
dn =
1
2n+ 1
(
3n
n
)
.
4
degree 0 degree 1 degree 2
degree 3
Figure 3. The dissection diagrams of degree ≤ 3
Proof. We will not use this lemma in the rest of this article, so we just give a sketch of the proof. The
sequence (dn)n≥0 counting the dissection diagrams in each degree satisfies the recurrence relation, for n ≥ 1:
(2) dn =
∑
i1,i2,i3≥0
i1+i2+i3=n−1
di1di2di3 .
The reason for this recurrence relation is that a dissection diagram D of degree n is uniquely determined by
a triple (D1, D2, D3) of dissection diagrams of respective degrees (i1, i2, i3) such that i1 + i2 + i3 = n− 1.
ρ
cD1
D2
D3
In the above picture, ρ is the first (in clockwise order, starting at the root) non-root vertex of Πn that is
attached to the root by a chord of D. Let c be the chord between ρ and the root.
The i1 chords that are on the left-hand side of c form a rooted tree with i1 internal vertices, whose root is
ρ. Since the internal vertices of this tree are all on the polygon Πn, we may view it as a dissection diagram
D1 of degree i1.
The (n−1−i1) chords that are on the right-hand side of c form two connected components: one of cardinality
i2 that is attached to ρ, the other of cardinality i3 that is attached to the root of Πn. In the same fashion
as above, we get dissection diagrams D2 and D3 of respective degrees i2 and i3, with i2 + i3 = n− 1− i1.
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Now let d(x) =
∑
n≥0 dnx
n be the ordinary generating series for the enumeration of dissection diagrams.
The recurrence relation (2), together with d0 = 1, implies the functional equation d(x) = 1 + xd(x)
3. Thus
the Lagrange inversion formula [Sta99, Theorem 5.4.2] applied to f(x) = d(x) − 1 gives the result. 
Remark 2.3. It is well-known that dn is also the number of ternary trees (planar rooted trees in which every
internal vertex has exactly 3 incoming edges) with n internal vertices. The proof goes along the same lines:
a planar ternary rooted tree T is completely determined by its subtrees T1, T2, T3 attached to the root.
T3T2T1
Thus we may recursively build a bijection between ternary trees and dissection diagrams.
We let D be the free commutative unital algebra (over Q) on the set of dissection diagrams of positive
degree. The degrees of the dissection diagrams induce a grading
D =
⊕
n≥0
Dn
on D. The unit 1 of D will be identified with the dissection diagram of degree 0.
In small degree, we have
D0 = Q D1 = Q D2 = Q ⊕Q ⊕Q ⊕Q
where represents the square of the only dissection diagram of degree 1. For every n ≥ 0, Dn
is a finite-dimensional vector space.
Conventions on dissection diagrams . We introduce some labeling conventions on dissection diagrams. An
example is shown in Figure 4.
The non-root vertices of Πn are labeled 1, . . . , n following the orientation, 1 being just after the root. The
sides of Πn are labeled 0, 1, . . . , n in such a way that the side labeled 0 is between the root and the vertex 1.
This side plays a special role in the sequel and is called the root side. The other sides are called the non-root
sides : for i = 1, . . . , n − 1, the side labeled i is between the vertices i and i + 1, and the side labeled n is
between the vertex n and the root.
In a dissection diagram of degree n, the n chords form a spanning tree of the complete graph on the
(n + 1) vertices of Πn. There is thus a preferred orientation of all the chords, towards the root. We may
then label the chords with 1, . . . , n such that the chord labeled i leaves the vertex labeled i.
The sides of Πn are also implicitly oriented following the orientation of Πn (clockwise, in all our figures).
Thus when we consider the (n+1) sides of Πn together with the n chords of a dissection diagram D, we get
a directed graph with (n+ 1) vertices and (2n+ 1) edges that is denoted Γ(D) and called the total directed
graph of D.
Remark 2.4. Even though we will not always include them in the pictures, the orientations of the sides and
the chords, as well as the labelings of the vertices, sides and chords of a dissection diagram are implicit.
In the sequel it will be more convenient to consider dissection diagrams D where the chords are labeled
by some abstract set C (D) of cardinality n, and the sides of the polygon by some other abstract set S (D)
of cardinality (n+ 1), which are both linearly ordered.
If we set S +(D) = S (D) \ {min(S (D))} for the set of non-root sides, the linear orderings give bijections
(3) C (D) ≃ {1, . . . , n} ≃ S +(D).
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Remark 2.5. When the context is clear, we will drop the dissection diagram D from the notation and simply
write C , S , S +, Γ.
1
2
3
0
1 2
3
1
2
3
1
2
3
Figure 4. Conventions on dissection diagrams. Labeling the vertices and the sides of Π3;
a dissection diagram D of degree 3; the natural orientation and labeling of the chords of D;
the total directed graph Γ(D) of D.
2.2. Operations on dissection diagrams. Let D be a dissection diagram of degree n. We fix a subset
C ⊂ C of chords of D. We introduce the notations S +C , qC(D), rC(D), KC(D) and kC(D) that will allow us
to make sense of formula (5) below for the coproduct in D. The reader may refer to Figure 5 for a special case.
The set S +C ⊂ S
+.
We first define a subset S +C ⊂ S
+ of the non-root sides of D, of cardinality n − |C|. It plays a sort of
“dual role” to C, see Proposition 5.7. In some simple cases (see Example 2.14 below), S +C will simply be
the complement C of C in S +, using the identification (3).
The planar graph C ∪ S has |C| + 1 faces. Each such face α is the interior of a polygon that we denote
Π˜(α), whose sides are sides of Πn and chords of D. If we denote by SC(α) the set of sides of Πn that are
sides of Π˜(α), we get a partition
(4) S =
⊔
α
SC(α).
Lemma 2.6. Let J ⊂ S be a subset of edges of Πn, with |C| + |J | = n. Then the undirected graph C ∪ J
is acyclic if and only if J has the form
J =
⊔
α
J(α) with J(α) = SC(α) \ {uα}
for some choice of uα ∈ SC(α).
Proof. Let us write J = ⊔αJ(α) with J(α) ⊂ SC(α). If there exists an α such that J(α) = SC(α) then
C ∪ J contains the whole boundary of the polygon Π˜(α), hence contains a cycle. Hence if C ∪ J is acyclic,
then all the inclusions J(α) ⊂ SC(α) are strict. Since |J | = n−|C|, we necessarily have |J(α)| = |SC(α)|−1
for each α, hence J(α) = SC(α) \ {uα}. We leave it to the reader to show that in that case, J ∪C is indeed
acyclic. 
Let us set
S
+
C =
⊔
α
S
+
C (α) with S
+
C (α) = SC(α) \ {min(SC(α))}.
It is a subset of S + and has cardinality n− |C|.
Let C = C \ C denote the set of the chords of D which are not in C. Since the chords do not intersect
each other, we have a partition
C =
⊔
α
C(α)
where C(α) is the set of chords of D which are inside the polygon Π˜(α).
It is clear that S +C (α) and C(α) have the same cardinality |S
+
C (α)| = |C(α)| = n(α), with
∑
α n(α) = n−|C|.
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Remark 2.7. Despite the notation, S +C does not depend only on C but also on the dissection diagram D.
Example 2.8. Let us focus on the dissection diagram D of Figure 4 and put C = {3} consisting only of the
horizontal chord.
1
2
3
0
1 2
3
1
2
3
Then the partition S =
⊔
α SC(α) is {0, 1, 2, 3} = {1, 2} ⊔ {0, 3} hence we get S
+
C = {2} ⊔ {3} = {2, 3}.
The corresponding partition of C = {1, 2} is C = {2} ⊔ {1}.
The dissection diagrams qαC(D) and their product qC(D).
Starting from the dissection diagram D, let us contract the chords from C. The resulting picture is a
“cactus” of dissection diagrams glued together. These dissection diagrams are denoted by qαC(D) and we
write
qC(D) =
∏
α
qαC(D)
for their product in D.
More precisely, let us consider an individual polygon Π˜(α) and contract all its sides that are chords of C.
We get a polygon Π(α) that is naturally oriented. The dissection diagram qαC(D) naturally lives in Π(α).
The set of its non-root sides is S +C (α) and the set of its chords is C(α). The degree of q
α
C(D) is n(α), hence
the degree of qC(D) is
∑
α n(α) = n− |C|.
Let us recall that we identify the dissection diagram of degree 0 with the unit 1 of D, so that we do
not write the dissection diagrams qαC(D) of degree n(α) = 0 in the product qC(D).
Example 2.9. We come back to the dissection diagram D of degree 3 from Example 2.8 with C = {3}.
Contracting the horizontal chord labeled 3 gives the picture
2
1
1 2
0 3
hence qC(D) = 1 22 0 31 =
is the square of the dissection diagram of degree 1.
The dissection diagram rC(D); the set KC(D) and its cardinality kC(D).
Going back to the initial dissection diagram D, let us look at the graph obtained by keeping only the
chords from C and contracting the sides from S +C . By Lemma 2.6, this process does not lead to cycles
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between the chords from C and hence gives a dissection diagram whose set of chords is C and whose set of
non-root sides is S +C = S
+ \S +C . We call this dissection diagram rC(D). Its degree is |C|.
It has to be noted that in general the directions of the chords in rC(D) may differ from the directions
of the chords in D. We let KC(D) ⊂ C be the set of these chords that one has to flip in the process of
computing rC(D), and write kC(D) = |KC(D)| for its cardinality.
Example 2.10. We come back to the dissection diagram D of degree 3 from Example 2.8 with C = {3}.
Keeping only the horizontal chord labeled 3 gives the picture
1
2
3
0
1 2
3
3
and hence contracting the sides from S +C = {2, 3} gives the picture
rC(D) = 0 13 =
hence rC(D) is (unsurprisingly) the dissection diagram of degree 1. Since in the above picture we had to flip
the chord labeled 3, we get KC(D) = {3} and kC(D) = 1.
2.3. Definition of the Hopf algebra. We define a map
∆ : D → D ⊗D
by setting
(5) ∆(D) =
∑
C⊂C (D)
(−1)kC(D)qC(D)⊗ rC(D)
for D a dissection diagram, and extending it to all of D as a morphism of algebras.
For a dissection diagram D of degree n, qC(D) has degree n − |C| and rC(D) has degree |C|. Thus the
coproduct ∆ is compatible with the grading of D, with components
∆n−k,k : Dn → Dn−k ⊗Dk
corresponding to the subsets C ⊂ C (D) of cardinality k.
For C = C (D) we get SC = ∅, qC(D) = 1, rC(D) = D, KC(D) = ∅ and kC(D) = 0, hence the
corresponding term in formula (5) is ∆0,n(D) = 1⊗D. For C = ∅, we get the term ∆n,0(D) = D ⊗ 1.
Proposition 2.11. Formula (5) gives D the structure of a graded connected commutative Hopf algebra.
Proof. All there is to prove is that ∆ is coassociative, since it is well-known that given a graded connected
bialgebra there exists a unique antipode that makes it into a Hopf algebra. Let us fix a dissection diagram
D of degree n and prove that (id⊗∆)(∆(D)) = (∆⊗ id)(∆(D)).
On the one hand we have
(id⊗∆)(∆(D)) =
∑
C⊂C′⊂C (D)
(−1)kC′(D)+kC(rC′(D))qC′(D)⊗ qC(rC′(D))⊗ rC(rC′ (D)).
On the other hand we have
(∆⊗ id)(∆(D)) =
∑
C⊂C (D)
(−1)kC(D)∆(qC(D)) ⊗ rC(D).
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12
3
0
1 2
3
1
2
3
C S +C qC(D) rC(D) KC(D) kC(D)
{1, 2, 3} ∅ 1 ∅ 0
{1, 2} {3} ∅ 0
{1, 3} {2} ∅ 0
{2, 3} {3} {3} 1
{1} {2, 3} ∅ 0
{2} {2, 3} {2} 1
{3} {2, 3} {3} 1
∅ {1, 2, 3} 1 ∅ 0
Figure 5. The computations of S +C , qC(D), rC(D), KC(D) and kC(D) for the dissection
diagram D from Example 2.8
Let us recall that qC(D) =
∏
α q
α
C(D). For a given α, the set of chords of q
α
C(D) is C(α), hence
∆(qαC(D)) =
∑
C′α⊂C(α)
(−1)kC′α (q
α
C(D))qC′α(q
α
C(D)) ⊗ rC′α(q
α
C(D)).
Let us perform the change of summation indices C′ = C ⊔
⊔
α C
′
α. The result then follows from the following
lemma. 
Lemma 2.12. 1. qC′(D) =
∏
α qC′α(q
α
C(D)).
2. qC(rC′(D)) =
∏
α rC′α(q
α
C(D)).
3. rC(rC′(D)) = rC(D).
4. kC′(D) + kC(rC′(D)) = kC(D) +
∑
α kC′α(q
α
C(D)).
Proof. See A. 
10
Example 2.13. We may use the computations of Figure 5 in order to get
∆
( )
= 1⊗
+ ⊗
+
(
− −
)
⊗
+ ⊗ 1.
Example 2.14. 1. For all n ≥ 0 let Xn be the dissection diagram of degree n (“corolla”, see Figure 6)
with all chords pointing towards the root, with the convention X0 = 1.
Then the formula for the coproduct is:
∆(Xn) =
n∑
k=0
( ∑
i0+···+ik=n−k
Xi0 · · ·Xik
)
⊗Xk.
Indeed, for a subset C = {i0 + 1, i0 + i1 + 2, . . . , i0 + i1 + · · · + ik−1 + k}, we get S
+
C = C,
qC(Xn) = Xi0 · · ·Xik , rC(Xn) = Xk, KC(Xn) = ∅ and kC(Xn) = 0.
For instance we get
∆(X3) = 1⊗X3 + 3X1 ⊗X2 + (2X2 +X1X1)⊗X1 +X3 ⊗ 1.
2. For all n ≥ 0, let Yn be the dissection diagram of degree n (“path tree”, see Figure 6) consisting of
the chords between 1 and 2, 2 and 3, . . ., (n− 1) and n, n and the root, with the convention Y0 = 1.
Then the formula for the coproduct is:
∆(Yn) =
n∑
k=0
(
n
k
)
Yn−k ⊗ Yk.
Indeed, for any subset C ⊂ {1, . . . , n} of cardinality k, we get S +C = C, qC(Yn) = Yn−k, rC(Yn) = Yk,
KC(Yn) = ∅ and kC(Yn) = 0.
The above formula is reminiscent of the formula for the coproduct in the Hopf algebraQ[t] of functions
on the additive group Ga.
Figure 6. The corolla X4 and the path tree Y4.
Remark 2.15. The Hopf algebra D is a right-sided combinatorial Hopf algebra in the sense of [LR10, 5.7].
According to Theorem 5.8 of [LR10], there is thus a structure of graded pre-Lie algebra on the free vector
space spanned by dissection diagrams of positive degree (more precisely, its graded dual). It would be
interesting to know if this pre-Lie structure has a simple presentation.
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A family of Hopf algebras . Let x be a fixed rational number. If one changes formula (5) to
(6) ∆(x)(D) =
∑
C⊂C (D)
xkC(D)qC(D)⊗ rC(D)
then the proof of Proposition 2.11 (replace−1 by x) shows that this defines a (graded connected commutative)
Hopf algebra D(x).
Apart from the choice x = −1 which gives back D(−1) = D, there are two other natural choices: for x = 1
there is no sign in the formula; for x = 0 (with the convention 00 = 1) there is no sign and the sum is
restricted to the subsets C with kC(D) = 0. The formulas of Example 2.14 are valid for any choice of x since
we always have kC(D) = 0.
We may also consider x as a formal parameter and view formula (6) as a map of Q[x]-algebras
(7) Q[x]⊗D → Q[x]⊗D ⊗D ∼= (Q[x]⊗D)⊗Q[x] (Q[x]⊗D)
given by
D 7→
∑
C⊂C (D)
xkC(D) ⊗ qC(D)⊗ rC(D).
In terms of algebraic geometry, we get an algebraic family of affine group schemes parametrized by the affine
line
Spec(Q[x]⊗D) = A1 × Spec(D)→ A1 = Spec(Q[x])
with constant underlying scheme Spec(D).
2.4. Decorations on dissection diagrams. In this paragraph we fix an abelian group Λ. We define a
decorated version D(Λ) of the Hopf algebra D.
2.4.1. Decorated directed graphs. Let Γ be a directed graph. A Λ-decoration on Γ is the data of an element
of Λ for each edge of Γ. While performing operations on directed graphs, we will always keep in mind the
two following rules for the decorations:
• Let us flip an edge, i.e. change its direction. We then multiply its decoration by −1.
α −α
 
• Let us contract an edge going from a vertex v− to a vertex v+ which is decorated by an element
α ∈ Λ. For any edge of Γ going to v−, we replace its decoration x by the decoration x + α; for any
edge of Γ leaving from v−, we replace its decoration y by the decoration y−α. The other decorations
(including the decorations of the edges that touch v+) stay unchanged.
v− v+α
x′
x y
y′
 
v
x′ + α
x+ α y − α
y′ − α
We leave it to the reader to check that if one contracts a set of edges (that does not contain a loop),
the resulting decorated graph does not depend on the order in which we perform the contractions.
1 2
a1
a2
b0
b1
b2
Figure 7. A decorated dissection diagram of degree 2
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2.4.2. Decorated dissection diagrams and the Hopf algebra D(Λ). A Λ-decorated dissection diagram of degree
n is a dissection diagram D of degree n together with a Λ-decoration on the total directed graph Γ(D). For
i = 1, . . . , n, we denote by ai ∈ Λ the decoration of the chord i, and for j = 0, . . . , n, we denote by bj ∈ Λ the
decoration of the side j (see Figure 7). We use the same letter to denote the decorated dissection diagram
and its underlying dissection diagram obtained by forgetting the decorations.
We let D(Λ) be the free commutative unital algebra (over Q) on the set of Λ-decorated dissection diagrams
of positive degree. If Λ = 0 then we recover D(0) = D. We want to generalize the Hopf algebra structure on
D to all the D(Λ)’s.
We define the coproduct
∆ : D(Λ)→ D(Λ)⊗D(Λ)
as in D by formula (5). The terms qC(D) and rC(D) are understood through the conventions of §2.4.1.
Example 2.16. Let D be a decorated dissection diagram of degree 3 whose underlying dissection diagram is
the one from Examples 2.8, 2.9, 2.10:
1
2
3
b0
b1 b2
b3
a1
a2
a3
Then for C = {3} we get
qC(D) = a2b1 b2+a3 a1b0 b3-a3
and
rC(D) = a3-b3b0 b1+b2+b3 = b3-a3b0 b1+b2+b3.
The last equality is the application of the convention related to flipping an edge (§2.4.1).
We leave it to the reader to check that properties 1., 2. and 3. from Lemma 2.12 remain true, as well
as property 4., which is independent of the decorations. Hence the proof of Proposition 2.11 can be copied
word for word and gives the following extension.
Proposition 2.17. For any abelian group Λ, formula (5) gives D(Λ) the structure of a graded connected
commutative Hopf algebra. Moreover, for any morphism Λ → Λ′ of abelian groups, the corresponding mor-
phism D(Λ) → D(Λ′) is a morphism of Hopf algebras. In other words, Λ  D(Λ) is a functor from the
category of abelian groups to the category of Hopf algebras.
Remark 2.18. The variant of formula (6) remains valid with decorations.
2.4.3. Generic decorations and the Hopf algebra Dgen(Λ). Let Γ be a directed graph. A simple cycle of Γ is
an undirected cycle in Γ that does not pass twice through the same vertex. For a given simple cycle in Γ,
the total decoration of the simple cycle is the signed sum of the decorations in the cycle, the sign being +1
if and only if the direction of the edge agrees with the direction of the cycle. We say that a Λ-decoration on
Γ is generic if for every simple cycle in Γ, the total decoration of the cycle is non-zero.
We say that a Λ-decorated dissection diagram is generic if the Λ-decoration on Γ(D) is generic. For
example, the decorated dissection diagram from Figure 7 is generic if and only if the quantities b0 + b1 + b2,
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b1 + b2 − a1, b0 − a2 + b2, b0 + a1, b1 + a2, b2 − a1 − a2 are all 6= 0.
We leave it to the reader to check that the operations of reversal of arrows and contraction of §2.4.1
preserve the genericity condition. As a consequence, the generic Λ-decorated dissection diagrams of positive
degree generate a Hopf subalgebra
Dgen(Λ) →֒ D(Λ).
The functoriality assertion of Proposition 2.17 is valid for the Hopf algebras Dgen(Λ) if we restrict to injective
morphisms Λ →֒ Λ′.
3. Bi-arrangements of hyperplanes and relative cohomology
After recalling some classical results on arrangements of hyperplanes, we introduce and study bi-arrangements
of hyperplanes, focusing on the affinely generic case. The systematic study of bi-arrangements of hyperplanes
and the corresponding relative cohomology groups will appear in a subsequent article.
3.1. Affinely generic arrangements of hyperplanes. Let L = {L1, . . . , Ll} be an arrangement of hy-
perplanes in Cn. The hyperplanes do not necessarily pass through the origin. As the notation suggests, the
set L is implicitly linearly ordered. We will use the same letter L to denote the union
L = L1 ∪ · · · ∪ Ll
of the hyperplanes. For a subset I ⊂ {1, . . . , l}, the stratum of L indexed by I is the affine space
LI =
⋂
i∈I
Li
with the convention L∅ = C
n.
We say that L is affinely generic if it is a normal crossing divisor inside Cn. It means that for all I, LI
is either empty or has codimension the cardinality |I| of I.
Remark 3.1. If the Li’s are in general position in C
n then L is affinely generic, but the converse is not
true. For instance, two parallel lines in C2 constitute an affinely generic arrangement. In other words, if
we work in the projective space Pn(C) by adding a hyperplane L0 at infinity, the projective arrangement of
hyperplanes L0 ∪ L1 ∪ · · · ∪ Ln is not necessarily normal crossing.
In the sequel, we will only consider affinely generic hyperplane arrangements. This class of hyperplane
arrangements is stable under the operations of deletion, contraction and product that we now describe.
The deletion of L with respect to the last hyperplane Ll is the arrangement L
′ = {L1, . . . , Ll−1} in C
n. We
have a natural morphism H•(Cn \ L′)→ H•(Cn \ L).
The contraction of L with respect to Ll is the arrangement L
′′ = {Ll ∩ L1, . . . , Ll ∩ Ll−1} in Ll ∼= C
n−1
consisting of all the intersections of Ll with the Li’s, i = 1, . . . , l − 1. We have a residue morphism
H•(Cn \ L)(1)→ H•−1(Ll \ L
′′), where (1) denotes a Tate twist.
If L(1) ⊂ Cn1 and L(2) ⊂ Cn2 are two hyperplane arrangements, then the product arrangement L(1)×L(2) ⊂
Cn1+n2 consists of the hyperplanes L
(1)
i1
× Cn2 followed by the hyperplanes Cn1 × L
(2)
i2
. There is a Ku¨nneth
isomorphism H•(Cn1 \ L(1))⊗H•(Cn2 \ L(2)) ∼= H•(Cn1+n2 \ L(1) × L(2)).
Let Λ•(e1, . . . , el) denote the exterior algebra over Q with a generator ei in degree 1 for each hyperplane
Li. For a set I = {i1 < · · · < ik} ⊂ {1, . . . , l} we set eI = ei1 ∧ · · · ∧ eik with the convention e∅ = 1.
Let R•(L) be the ideal of Λ
•(e1, . . . , el) generated by the elements eI for subsets I ⊂ {1, . . . , l} such that
LI = ∅.
The following theorem is a particular case of the Brieskorn-Orlik-Solomon theorem (for a detailed proof
of the general case, see [OT92, Theorems 3.126 and 5.89]).
Theorem 3.2. Let L be an affinely generic hyperplane arrangement.
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1. There is an isomorphism of graded algebras
(8) Λ•(e1, . . . , el)/R•(L)
∼=
−→ H•(Cn \ L)
that sends ei to the class of the form ωi =
1
2iπ
dfi
fi
, where fi is any linear form that defines Li.
2. This isomorphism is functorial in the following sense:
a. the deletion morphism H•(Cn \ L′)→ H•(Cn \ L) is given by eI 7→ eI for I ⊂ {1, . . . , l − 1};
b. the contraction morphism H•(Cn \ L)(1) → H•−1(Ll \ L
′′) is given, for I such that l /∈ I, by
eI 7→ 0 and eI ∧ el 7→ eI ;
c. the Ku¨nneth isomorphism H•(Cn1 \L(1))⊗H•(Cn2 \L(2)) ∼= H•(Cn1+n2 \L(1)×L(2)) is given
by eI1 ⊗ eI2 7→ eI1⊔I2 .
Remark 3.3. The first part of Theorem 3.2 implies that the mixed Hodge structure underlying Hk(Cn \ L)
is pure of weight 2k and of Tate type: it is a direct sum of a certain number of copies of Q(−k).
Remark 3.4. If I ⊂ {1, . . . , l} has cardinality > n then LI = ∅ by the definition of an affinely generic
hyperplane arrangement. Hence (8) implies that Hk(Cn \ L) = 0 for k > n. This is also a consequence of
Artin vanishing since Cn \ L is an affine algebraic variety of dimension n.
3.2. Affinely generic bi-arrangements of hyperplanes. A bi-arrangement of hyperplanes (L;M) in Cn
is the data of two disjoint sets L = {L1, . . . , Ll} andM = {M1, . . . ,Mm} of hyperplanes in C
n. Equivalently,
it is a 2-partition of the underlying hyperplane arrangement L ∪M = {L1, . . . , Ll,M1, . . . ,Mm}. As the
notation suggests, both L and M are linearly ordered. We say that (L;M) is affinely generic if L ∪M is,
which means that it is a normal crossing divisor in Cn. In the sequel, we will only consider affinely generic
bi-arrangements of hyperplanes.
Among the relative cohomology groups H•(Cn \ L,M \M ∩ L), we will focus on the middle-degree one:
we set
H(L;M) = Hn(Cn \ L,M \M ∩ L).
According to Deligne [Del74], H(L;M) is endowed with a functorial mixed Hodge structure. It is clear (and
will be re-proved in the proof of Theorem 3.5) that this is actually a mixed Hodge-Tate structure. This
means that for all k we have grW2k+1H(L;M) = 0, and gr
W
2kH(L;M) is isomorphic to a direct sum of the
Tate structures Q(−k). The graded quotient grW2kH(L;M) is 0 for k /∈ {0, . . . , n}.
Theorem 3.5. Let (L;M) be an affinely generic bi-arrangement in Cn. Then for all k = 0, . . . , n we have
a presentation
(9) grW2kH(L;M)
∼=
(
Λk(e1, . . . , el)⊗ Λ
n−k(f1, . . . , fm)
)
/Rk(L;M)
where Rk(L;M) is spanned by the elements
• eI ⊗ fJ if LI ∩MJ = ∅, |I| = k, |J | = n− k.
• eI ⊗
∑
j /∈J′
sgn({j}, J ′)fJ′∪{j}
 for |I| = k, |J ′| = n− k − 1.
Proof. Let us denote by j : Cn \ (L∪M) →֒ Cn \L the natural open immersion. Then H•(Cn \L,M \M ∩L)
is the cohomology of the sheaf j!QCn\(L∪M). One readily checks that we have a resolution
0→ j!QCn\(L∪M) → QCn\L →
⊕
i
(ιi)∗QMi\Mi∩L →
⊕
i<j
(ιi,j)∗QMij\Mij∩L → · · ·
where ιJ :MJ \MJ ∩ L →֒ C
n \ L denotes the natural closed immersion. More precisely let us set
Kp =
⊕
|J|=p
(ιJ )∗QMJ\MJ∩L
and d : Kp → Kp+1 is given by the natural restriction morphisms
(ιJ )∗QMJ\MJ∩L → (ιJ∪{j})∗QMJ∪{j}\MJ∪{j}∩L
15
for j /∈ J , multiplied by the sign sgn({j}, J). We then have a quasi-isomorphism
j!QCn\(L∪M) ∼= K
•.
Let w be the descending filtration on K• given by wpK• = K≥p. The corresponding hypercohomology
spectral sequence is
Ep,q1 =
⊕
|J|=p
Hq(MJ \MJ ∩ L) =⇒ E
p,q
∞ = gr
p
wH
p+q(Cn \ L,M \M ∩ L)
On the E1-term, the differential d1 is given by the natural restriction morphisms
Hq(MJ \MJ ∩ L)→ H
q(MJ∪{j} \MJ∪{j} ∩ L)
for j /∈ J , multiplied by the sign sgn({j}, J).
According to Deligne [Del74, 8.3.5], this spectral sequence is a spectral sequence of mixed Hodge structures.
Since by Remark 3.3 the mixed Hodge structures Hq(MJ \ MJ ∩ L) are pure of weight 2q, the spectral
sequence degenerates at E2: E∞ = E2. The same argument implies that on H
•(Cn \ L,M \ L ∩M), w is
(up to a shift) the canonical weight filtration.
According to Remark 3.4, we have Hk(MJ \MJ ∩ L) = 0 for |J | > n− k. Thus in degree n we get
grW2kH(L;M)
∼= Coker
 ⊕
|J′|=n−k−1
Hk(MJ′ \MJ′ ∩ L)
d1→
⊕
|J|=n−k
Hk(MJ \MJ ∩ L)

which is obviously 0 if k /∈ {0, . . . , n}. Introducing basis elements fJ , Theorem 3.2 tells us that H
k(MJ \
MJ ∩ L) has a presentation given by generators eI ⊗ fJ , |I| = k, and relations eI ⊗ fJ = 0 if LI ∩MJ = ∅.
Since the differential is given by d1(eI⊗fJ′) = eI⊗
∑
j /∈J′
sgn({j}, J ′)fJ′∪{j}
, this implies the theorem. 
Remark 3.6. In order to do explicit computations, we introduce a useful acyclic model for the complex of
sheaves K•C := K
•⊗C. For (L;M) an affinely generic hyperplane arrangement, let us define a double complex
of sheaves on X
Ωp,q(L;M) =
⊕
|J|=p
(iC
n
MJ )∗Ω
q
MJ
(logL)
where Ω•MJ (logL) is the complex of logarithmic forms defined in [Del71, 3.1], and i
Cn
MJ
is the inclusion of MJ
inside Cn. The horizontal differential Ωp,q(L;M) → Ω
p+1,q
(L;M) is given by the restriction morphisms Ω
q
MJ
(logL)→
(iMJMJ∩Mj )∗Ω
q
MJ∪{j}
(logL) for j /∈ J , multiplied by the sign sgn({j}, J). The vertical differential Ωp,q(L;M) →
Ωp,q+1(L;M) is the exterior differential on forms. We let Ω
•
(L;M) denote the total complex. Using [Del71, 3.1.8],
one easily proves that we have a quasi-isomorphism
K•
∼=
−→ Ω•(L;M).
We adapt the notions of deletion and contraction to the setting of (affinely generic) bi-arrangements.
Furthermore, we allow ourselves to iterate them. Thus, for a subset I0 ⊂ {1, . . . , l} (resp. J0 ⊂ {1, . . . ,m})
we may consider the deletion (L(I0);M) (resp. (L;M(J0))) obtained by forgetting the hyperplanes Li, i /∈ I0
(resp. the hyperplanes Mj , j /∈ J0), and the contraction (LI0 |L(I0);M) (resp. (MJ0 |L;M(J0))) obtained by
considering the intersections of the hyperplanes with LI0 (resp. with MJ0).
On the relative cohomology groups H(L;M), we get natural deletion/contraction morphisms, which are
computed in the next theorem.
Theorem 3.7. The isomorphism (9) is functorial in the following sense.
1. For a subset J0 ⊂ {1, . . . ,m}, the deletion morphism H(L;M)→ H(L;M(J0)) is given by eI⊗fJ 7→ 0
if J 6⊂ J0 and eI ⊗ fJ 7→ eI ⊗ fJ if J ⊂ J0.
2. For a subset J0 ⊂ {1, . . . ,m}, the contraction morphism H(MJ0 |L;M(J0))→ H(L;M) is given, for
J ⊂ J0, by
eI ⊗ fJ 7→ eI ⊗ (fJ0 ∧ fJ) = sgn(J0, J)eI ⊗ fJ0∪J .
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3. For a subset I0 ⊂ {1, . . . , l}, the deletion morphism H(L(I0);M) → H(L;M) is given, for I ⊂ I0,
by eI ⊗ fJ 7→ eI ⊗ fJ .
4. For a subset I0 ⊂ {1, . . . , l} of cardinality k0, the contraction morphism H(L;M)(k0)→ H(LI0 |L(I0);M)
is given, for I0 6⊂ I, by eI ⊗ fJ 7→ 0, and
eI∪I0 ⊗ fJ = sgn(I, I0)(eI ∧ eI0)⊗ fJ 7→ sgn(I, I0)eI ⊗ fJ .
5. The Ku¨nneth morphism H(L(1);M (1)) ⊗H(L(2);M (2)) → H(L(1) × L(2);M (1) ×M (2)) is given by
(eI1 ⊗ fJ1)⊗ (eI2 ⊗ fJ2)→ (eI1⊔I2)⊗ (fJ1⊔J2).
Proof. 1. It is obvious.
2. Let k0 be the cardinality of J0. Let us denoteK0 the complex of sheaves corresponding to (MJ0 |L;M(J0))
as defined in the proof of Theorem 3.5. The contraction morphism H(MJ0 |L;M(J0))→ H(L;M) is
defined by a morphism Φ : K•−k00 → K
•.
By definition we have
Kp−k00 =
⊕
|J|=p−k0
J0∩J=∅
(ιJ0∪J)∗QMJ0∪J\MJ0∪J∩L
which is obviously a sub-sheaf of Kp. We define Φ by multiplying the natural inclusion by the
sign sgn(J0, J) on the component indexed by J . We check that with this sign, Φ is a morphism of
complexes of sheaves, and the claim follows.
3. It is obvious.
4. It is enough to do the proof over C and work with the models defined in Remark 3.6. The residue
morphism is then given by morphisms (with obvious notation)
Ωp,q(L;M) → (i
Cn
LI0
)∗Ω
p,q−k0
(LI0 |L(I0);M)
which are induced by the residue morphisms
ΩqMJ (logL)→ (i
MJ
LI0∩MJ
)∗Ω
q−k0
LI0∩MJ
(logL(I0))
defined in [Del71, 3.1.5]. The formula follows.
5. We also work over C with the models defined in Remark 3.6. It is easy to check that the Ku¨nneth
morphism is given by the cup-product
(p1)
∗Ωq1
M
(1)
J1
(logL(1))⊗ (p2)
∗Ωq2
M
(2)
J2
(logL(2))→ Ωq1+q2
M
(1)
J1
×M
(2)
J2
(logL(1) × L(2))
and the formula follows.

4. Dissection polylogarithms
In this section, we focus on C-decorated dissection diagrams, which we simply call decorated dissection
diagrams.
4.1. The bi-arrangement attached to a decorated dissection diagram.
4.1.1. Definition. We attach to any decorated dissection diagram D of degree n a bi-arrangement (L;M)
inside Cn. The equations of the Li’s depend on the chords of D and their decorations, while the equations
of the Mj’s depend on the decorations of the sides of the polygon (hence not on the combinatorics of D).
Let us recall that the total directed graph Γ(D) of D is the graph whose vertices are the (n+ 1) vertices of
Πn, and whose (2n+ 1) directed edges are the chords of D and the sides of Πn, oriented clockwise.
Let us work in the complex affine space Cn with coordinates (t1, . . . , tn). To each edge in Γ(D) we
associate a hyperplane in Cn in the following way:
• To an edge
i
•
α
−→
j
• between two non-root vertices, we associate the hyperplane ti − tj − α = 0.
• To an edge
i
•
α
−→ ◦ that goes to the root, we associate the hyperplane ti − α = 0.
• To an edge ◦
α
−→
i
• that comes from the root, we associate the hyperplane −ti − α = 0.
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Hence the rule is always the same: we interpret the vertex i as the coordinate ti, and the root as 0. The
third case above only occurs for the side labeled 0.
We label L1, . . . , Ln the hyperplanes given by the chords of the decorated dissection diagram D, Li being
given by the i-th chord (which by definition is the chord starting at the vertex i). Hence Li is defined by
ti − tj − ai = 0 if the i-th chord goes to the j-th vertex, and by ti − ai = 0 if it goes to the root.
We label M0,M1, . . . ,Mn the hyperplanes given by the sides of the polygon Πn, in clockwise order. They
are defined by M0 = {t1 = −b0}, Mj = {tj = tj+1 + bj} for j = 1, . . . , n− 1, and Mn = {tn = bn}.
This defines a bi-arrangement
(L;M) = (L1, . . . , Ln;M0,M1, . . . ,Mn)
in Cn.
Example 4.1. Let us look at the decorated dissection diagram D of degree 3 from Example 2.16. Then
the bi-arrangement (L1, L2, L3;M0,M1,M2,M3) in C
3 is defined by the equations L1 = {t1 − a1 = 0},
L2 = {t2− t1−a2 = 0}, L3 = {t3− t1−a3 = 0},M0 = {t1 = −b0}, M1 = {t1 = t2+b1},M2 = {t2 = t3+b2},
M3 = {t3 = b3}.
The combinatorics of the bi-arrangement (L;M) can be read directly off the dissection diagram, as the
following lemma shows.
Lemma 4.2. Let D be a decorated dissection diagram with generic decorations. Let I ⊂ {1, . . . , n} be a set
of chords of D and J ⊂ {0, . . . , n} be a set of sides of D. We view I ∪ J as a subgraph of the total directed
graph Γ(D).
1. LI ∩MJ = ∅ if and only if the graph I ∪ J contains an undirected cycle.
2. If LI ∩MJ 6= ∅, then codim(LI ∩MJ) = |I|+ |J |.
Thus the bi-arrangement (L;M) is affinely generic.
Proof. If there is an undirected path of total decoration λ from the vertex i to the vertex j in I ∪J , then for
any point (t1, . . . , tn) ∈ LI ∩MJ , we get ti = tj + λ. If I ∪ J contains an undirected cycle, then it contains
some simple cycle with total decoration λ 6= 0. Let i be a non-root vertex inside this simple cycle. For a
point (t1, . . . , tn) in LI ∩MJ , we get by definition ti = ti + λ, which is impossible. Thus LI ∩MJ = ∅.
Conversely, one easily sees that if I ∪ J does not contain an undirected cycle then LI ∩ MJ 6= ∅ and
codim(LI ∩MJ) = |I|+ |J |. 
4.1.2. Operations on dissection diagrams and bi-arrangements. We can now explain the conventions from
§2.4.1 on dissection diagrams.
• If we change the direction of an edge and multiply its decoration by −1, this does not change the
equation given by this edge.
• The convention for the contraction of edges accounts for the contraction of hyperplanes in bi-
arrangements. Indeed, let us look at a contracted bi-arrangement (Li|L1, . . . , L̂i, . . . , Ln;M). If
we choose the coordinates on Li ∼= C
n−1 to be (t1, . . . , t̂i, . . . , tn), then the equations of the hyper-
planes in this restricted bi-arrangement are exactly given by the edges of the graph resulting from
the contraction of the i-th chord, with the convention from §2.4.1. The same is of course true for a
contraction of some hyperplane Mj, j ≥ 1.
This allows us to reinterpret the operations qC and rC in terms of contraction and deletion of bi-arrangements.
Lemma 4.3. LetD be a decorated dissection diagram of degree n and (L;M) the corresponding bi-arrangement
in Cn. Let C ⊂ C be a set of chords of D.
1. For each α, let (L(α);M (α)) be the bi-arrangement corresponding to the dissection diagram qαC(D).
We have an isomorphism of bi-arrangements∏
α
(
L(α);M (α)
)
∼= (LC |L(C);M).
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2. The bi-arrangement of the dissection diagram rC(D) is(
M
S
+
C
∣∣∣L(C);M0,M (S +C )) .
Proof. 1. Let us recall the partition C =
⊔
α C(α). The equations of the bi-arrangement (L
(α);M (α))
are written in coordinates ti, i ∈ C(α), hence the product
∏
α(L
(α);M (α)) is a bi-arrangement in an
affine space with coordinates ti, i ∈ C. The same is true of (LC |L(C);M). We then describe the
isomorphism.
Let us denote by D/C the graph obtained by contracting the chords from C; its non-root vertices
are labeled by C. For each α, the root of qαC(D) in D/C is either the root of D or a non-root vertex
ρ(α) ∈ C. We let t(α) = 0 in the first case, and t(α) = tρ(α) in the second case. The isomorphism is
then defined by the change of variables t′i = ti + t(α) for i ∈ C(α).
2. It is straightforward, if we choose the coordinates ti, i /∈ C, on Li.

Example 4.4. Let us look at Example 2.16 and illustrate the first point of the above lemma. On L3 with
coordinates (t1, t2), the change of variables is defined by t1 = t
′
1, t2 = t
′
2− t
′
1. Then for instance the equation
t2 − a2 = 0 becomes t
′
2 − t
′
1 − a2 = 0.
4.2. Definition of the dissection polylogarithms. We fix a decorated dissection diagram D of degree n
and assume that its decorations are generic.
The differential form ωD.
For i = 1, . . . , n, let ϕi be the linear equation for the hyperplane Li defined in the previous paragraph, of
the form ϕi = ti − tj − ai if the i-th chord goes to the j-th vertex, and by ϕi = ti − ai if it goes to the root.
We then set
ωD =
1
(2iπ)n
dlog(ϕ1) ∧ · · · ∧ dlog(ϕn) =
1
(2iπ)n
dt1 ∧ · · · ∧ dtn
ϕ1 · · ·ϕn
·
It is a meromorphic n-form on Cn and its polar locus is exactly the union L = L1 ∪ · · · ∪ Ln.
The integration simplex ∆D.
In the previous paragraph we have defined a family of hyperplanes M0 = {t1 = −b0}, Mj = {tj = tj+1+ bj}
for j = 1, . . . , n− 1, and Mn = {tn = bn}. We set M = M0 ∪M1 ∪ · · · ∪Mn.
We fix a singular n-simplex ∆D inside C
n \ L such that for all j = 0, . . . , n, ∂j∆D ⊂ Mj . The existence
of such a simplex is guaranteed by the fact that the decorations being generic, L ∪M is a normal crossing
divisor inside Cn (Lemma 4.2).
Definition 4.5. We set
I(D) =
∫
∆M
ωD ∈ C
and call it the dissection polylogarithm attached to the dissection diagram D.
The above integral is absolutely convergent since the integration simplex ∆D does not meet the polar
locus L of the form ωD.
As the examples in the next paragraph will show, the integral I(D) really depends on ∆D (though only
via its homology class [∆D] ∈ Hn(C
n \ L,M \ M ∩ L)). Thus, the notation I(D) is abusive. We allow
ourselves that abuse for at least two reasons. Firstly, there is no canonical way of choosing [∆D] for all
decorated dissection diagrams; if one looks at specific families of dissection diagrams and/or decorations
(see the examples in the next paragraph) then this may sometimes be achieved. Secondly, we will replace
(see Definition 5.2) the dissection polylogarithms I(D) by motivic versions IH(D) that only depend on the
decorated diagram D, and not on the homology class of ∆D.
Remark 4.6. A dissection polylogarithm is a special case of an Aomoto polylogarithm in the sense of
[BVGS90]. To make the connection with the setting of [BVGS90] precise, one has to work in the pro-
jective setting, adding the hyperplane at infinity L0. One has to notice that in this case we get a pair of
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simplices (L;M) inside Pn(C) which is not in general position: it is highly degenerate at infinity. Thus we
are not in the case studied by J. Zhao in [Zha00].
4.3. Examples of dissection polylogarithms. We study some families of dissection polylogarithms.
a1b0 b1
a1
a2
a3
a4
−a0 a5
0
0
0
−b
0
0
0
0
a1
a2
a3
a4
Figure 8. A decorated dissection diagram of degree 1; the decorated corolla corresponding
to the iterated integral I(a0; a1, a2, a3, a4; a5); the decorated path tree corresponding to the
J-integral J(b; a1, a2, a3, a4).
Degree 1: logarithms .
Let D be a decorated dissection diagram of degree 1 (see Figure 8). The genericity assumption on the
decorations reads:
a1 + b0 6= 0, a1 − b1 6= 0, b0 + b1 6= 0
We have ϕ1 = t − a1 so that L1 = {a1} and ωD =
1
2ipi
dt
t−a1
. We have M0 = {−b0} and M1 = {b1}, so that
∆D is any continuous path from −b0 to b1 in C \ {a1}. We then have
I(D) =
1
2iπ
∫ b1
−b0
dt
t− a1
=
1
2iπ
log
(
a1 − b1
a1 + b0
)
.
As is well-known, this number is well-defined up to an integer, depending on the number of times that the
path of integration winds around a1.
Corollas and iterated integrals .
This example generalizes the previous one. Let us consider the case where D is a corolla of degree n,
which is the case when all chords of D point towards the root. In this case we have ϕi = ti − ai for all
i = 1, . . . , n, so that
ωD =
1
(2iπ)n
dt1 ∧ · · · ∧ dtn
(t1 − a1) · · · (tn − an)
·
By performing the change of variables
t′1 = t1, t
′
2 = t2 + b1, t
′
3 = t3 + b1 + b2, . . . , t
′
n = tn + b1 + · · ·+ bn
we can always assume that the decorations on the sides of D are all 0 except for the first and the last one.
We then put a0 = −b0 and an+1 = bn, so that the genericity condition reads: ai 6= aj for 0 ≤ i 6= j ≤ n+ 1
(see Figure 8).
We denote by ∆(a0, an+1) the integration simplex ∆D. Its boundary is given by the hyperplanes t1 = a0,
tj = tj+1 for j = 1, . . . , n, and tn = an+1. The corresponding dissection polylogarithm is denoted
(10) I(a0; a1, . . . , an; an+1) =
1
(2iπ)n
∫
∆(a0,an+1)
dt1 · · · dtn
(t1 − a1) · · · (tn − an)
·
These integrals are iterated integrals on the space C \ {a1, . . . , an} and have been much studied by A. B.
Goncharov (see [Gon01] and [Gon05]).
In this particular case, one way of choosing the integration simplex ∆(a0, an+1) is by specifying a continuous
path γ : [0, 1]→ C \ {a1, . . . , an} such that γ(0) = a0 and γ(1) = an+1, and considering the singular simplex
{0 ≤ t1 ≤ · · · ≤ tn ≤ 1} → (C \ {a1, . . . , an})
n, (t1, . . . , tn) 7→ (γ(t1), . . . , γ(tn)).
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For that reason, the study of the integrals (10) is closely related to the algebro-geometric properties of the
fundamental groups of the spaces C \ {a1, . . . , an}.
In general, the dissection polylogarithms cannot be interpreted directly as iterated integrals in the above
sense (however, see Theorem 4.12 for an abstract statement on a reduction to iterated integrals).
Path trees and J-polylogarithms .
Let us consider the case where D is a path tree of degree n. In this case we get
ωD =
1
(2iπ)n
dt1 ∧ · · · ∧ dtn
(t1 − t2 − a1)(t2 − t3 − a2) · · · (tn−1 − tn − an−1)(tn − an)
·
As in the previous example, we may perform a change of variables so that the edge decorations are b0 = −b,
b1 = · · · = bn−1 = bn = 0 (see Figure 8).
Let us write, for all I ⊂ {1, . . . , n}, aI =
∑
i∈I
ai. Then the genericity condition on the decorations reads: for
all i = 1, . . . , n, ai 6= 0 and for all I ⊂ {1, . . . , n}, aI 6= b (which includes the condition b 6= 0 for I = ∅).
The corresponding dissection polylogarithm is denoted
J(b; a1, . . . , an) =
1
(2iπ)n
∫
∆(b,0)
dt1 · · · dtn
(t1 − t2 − a1) · · · (tn−1 − tn − an−1)(tn − an)
·
4.4. Relations among dissection polylogarithms. We describe certain families of relations between dis-
section polylogarithms that one can describe combinatorially on the dissection diagrams.
Translations .
Let D be a decorated dissection diagram of degree n; let us fix a non-root vertex i ∈ {1, . . . , n} and λ ∈ C.
Let τi(λ).D be the decorated dissection diagram obtained from D by adding λ to the decoration of every
edge of Γ(D) going to i, and substracting λ from the decoration of every edge of Γ(D) leaving i:
i
x′
x y
y′
 
i
x′ + λ
x+ λ y − λ
y′ − λ
Proposition 4.7. The decorations of τi(λ).D are generic if and only if the decorations of D are generic.
In this case we have the equality
(R1) : I(D) = I(τi(λ).D).
Proof. The first statement is straightforward. The equality follows from the change of variables ti 7→ ti − λ
in the integral defining I(D). Of course the simplices ∆D and ∆τi(λ).D are chosen in a compatible way:
∆τi(λ).D is the image of ∆D under ti 7→ ti − λ. 
Rotating a dissection diagram.
Let D be a decorated dissection diagram of degree n; let D+ be the dissection diagram obtained from
D by rotating the labels of the (n + 1) vertices of D in clockwise order. One has to flip a certain number
of chords so that all the chords in D+ point towards the root (which was formerly vertex 1). The rule for
flipping chords is given in §2.4.1.
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D D+
Proposition 4.8. The decorations of D+ are generic if and only if the decorations of D are generic. In
this case, let ε be the signature of the permutation relating the orders of the chords in D and in D+. Then
we have the equality
(R2) : I(D) = (−1)nε I(D+).
Proof. The first statement is straightforward since Γ(D) = Γ(D+) as decorated directed graphs.
Let us perform the change of variables f(t1, . . . , tn) = (t2 − t1, t3 − t1, . . . , tn−1 − t1,−t1) in the integral
defining I(D):
I(D) =
∫
∆D
ωD =
∫
f−1(∆D)
f∗ωD.
Now ∆D+ is chosen to be f
−1(∆D), but with the orientation multiplied by (−1)
n: indeed, we perform a
cyclic permutation of the (n + 1) faces of the simplex. As the differential forms are concerned, we get by
definition f∗ωD = ε ωD+ , hence the result. 
Stokes’ theorem.
Let us consider a set of n non-intersecting chords in Πn+1 such that the graph created by the chords is
acyclic. For such a diagram D˜ and a side s ∈ {0, . . . , n+ 1} of Πn+1, we let ∂sD˜ be the graph obtained by
contracting the side s. One easily checks that there exist exactly two sides i and j of D˜ such that ∂iD˜ and
∂jD˜ are dissection diagrams.
i
j
Now let us suppose that the chords of D˜ are directed and that we are given a decoration on the total
directed graph of D˜. Then D˜ gives a bi-arrangement (L;M) = (L1, . . . , Ln;M0,M1, . . . ,Mn+1) in the same
fashion as in §4.2. For a side s ∈ {0, . . . , n+ 1}, the bi-arrangement given by ∂sD˜ is exactly the contraction
(Ms|L;M0, . . . , M̂s, . . . ,Mn+1), with natural coordinates (t1, . . . , t̂s, . . . , tn+1) onMs (the rule for contracting
edges is given in §2.4.1).
To sum up, ∂iD˜ and ∂jD˜ are decorated dissection diagrams. One way of coherently choosing the singular
simplices ∆∂iD˜ and ∆∂jD˜ is to choose a singular simplex ∆˜ such that ∂s∆˜ ⊂ Ms for all s, and to put
∆∂iD˜ = ∂i∆˜ and ∆∂jD˜ = ∂j∆˜.
Proposition 4.9. If the decorations on D˜ are generic then the decorations on ∂iD˜ and ∂jD˜ are generic too.
In this case, let εi (resp. εj) be the signature of the permutation relating the orders of the chords in D˜ and
in ∂iD˜ (resp. ∂jD˜). Then we have the equality
(R3) : (−1)iεi I(∂iD˜) + (−1)
jεj I(∂jD˜) = 0.
Proof. The first statement is straightforward. Let ω be the differential n-form on Cn+1 given by the n
decorated chords of D˜ as in 4.2. It is a closed form so by Stokes’ theorem we get
n+1∑
s=0
(−1)s
∫
∂s∆˜
ω|∂s∆˜ = 0.
For s /∈ {i, j} we get ω|∂s∆˜ = 0; the result then follows from the equalities ω|∂i∆˜ = εi ω∂iD˜ and ω|∂j∆˜ =
εj ω∂jD˜. 
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Orlik-Solomon relations .
Let us consider a set of (n+ 1) non-intersecting chords in Πn such that the graph created by the chords
has Betti number 1. For such a diagram D̂, let C be the unique simple cycle. For every chord c ∈ C, we get
a dissection diagram D̂ \ {c} by deleting c.
Now let us suppose that the chords of D̂ are linearly ordered by {1, . . . , n + 1} and directed and that we
are given a decoration on the total graph of D̂. Then for every chord c ∈ C we get a decorated dissection
diagram D̂ \ {c}. It has to be noted that one may have to reorder the chords in D̂ \ {c}. One may compute
all the dissection polylogarithms I(D̂ \ {c}) using the same choice of integration simplex.
Proposition 4.10. Let us suppose that among all simple cycles in the total graph of D̂, C is the only one
whose total decoration is 0. Then for every chord c ∈ C, the decorations on D̂ \ {c} are generic. For c ∈ C,
let us denote by ε(c) the product of the signs sgn({c}, C \ {c}), sgn(C \ {c}, {1, . . . , n + 1} \ C), and the
signature of the permutation reordering the chords in D̂ \ {c}. We then have the equality:
(R4) :
∑
c∈C
ε(c) I(D̂ \ {c}) = 0.
Proof. The first statement is straightforward. Since the total decoration of C is 0, one easily sees that the
hyperplanes Lc, for c ∈ C, are linearly dependent. Thus, we have the Orlik-Solomon relation [OT92, Lemma
3.119] ∑
c∈C
sgn({c}, C \ {c})ωC\{c} = 0.
Multiplying on the right by ω{1,...,n+1}\C we get∑
c∈C
sgn({c}, C \ {c})sgn(C \ {c}, {1, . . . , n+ 1} \ C)ω{1,...,n+1}\{c} = 0.
The result then follows from the fact that ω{1,...,n+1}\{c} is ωD̂\{c} up to the sign implied by the reordering
of the chords in D̂ \ {c}. 
Remark 4.11. All the above relations are special cases of the “scissors congruence relations” between Aomoto
polylogarithms [BVGS90, 2.1]. The translation relation (R1) and the rotation relation (R2) are special cases
of projective invariance under particular subgroups of PGLn+1(C). Stokes’ theorem (R3) is a particular case
of the intersection additivity relation with respect to M , which has been shown [Zha00, Proposition 2.4] to
follow from the scissors congruence relations. The Orlik-Solomon relation (R4) is a particular case of the
additivity relation with respect to L.
4.5. Reduction to iterated integrals.
Theorem 4.12. Let D be a generic decorated dissection diagram. Then the dissection polylogarithm I(D) can
be written as a linear combination with integer coefficients of generic iterated integrals I(a0; a1, . . . , an; an+1)
where the ai’s are linear combinations with integer coefficients of the decorations of D.
Proof. It is enough to prove that using relations (R2), (R3), (R4), one can write I(D) as a linear combination
with integer coefficients of dissection polylogarithms I(X) for X a corolla with generic decorations as in the
statement of the theorem. Indeed, using relation (R1), one can always perform a change of variables so that
any I(X) is an iterated integral.
Because the chords of D do not cross, at least one chord has to connect consecutive vertices of Πn. Thus,
using relation (R2), one can assume that in D there is a chord between 1 and the root.
We prove by induction on k = 1, . . . , n that using relations (R3) and (R4), one may write I(D) as a linear
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combination with integer coefficients of generic dissection polylogarithms involving dissection diagrams where
the first k non-root vertices are linked to the root, with decorations as in the statement of the theorem. The
case k = 1 has already been settled, and the case k = n gives the theorem.
Let us suppose that in D all vertices between 1 and k are linked to the root by a chord. There are two cases
to consider.
Case 1: there is no chord going to the vertex k. Let us then consider the chord from the vertex v0 = k + 1.
If its endpoint is the root then we are done. Else, its endpoint must be a vertex v1 ∈ {k + 2, . . . , n}. Let us
consider the sequence of chords
v0
•
c0−→
v1
•
c1−→
v2
•
c2−→ · · ·
vr
•
cr−→ ◦
going to the root, where ci has decoration αi. Let D̂ be the diagram obtained by adding to D a chord c
from k + 1 to the root decorated by the sum α0 + α1 + α2 + · · ·+ αr. Then we have created a simple cycle
C = (c, c0, c1, . . . , cr) and we are in the situation where we can apply relation (R4). Since D̂ \ {c} = D by
definition we get
I(D) =
r∑
i=0
±I(D̂ \ {ci})
and for every i = 0, . . . , r, D̂\{ci} is a dissection diagram in which all vertices between 1 and k+1 are linked
to the root. Moreover its decorations are linear combinations with integer coefficients of the decorations of
D.
k v0
v1
c c0
c1
D = D̂ \ {c}
k
c
c1
D̂ \ {c0}
k
c c0
D̂ \ {c1}
Case 2: there are chords going to the vertex k. We are going to use relation (R3) to reduce to Case 1. Let
D˜ be the diagram obtained by opening the angle between the chord going from k to the root and the first of
the chords going to k, as in the picture below. The decoration of the new edge is 0. Then by definition we
get ∂kD˜ = D. The other ∂lD˜ that is a dissection diagram has no chord arriving at k. Thus, relation (R3)
gives
I(D) = ±I(∂lD˜).
The decorations of ∂lD˜ are linear combinations with integer coefficients of the decorations of D, and we are
reduced to Case 1.
k
D = ∂kD˜
k
l
D˜
k
∂lD˜

Remark 4.13. The algorithm defined in the above proof is not canonical in any sense. It is worth noting
that the number of iterated integrals that appear in the final sum is between 1 (for D a corolla) and (n− 1)!
(for D a path graph).
For these reasons, Theorem 4.12 should be taken as a technical tool, and not as an abstract statement on
the internal structure of dissection polylogarithms.
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5. Motivic dissection polylogarithms and their coproduct
As in the previous section, the decorations on dissection diagrams are implicitly taken in C.
5.1. Mixed Hodge-Tate structures and the motivic Hopf algebra H. We review here the tannakian
formalism for the category of mixed Hodge-Tate structures. The reader may want to refer to the [Gon05,
§8] for more details on framed objects in a mixed Tate category, and to [Bro13, §2] for a clear exposition of
the different frameworks where motivic periods appear.
5.1.1. The tannakian category of mixed Hodge-Tate structures. A mixed Hodge-Tate structure is a mixed
Hodge structure H [Del74] such that for any k, grW2k+1H = 0 and gr
W
2kH is a sum of copies of the Tate
structure Q(−k).
If H is a mixed Hodge-Tate structure and F denotes the Hodge filtration on HC = H ⊗C, then for all k we
have a natural isomorphism
W2kHC ∩ F
kHC
≃
→ grW2kHC
which gives a canonical splitting of the weight filtration over C:
(11) sH :
⊕
k
grW2kHC
≃
→ HC.
The category of mixed Hodge-Tate structures is denoted MHTS. It is a tannakian category which has a
canonical fiber functor
ω(H) =
⊕
k
grW2kH
with values in the category of finite-dimensional vector spaces.
It follows that we have an equivalence of categories
(12) MHTS ∼= Rep(G)
between MHTS and the category of finite-dimensional representations of a group scheme G. One easily sees
[Gon01, 3.1] that we have a semi-direct product decomposition
(13) G = Gm ⋉ U
where Gm is the multiplicative group and U is a pro-unipotent group scheme.
5.1.2. The fundamental Hopf algebra H. Let H be the Hopf algebra of functions on U . Since Gm acts on
U , H is graded. It follows from (12) and (13) that MHTS is equivalent to the category of finite-dimensional
graded comodules on H:
MHTS ∼= grComod(H).
The fact that the extension groups Ext1MHTS(Q(0),Q(−n)) are 0 for n ≥ 0 implies that H is positively
graded and connected:
H =
⊕
n≥0
Hn , H0 = Q.
An element of Hn is an equivalence class of triples (H, v, ϕ) where
• H is a mixed Hodge-Tate structure,
• v ∈ grW2nH ,
• ϕ ∈
(
grW0 H
)∨
.
The equivalence relation is generated by: (H, v, ϕ) ≡ (H ′, v′, ϕ′) if there exists a morphism of mixed
Hodge-Tate structures f : H → H ′ such that grW2nf(v) = v
′ and ϕ′ ◦ grW0 f = ϕ.
A triple (H, v, ϕ) as above is called an n-framed mixed Hodge-Tate structure, v and ϕ being called the fram-
ings. The expression (H, v, ϕ) is linear in v and ϕ.
The product in H is defined via the tensor product:
(H, v, ϕ)(H ′, v′, ϕ′) = (H ⊗H ′, v ⊗ v′, ϕ⊗ ϕ′).
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The coproduct ∆n−k,k : Hn → Hn−k ⊗Hk is abstractly defined by the formula
(14) ∆n−k,k(H, v, ϕ) =
∑
i
(H(k), v, b∨i )⊗ (H, bi, ϕ)
where (bi) is any basis of gr
W
2kH and (b
∨
i ) the dual basis.
5.1.3. A variant: the algebra P of Hodge-Tate periods. Parallel to the above construction of H is the con-
struction of the algebra P of Hodge-Tate periods. It is a graded algebra
P =
⊕
n≥0
Pn.
An element of Pn is an equivalence class of triples (H, v, δ) where
• H is a mixed Hodge-Tate structure with non-negative weights: W−1H = 0,
• v ∈ grW2nH ,
• δ ∈ H∨.
The product is defined in the same way as in H.
We may define maps ρn−k,k : Pn → Hn−k ⊗ Pk by the formula
ρn−k,k(H, v, δ) =
∑
i
(H(k), v, b∨i )⊗ (H, bi, δ)
where (bi) is any basis of gr
W
2kH and (b
∨
i ) the dual basis. They endow P with the structure of a graded comod-
ule overH. This coaction is dual to an action of the group scheme G on the algebra P of Hodge-Tate periods.
There is a surjective morphism of graded algebras
(15) P ։ H
which sends (H, v, δ) to (H, v, ϕ) where ϕ is the image of δ via the map H∨ ։
(
grW0 H
)∨
. This is well-defined
since by assumption W−1H = 0. The surjection (15) is compatible with the structures of graded comodules
over H.
There is a morphism of algebras
per : P → C
called the period map which is defined by
per(H, v, δ) = 〈δ, sH(v)〉
where sH is the canonical splitting (11).
Remark 5.1. We compare our framework with the notation of [Bro13, §2]. We set M = MHTS, ωdR = ω,
and ωB is the natural forgetful functor from MHTS to the category of finite-dimensional vector spaces (that
forgets the weight and Hodge filtrations). Then in [Bro13] the Hopf algebra H is denoted by Pa, the algebra
P of Hodge-Tate periods is denoted by Pm,+, and the surjection (15) is denoted by πa,m+.
5.2. Motivic dissection polylogarithms. Let D be a generic decorated dissection diagram. Let (L;M) =
(L1, . . . , Ln;M0,M1, . . . ,Mn) be the bi-arrangement in C
n corresponding to D (see 4.1.1). With the notation
of 3.2, we set
H(D) = H(L;M).
According to Theorem 3.5, it is a mixed Hodge-Tate structure with non-negative weights between 0 and 2n
and we have
• grW2nH(D)
∼= Λn(e1, . . . , en) which is one-dimensional with basis
v(D) = e1 ∧ · · · ∧ en.
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• grW0 H(D) is isomorphic to the quotient of Λ
n(f0, f1, . . . , fn) by the vector space spanned by the
elements
(−1)if0 ∧ · · · ∧ f̂i ∧ · · · ∧ fn − (−1)
jf0 ∧ · · · ∧ f̂j ∧ · · · ∧ fn
for 0 ≤ i < j ≤ n. Hence it is one-dimensional with basis f1 ∧ · · · ∧ fn. We let
ϕ(D) = f∨1 ∧ · · · ∧ f
∨
n
be the dual linear form in
(
grW0 H(D)
)∨
.
Definition 5.2. We set
IH(D) = (H(D), v(D), ϕ(D)) ∈ Hn
and call it the motivic dissection polylogarithm corresponding to D.
More geometrically, we get
grW2nH(D)
∼= Hn(Cn \ L) = Q[ωD]
so that v(D) is the cohomology class of the n-form ωD. We also have a commutative diagram
H(D)∨
∼=
//


Hn(C
n \ L,M \M ∩ L)
µ

(
grW0 H(D)
)∨ ∼=
// Hn(C
n,M)
Let ∆D be any integration simplex for I(D), and [∆D] its homology class in Hn(C
n \ L,M \M ∩L). Then
ϕ(D) = µ ([∆D]) ∈ Hn(C
n,M) is canonical and does not depend on the choice of [∆D]. It corresponds to
an oriented simplex in Cn whose boundary is contained in M .
To sum up, we have
IH(D) = (H(D), [ωD], µ ([∆D])) .
Remark 5.3. In a particular situation where one has a preferred choice of [∆D], then a more natural thing
to do is to work in the algebra P and not in H. A candidate for the motivic dissection polylogarithm is then
IP(D) = (H(D), [ωD], [∆D]) ∈ Pn.
Its period is
per(IP(D)) = I(D)
computed with the same choice of ∆D.
Via the surjection (15), IP(D) is mapped to IH(D). We stress the fact that IH(D) only depends on the
(generic) decorated diagram D, whereas I(D) and IP(D) also depend on the choice of a homology class
[∆D] ∈ Hn(C
n \ L,M \M ∩ L).
Theorem 5.4. The relations (R1), (R2), (R3), (R4) from Propositions 4.7, 4.8, 4.9, 4.10 remain true if
we replace the dissection polylogarithms I(D) by their motivic versions IH(D). Thus, Theorem 4.12 is also
true in the motivic setting.
Remark 5.5. Of course, Remark 4.13 also applies in this setting. Furthermore, it is worth noting that the
reduction to iterated integrals does not tell us anything about the combinatorial shape of the coproduct of
the motivic dissection polylogarithms (Theorem 5.9 below).
Proof. We will not use this result in the sequel so we just sketch the proof that (R3) is true in the motivic
setting. Let (L;M) = (L1, . . . , Ln;M0,M1, . . . ,Mn+1) be the bi-arrangement of hyperplanes given by D˜.
By definition εi I
H(∂iD˜) is the triple
(H(Mi|L;M0, . . . , M̂i, . . . ,Mn+1), e1 ∧ · · · ∧ en, f
∨
1 ∧ · · · ∧ f̂
∨
i ∧ · · · ∧ f
∨
n+1).
Thus, using the natural morphism
H(Mi|L;M0, . . . , M̂i, . . . ,Mn+1)→ H(L;M)
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from Theorem 3.7, we see that this triple is equivalent to
(H(L;M), (e1 ∧ · · · ∧ en)⊗ fi, f
∨
i ∧ f
∨
1 ∧ · · · ∧ f̂
∨
i ∧ · · · ∧ f
∨
n+1),
hence (−1)iεi I
H(∂iD˜) is the triple
(H(L;M), (e1 ∧ · · · ∧ en)⊗ fi,−f
∨
1 ∧ · · · ∧ f
∨
n+1)
and the sum (−1)iεi I
H(∂iD˜) + (−1)
jεj I
H(∂jD˜) is the triple
(H(L;M), (e1 ∧ · · · ∧ en)⊗ (fi + fj),−f
∨
1 ∧ · · · ∧ f
∨
n+1).
Thus it is enough to prove that (e1 ∧ · · · ∧ en)⊗ (fi + fj) = 0.
For s /∈ {i, j}, ({1, . . . , n}; {s}), L1 ∩ · · · ∩ Ln ∩Ms = ∅ because the corresponding subgraph in the total
graph of D˜ has a cycle. Hence the first relation of Theorem 3.5 gives (e1 ∧ · · · ∧ en)⊗ fs = 0 and
(e1 ∧ · · · ∧ en)⊗ (fi + fj) = (e1 ∧ · · · ∧ en)⊗
n+1∑
s=0
fs = 0
using the second relation. 
Remark 5.6. The above theorem is also valid if we work in P with the elements IP(D) (see Remark 5.3; in
this setting the integration simplices have to be chosen coherently as in §4.4).
5.3. The computation of the coproduct.
Proposition 5.7. Let D be a generic decorated dissection diagram and k ∈ {0, . . . , n}. The classes of the
elements
bC = eC ⊗ fS +
C
for C ⊂ C ≃ {1, . . . , n}, |C| = k, form a basis of grW2kH(D).
Proof. From Theorem 3.5 we get a presentation
grW2kH(L;M)
∼=
⊕
|I|=k
QeI ⊗
(
Λn−k(f1, . . . , fm)/RI(L;M)
)
where RI(L;M) is spanned by the elements
1. fJ if LI ∩MJ = ∅.
2.
∑
j /∈J′
sgn({j}, J ′)fJ′∪{j} for |J
′| = n− k − 1.
Let us fix a subset I ⊂ {1, . . . , n}, viewed as a subset C ⊂ C of chords of D. We want to prove that the
quotient of Λn−k(f0, f1, . . . , fn) by relations 1. and 2. above is one-dimensional with basis element fS +
C
.
1. Let us write {0, . . . , n} = S = SC(0) ⊔ · · · ⊔SC(k) the partition (4) of S given by the dissection
defined by C. From Lemma 4.2 and Lemma 2.6, we see that the only subsets J ⊂ {0, . . . , n} such
that LI ∩MJ 6= ∅ are
J(u0, . . . , uk) = (SC(0) \ {u0}) ⊔ · · · ⊔ (SC(k) \ {uk})
for some choice of uα ∈ SC(α).
Thus the quotient of Λn−k(f0, f1, . . . , fn) by relation 1. has a natural basis consisting of the elements
fJ(u0,...,uk).
2. Let us write f(u0, . . . , uk) = fJ(u0,...,uk) for simplicity. We investigate the relations between the
elements f(u0, . . . , uk) implied by relation 2. The only non-trivial ones come from subsets
J ′ = (SC(0) \ {u0}) ⊔ · · · ⊔ (SC(i) \ {ai, bi}) ⊔ · · · ⊔ (SC(k) \ {uk})
with ai 6= bi, and are of the form
(16) sgn({ai}, J
′)f(u0, . . . , ai, . . . , uk) + sgn({bi}, J
′)f(u0, . . . , bi, . . . , uk) = 0
Hence in the quotient of Λn−k(f0, . . . , fn) by relations 1. and 2., all the elements f(u0, . . . , uk)
are equal up to a sign, hence this quotient is spanned by any of these elements. If we choose
uα = min(SC(α)) for each α, we get J(u0, . . . , uk) = S
+
C by definition. Thus all there is to prove
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is that the elements f(u0, . . . , uk) are all non-zero in the quotient. This follows from a compatibility
between the signs in formula (16), which is the content of the next lemma.

Lemma 5.8. Let us define a graph whose vertices are the tuples (u0, . . . , uk) with uα ∈ SC(α) for every
α = 0, . . . , k. We put an edge between the pairs of the form (u0, . . . , ai, . . . , uk) and (u0, . . . , bi, . . . , uk) for
ai 6= bi in SC(i). Let us decorate such an edge by the sign
−sgn({ai}, J
′) sgn({bi}, J
′)
with J ′ = (SC(0) \ {u0}) ⊔ · · · ⊔ (SC(i) \ {ai, bi}) ⊔ · · · ⊔ (SC(k) \ {uk}).
Then for every loop in this graph, the product of the signs of the edges of the loop is 1.
Proof. See B. 
Theorem 5.9. The coproduct of the motivic dissection polylogarithms is given by the formula
(17) ∆(IH(D)) =
∑
C⊂C (D)
(−1)kC(D)IH(qC(D))⊗ I
H(rC(D))
where IH(qC(D)) is understood as the product
∏
α I
H(qαC(D)).
In other words, the morphism
Dgen(C)→ H , D 7→ IH(D)
is a morphism of graded Hopf algebras.
Proof. According to formula (14) and Proposition 5.7, we get
∆n−k,k(I
H(D)) =
∑
C⊂{1,...,n}
|C|=k
(H(D)(k), v(D), b∨C)⊗ (H(D), bC , ϕ(D))
1. We show that (H(D)(k), v(D), b∨C) = ±I
H(qC(D)).
First, let us look at the bi-arrangement
(LC |L(C);M).
By Lemma 4.3 and the Ku¨nneth isomorphism, we have an isomorphism
H(LS|L(S);M) ∼=
⊗
α
H(qαS(D))
hence the graded 0 part
grW0 H(LC |L(C);M)
is one-dimensional and spanned by the vector
∧
α fS +
C
(α) = ±fS +
C
.
Let us consider the residue morphism (Theorem 3.7)
H(D)(k)→ H(LC |L(C);M).
On the grW2(n−k) part, it sends v(D) = e1 ∧ · · · ∧ en to sgn(C,C)eC .
On the grW0 part, it sends bC = eC ⊗ fS +
C
to f
S
+
C
and all the other basis elements bC′ to 0.
Thus it gives an identification
(H(D)(k), v(D), b∨C ) = sgn(C,C)(H(LC |L(C);M), eC , f
∨
S
+
C
).
For each α, let ναC : C(α)
≃
→ S+C (α) be the bijection (3) given by the dissection diagram q
α
C(D),
and let νC : C
≃
→ S +C be the bijection induced by the ν
α
C ’s. This bijection accounts for the reordering
of the hyperplanes, and gives a sign
(H(LC |L(C);M), eC , f
∨
S
+
C
) = sgn(νC)
∏
α
IH(qαC(D))
hence the equality
(H(D)(k), v(D), b∨C) = sgn(C,C) sgn(νC)I
H(qC(D)).
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2. We show that (H(D), bC , ϕ(D)) = ±I
H(rC(D)).
First let us consider the bi-arrangement of hyperplanes(
M
S
+
C
∣∣∣L(C);M0,M (S +C )) .
According to Lemma 4.3, it is exactly the one given by the dissection diagram rC(D), so we get
H
(
M
S
+
C
∣∣∣L(C);M0,M (S +C )) ∼= H(rC(D))
and the graded 0 part
grW0 H
(
M
S
+
C
∣∣∣L(C);M0,M (S +C ))
is one-dimensional and spanned by the vector f
S
+
C
.
Let us consider the morphism (Theorem 3.7)
(18) H
(
M
S
+
C
∣∣∣L(C);M0,M (S +C ))→ H(L;M).
On the grW2k part, it sends eC to bC = eC ⊗ fS +
C
.
On the grW0 part, it sends fS +
C
to sgn(S +C ,S
+
C )f1 ∧ · · · ∧ fn.
Thus it gives an identification
(H(D), bC , ϕ(D)) = sgn(S
+
C ,S
+
C )
(
H
(
M
S
+
C
∣∣∣L(C);M0,M (S +C )) , eC , f∨S +
C
)
.
Because of the ordering conventions, we have(
H
(
M
S
+
C
∣∣∣L(C);M0,M (S +C )) , eC , f∨S +
C
)
= sgn(ηC)I
H(rC(D))
where ηC : C
≃
→ S +C is the bijection (3) given by rC(D). Hence we have the equality
(H(D), bC(D), ϕ(D)) = sgn(S
+
C ,S
+
C ) sgn(ηC)I
H(rC(D)).
3. Putting the two first steps together, it only remains to check that the signs are correct. This is done
in the next lemma.

Lemma 5.10. We have the equality between signs:
sgn(C,C) sgn(νC) sgn(S
+
C ,S
+
C ) sgn(ηC) = (−1)
kC(D).
Proof. See C. 
Remark 5.11. If we work in P with the elements IP (D) (see Remark 5.3) then we get a similar formula for
the coaction ρ : P → H⊗P :
ρ(IP(D)) =
∑
C⊂C (D)
(−1)kC(D)IH(qC(D))⊗ I
P(rC(D)).
We only have to define the integration simplices for the elements IP(rC(D)) in a coherent way. If ∆D is
the integration simplex for IP(D), then the integration simplex for IP(rC(D)) has to be the face ∂S +
C
∆D
of ∆D. This is because the morphism (18) corresponds, on the singular homology groups, to a composition
of face maps.
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5.4. The setting of mixed Tate motives. Let F be a number field, and MTM(F ) be the category of
mixed Tate motives over F [Lev93]. Then we have a graded fiber functor
ω(H) =
⊕
k
HomMTM(F )(Q(−k), gr
W
2kH)
so that MTM(F ) is equivalent to the category of finite-dimensional graded comodules on a graded Hopf
algebra HMTM(F ), which is also positively graded and connected:
MTM(F ) ∼= grComod(HMTM(F)).
One may also describe an element in HMTM(F ) of degree n as equivalence classes of triples (H, v, ϕ) with
• H a mixed Tate motive over F ,
• v ∈ HomMTM(F )(Q(−n), gr
W
2nH),
• ϕ ∈ HomMTM(F )(gr
W
0 H,Q(0)).
The coproduct in HMTM(F ) is given by the abstract formula (14).
If σ : F →֒ C is an embedding of F into the complex numbers, then there is a Hodge realization functor
[Hub00, Hub04]
realσ : MTM(F )→ MHTS
which gives a morphism of Hopf algebras
(19) realσ : HMTM(F ) → H.
If we now start with a generic F -decorated dissection diagram D, then we may define a bi-arrangement
(L;M) inside AnF , the n-dimensional affine space over F . Then H
n(AnF \L,M \M ∩L) defines an object in
the category MTM(F ) (see [Gon02, Proposition 3.6]). We may then copy Definition 5.2 to define elements
IHMTM(F )(D) ∈ HMTM(F ) inside the Hopf algebra of mixed Tate motives over F .
The realization morphism (19) maps IHMTM(F )(D) ∈ HMTM(F ) to I
H(σ(D)) ∈ H where σ(D) is the C-
decorated diagram obtained from D by applying σ to all the decorations.
Formula (17) for the coproduct of the motivic dissection polylogarithms is also valid in the setting of
mixed Tate motives for the elements IHMTM(F )(D), and gives a morphism of graded Hopf algebras
Dgen(F )→ HMTM(F ).
5.5. Examples of computations. We present two special cases of Theorem 5.9.
In 4.3 we have introduced the iterated integrals I(a0; a1, . . . , an; an+1) as the dissection polylogarithms
corresponding to corollas. The motivic counterparts IH(a0; a1, . . . , an; an+1) ∈ Hn have already been defined
and studied by Goncharov in [Gon05, Theorem 1.1], in the framework of motivic fundamental groupoids. We
leave it to the reader to check that Goncharov’s definition agrees with ours. The coproduct of the motivic
iterated integrals has been worked out by Goncharov.
Theorem 5.12 (See [Gon05], Theorem 1.2.). The coproduct of motivic generic iterated integrals is given by
the formula
∆(IH(a0; a1, . . . , an; an+1)) =
∑
0≤k≤n
0=i0<i1<···<ik<ik+1=n+1
k∏
s=0
IH(ais ; ais+1, . . . , ais+1−1; ais+1) ⊗ I
H(a0; ai1 , . . . , aik ; an+1).
Proof. It is the same computation as in Example 2.14, 1., but taking care of the decorations. The term
indexed by 0 = i0 < i1 < · · · < ik < ik+1 = n+ 1 corresponds to the subset C = {i1, . . . , ik}. 
In 4.3 we have introduced the J-polylogarithms J(b; a1, . . . , an) as the dissection polylogarithms corre-
sponding to path trees. We let JH(b; a1, . . . , an) ∈ Hn be their motivic counterparts. Their coproduct is
given by a simple formula.
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Theorem 5.13. The coproduct of motivic generic J-polylogarithms is given by the formula
(20) ∆(JH(a1, . . . , an; b)) =
∑
I⊂{1,...,n}
JH(a(I); b− aI)⊗ J
H(a(I); b).
Proof. It is the same computation as in Example 2.14, 2., but taking care of the decorations. Here we have
to make a slight translation of variables on the left-hand side of the tensor product so that it looks like the
above formula. The details are left to the reader. 
5.6. Genericity and regularization. In this paragraph we discuss the extension of our results to non-
generic dissection diagrams/polylogarithms. The genericity condition on the decorations of a dissection
diagram is a sufficient, but not necessary condition, for the existence of the corresponding dissection poly-
logarithm.
Let us take the example of the iterated integrals I(a0; a1, . . . , an; an+1), for which the genericity condition
reads ai 6= aj for i 6= j. The convergence of the corresponding integral is actually guaranteed as soon as
a0 6= a1 and an 6= an+1. For example, the multiple zeta values
ζ(n1, . . . , nr) =
∑
1≤k1<···<kr
1
kn11 · · · k
nr
r
defined for integers n1, . . . , nr−1 ≥ 1 and nr ≥ 2, are special cases of these non-generic iterated integrals, as
was first noticed by Kontsevich:
ζ(n1, . . . , nr) = (−1)
r(2iπ)n I(0; 1, 0, . . . , 0︸ ︷︷ ︸
n1
, . . . , 1, 0, . . . , 0︸ ︷︷ ︸
nr
; 1)
for n = n1 + · · ·+ nr.
The point is that in the formula for the coproduct of motivic iterated integrals (Theorem 5.12), there may
be non-convergent motivic iterated integrals on the right-hand side even if the left-hand side corresponds to
a convergent one. For example, for I(0; 1, 0; 1) = −(2iπ)−1ζ(2), the formula would look like
(21) ∆1,1(I
H(0; 1, 0; 1)) = IH(1; 0; 1)⊗ IH(0; 1; 1) + IH(0; 1; 0)⊗ IH(0; 0; 1).
Goncharov showed that there is a regularization procedure that gives a meaning to (possibly non-convergent)
iterated integrals I(a0; a1, . . . , an; an+1) (for all tuples (a0, . . . , an+1)).
Furthermore, he defined their motivic versions IH(a0; a1, . . . , an; an+1) and proved that Theorem 5.12 was
valid without the genericity hypothesis. Thus, formula (21) makes sense (and in this particular case, the
right-hand side is 0).
Building upon Goncharov’s construction (see also [Gon02, §4]), one should be able to regularize all dis-
section polylogarithms and compute the coproduct of their motivic versions. The most naive hope would be
that the formula for the coproduct would remain the same, hence extending Theorem 5.9 to a morphism of
Hopf algebras D(C)→ H.
Appendix A. Proof of Lemma 2.12
In this appendix we fix a dissection diagram D of degree n. We use the identifications C = {1, . . . , n},
S = {0, . . . , n} and S + = {1, . . . , n} for the sets of chords and sides of D.
Lemma A.1. Let C ⊂ C be a subset of chords of D and c =
i0
•−→
i1
• be a chord in C.
Then c is in KC(D) if and only if the three following conditions are satisfied:
(K1) The path in C
i0
•
c
−→
i1
•−→ · · · −→
iM−1
• −→
iM
•
starting at i0 does not go to the root.
(K2) This path is decreasing: for all k = 1, . . . ,M we have ik−1 > ik.
(K3) For all k = 1, . . . ,M , there is no chord
j
•−→
ik
• in C such that j > i0.
In particular, we have i0 > i1, so that all the chords in KC(D) are decreasing.
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Example A.2. In the following example, we have only drawn the chords from C = {1, 3, 4, 5, 6, 8, 9, 10}, and
drawn the circle with dots for a matter of comfort.
1
2
3
4
5
6
7
8
9
10
11
We have SC(D) = {6, 8, 11} and KC(D) is made of the arrows
6
•−→
4
•−→
3
•−→
2
• and
8
•−→
7
•.
Proof. For c a chord in C, we denote by (K) the conjunction of the three conditions (K1), (K2), (K3) of
the lemma.
We investigate the process of contracting the edges from S +C decomposing it into steps where we contract
only one edge. The number of steps is r = n − |C|. We label e1, . . . , er the elements of S
+
C , in decreasing
order.
Let D(0) be the diagram obtained from D by forgetting the chords from C and only keeping the chords from
C. The chords form a disjoint union of rooted trees.
We define recursively diagrams D(i), i = 1, . . . , r. For i = 1, . . . , r, let D(i) be the diagram obtained from
D(i−1) by contracting the side ei, and possibly flipping chords so that the chords in D
(i) still form a disjoint
union of rooted trees. The number of connected components of this disjoint union decreases with i, and in
the end we get a dissection diagram D(r) = rC(D).
We prove the following property by induction on i = 0, . . . , r:
(i) In the diagram D(i), among the chords that are attached to the root, the ones that have been flipped
have only been flipped once, and they are exactly the ones that satisfy condition (K).
(ii) For a chord that is not attached to the root, it satisfies (K) in D if and only if it satisfies (K) in D(i).
The case i = 0 is trivial, and the case i = r will give the lemma. Hence we only need to pass from (i− 1) to
i.
Let us consider the diagram D(i−1) and let m be the starting vertex of the side ei. We assume that the end
vertex of ei is the root of D
(i−1), leaving to the reader the (very similar) case where it is another non-root
vertex (m+ 1). Let us denote
m=m0
• −→
m1
• −→ · · · −→
mN−1
• −→
mN
•
the (possibly empty) path in C starting at m.
m = m0
m1m2
m3
When we contract ei, m is merged with the root and then we have to flip all these arrows. It is easy to see
that they are the only ones. Hence we have to prove two things: these chords satisfy (K), and all the other
chords in their connected component in D(i−1) do not satisfy (K).
It is trivial that m0 > m1 since m0 is maximal in D
(i−1). Since the chords cannot intersect each other,
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one easily proves by induction on k that mk−1 > mk for all k. If the path in C starting at m goes to the
root, then we cannot have ei ∈ S
+
C , which is a contradiction. Condition (K3) cannot happen because m is
maximal in D(i−1). Hence we have proved that all the chords
mk−1
• −→
mk
• satisfy (K).
Now let c ∈ C be another chord in the same connected component of D(i−1) that satisfies (K). Then c lies
between mk and mk−1 for some k, or between the root and mN . Let us suppose that we are in the first case;
since the path starting with c is decreasing, it has to go through mk because the chords cannot intersect
each other. But then the chord
mk−1
• −→
mk
• shows that condition (K3) is not satisfied by c. In the second
case, one sees that the path starting at c has to end at the root, which is also a contradiction. Thus we are
done with (i). Statement (ii) is straightforward since we have not affected the other connected components
of D(i−1). This ends the induction. 
Lemma A.3. Let C ⊂ C be a subset of chords of D and c =
i0
•−→
i1
• be a chord in C.
Then c is in KC(D) if and only if there exists a path
i−N
• −→ · · · −→
i−1
• −→
i0
•
c
−→
i1
•
of chords in C such that i−N ∈ S
+
C .
Proof. We prove the equivalence with the condition (K) of Lemma A.1.
If c satisfies (K), then we define i−1 to be the highest vertex > i0 such that there exists a chord
i−1
• −→
i0
• in
C, and so on. The process stops at a vertex i−N and we want to prove that i−N ∈ S
+
C . By construction
and by condition (K3), the chords
ik−1
• −→
ik
• , for k = −N +1, . . . ,M , are sides of the same polygon Π˜(α) in
the dissection defined by C, as well as the side labeled i−N .
Π˜(α)
i−1
i0i1
i2
Because of conditions (K1) and (K2), there is a side of this Π˜(α) that is a side of Πn and that is less than
iM . Hence by definition i−N ∈ S
+
C .
Conversely, under the assumption of the lemma, one easily sees that if any of conditions (K1), (K2), (K3)
is satisfied, then i−N /∈ S
+
C . 
For the remainder of this appendix we use the unambiguous notation S +C = S
+
C (D) to avoid any confu-
sion.
Lemma A.4. Let C ⊂ C (D) be a subset of chords of D and C =
⊔
α C(α) the partition (4) of C determined
by C. Let us fix C′α ⊂ C(α) for each α and C
′ = C ⊔
⊔
α C
′
α.
1. S +C (D) =
⊔
α S
+
C′α
(qαC(D)).
2. S +C (D) = S
+
C′(D) ⊔S
+
C (rC′(D)).
3. KC′(D) ⊔KC(rC′(D)) = KC(D) ⊔
⊔
α KC′α(q
α
C(D)).
Proof. 1. It is straightforward, since the partition of S given by C′ refines the one given by C.
2. The fact that S +C′(D) ⊂ S
+
C (D) and S
+
C (rC′ (D)) ⊂ S
+
C (D) are easy. Then the fact that
S
+
C′(D) ∩ S
+
C (rC′(D)) = ∅ is straightforward since by definition S
+
C (rC′(D)) is a subset of non-
root edges of rC′(D), which are precisely the elements from S
+(D) \ S +C′(D). Then we get
S
+
C′(D) ⊔ S
+
C (rC′(D)) ⊂ S
+
C (D). The equality follows from a cardinality argument: |S
+
C (D)| =
n− |C|, |S +C′(D)| = n− |C
′| and |S +C (rC′(D))| = |C
′| − |C|.
3. Since by Lemma A.1 the chords that one has to flip are all decreasing, we necessarily have KC′(D)∩
KC(rC′(D)) = ∅.
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a. We prove that KC′(D) ∩ C
′
α = KC′α(q
α
C(D)). Let c =
i0
•−→
i1
• be a chord in KC′(D) ∩ C
′
α, and
i−N
• −→ · · · −→
i−1
• −→
i0
•
c
−→
i1
•
the path in C′ given by Lemma A.3, with i−N ∈ S
+
C′(D). As has been noted in the proof
of Lemma A.3, the chords
i−k+1
• −→
i−k
• are sides to the same polygon Π˜(α). Hence i−N ∈
S
+
C′α
(qαC(D)) and then Lemma A.3 implies that c ∈ KC′α(q
α
C(D)). The converse is straightfor-
ward.
b. We prove that KC(D) ⊂ KC′(D) ⊔KC(rC′(D)). Let c =
i0
•−→
i1
• be a chord in KC(D), and
i−N
• −→ · · · −→
i−1
• −→
i0
•
c
−→
i1
•
the path given by Lemma A.3. We know that i−N ∈ S
+
C (D). According to 2., we have
two possibilities: either i−N ∈ S
+
C′(D) and then Lemma A.3 implies that c ∈ KC′(D), or
i−N ∈ S
+
C (rC′(D)) and then Lemma A.3 implies that c ∈ KS(rT (D)).
c. We prove that KC′(D) ∩ C ⊂ KC(D). This is straightforward using the characterization of
Lemma A.1.
d. We prove that KC(rC′(D)) ⊂ KC(D). We use the characterization of Lemma A.1. If a chord
c ∈ C is not in KC(D), then one of the conditions (K1), (K2), (K3) is not satisfied.
If (K1) is not satisfied in D, this means that the path starting from c in C goes to the root.
Then no chord in this path is in KC(D), and a fortiori in KC′(D). Thus no chord is this path
is flipped in rC′(D) and condition (K1) is not satisfied in rC′(D).
If (K2) is not satisfied in D, this means that in the path
i0
•
c
−→
i1
•−→ · · · −→
iM−1
• −→
iM
•
starting at c in C, there is an increasing arrow ik−1 < ik. Then for l = 1, . . . , k − 1, the chord
il−1
• −→
il
• is not in KC(D), hence not in KC′(D), then it is not flipped in rC′(D). The chord
ik−1
• −→
ik
• is increasing so it cannot be flipped in rC′(D) according to Lemma A.3. Thus we see
that condition (K2) is not satisfied in rC′(D).
If (K3) is not satisfied in D, it means that there exists a chord c′ =
j
•−→
ik
• , c′ ∈ C, with j > i0
for some k = 1, . . . ,M . For the same reason as above, none of the chords
il−1
• −→
il
• is flipped
in rC′(D), for l = 1, . . . , k. Let us suppose that c
′ is not flipped in rC′(D). Then condition
(K3) is still not satisfied in rC′(D). Now let us suppose that c
′ is flipped in rC′(D). Then we
necessarily have j > ik, and then c
′ becomes decreasing in rC′(D), hence condition (K2) is not
satisfied in rC′(D).
In either case we have shown that c /∈ KC(rC′(D)).

Proof of Lemma 2.12. 1. The left-hand side is obtained by contracting the chords from C′; the right-
hand side is obtained by contracting the chords from C, then contracting the chords from C′α for
each α. The result is thus the same since by definition C′ = C ⊔
⊔
α C
′
α.
2. The left-hand side is obtained by contracting the edges from S +T (D), then the chords from S; the
right-hand side is obtained by contracting the chords from C, then the edges from S +Cα(q
α
C(D)) for
each α. The equality then follows from Lemma A.4, 1.
3. The left-hand side is obtained by contracting the edges fromS +C′(D), then the edges fromS
+
C (rC′(D));
the right-hand side is obtained by contracting the edges from S +C (D). The equality then follows
from Lemma A.4, 2.
4. This follows from taking the cardinality in Lemma A.4, 3.

Appendix B. Proof of Lemma 5.8
We leave it to the reader to check that it is enough to do the proof for three families of loops.
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1. The trivial loops
(u0, . . . , ai, . . . , uk) (u0, . . . , bi, . . . , uk)
The statement is trivial since the expression
−sgn({ai}, J
′)sgn({bi}, J
′)
is symmetric in ai and bi.
2. The triangles
(u0, . . . , ai, . . . , uk)
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚
(u0, . . . , bi, . . . , uk)
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦
(u0, . . . , ci, . . . , uk)
The statement follows from the following equality, valid for any linearly ordered set X and any set {a, b, c}
of pairwise disjoint elements of X :
sgn({a}, X \ {a, b}) sgn({b}, X \ {a, b})
sgn({b}, X \ {b, c}) sgn({c}, X \ {b, c})
sgn({c}, X \ {a, c}) sgn({a}, X \ {a, c}) = −1.
Indeed, we apply this equality to
X = (SC(0) \ {u0}) ⊔ · · · ⊔SC(i) ⊔ · · · ⊔ (SC(k) \ {uk}).
3. The squares
(u0, . . . , ai, . . . , cj , . . . , uk) (u0, . . . , bi, . . . , cj , . . . , uk)
(u0, . . . , ai, . . . , dj , . . . , uk) (u0, . . . , bi, . . . , dj , . . . , uk)
The statement follows from the following equality, valid for any linearly ordered set X and any set
{a, b, c, d} of pairwise disjoint elements of X :
sgn({a}, X \ {a, b, c}) sgn({b}, X \ {a, b, c})
sgn({c}, X \ {b, c, d}) sgn({d}, X \ {b, c, d})
sgn({a}, X \ {a, b, d}) sgn({b}, X \ {a, b, d})
sgn({c}, X \ {a, c, d}) sgn({d}, X \ {a, c, d}) = 1.
Indeed, we apply this equality to
X = (SC(0) \ {u0}) ⊔ · · · ⊔SC(i) ⊔ · · · ⊔SC(j) ⊔ · · · ⊔ (SC(k) \ {uk}).
Appendix C. Proof of Lemma 5.10
Let σC : {1, . . . , n}
≃
→ {1, . . . , n} be the permutation defined by blocks via νC and ηC . Then we have
sgn(C,C) sgn(νC) sgn(S
+
C ,S
+
C ) sgn(ηC) = sgn(σC)
thus we only have to prove that
sgn(σC) = (−1)
kC(D).
This is a straightforward consequence of the next lemma and the fact that the signature of a cyclic permu-
tation of length (r + 1) is (−1)r.
Lemma C.1. Let D be a dissection diagram and C ⊂ C .
1. KC(D) is a disjoint union of path graphs
i0
•−→
i1
•−→ · · · −→
ir−1
• −→
ir
• with i0 > i1 > · · · > ir−1 > ir
and i0 ∈ S
+
C .
2. With these notations, σC is the (commutative) product of the cycle permutations (i0 i1 · · · ir−1 ir).
Example C.2. In the situation of Example A.2, we get σC = (6 4 3 2)(8 7).
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Proof. 1. Let us consider KC(D) as a directed graph. If it contains a vertex attached to l ≥ 3 chords,
then there is one outcoming chord and l− 1 ≥ 2 incoming chords. Hence after flipping those chords
we get a vertex with l − 1 ≥ 2 outcoming chords, which is impossible. Hence KC(D) is a disjoint
union of path graphs, and the same reasoning shows that in an individual component of KC(D), all
chords have the same direction. The statement then follows from Lemma A.3.
2. Let us denote by ε : C
≃
→ S the bijection (3).
a. Let us first consider the bijection ηC : C
≃
→ S +C related to rC(D). If a chord c ∈ C starting at
the vertex i is not in KC(D) then it keeps the same direction in rC(D) and we get ηC(c) = ε(c),
which means η(i) = i. Now let us consider a chord c = ik =
ik−1
• −→
ik
• with the notation of 1.,
k = 1, . . . , r. Then this chord changes direction in rC(D) and becomes
ik−1
• ←−
ik
• , hence ηC(c)
is the edge starting at ik and we get ηS(ik−1) = ik.
b. Let us now consider the bijection νC : C
≃
→ S +C related to qC(D). Let
i0
•−→
i1
•−→ · · · −→
ir−1
• −→
ir
•
be a connected component of KC(D) as in 1. According to Lemma A.3, the chord starting at
ir is necessarily in C. In qC(D), all the points ik, k = 0, . . . , r, are identified, and thus the edge
starting at ir is the edge starting at i0, which means that νC(ir) = i0. It is easy to check that
for all other chords c ∈ C we get ν(c) = ε(c). This concludes the proof of the lemma.

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