Abstract. In this paper we study the mean square of the error term in the Weyl's law of an irrational (2l+1)-dimensional Heisenberg manifold . An asymptotic formula is established.
Introduction
Let (M, g) be a closed n-dimensional Riemannian manifold with metric g and Laplace-Beltrami operator ∆. Let N(t) denote its spectral counting function , which is defined as the number of the eigenvalues of ∆ not exceeding t. Hörmander [11] proved that the Weyl's law (1.1) N(t) = vol(B n )vol(M) (2π) n t n/2 + O(t (n−1)/2 ) holds, where vol(B n ) is the volume of the n-dimensional unit ball. Let R(t) := N(t) − vol(B n )vol(M) (2π) n t n/2 .
Hörmander's estimate (1.1) in general is sharp , as the well-known example of the sphere S n with its canonical metric shows [11] . However, it is a very difficult problem to determine the optimal bound of R(t) in any given manifold, which depends on the properties of the associated geodesic flow. Many improvements have been obtained for certain types of manifolds, see [1, 2, 3, 4, 6, 8, 12, 13, 16, 21, 27 ].
The Weyl's law for T 2 : the Gauss circle problem
The simplest compact manifold with integrable geodesic flow is the 2-torus
The exponential functions e(mx + ny)(m, n ∈ Z) form a basis of eigenfunctions of the Laplace operator ∆ = ∂ 2 x + ∂ 2 y , which acts on functions on T 2 . The corresponding eigenvalues are 4π 2 (m 2 + n 2 ), m, n ∈ Z. The spectral counting function N I (t) = {λ j ∈ Spec(∆) : λ j ≤ t} is equal to the number of lattice points of Z 2 inside a circle of radius √ t/2π. The well-known Gauss circle problem is to study the properties of the error term of the function N I (t).
In this case , the formula (1.1) becomes
which is the classical result of Gauss. Let R I (t) denote the error term in (1.2). Many authors improved the upper bound estimate of R I (t). The latest result is due to Huxley [12] , which reads R I (t) ≪ t 131/416 log 26947/8320 t. Hardy [9] conjectured that (1.4) R I (t) ≪ t 1/4+ε , which is supported by the asymptotic formula
proved in [14] , where r(n) denotes the number of ways n can be written as a sum of two squares. Tsang [24] first proved that the asymptotic formula (1.5)
holds for k = 3 and k = 4 with δ 3 = 1/14 and δ 4 = 1/23, where c k (k ≥ 3) and δ k > 0(k ≥ 3) are explicit constants.
In [28] , the author proved that (1.5) holds for any integer 3 ≤ k ≤ 9 . When k = 4, in [29] the author proved that we can take δ 4 = 3/28 in (1.5).
The Weyl's law for (2l + 1)-dimensional rational Heisenberg manifold
Let l ≥ 1 be a fixed integer and (H l /Γ, g) be a (2l + 1)-dimensional Heisenberg manifold with a metric g. When l = 1, in [21] Petridis and Toth proved that R(t) = O(t 5/6 log t) for a special metric. Later in [4] this bound was improved to O(t 119/146+ε ) for all left-invariant Heisenberg metrics. For l > 1 Khosravi and Petridis [16] proved that R(t) = O(t l−7/41 ) holds for rational Heisenberg manifolds. Both in [4] and [16] , they first established a ψ-expression of R(t) and then used the van der Corput method of exponential sums . If substituting Huxley's result of [12] into the arguments of [4] and [16] , we can get that the estimate
holds for all rational (2l + 1)-dimensional Heisenberg manifolds, which corresponds to Huxley's result (1.3). It was conjectured that for rational Heisenberg manifolds, the pointwise estimate
holds, which was proposed in Petridis and Toth [21] for the case l = 1 and in Khosravi and Petridis [16] for the case l > 1. As an evidence of this conjecture, Petridis and Toth proved the following L 2 result for H 1
Let M = (H l /Γ, g l ) be a (2l + 1)-dimensional Heisenberg manifold with the metric
where I 2l×2l is the identity matrix. M. Khosravi and John A. Toth [17] proved that
where C 2,l is an explicit constant . M. Khosravi [15] proved that the asymptotic formula (1.9)
is true for some explicit constant C 3,l .
Recently, the author [30] proved that the asymptotic formula (1.10)
holds for any 3 ≤ k ≤ 9, where C k,l and η k > 0 are explicit constants. Especially (1.10) holds for k = 3 with η 3 = 1/4 and for k = 4 with η 4 = 3/28.
The moments problem of R(t) becomes very difficult for the irrational Heisenberg manifolds even when we study only the mean square case. For the definition of rationality of Heisenberg manifolds, see [16] . The aim of this paper is to study the mean square of the error term in the Weyl's law for the (2l+1)-dimensional irrational Heisenbergs.
The plan of this paper is as follows. In Section 2 we shall state our main results. In Section 3 we state some background of the Heisenberg manifolds and give a ψ-expression of R(t). In Section 4 are some preliminary Lemmas. We shall prove our theorem in Section 5.
Notations. For a real number t, let [t] denote the integer part of t, {t} = t − [t], ψ(t) = {t} − 1/2, t = min({t}, 1 − {t}), e(t) = e 2πit . ε always denotes a sufficiently small positive constant. C, R, Z, N denote the set of complex numbers, the set of real numbers, the set of integers, the set of positive integers, respectively. n ∼ M means that N < n ≤ 2N and n ≍ N means c 1 N ≤ n ≤ c 2 N for some positive constants 0 < c 1 < c 2 . SC(Σ) denotes the summation condition of the sum Σ. Throughout this paper , L always denotes log T.
Main results
From now on, we always suppose that R(t) denote the error term in the Weyl's law for the (2l + 1)-dimensional Heisenberg manifold with the irrational metric
where θ > 0 is an irrational number.
The mean square of R(t) is closely related to the approximation type of θ. We recall a few facts from the theory of Diophantine approximation: by the approximation type γ(α) of an irrational real number α we denote the infimum of all reals r for which there exists a constant c(r, α, ǫ) such that the inequality
for any p ∈ Z and any q ∈ N. Obviously γ(α) ≥ 1 for all irrationals. By Roth's theorem [22] , if α is an algebraic irrational, then γ(α) = 1. Furthermore, γ(α) = 1 for almost all irrationals(see Khinchin [18] ). Theorem 1. Suppose θ > 0 is an irrational number of finite type γ. Then we have
where
Corollary. If θ is an algebraic irrational, then we have
Furthermore (2.3) holds for almost all irrational number θ > 0.
For the 3-dimensional case, we have the following more general Theorem 2. We omit its proof since it is almost the same as that of Theorem 1.
Theorem 2. Let R(t) denote the error term in the Weyl's law for the 3-dimensional Heisenberg manifold with the metric
If θ is an irrational number of finite approximation type γ, then we have
Remark. If the value θ in Theorem 2 is a rational number, then the error term O(T 20γ+9 8γ+4 +ε ) in (2.4) can be replaced by O(T 9/4+ε ).
Background of Heisenberg manifolds and the ψ-expression of R(t)
In this section, we first review some background of the Heisenberg manifolds. The reader can see [5] , [7] , [23] for more details. Finally, we give an ψ-expression of R(t).
Heisenberg manifolds
Suppose x ∈ R l is a row vector and y ∈ R l is a column vector. Define
The (2l + 1)-dimensional Heisenberg group H l is defined by
its Lie algebra is
We say Γ is uniform discrete subgroup of
It is clear that Γ r is a uniform discrete subgroup of H l . According to Theorem 2.4 of [7] , the subgroup Γ r classifies all the uniform discrete subgroups of H l up to automorphisms. Thus (see [7] , Corollary 2.5) given any Riemannian Heisenberg manifold M = (H l /Γ, g), there exists a unique l-tuple r as before and a left-invariant metricg on H l such that M is isometric to (H l /Γ,g). So (see [7] , 2.6(b)) we can replace the metric g by φ * g, where φ is an inner automorphism such that the direct sum split of the Lie algebra H l = R 2l ⊕ Z is orthogonal . Here Z is the center of the Lie algebra and
With respect to this orthogonal split of H l the metric g has the form
where h is a positive-definite 2l × 2l matrix and g 2l+1 > 0 is a real number. The volume of the Heisenberg manifold is given by
with |Γ r | = r 1 r 2 · · · r l for r = (r 1 , r 2 , · · · , r l ).
The spectrum of Heisenberg manifolds and the ψ-expression of R(t)
Let Σ be the spectrum of the Laplacian on M = (H l /Γ, g l (θ)), where the eigenvalues are counted with multiplicities. According to [7] (P. 258), Σ can be divided into two parts Σ I and Σ II , where Σ I is the spectrum of 2l-dimensional torus and Σ II contains all eigenvalues of the form
each eigenvalue counted with the multiplicity 2m l . We have the following ψ-expression of R(t). Lemma 3.1. We have
In [30] , the author proved Lemma 3.1 when θ = 1. However, the proof for the general case is almost the same. So we omit the details of the proof.
Some preliminary Lemmas
We need the following Lemmas. Lemma 4.1 is due to Vaaler [25] . Lemma 4.2 is wellknown; see for example, Heath-Brown [10] . Lemma 4.3 is Theorem 2.2 of Min [20] , see also Lemma 6 of Chapter 1 in [26] . A weaker version of Lemma 4.3 can be found in [19] , which also suffices for our proof. Lemma 4.4 and Lemma 4.6 provide several estimates about the quantity
which play an essential role in our proof.
Lemma 4.1. Let H ≥ 2 be any real number. Then
where a(h) and b(h) are functions such that a(h) ≪ 1/|h|, b(h) ≪ 1/H. Lemma 4.2. Let H ≥ 2 be any real number. Then 
where n u is the solution of f ′ (n) = u,
/100, then trivially we have
It is easy to see that if (4.1) holds , then
for some C > 0. Thus we have
which implies that
Obviously we have
Now we estimate Σ 2 . Taking H = H 1 in Lemma 4.1 we get
It is easy to see that
1,
For Σ 6 we have
We need to bound the sum
Inserting this bound into (4.8) we get (4.9)
Similarly we have
Now Lemma 4.4 follows from (4.3), (4.10) and (4.11).
Lemma 4.5. Suppose θ > 0 is an irrational number of approximation type γ ≥ 1. Then for any q ∈ N (N + 1/2), we have
where the implied constant depending only on ε.
Proof. It follows easily from the definition of approximation type.
Lemma 4.6. Suppose θ > 0 is an irrational number of approximation type γ ≥ 1 and that 0 < |α(θ; h 1 , h 2 , n 1 , n 2 )| < 1 10
Proof. The condition (4.12) implies that
So we have
If h 1 = h 2 , then from (4.13) and Lemma 4.5 we have
where in the last step we used the inequality a 2 + b 2 ≥ 2ab.
Proof of Theorem 1
In this section we shall prove Theorem 1. It suffices for us to evaluate the integral 
The mean-square of R 1 (x, H)
In this subsection we shall study The mean-square of R 1 (x, H). First we shall derive an Voronoï type formula for R 1 (x, H).
Voronoï analogue formula for R 1 (x, H)
We have
(−θ)
say, where
By Lemma 4.3 we get
β(h,j)<r≤β(h,j+1)
,
Inserting (5.4) into Σ 7 we have
.
By Lemma 4.5 we have β(h, j) ≫ (h2 2j ) −γ−ε , which implies that
From (5.2) and (5.8) we get
Mean square of R 11 (x, H)
Now we study the mean square of R 11 (x, H). By the elementary formula
we have
We first consider the contribution of S 1 (x). Since θ is irrational , we see easily that α(θ; h 1 , h 2 , r 1 , r 2 ) = 0 holds if and only if h 1 = h 2 , r 1 = r 2 . Thus we have
Recalling the definition of u(h, r) , we have
which combining (5.12) gives
For the contribution of S 3 (x), by the first derivative test we get
where in the second step we used the inequality a 2 + b 2 ≥ 2ab.
Finally we consider the contribution of S 2 (x). By the first derivative test we get 
and where β(θ; h 1 , h 2 , r 1 , r 2 ) was defined in Lemma 4.6. Similar to the case S 3 (x), we have 
By Lemma 4.6 we have |α(θ; h, h, r 1 , r 2 )| ≫ h 
Now we estimate the sum Σ 13 . By a splitting argument we have 
We first estimate U 1 . By Lemma 4.4 we have 
. From the above estimates we get (5.20)
Now we estimate U 2 . By a splitting argument we have
. By Lemma 4.6 we get
From Lemma 4.6 we get η ≫ (H 1 H 2 ) 
Proof of Theorem 1
We have R 2 (2πx) = R 
