Abstract Derivative-free optimization (DFO) is the mathematical study of the optimization algorithms that do not use derivatives. One branch of DFO focuses on model-based DFO methods, where an approximation of the objective function is used to guide the optimization algorithm. Proving convergence of such methods often applies an assumption that the approximations form fully linear models -an assumption that requires the true objective function to be smooth. However, some recent methods have loosened this assumption and instead worked with functions that are compositions of smooth functions with simple convex functions (the max-function or the ℓ 1 norm). In this paper, we examine the error bounds resulting from the composition of a convex lower semicontinuous function with a smooth vector-valued function when it is possible to provide fully linear models for each component of the vector-valued function. We derive error bounds for the resulting function values and subgradient vectors.
Introduction
Derivative-free optimization (DFO), the mathematical study of the optimization algorithms that do not use derivatives, has become an important aspect in modern optimization research. One of the most common uses of DFO is for the optimization of an objective function that results from a computer simulation. As simulation-based research becomes more prevalent, the need for DFO methods is likely to continue to increase.
It is important to note that, while DFO algorithms do not use derivatives, this is not the same as saying the objective function is not differentiable. For example, if numerical integration is being used, then the objective function is very likely to be differentiable, but derivatives may be very difficult to obtain analytically. This insight has inspired a collection DFO methods that are based on approximating the objective function with a model function. The gradients, or even second Intuitively, in order to prove convergence for a model-based DFO method, one requires that the model functions are sufficiently accurate approximations of the true objective function. In recent research, this notion has been mathematically captured in the definition of fully linear models [CSV08a] [WS11]. Fully linear models are models that approximate the true objective function (near the incumbent solution) in a manner similar to a first-order Taylor expansion (an exact definition appears in Section 2).
To define fully linear models, we must assume that the true objective function is smooth, f ∈ C 1 . Thus, a standard assumption in model-based DFO research is smoothness of the objective function. If the objective function is smooth, and the gradient mapping is locally Lipschitz, then a number of methods have been developed for constructing fully linear models [Pow03] [CSV08a] [CSV08b] [Reg15] (and references therein). It is quite remarkable that some research has moved away from assuming f ∈ C 1 . For example, in [HN13] , it is assumed that the true objective function takes the form f = max{F i : i = 1, 2, ..., m}, where each F i ∈ C 1 . Clearly, in this situation f / ∈ C 1 . However, if it is possible to provide fully linear models for each F i , then it is still possible to create a convergent algorithm [HN13] . (An application in seismic retrofitting design that fulfills this assumption is examined in [BHNT16] .) Another example is [LMW15] , where the objective function takes the form f = m i=1 |F i |. Again, while f / ∈ C 1 , if it is possible to provide fully linear models for each F i , then a convergent algorithm can still be created.
Notice, in both [HN13] and [LMW15] , the objective function is a composition of a convex lower semi-continuous (lsc) function with a smooth vector-valued function. In this paper, we examine the error bounds for the composition of a convex lsc function with a smooth vector-valued function under the assumption that it is possible to provide fully linear models for each component of the vector-valued function. This follows a similar vein to the recent work by Regis, [Reg15], which explores calculus rules for the simplex gradient. (Regis's work includes, sum rules, product rules, and quotient rules; however composition rules are unexplored.) The results herein encompass the error bound results of [HN13] and [LMW15] , and also makes way for other composition functions, such as an augmented Lagrangian penalty function,
2 . We find that, under mild assumptions, the error bound in the function value retains the same order, over the same neighbourhood, as the original error bound (Section 3). We also find that, under mild assumptions, the error bound for the first order information (subdifferentials) also retains the same order as the original error bound, but only at the focal point of the fully linear models (Section 4). In addition, we provide some simple examples that demonstrate what can go wrong if the assumptions are removed.
Fully Linear Models and other Notation
The principal focus on this paper is the behaviour of fully linear models, formally defined as follows.
Definition 1 (Fully Linear Models) Given f ∈ C 1 ,x ∈ IR n , and∆ > 0, we say that {f ∆ ∈ C 1 : ∆ ∈ (0,∆)} are fully linear models of f atx if there exists scalars κ f > 0 and κ g > 0 such that for all ∆ ∈ (0,∆)
for all y ∈ B ∆ (x), and
We say {f ∆ ∈ C 1 : ∆ ∈ (0,∆)} are fully linear models of f atx with constants κ f > 0 and κ g > 0, if conditions (1) are satisfied for these constants.
Recall a function is convex if its epi-graph (epi(f ) = {(x, α) : α ≥ f (x)}) is a convex set [RW98, Def 2.1, Prop 2.4], and a function is lower semi-continuous (lsc) if its epi-graph is a closed set [RW98, Def 1.5, Thm 1.6]. As we are concerned with the composition of a convex lsc and a smooth vector-valued function F : IR n → IR m , we must also define fully linear models for vector-valued functions.
Definition 2 (Fully Linear Models for Vector Valued Functions) Givenx ∈ IR n ,∆ > 0, and
.., m, we say that {F ∆ : ∆ ∈ (0,∆)}, with
are fully linear models of F atx (with constants κ F > 0 and κ G > 0) if {F i,∆ : ∆ ∈ (0,∆)} are fully linear models of F i atx (with constants κ F > 0 and κ G > 0) for each i = 1, 2, ..., m.
Henceforth, we will use the notation
For a vector-valued function, fully linear implies that for each i = 1, 2, ..., m, there exists scalars κ Fi > 0 and κ Gi > 0, satisfying conditions (1). Using the phrase 'with constants κ F > 0 and κ G > 0' is accomplished by setting κ F = max{κ Fi : i = 1, 2, ..., m} and κ G = max{κ Gi : i = 1, 2, ..., m}.
Other notation in this paper will follow that of [RW98]. In particular, for a function f : IR n → IR at a pointx ∈ dom(f ), we define the (regular) subdifferential ∂f (x) by
where o(·) is the 'little-oh' function (see [RW98, §8] Of interest to this paper is the chain rule for computing subdifferentials. In particular, if f is the composition of a convex lsc function g and a smooth vector-valued function F , f = g • F , and F (x) ∈ int(dom(g)), then the chain rule applies atx,
see [RW98, Thm 10.6]. 
Function Value Approximations
Our first result examines the error bounds on the function values of f = g • F , where g is convex lsc function, F is a smooth vector-valued function, and F is approximated via fully linear models.
Theorem 1 (Function Value Approximations) Suppose
where g : IR m → IR ∪ {∞} is convex lsc and F : IR n → IR m is a smooth vector-valued function. Supposex ∈ IR n with F (x) ∈ int(dom(g)). Suppose∆ > 0 and {F ∆ : ∆ ∈ (0,∆)} are fully linear models of F atx with constants κ F > 0 and κ G > 0. Definef ∆ = g •F ∆ . Then, there exists κ f and∆ f > 0 such that
Proof: As F (x) ∈ int(dom(g)) and F is continuous, there exists δ > 0 such that F (y) ∈ int(dom(g)) for all y ∈ cl(B δ (x)). Define∆ f = min{δ,∆}. By the continuity of F , {z ∈ IR m : z = F (y), y ∈ cl(B∆ f (x))} ⊆ int(dom(g)) is compact. As such, g is Lipschitz continuous relative to this set [BC11, Cor 8.32]. Let L be the Lipschitz constant of g relative to {z ∈ IR m : z = F (y), y ∈ cl(B∆ f (x))}.
Given any ∆ ∈ (0,∆ f ) and y ∈ B ∆ (x), we find that
Thus κ f = Lmκ F and∆ f defined above, provide the desired scalars.
The scalar κ f in Theorem 1 depends on the locally Lipschitz constant of g, and on the dimension m. It is not difficult to create examples showing that these values are required to properly define
2 , then the proof becomes tight.) However, in the case where g is the max-function, the local Lipschitz constant reduces to L = 1, and it is possible to remove the dependence on the dimension m. In doing this, a cleaner bound is achieved.
where F : IR n → IR m is a smooth vector-valued function. Supposex ∈ IR n . Suppose∆ > 0 and {F ∆ : ∆ ∈ (0,∆)} are fully linear models of F atx with constants κ F > 0 and κ G > 0. Then
Proof: Select any ∆ ∈ (0,∆) and y ∈ B ∆ (x). Let I ∈ argmax{F 1 (y),
where the last inequality results fromFĨ ,∆ being fully linear models of FĨ . Similarly,
Combined, these yield equation (4).
We end this section with an example demonstrating the importance of the assumption F (x) ∈ int(dom(g)) in Theorem 1.
and F (x) = (x 1 , x 2 ). Clearly g is convex lsc and F is smooth. LetF ∆ (x) = (x 1 − ∆ 2 , x 2 ), and notice thatF ∆ are fully linear models of F at (0, 0) with constants κ F = 1, κ G = 1, and∆ = 1. However,
, and notice that
Hence, the bound in equation (3) can never be achieved.
Subdifferential Approximations
We now turn our attention to the error bounds on the subgradient vectors of f = g • F , where g is convex lsc function, F is a smooth vector-valued function, and F is approximated via fully linear models. Notice that Theorem 2 makes one additional assumption, F (x) =F ∆ (x), and the results of Theorem 2 are focused only at the pointx (instead of all points within ∆ ofx. The need for these assumptions is explored in Examples 3 and 4.
Theorem 2 (Subdifferential Approximations) Suppose
where g : IR m → IR ∪ {∞} is convex lsc and F : IR n → IR m is a smooth vector-valued function. Supposex ∈ IR n and F (x) ∈ int(dom(g)). Suppose∆ > 0 and {F ∆ : ∆ ∈ (0,∆)} are fully linear models of F atx with constants κ F > 0 and κ G > 0. Suppose F (x) =F ∆ (x). Definef ∆ = g •F ∆ . Then, there exists κ g such that for all ∆ ∈ (0,∆): 6 W. Hare 1. given any v ∈ ∂f (x) there existsṽ ∈ ∂f ∆ (x) such that v −ṽ ≤ κ g ∆, and 2. given anyṽ ∈ ∂f ∆ (x) there exists v ∈ ∂f (x) such that v −ṽ ≤ κ g ∆.
Proof: Since g is convex lsc, F is smooth, and F (x) ∈ int(dom(g)), by [RW98, Thm 10.6] we have that
Similarly,
Applying F (x) =F ∆ (x), we have that
Since F (x) ∈ int(dom(g)), the set ∂g(F (x)) is bounded [BC11, Prop 16.14]. Let M = sup{ w : w ∈ ∂g(F (x))}.
Selecting any v ∈ ∂f (x), there exist w ∈ ∂g(
⊤ w ∈ ∂f ∆ (x), and notice that
Conversely, selecting anyṽ ∈ ∂f ∆ (x), there exist w ∈ ∂g(F (x)) such that v = ∇F ∆ (x) ⊤ w. Define v = ∇F (x) ⊤ w ∈ ∂f (x), and notice that the sequence of inequalities (5) again holds. Therefore, κ g = M √ mκ G provides the desired scalar.
Similar to Theorem 1, the scalar κ g in Theorem 1 depends on the dimension m, and on a constant related to the Lipschitz constant of g. Indeed, the Lipschitz modulus of g atz is defined lipg(z) = lim ∆ց0 sup z ′ ,z∈B ∆ (z),
When g is convex andz ∈ int(dom(g)), then the Lipschitz modulus can be found via lipg(z) = sup{ w : w ∈ ∂g(z)}, see [RW98, Thm 9.13], which is exactly the constant used in the proof of Theorem 2 (withz = F (x)).
In the case where g is the max-function, the maximum size of a subgradient vector is M = 1 and it is possible to remove the dependence on the dimension m. This can be found in [HN13, Lem 2.1], so we do not repeat the result here.
