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Abstract
We study ideals of finite type in H∞, that is ideals of the form J (f1, . . . , fn) = {f ∈ H∞ | ∃C > 0:
|f | C∑nj=1 |fj | in D} and give some necessary, respectively sufficient conditions for these ideals to be
finitely generated. We also discuss finitely generated ideals of finite order N and show that they are always
generated by N + 1 Blaschke products.
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0. Introduction
The well-known Corona Theorem of Carleson [1] tells us that the ideal I = I (f1, . . . , fn) =
{∑nj=1 gjfj : gj ∈ H∞} equals the whole algebra, H∞, of bounded analytic functions on the unit
disk D if and only if
∑n
j=1 |fj | is bounded away from zero in D. Although a trivial necessary
condition for a function f ∈ H∞ to belong to the ideal I (f1, . . . , fn) is that |f | κ∑nj=1 |fj |
for some constant κ > 0, this is far from being sufficient, as was already shown by Rao. In fact
if B and C are Blaschke products without common zeros for which infz∈D(|B(z)| + |C(z)|) = 0,
then |BC| |B|2 + |C|2, but BC /∈ I (B2,C2). This motivated the introduction of the following
class of ideals, which we will call ideals of finite type:
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{
f ∈ H∞
∣∣∣ ∃C > 0: |f | C n∑
j=1
|fj | in D
}
.
We shall also say that J is the J -form of I = I (f1, . . . , fn).
Thus the Corona Theorem tells us that 1 ∈ J ⇐⇒ 1 ∈ I . Wolff’s proof of the Corona
Theorem yields that f 3 ∈ I (f1, . . . , fn) whenever f ∈ J (f1, . . . , fn) (see [2]). Decades later,
Treil [20] showed that 3 is the best (integer-valued) power (see also [21]).
On the other hand, as was shown in [6], f ∈ J implies that f 2 ∈ I whenever the hull of the
ideal I does not meet the set of trivial points in the spectrum of H∞. Again, by Rao’s example,
2 is the best power here. See also Pau [15,16] for related material.
In this paper we are now interested in describing various classes of ideals of finite type that
coincide with the associated finitely generated ideals. So our leading question will be under
which conditions I = J , or more generally, when J (f1, . . . , fn) is finitely generated? See also
the survey [3]. Whereas the analogue problem in the disk-algebra A(D) has been completely
settled (see [12]), only a couple of results are known in the setting of the algebra H∞.
The first is due to von Renteln (the I -version) [17] and Tolokonnikov (the J -version) [18].
For a short proof see [11].
Theorem 0.1. Suppose that I is finitely generated and that I or J contains an interpolating
Blaschke product. Then I = J .
In [6, Theorem 1.10], the following generalized Corona Theorem was established.
Theorem 0.2. Suppose that f1, f2 ∈ H∞ have no common factors. Let I = I (f1, f2) and J =
J (f1, f2). Then the following assertions are equivalent:
1. I = J ;
2. ord(I,m) = 1 for every m ∈ Z(I);
3. I contains an interpolating Blaschke product;
4. J contains an interpolating Blaschke product;
5. |f1(z)|2 + (1 − |z|2)|f ′1(z)| + |f2(z)|2 + (1 − |z|2)|f ′2(z)| δ > 0 for every z ∈D.
The situation for more than two generators or for higher order ideals remains a mystery.
Classes of higher order ideals for which I = J were given in [13]:
Theorem 0.3. Let B and C be interpolating Blaschke products and N ∈N∗ = {1,2, . . .}. Then
I
(
BN,BN−1C,BN−2C2, . . . ,BCN−1,CN
)
= J (BN,BN−1C,BN−2C2, . . . ,BCN−1,CN )= J (BN,CN ).
In the present paper we want to investigate in how far powers of interpolating Blaschke prod-
ucts can be replaced by finite products of interpolating Blaschke products, so-called Carleson–
Newman Blaschke products, in order to achieve that I = J . We shall also show that this property
is quite sensitive on the order of the ideal I and the minimal number of generators for it. To this
end, we first derive in Section 2 the result that any finitely generated order N ideal is generated
by N + 1 functions. In Section 4 we show that for order 2 functions b and c the ideal J (b, c)
is three-generated, that is J (b, c) = I (f, g,h). This latter ideal then coincides with its J -form
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sufficient condition, for N + 1-generated ideals to coincide with their J -form. In Section 6 we
study more closely ideals of the form I = I (f N,f N−1g, . . . , fgN−1, gN) for arbitrary func-
tions and show that if I = J , then the zero set of I cannot meet any trivial point in the spectrum
of H∞, that is Z(I) ⊆ G. This will be a result that supports the conjecture that I = J only if
Z(I) ⊆ G. Motivated by the result of Tolokonnikov [18] that J (f1, . . . , fn) =⋂(I + bH∞),
where the intersection runs trough all interpolating Blaschke products, we shall present in Sec-
tion 7 several results on finitely generated ideals that can be represented as finite intersections of
the form I + bH∞ above, where the Blaschke product b is not necessarily interpolating.
In the first section we shall now present the necessary background for readers not familiar
with the structure of the maximal ideal space of H∞. A source of fine knowledge for this theory
is John Garnett’s book [2].
1. Preliminaries concerning Carleson–Newman Blaschke products
Recall that a Blaschke product
B(z) =
∞∏
n=1
|an|
an
an − z
1 − anz with
∞∑
n=1
(
1 − |an|
)
< ∞,
is said to be interpolating if its zeros (an) form an interpolating sequence; that is if for every
(wn) ∈ ∞ there exists f ∈ H∞ such that f (an) = wn for all n. Carleson characterized those
sequences by the condition
δ(B) := inf
k
∞∏
n=1, n
=k
ρD(an, ak) > 0,
where ρD(z,w) = | z−w1−wz | is the pseudohyperbolic distance between two points z,w ∈D. We call
δ(B) the uniform separation constant associated with B . We also know that
δ(B) = inf
k
(
1 − |ak|2
)∣∣B ′(ak)∣∣.
Another, more geometric characterization of interpolating sequences, also given by Carleson,
involved the so-called Carleson measures. Just recall here that a Carleson measure μ is a pos-
itive Borel measure on D for which the embedding operator H 2 → L2μ(D) is bounded. Here
H 2 is the Hardy space. That characterization tells us that (an) is interpolating if and only if
infn
=m ρD(an, am) > 0 (that is if (an) is ρ-separated) and the measure μ =∑n(1 − |an|2)δan is
Carleson, where δa denotes the Dirac measure at the point a ∈D.
Definition 1. A Blaschke product B whose zero sequence induces a Carleson measure is called
a Carleson–Newman Blaschke product.
It is well known (see [9,8]) that B is a Carleson–Newman Blaschke product if and only if B
is a finite product of interpolating Blaschke products.
Let M(H∞) denote the spectrum of H∞; that is the space of all nonzero, multiplicative
linear functionals on H∞ endowed with the weak-∗ topology σ((H∞)∗|M(H∞),H∞). As usual,
we identify f ∈ H∞ with its Gelfand transform fˆ defined on M(H∞) by fˆ (m) = m(f ).
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ρ(x,m) = sup{∣∣f (m)∣∣: f ∈ H∞, ‖f ‖∞  1, f (x) = 0}.
It is well known that ρ(x,m) = sup{ρD(f (x), f (m)): ‖f ‖∞ < 1} and that the relation defined
on M(H∞) by
x ∼ m ⇐⇒ ρ(x,m) < 1
defines an equivalence relation on M(H∞). The equivalence class containing a point m is called
the Gleason part of m and is denoted by P(m). If the part, P(m), consists of a single point,
we call the part (or point) trivial. If the part consists of more than one point, the part (or point)
is called nontrivial. The set of all nontrivial points is denoted by G. Obviously D is a part and
D⊆ G. Hoffman’s theory [7] shows that for every Gleason part P(m) there is a continuous map
Lm of D onto P(m) with Lm(0) = m such that f ◦ Lm is analytic on D for all f ∈ H∞. When
the Gleason part of m is trivial, Lm is just a constant map. When P(m) is nontrivial, the map Lm
is a bijection. Using this analytic representation of Gleason parts, it makes sense to define the
order of a zero of f on the spectrum:
Definition 2. Let m ∈ M(H∞) and suppose that f (m) = 0. Then n ∈N is said to be the order of
the zero m of f , denoted by ord(f,m) = n, if the analytic function f ◦Lm has a zero of order n
at 0. If f ◦Lm is the zero function, that is if f vanishes identically on the part P(m), then we let
ord(f,m) = ∞. If f (m) 
= 0, we say ord(f,m) = 0.
Hoffman [7, pp. 79 and 100] showed that for m ∈ M(H∞) and f ∈ H∞ with f (m) = 0 we
have
ord(f,m) = sup{n ∈N: f = f1 · · ·fn, fj ∈ H∞, fj (m) = 0 for j = 1,2, . . . , n}.
If m is a trivial point, then ord(f,m) = ∞ whenever f (m) = 0. It is well known that a
Blaschke product B is interpolating if and only if ord(B,m) = 1 for every zero m of B in
M(H∞).
In the following definition, finite Blaschke products with simple zeros are considered to be
interpolating Blaschke products. This notion was introduced in [4].
Definition 3. The Newman degree of a finite product of interpolating Blaschke products, denoted
degCN(B), is the natural number given by
max
{
ord(B,m): m ∈ M(H∞)}.
In case of finite Blaschke products this reduces to saying that the highest multiplicity
maxξ ord(B, ξ) of a zero ξ of B in D is the Newman degree of B . Also, degCN(B) = 1 if and
only if B is an interpolating Blaschke product.
The following result of Tolokonnikov relates the Newman degree of a finite product of inter-
polating Blaschke products to a (global) factorization property.
Theorem 1.1. (See Tolokonnikov [19].) Let B be a finite product of interpolating Blaschke prod-
ucts. Then the following are equivalent:
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2. N0 = min{n ∈ N: B = b1 · · ·bn} where the bj run through the set of all interpolating
Blaschke products.
In the sequel we shall say that a Carleson–Newman Blaschke product has order N if its New-
man degree is N .
The zero set of f in M(H∞) is defined by
Z(f ) = {m ∈ M(H∞): f (m) = 0},
whereas its zero set in D is given by ZD(f ) = {z ∈D: f (z) = 0}. The hull, or zero set of an ideal
I is the set Z(I) =⋂f∈I Z(f ). Restricted to D, we get ZD(I ) :=⋂f∈I ZD(f ).
Next we define the higher order zero sets (see [5]). Let N= {0,1,2, . . .}. For n ∈N we let
En(f ) =
{
m ∈ M(H∞): ord(f,m) n}.
Thus E1(f ) is the zero set of f . The set of zeros of f of infinite order is denoted by Z∞(f ). We
observe that Z∞(f ) ⊆ En+1(f ) ⊆ En(f ) ⊆ · · · ⊆ E1(f ).
Given an ideal I and n ∈N, one can also define the higher order zero sets or hulls of ideals by
En(I) =⋂f∈I En(f ); that is, we let
En(I) =
{
x ∈ M(H∞): ord(f, x) n for every f ∈ I}.
Note that E1(I ) is the hull of I . If I is an ideal in H∞, we let
ord(I,m) = min{ord(f,m): f ∈ I}.
Finally, I is called an ideal of order N (N = 1,2, . . . ,∞), denoted by ord I = N , if
sup{ord(I,m): m ∈ M(H∞)} = N .
Let us mention that if I is the principal ideal generated by the Carleson–Newman Blaschke
product B , then degCN(B) = ord I . Also, N = ord I < ∞ if and only if EN+1(I ) = ∅ and
Ej(I) 
= ∅ for j = 1, . . . ,N .
2. Number of generators
We begin with several useful observations.
Observation 2.1. Let I (f1, . . . , fm) = I (g1, . . . , gn). Then J (f1, . . . , fm) = J (g1, . . . , gn).
Proof. Let |f |  ∑mj=1 |fj |. Since fj ∈ I (g1, . . . , gn), we have |fj |  Cj ∑nk=1 |gk|.
Hence |f |mmax{C1, . . . ,Cn}∑nk=1 |gk|. Thus J (f1, . . . , fm) ⊆ J (g1, . . . , gn). Similarly for
“⊇”. 
The following observation yields a wide class of ideals for which I = J .
Observation 2.2. Suppose that J = J (f1, . . . , fm) is finitely generated, say J = I (g1, . . . , gn).
Then J (g1, . . . , gn) = I (g1, . . . , gn).
Proof. Let f ∈ J (g1, . . . , gn). Since gj ∈ J (f1, . . . , fm), we have that |f |  C∑mk=1 |fk|. By
hypothesis, f ∈ I (g1, . . . , gn). Thus J (g1, . . . , gn) ⊆ I (g1, . . . , gn). The other inclusion is al-
ways true. 
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erated. As an example we may take J = J (B2,C2). Then, by [13], J = I (B2,C2,BC), but
I (B2,C2) is strictly contained in J (B2,C2).
Observation 2.3. J = J (f1, . . . , fn) is an ideal of order N if and only if I = I (f1, . . . , fn) is an
ideal of order N .
Proof. This follows immediately from the facts that Z∞(J ) = Z∞(I ) = ⋂nj=1 Z∞(fj ) and
Ek(I) = Ek(J ) for each k. 
The following theorems on finite order ideals were shown in [11, Theorem 1.4] and [5, Theo-
rem 3.4].
Theorem 2.4. (See [11].) An ideal I in H∞ is generated (algebraically) by interpolating
Blaschke products if and only if ord(I,m) = 1 for every m ∈ Z(I).
Theorem 2.5. (See [5].) Let I be an ideal in H∞ such that
N = ord I := sup{ord(I, x): x ∈ Z(I)}< ∞.
Suppose that Uj are open sets satisfying Ej(I) ⊆ Uj (j = 1, . . . ,N ). Then I is algebraically
generated by Carleson–Newman Blaschke products B of order N such that
Ej(B) ⊆ Uj (j = 1, . . . ,N).
Our first result here will give additional information in the case of finitely generated ideals.
One new feature will be the following: If ord I = N < ∞, then it suffices to take N + 1 genera-
tors. But we will have more. These generators can take a very special form:
Theorem 2.6. Let I = I (f1, . . . , fm) be a finitely generated ideal of finite order N in H∞,
N ∈N. Then I is generated by N + 1 Carleson–Newman Blaschke products of order N .
Moreover, fixing any function f in I of the form f =∏Nj=1 Bj , where the Bj are interpolat-
ing Blaschke products, then there exist Carleson–Newman Blaschke products Cj of order j
(j = 1, . . . ,N ) such that
I = I
(
N∏
j=1
Bj , C1
N∏
j=2
Bj , C2
N∏
j=3
Bj , . . . , CN−2BN−1BN, CN−1BN, CN
)
.
Proof. By Theorem 2.5 above, we know that I is generated by Carleson–Newman Blaschke
products of order N . In particular, there exists a function B in I that has the form B =∏Nj=1 Bj ,
where the Bj are interpolating Blaschke products. We now proceed using ideas of Tolokon-
nikov [18]. Define the sign of a complex number z as sgn z = 1 if z = 0 and sgn z = ei arg z if
z 
= 0.
The proof will be done by backwards-induction and by reducing the order of the ideal from
step to step. So let us consider in the first step the factor BN . Since the zero set ZD(BN) is an
interpolating sequence, there exists g ∈ H∞ such that g =∑mj=1 |fj | on ZD(BN). Moreover,
there are functions gj ∈ H∞ such that gj = sgnf j on ZD(BN) for j = 1, . . . ,m. It follows that
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k0BN . Let h0 :=∑mj=1 gjfj . Note that h0 ∈ I . We claim that
I = h0H∞ +
(
BNH
∞ ∩ I). (2.1)
To see this, we first note that the inclusion “⊇” is trivial. So, in order to prove “⊆”, let f ∈ I . Then
|f |  κ∑mj=1 |fj | for some constant κ > 0. In particular, |f |  κ|g| on ZD(BN). Hence, by
Carleson’s interpolation theorem, there are functions k1 and h1 ∈ H∞ so that f = k1g + h1BN .
Hence
f = k1(h0 + k0BN)+ h1BN = k1h0 + (k1k0 + h1)BN .
Since f ∈ I , we deduce that (k1k0 +h1)BN ∈ I . So f ∈ h0H∞ + (BNH∞ ∩ I ). This proves our
claim (2.1).
Clearly BNH∞ ∩ I = BNI1 for some ideal I1. Since by the McVoy–Rubel theorem [10] the
intersection of two finitely generated ideals in H∞ is finitely generated, I1 is finitely generated.
Moreover,
∏N−1
j=1 Bj ∈ I1 since
∏N
j=1 Bj ∈ I ∩BNH∞. Also, ord I1 = N − 1.
Now we show that one can replace h0 by a certain Carleson–Newman Blaschke product of
order N . In fact, by [5, p. 122], for small ε > 0, the function B + εh0 writes as CNF , where CN
is a Carleson–Newman Blaschke product of order equal or less than N and where F is invertible
in H∞. Since CN ∈ I and ord I = N , we obtain that degCN CN = N . Using this function CN ,
and the fact that
∏N−1
j=1 Bj ∈ I1, it is easy to see that
h0H
∞ +BNI1 = CNH∞ +BNI1. (2.2)
So we are at the same situation as in the first step; I1 replaces I and
∏N−1
j=1 Bj replaces∏N
j=1 Bj , and the order of the ideal has been reduced by 1.
Via induction, and by noticing that at the N -th step the ideal B1H∞ ∩ IN−1 equals B1H∞
(since B1 ∈ IN−1), we get that
I = I
(
CN, BNCN−1, BNBN−1CN−2, . . . ,
(
N∏
j=2
Bj
)
C1,
N∏
j=1
Bj
)
,
where the Cj are Carleson–Newman Blaschke products of order j , j = 1, . . . ,N . 
We note that it was previously shown by Tolokonnikov [18] that if I is a finitely generated
ideal containing an interpolating Blaschke product, then I is generated by two interpolating
Blaschke products. Hence our Theorem 2.6 is a generalization of Tolokonnikov’s result.
Corollary 2.7. Let J = J (f1, . . . , fm) be an ideal of finite type and of order N in H∞. Then
there exist interpolating Blaschke products Bj (j = 1, . . . ,N ) and Carleson–Newman Blaschke
products Ck of order k (k = 1, . . . ,N ), such that
J = J
(
N∏
j=1
Bj , C1
N∏
j=2
Bj , C2
N∏
j=3
Bj , . . . , CN−1BN, CN
)
.
694 R. Mortini / Bull. Sci. math. 136 (2012) 687–708Proof. Let I = I (f1, . . . , fm). Then I is an order N ideal. By Theorem 2.6 above, there exist
interpolating Blaschke products Bj (j = 1, . . . ,N ) and Carleson–Newman Blaschke products
Ck of order k (k = 1, . . . ,N ), such that
I = I
(
N∏
j=1
Bj , C1
N∏
j=2
Bj , C2
N∏
j=3
Bj , . . . , CN−1BN, CN
)
.
By Observation 2.1 above,
J = J
(
N∏
j=1
Bj , C1
N∏
j=2
Bj , C2
N∏
j=3
Bj , . . . , CN−1BN, CN
)
. 
Next we will show that, in general, one cannot further reduce the number of generators. We
need the following lemma, developed in common with P. Gorkin in 1993.
Lemma 2.8. Suppose that C and D are Blaschke products without common zeros in D such that
for some functions xj ∈ H∞
N∑
j=0
xjC
jDN−j ≡ 0.
Then, for every j ∈ {0,1, . . . ,N}, we have that xj = 0 on Z(C)∩Z(D).
Proof. By assumption, xNCN = −D(∑N−1j=0 xjCjDN−j−1). Since D and C have no common
zeros in D, D divides xN (so xN vanishes on Z(D) ⊇ Z(D)∩Z(C)), and there exists y1 ∈ H∞
so that
N−1∑
j=0
xjC
jDN−j−1 = y1CN.
In particular,
xN−1CN−1 +D
(
N−2∑
j=0
xjC
jDN−j−2
)
= y1CN.
Hence
(xN−1 − y1C)CN−1 = −D
(
N−2∑
j=0
xjC
jDN−j−2
)
.
As above, we conclude that D divides xN−1 − y1C (hence xN−1 = 0 on Z(C) ∩ Z(D)), and
that there exists y2 ∈ H∞ so that
N−2∑
j=0
xjC
jDN−j−2 = y2CN−1.
Now proceeding inductively, we arrive at the conclusion that x1 = 0 on Z(C)∩Z(D) and that
x0 = yNC for some yN ∈ H∞. Thus x0 = 0 on Z(C)∩Z(D), too. 
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generated by C and D is proper, so that Z(C)∩Z(D) 
= ∅.
Theorem 2.9. Suppose that C and D are Blaschke products without common zeros in D such
that I (C,D) is a proper ideal. Let I be the ideal
I
(
CN,CN−1D,CN−2D2, . . . ,CDN−1,DN
)
.
If {f1, . . . , fm} is another set of generators for I , then mN + 1; that is, N + 1 is the minimal
number of generators for I .
Proof. By definition of the generating sets, there exist for every j ∈ {1, . . . ,m} and p ∈
{0, . . . ,N} functions xj,k ∈ H∞ (k = 0,1, . . . ,N ), such that fj =∑Nk=0 xj,kCN−kDk , and func-
tions yp, ∈ H∞ ( = 1, . . . ,m) so that CN−pDp =∑m=1 yp,f.
Let C be the matrix
C=
⎛
⎜⎜⎝
CN
CN−1D
...
DN
⎞
⎟⎟⎠ ,
F the matrix
F=
⎛
⎜⎜⎝
f1
f2
...
fm
⎞
⎟⎟⎠
and consider the (m,N + 1)-matrix
X =
⎛
⎝ x1,0 · · · x1,N... · · · ...
xm,0 · · · xm,N
⎞
⎠ ,
respectively the (N + 1,m)-matrix
Y =
⎛
⎝ y0,1 · · · y0,m... · · · ...
yN,1 · · · yN,m
⎞
⎠ .
Then C= Y · F and F= X · C, from which we conclude that C= (Y · X) · C. If we write the
(N + 1,N + 1)-matrix Y ·X as (ak,)k,=0,...,N , then for every j ∈ {0, . . . ,N} we have
CN−jDj =
N∑
=0
aj,C
N−D,
and so, by putting bj, = aj, if  
= j and bj, = aj, − 1 if j =  we get that on M(H∞)
N∑
bj,C
N−D ≡ 0.=0
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I (C,D) is a proper ideal, Z(C)∩Z(D) 
= ∅ and we can choose a single point ξ ∈ Z(C)∩Z(D).
Now evaluating the matrices X and Y at ξ , we see that Y(ξ) · X(ξ) is the identity matrix on
C
N+1
. In particular, the linear mapping ΦX : CN+1 → Cm associated with X(ξ) is injective.
Thus mN + 1. 
3. Mixing zeros of generators
The following procedure of mixing the zeros of factors of a generating set of an ideal is quite
astonishing.
Proposition 3.1. Suppose that for j = 1,2 the functions bj and b∗j are interpolating Blaschke
products related in the following way: bj = bj,1bj,2, and b∗j = b1,j b2,j . Then I (b1, b2) =
I (b∗1, b∗2).
Proof. Since the bj are interpolating Blaschke products, we see that I (bj,1, bj,2) = H∞
(see [7]). So 1 = xb2,1 + yb2,2. Multiplying by b1 = b1,1b1,2 gives:
b1 = xb1,2(b1,1b2,1)+ yb1,1(b1,2b2,2) = x˜b∗1 + y˜b∗2 .
Hence b1 ∈ I (b∗1, b∗2). Similar, b2 ∈ I (b∗1, b∗2). Therefore I (b1, b2) ⊆ I (b∗1, b∗2). The reverse in-
clusion is shown in the same way. 
For three generators we have a similar situation:
Proposition 3.2. Let bj and b∗j be interpolating Blaschke products (j = 1,2,3) related in the
following way: bj = bj,1bj,2bj,3 and b∗j = b1,j b2,j b3,j . Then I (b1, b2, b3) = I (b∗1, b∗2, b∗3).
Proof. Since the factors b1,j b2,j , b2,j b3,j , b1,j b3,j have no zeros in common on the spectrum
of H∞, the function 1 can be represented in the following ways (where xj,k ∈ H∞):
1 = x1,1b1,1b2,1 + x1,2b2,1b3,1 + x1,3b1,1b3,1 (3.1)
= x2,1b1,2b2,2 + x2,2b2,2b3,2 + x2,3b1,2b3,2 (3.2)
= x3,1b1,3b2,3 + x3,2b2,3b3,3 + x3,3b1,3b3,3. (3.3)
Then it is straightforward to verify that I (b∗1, b∗2, b∗3) ⊆ I (b1, b2, b3): indeed just write b∗j as
b∗j · 1 · 1 · 1 and replace the function 1 by the three representations above. The reverse inclusion
is done similarly. 
We guess that similar results hold for any number of generators.
4. When is J(f1, . . . ,fm) finitely generated?
In [6] it is shown that for two generators f and g in H∞ with no common factor,
the proper ideal I = I (f, g) coincides with J (f,g) if and only if the order of I is 1. By
Observation 2.2, if J = J (f1, . . . , fm) is finitely generated, say J = I (g1, . . . , gN), then
I (g1, . . . , gN) = J (g1, . . . , gN). In [13], this happened for ideals of the form J (CN,DN), where
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I (CN,CN−1D,CN−2D2, . . . ,CDN−1,DN). Our next result shows that for functions of order 2,
the ideal J (f,g) is finitely generated.
We need the following well-known lemmas (see [2]).
Lemma 4.1. (See [14].) A Blaschke product B is interpolating if and only if there exists a con-
stant κ > 0 such that for all z ∈D one has |B(z)| κ inf{ρ(z,λ): λ ∈ ZD(B)}.
Lemma 4.2. If B is a Carleson–Newman Blaschke product, then every ρ-separated subsequence
of its zero-sequence in D is an interpolating sequence.
Theorem 4.3. Let b and c be two Carleson–Newman Blaschke products of order 2. Then the
ideal J (b, c) is three-generated. Additionally, if b and c have no common zeros in D, then there
exist interpolating Blaschke products B , B∗, C and C∗ such that
1. b = BB∗, c = CC∗,
2. J (b, c) = I (BB∗,CC∗,BC).
In particular we have J (BB∗,CC∗,BC) = I (BB∗,CC∗,BC).
Proof. We shall factorize b and c each into two interpolating Blaschke products B , B∗ and C,
C∗ such that
B
B∗
is bounded on ZD
(
C∗
)
and
C
C∗
is bounded on ZD
(
B∗
)
. (4.1)
Suppose we have done this, then, by Carleson’s interpolation theorem, there exists f ∈ H∞
such that B/B∗ = f on ZD(C∗). Hence B − fB∗ vanishes on ZD(C∗) and so there is g ∈ H∞
such that B = fB∗ + gC∗. That is, B ∈ I (B∗,C∗). By the same argument, C ∈ I (C∗,B∗).
We claim that |BC| κ(|b| + |c|) for some constant κ > 0. In fact, since B ∈ I (B∗,C∗), we
have that |B| κ ′(|B∗| + |C∗|). Thus
|BC| κ ′(∣∣CB∗∣∣+ ∣∣CC∗∣∣) κ ′(∣∣BB∗∣∣+ ∣∣CC∗∣∣) at points where |C| |B|.
Similarly, since C ∈ I (C∗,B∗), we get that |C| κ ′′(|B∗| + |C∗|). Hence
|BC| κ ′′(∣∣BB∗∣∣+ ∣∣BC∗∣∣) κ ′′(∣∣BB∗∣∣+ ∣∣CC∗∣∣) at points where |B| |C|.
Thus |BC| κ(|b| + |c|) with κ = max{κ ′, κ ′′}.
Let f ∈ J (b, c) satisfy |f | |b| + |c| = |BB∗| + |CC∗|. At the zeros zn of the interpolating
Blaschke product B (which is a divisor of b), we have |f (zn)| |c(zn)|. Hence, by the interpo-
lational argument above, f ∈ I (c,B); that is, f = xc + yB for some x, y ∈ H∞. Evaluating y
at the zeros (wn) of the interpolating Blaschke product C yields that∣∣y(wn)∣∣= |f (wn)||B(wn)|  |BB
∗(wn)|
|B(wn)| =
∣∣B∗(wn)∣∣.
Hence y ∈ I (B∗,C), say y = aB∗ + a˜C. This implies that
f = xc + (aB∗ + a˜C)B ∈ I (b, c,BC).
Hence J (b, c) ⊆ I (b, c,BC). On the other hand, since |BC|  κ(|b| + |c|), we see that
I (b, c,BC) ⊆ J (b, c). Hence J (b, c) = I (b, c,BC).
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b1, b2, c1, c2 so that b = b1b2 and c = c1c2. Let f = bc. By Proposition 8.1, let δ be so small
so that U :=⋃ξ : f (ξ)=0 Dρ(ξ, δ) is a disjoint union of n-chains, n ∈ {1,2,3,4} and such that
|f |  η > 0 on D \ U . We classify these chains into 8 classes (note that we take into account
multiple zeros)
1. Class 1 consists of those chains containing a single zero of b;
2. Class 2 consists of those chains containing exactly a zero of b and a zero of c;
3. Class 3 consists of those chains containing two zeros of b;
4. Class 4 consists of those chains containing two zeros of b and one zero of c;
5. Class 5 consists of those chains containing two zeros of b and two zeros of c;
6. Class 6 consists of those chains containing a single zero of b and two zeros of c;
7. Class 7 consists of those chains containing two zeros of c;
8. Class 8 consists of those chains containing a single zero of c.
Within the class 5 we consider the pseudohyperbolic distances between these zeros. Let us
denote the two zeros of b in the class 5 chain Cn by zn and z∗n and the zeros of c by wn and w∗n.
We may arrange the zeros so that the ∗-zeros are those that satisfy
ρ
(
z∗n,w∗n
)= max{ρ(zn,wn), ρ(zn,w∗n), ρ(z∗n,wn), ρ(z∗n,w∗n)}. (4.2)
In case 5, we put zn to the zero set of a Blaschke product that we call B , and z∗n to the zero set
of a Blaschke product that we call B∗. Similarly, wn will be associated with a Blaschke product
called C and w∗n with C∗.
In case 1, the zero of b, denoted by zn, will be associated with B .
In case 2, the zeros zn of b and wn of c will be associated with B respectively C.
In case 3, one of the zeros of b will be associated with B , the other with B∗.
In case 4, the zeros of b will be put to B and B∗, respectively, and the zero of c to C.
In case 6 the zero of b is put to B , the zeros of c to C and C∗, respectively.
In case 7 the zeros of c will be put to C and C∗, respectively.
And finally in case 8, the single zero of c will be put to C.
By Lemma 4.2, these new Blaschke products B , C, B∗, C∗ are interpolating Blaschke prod-
ucts such that b = BB∗ and c = CC∗.
Now let γ ∗ ∈ D be a zero of C∗. We have to estimate the quotient B(γ ∗)/B∗(γ ∗). By
Vasjunin’s Lemma 4.1
 := |B(γ
∗)|
|B∗(γ ∗)| 
infn ρ(γ ∗, zn)
κ infk ρ(γ ∗, z∗k)
.
If γ ∗ does not belong to a disk Dρ(z∗k , δ) (and this happens in all the cases except 5) we get
that  1
κδ
. In the remaining case 5 we use (4.2) and obtain that max{ 1
κ δ
, 1
κ
} = 1
κ δ
. In the
same way one can estimate the quotient C
C∗ on the zeros of B
∗ in D. 
From Section 2 we obtain that every finitely generated ideal I of order two has the form
I = I (B1B2,B1C2,C1C˜2) for some interpolating Blaschke products Bj , Cj and C˜2. In Theo-
rem 4.3 above, J (f,g) has the form I (B1B2,B1C2,C1C2); so the only difference between these
representations is that C˜2 is replaced by C2. Our next proposition shows that ideals of the form
I = I (B1B2,B1C2,C1C2) where all the functions are interpolating Blaschke products, always
coincide with their associated J form.
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I := I (B1B2,B1C2,C1C2) = J (B1B2,B1C2,C1C2).
Proof. Without loss of generality, we may assume that ZD(I ) = ∅. Let f ∈ H∞ satisfy
|f | |B1B2| + |B1C2| + |C1C2|. (4.3)
Then on ZD(C2) we have |f | |B1B2|. Thus, f = xC2 + yB1B2 for some functions x, y ∈ H∞
(here we have used that C2 is an interpolating Blaschke product). Dividing by C1C2 gives
f
C1C2
= yB1B2
C1C2
+ x
C1
. (4.4)
But on ZD(B1) the quotient fC1C2 is bounded (by (4.3)). Hence, by (4.4),
x
C1
is bounded on
ZD(B1). So x ∈ I (C1,B1) (note that B1 is an interpolating Blaschke product). Hence f = xC2 +
yB1B2 ∈ I (C1C2,B1C2,B1B2). 
An analysis of the proof of Proposition 4.4 shows that we need not assume that C1 and B2
are interpolating Blaschke product. Thus we get that I (Bf,gC,BC) = J (Bf,gC,BC) for any
f,g ∈ H∞ whenever B and C are interpolating Blaschke products. Note that this ideal can be
generated by the following Carleson–Newman Blaschke products of order less than or equal to 2
B(C + εf ), C(B + εg), and BC,
whenever ε > 0 is small (see [5, 122]). As a concrete example we mention the ideals
I (Bn,Cm,BC), n,m = 1,2, . . . . So we have I (Bn,Cm,BC) = J (Bn,Cm,BC) whenever B
and C are interpolating Blaschke products.
Question 1. Suppose that I is an order two ideal such that I = J . Does I necessarily has the
form I (B1B2,B1C2,C1C2) for interpolating Blaschke products Bj , Cj ?
5. Necessary respectively sufficient conditions for I = J
Theorem 5.1. Let fj , gj ∈ H∞. Suppose that for all (j, k) the functions fj and gk have no
common factors. For n ∈N, consider the ideals
In = I
(
n∏
j=1
fj ,
(
n−1∏
j=1
fj
)
gn,
(
n−2∏
j=1
fj
)
gn−1gn, . . . , f1
n∏
j=2
gj ,
n∏
j=1
gj
)
,
and let Jn be the associated J -forms.
Suppose that IN = JN . Then Ik = Jk for k = 1, . . . ,N − 1. Moreover, I (fj , gj ) is generated
by two interpolating Blaschke products for every j ∈ {1, . . . ,N}.
Proof. Step 1: We observe that IN = gNIN−1 + (∏Nj=1 fj )H∞. Let f ∈ JN−1; that is
|f | κ
(
N−1∏
|fj | +
(
N−1∏
|fj |
)
|gN−1| + · · · + |f1|
N−1∏
|gj | +
N−1∏
|gj |
)
.j=1 j=2 j=2 j=1
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|fgN | κ
((
N−1∏
j=1
|fj |
)
|gN | + · · · + |f1|
N∏
j=2
|gj | +
N∏
j=1
|gj |
)
 κ
(
N∏
j=1
|fj | +
(
N−1∏
j=1
|fj |
)
|gN | + · · · + |f1|
N∏
j=2
|gj | +
N∏
j=1
|gj |
)
.
Thus fgN ∈ JN . Since IN = JN , we obtain that fgN ∈ IN ; that is
fgN ∈ gNIN−1 +
(
N∏
j=1
fj
)
H∞.
Since gN and
∏N
j=1 fj have no common factor,
f ∈ IN−1 +
(
N∏
j=1
fj
)
H∞ ⊆ IN−1 +
(
N−1∏
j=1
fj
)
H∞ ⊆ IN−1.
We conclude that IN−1 = JN−1.
Now induction downwards yields that I1 = J1; that is I (f1, g1) = J (f1, g1). By Theorem 0.2,
I1 contains an interpolating Blaschke product. Using Theorem 2.6, we get that I1 is generated by
two interpolating Blaschke products.
Step 2: Since the structure of the generators is symmetric (fj may notationally be replaced
by gN−j+1), we also get that I (fN,gN) = J (fN,gN), hence generated by two interpolating
Blaschke products.
Step 3: For m = 1, . . . ,N − 1, we let I ∗m be the ideal
I ∗m = I
(
N∏
j=m
fj ,
(
N−1∏
j=m
fj
)
gN,
(
N−2∏
j=m
fj
)
gN−1gN, . . . , fm
N∏
j=m+1
gj ,
N∏
j=m
gj
)
,
and I ∗N = I (fN,gN). Note that I ∗m has N − m + 2 generators. Moreover, I ∗1 = IN . Now, if
1  m  N − 1, then I ∗m has exactly the same structure as IN . Indeed, all the generators,
excepted the last one, have a common factor: namely fm. Hence, as in Step 1, we get that
I (fm,gm) = J (fm,gm) and so, by Theorem 2.6, I (fm,gm) is generated by two interpolating
Blaschke products. 
In Proposition 4.4 we showed that whenever fj and gj are interpolating Blaschke products,
then automatically I2 = J2.
Question 2. Do we have that In = Jn for all n?
Our next result shows that under some additional assumptions we get a positive answer:
Proposition 5.2. For N  3 let I be the ideal
I = I
(
N∏
Bj ,
(
N−1∏
Bj
)
CN,
(
N−2∏
Bj
)
CN−1CN, . . . , B1
(
N∏
Cj
)
,
N∏
Cj
)
,j=1 j=1 j=1 j=2 j=1
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common zeros in D. Suppose that
Cj
Bj
is bounded on ZD(Bk+1) for j = 1,2, . . . , k and k = 1,2, . . . ,N − 2. (5.1)
Then I = J .
Proof. Let f ∈ J . Then f∏N
j=1 Bj
is bounded on ZD(CN). Hence, f = x∏Nj=1 Bj + yCN for
some functions x, y ∈ H∞. Also, since f ∈ J , the quotient q1 := f∏N
j=1 Cj
is bounded on
ZD(B1). But on ZD(B1) we have q1 = y∏N−1
j=1 Cj
. Thus y ∈ I (B1,∏N−1j=1 Cj ). We deduce that
f ∈ I (∏Nj=1 Bj ,∏Nj=1 Cj ,B1CN); in other words f = x˜∏Nj=1 Bj + y˜∏Nj=1 Cj + tB1CN for
some functions x˜, y˜, t ∈ H∞. Next, since f ∈ J and C1
B1
is bounded on ZD(B2), it follows from
|f | κ
(∣∣∣∣∣B1
(
N∏
j=2
Cj
)∣∣∣∣∣+
∣∣∣∣∣
N∏
j=1
Cj
∣∣∣∣∣
)
on ZD(B2)
that q2 := f
B1
∏N
j=2 Cj
is bounded on ZD(B2), too. But on ZD(B2) we have
q2 = t∏N−1
j=2 Cj
+ y˜ C1
B1
.
So t∏N−1
j=2 Cj
is bounded on ZD(B2) and therefore t ∈ I (B2,∏N−1j=2 Cj ). Thus
f ∈ I
(
N∏
j=1
Bj ,
N∏
j=1
Cj , B1
N∏
j=2
Cj , B1B2CN
)
.
The general scheme (induction hypothesis) will be the following: suppose that for all  
N − 1 we have shown that
f ∈ I
(
N∏
j=1
Bj ,
N∏
j=1
Cj , B1
(
N∏
j=2
Cj
)
, . . . ,
(
−2∏
j=1
Bj
)(
N∏
j=−1
Cj
)
,
(
−1∏
j=1
Bj
)
CN
)
=: I (f1, . . . , f, f+1).
In particular
f = R + t
(
−1∏
j=1
Bj
)
CN
for some R, t ∈ H∞, where R belongs to I (f1, . . . , f).
Then we look at the quotient
q := f ,
B1 · · ·B−1C · · ·CN
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f = R + t (∏−1j=1 Bj )CN and (5.1) we deduce that tC...CN−1 is bounded on ZD(B). Hence t ∈
I (B,C . . .CN−1).
Therefore
f ∈ I
(
N∏
j=1
Bj ,
N∏
j=1
Cj , B1
(
N∏
j=2
Cj
)
, . . . ,
(
−1∏
j=1
Bj
)(
N∏
j=
Cj
)
,
(
∏
j=1
Bj
)
CN
)
.
The procedure stops at  = N − 1. 
6. Ideals of the from I (f N,f N−1g, . . . ,fgN−1,gN)
It is known from [13] that for two interpolating Blaschke products B and C we have
I = I (BN,BN−1C, . . . ,BCN−1,CN) = J (BN,BN−1C, . . . ,BCN−1,CN). Our next result will
give the converse.
Proposition 6.1. Let f,g ∈ H∞ have no common factor. Suppose that
IN := I
(
f N,f N−1g, . . . , fgN−1, gN
)= J (f N,f N−1g, . . . , fgN−1, gN )=: JN .
Then there exist two interpolating Blaschke products b and c such that
IN = I
(
bN,bN−1c, . . . , bcN−1, cN
)
.
In particular, either IN = H∞ or Z(IN) ⊆ G, and ord IN = N .
Proof. By Theorem 5.1 we have that
I
(
f N−1, f N−2g, . . . , gN−1
)= J (f N−1, f N−2g, . . . , gN−1).
Thus IN−1 = JN−1. Backwards induction yields that I1 = J1, that is I (f, g) = J (f,g). The-
orem 0.2 now yields that I (f, g) is an order one ideal. Hence, by Theorem 2.6, I (f, g)
is generated by two interpolating Blaschke products b and c. It easily follows that IN =
I (bN , bN−1c, . . . , bcN−1, cN). 
Corollary 6.2. Let f,g ∈ H∞ have no common factor. Suppose that Z∞(f )∩Z∞(g) 
= ∅. Then
I
(
f N,f N−1g, . . . , fgN−1, gN
) 
= J (f N,f N−1g, . . . , fgN−1, gN ).
If the generators are powers of interpolating Blaschke products, we get the following.
Proposition 6.3. Let Bj be interpolating Blaschke products. Suppose that
I := I(BN1 , . . . ,BNm )= J (BN1 , . . . ,BNm ).
Then mN +1 and I = I (bN, bN−1c, . . . , bcN−1, cN) for two interpolating Blaschke products
b and c.
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products b and c. Then clearly
BNj ∈ I
(
bN,bN−1c, . . . , bcN−1, cN
)=: PN.
Hence I ⊆ PN . Now let f ∈ PN . Then, by [13], f ∈ J (bN, cN). But c =∑mj=1 xjBj . Thus, by
Hölder’s inequality,
|c|N  κ
m∑
j=1
|Bj |N.
Similarly for b. Thus f ∈ J (BN1 , . . . ,BNm ). Hence
PN ⊆ J
(
BN1 , . . . ,B
N
m
)= I(BN1 , . . . ,BNm )= I ⊆ PN.
Therefore, I = I (bN, bN−1c, . . . , bcN−1, cN). By Theorem 2.9, mN + 1. 
The following result shows that the situation considered in Proposition 6.3, actually occurs.
Proposition 6.4. Let C and D be two interpolating Blaschke products. Then J (CN,DN) is
generated by CN , DN and the functions (C+εjD)N , where εj = e(i2πj)/N for j = 1, . . . ,N −1.
In particular,
I
(
CN, (C + ε1D)N, . . . , (C + εN−1D)N,DN
)
= J (CN, (C + ε1D)N, . . . , (C + εN−1D)N,DN ).
Proof. Since J (CN,DN) = I (CN,CN−1D, . . . ,CDN−1,DN) (see [13]), it is clear that
(C + εjD)N ∈ J (CN,DN). In order to show the reverse inclusion, we will exhibit λj,k ∈ C
(j, k = 0, . . . ,N), such that for 0 j N
CN−jDj =
N−1∑
k=1
λj,k(C + εkD)N + λj,0CN + λj,NDN. (6.1)
Equivalently
CN−jDj =
N−1∑
=1
(
N

)(N−1∑
k=1
λj,kε

k
)
CN−D +
N−1∑
k=0
λj,kC
N +
N∑
k=1
λj,kD
N (6.2)
=
N∑
=0
aj,C
N−D, (6.3)
where aj, =
(
N

)∑N−1
k=1 λj,kεk whenever 1    N − 1, aj,0 =
∑N−1
k=0 λj,k and aj,N =∑N
k=1 λj,k .
Our problem admits a solution if the λj,k can be chosen so that aj, = 0 if  
= j and aj,j = 1.
Let χj ∈CN+1 be the column vector (λj,0, . . . , λj,N )⊥ and let
em = (0, . . . ,0, 1︸︷︷︸,0, . . . ,0)⊥ ∈CN+1m
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(
N
j
)−1
ej+1 (j = 0,1, . . . ,N). Finally let
V be the Vandermonde matrix
V =
⎛
⎜⎝
ε11 · · · ε1N−1
...
...
εN−11 · · · εN−1N−1
⎞
⎟⎠ ,
and A the matrix
A =
(1 1 0
0 V 0
0 1 1
)
,
where 1 is the row vector (1, . . . ,1) with N − 1 entries.
Then our problem has been reduced to find a solution to the system A · χj = ηj for j =
0, . . . ,N . Since A is regular, we get the solutions we were looking for. 
Our example above shows that, in particular, for interpolating Blaschke products C and D
I
(
C2,D2, (C −D)2)= J (C2,D2, (C −D)2)= J (C2,D2).
It is interesting to compare with the following example.
Example 1. Let C, D be Blaschke products without common zeros in D. Suppose that I (C,D) 
=
H∞. Then for every σ ∈C
I := I(C2,D2, (C + σD2)2) 
= J (C2,D2, (C + σD2)2)=: J.
In fact, CD ∈ J (because |CD| |C|2 + |D|2); but if CD ∈ I , then
CD = xC2 + yD2 + t(C2 + 2σCD2 + σ 2D4)
= (x + t)C2 + (y + 2σ tC + σ 2tD2)D2 = uC2 + vD2.
Dividing by CD yields 1 = u˜C + v˜D; a contradiction.
Proposition 6.5. Suppose that C, D and Bj are Blaschke products such that I (B1, . . . ,Bm) =
I (C,D). Then I (BN1 , . . . ,B
N
m ) 
= J (BN1 , . . . ,BNm ) whenever N  m. Equality is possible if
N + 1 = m.
Proof. Since Bj ∈ I (C,D) we have that |Bj |  κ(|C| + |D|); hence, by Hölder’s inequality,
|BNj | κ ′(|C|N +|D|N). Similarly C ∈ I (B1, . . . ,Bm) implies that |C|N  κ
∑m
j=1 |Bj |N . Thus
J (BN1 , . . . ,B
N
m ) = J (CN,DN). Therefore, if I (BN1 , . . . ,BNm ) = J (BN1 , . . . ,BNm ), we obtain
I
(
BN1 , . . . ,B
N
m
)= J (CN,DN )= I(CN,CN−1D, . . . ,CDN−1,DN ).
By Theorem 2.9, mN + 1. Thus if N m, we have that I (BN1 , . . . ,BNm ) is strictly contained
in J (BN1 , . . . ,B
N
m ). Proposition 6.4 shows that equality is possible for m = N + 1. 
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It is well known that if I = I (f1, . . . , fN) is a finitely generated ideal, then J (f1, . . . , fN) =⋂
(I +bH∞), where b runs through the set of interpolating Blaschke products (see [18]). In [13]
it was shown that if I = I (bN1 , bN2 ), where b1 and b2 are interpolating Blaschke products without
common zeros, then there exist interpolating Blaschke products bj (j = 3, . . . ,N ), such that
J
(
bN1 , b
N
2
)= N⋂
j=1
(
I + bjH∞
)
.
Question 3. Suppose that I is a finitely generated ideal of order N . Is it true that
J =
N⋂
j=1
(
I + bjH∞
)
for N interpolating Blaschke products bj ?
We also point out the following result of Tolokonnikov (see [13]).
Proposition 7.1. Let I = ⋂Nn=1 In be an intersection of finitely generated ideals, In, each of
which contains an interpolating Blaschke product. Then I is finitely generated and I = J .
Proof. By the McVoy–Rubel theorem [10], I is finitely generated. Let Jn be the associated J -
form of In and let f ∈ J . Then f ∈ Jn for each n. Since by Theorem 0.1 In = Jn, we see that
f ∈⋂ In = I . 
In the following we will prove some facts for general Blaschke products.
Proposition 7.2. Suppose that B1, B2, C1, C2 are Blaschke products without common zeros and
let I = I (B1B2,B1C2,C1C2). Then I = (I +B1H∞)∩ (I +C2H∞).
Proof. The inclusion “⊆” being trivial, it remains to show “⊇”. So let
f ∈ (I +B1H∞)∩ (I +C2H∞).
Then f = xC1C2 + yB1 = x˜B1B2 + y˜C2 for some functions x, y, x˜, y˜ ∈ H∞. Hence
B1(y − x˜B2) = C2(y˜ − xC1). Since B1 and C2 have no common zeros, y˜ − xC1 = kB1 for
some k ∈ H∞. Hence y˜ ∈ I (C1,B1) and so f ∈ I (B1B2,B1C2,C1C2). 
Proposition 7.3. Let B1, B2, B3, C1, C2, C3 be Blaschke products without common zeros and let
I = I (B1B2B3,B1B2C3,B1C2C3,C1C2C3).
Suppose that C1 ∈ I (B1,B2). Then
I = (I +B1H∞)∩ (I +B2H∞)∩ (I +C3H∞).
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f ∈ (I +B1H∞)∩ (I +B2H∞)∩ (I +C3H∞).
Then
f = xB1 + yC1C2C3 (7.1)
= x˜C3 + y˜B1B2B3 (7.2)
= rB1C2C3 + sC1C2C3 + tB2. (7.3)
From (7.1) and (7.2) we obtain B1(x − y˜B2B3) = C3(x˜ − yC1C2). Since B1 and C3 have no
common zeros, x − y˜B2B3 = KC3. Hence x ∈ I (C3,B2B3).
Let C1 = αB1 + α′B2. Using (7.1) and (7.3), we obtain the following chain of implications:
xB1 +C1(yC2C3 − sC2C3) = rB1C2C3 + tB2
⇒ xB1 +
(
αB1 + α′B2
)
(yC2C3 − sC2C3) = rB1C2C3 + tB2
⇒ B1
[
x + (αy − αs − r)C2C3
]= B2[t − α′C2C3(y − s)]
⇒ x + (αy − αs − r)C2C3 = k˜B2.
Hence x ∈ I (B2,C2C3). Therefore, by Proposition 7.2
x ∈ I (B2,C2C3)∩ I (C3,B2B3) = I (B2B3,B2C3,C2C3).
From this we deduce that f ∈ I (B1B2B3,B1B2C3,B1C2C3,C1C2C3). 
We point out that if B1, B2 and C3 above are interpolating Blaschke products, then, by Propo-
sition 7.1, we get that I = J . Since the present condition C1 ∈ I (B1,B2) is the same as C1B1 being
bounded on ZD(B2), we have obtained the second proof for N = 3 of Proposition 5.2.
Corollary 7.4. Let B1, B2, B3, C1, C2, C3 be Blaschke products without common zeros and let
I = I (B1B2B3,B1B2C3,B1C2C3,C1C2C3),
respectively
I ∗ = I (B1B2B3,B1B2C3,B1C2C3,B2C2C3).
Then
(1) I ∗ = (I ∗ +B1H∞)∩ (I ∗ +B2H∞)∩ (I ∗ +C3H∞).
(2) I ∗ = I (B1,B2C2C3)∩ I (B2,B1C2C3)∩ I (C3,B1B2B3).
(3) I = I ∗ if and only if I (B1,B2) = I (B1,C1).
If B1, B2 and C3 are interpolating Blaschke products, then I ∗ = J ∗, where J ∗ is the J -form
of I ∗.
Proof. (1), (2) and (3) immediately follow from Proposition 7.3. That I ∗ = J ∗ follows from (1)
and Proposition 7.1. 
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Question 4. Let I be a finitely generated ideal in H∞. Assume that the generators have no
common factor. Does I = J imply that Z(I) ⊆ G and that ord I + 1 is the minimal number of
generators?
Question 5. Is I = J if and only if J is a finite intersection of finitely generated order one ideals?
8. Addendum
Here we shall prove for the reader’s convenience a structural result on the δ-neighborhood of
the zero set of a Carleson–Newman Blaschke product that is needed in our proofs above.
Let C be a collection of closed pseudohyperbolic discs in D. If n ∈ N and Dj ∈ C, then
we will call {D1, . . . ,Dn} an n-chain if ⋃nj=1 Dj is connected. In this case, the number n is
called the length of the chain. If {D1, . . . ,DM} is an M-chain of discs of fixed pseudohyperbolic
radius δ, then
⋃M
j=1 Dj is contained in a pseudohyperbolic disc of radius ρ = ρ(δ,M), where
ρ depends on δ and M only. As ρ we may take the pseudohyperbolic diameter of the M-chain
{Dρ(xj , δ): j = 1, . . . ,M} of adjacents disks, where x1 = δ and xn+1 = f [2](xn), where f [n] :=
f ◦ · · · ◦f is the n-th iterate of the function f (x) = x+δ1+δx . We have that xj = f [2j−1](0). Finally,
for M fixed, ρ(δ,M) → 0 as δ → 0.
If C is an open covering of [0,1[ by pseudohyperbolic discs of a fixed radius and such that
the centers of the discs do not accumulate inside D, then for every M ∈N, there exists a chain of
length M in C.
The following is a variant of several results of this type appearing in literature. The new feature
here is the concept of n-chains introduced above.
Proposition 8.1. Let B be a Carleson–Newman Blaschke product of order N with zero sequence
(zj ). Then there exists δ0 such that for all 0 < δ  δ0 we have
(i) the set M(δ) := ⋃j Dρ(zj , δ) is a union of pairwise disjoint n-chains, where n ∈{1, . . . ,N};
(ii) M(δ) does not contain an N + 1-chain;
(iii) B is bounded away from zero on D \⋃j Dρ(zj , δ).
Proof. By our hypothesis, B = B1 · · ·BN , where each Bj is an interpolating Blaschke product.
Let (an,j )n∈N denote the zero sequence of Bj . Since each Bj is interpolating, we may choose
δ > 0 so small that for each j the discs {D(an,j , ρ(δ,N + 1)): n ∈N} have disjoint closures and
that δ < ρ(δ,N + 1) < min1jN δ(Bj ).
By Lemma 4.1, Bj has the property that there exists ηj such that |Bj | > ηj off⋃n D(an,j , δ).
Therefore |B| > η := ∏Nj=1 ηj > 0 outside ⋃Dn, where Dn is the pseudohyperbolic disc of
radius δ centered at the zero zn of B . Now, if the family {Dn: n ∈ N} would contain an N + 1-
chain, then there would exist j such that the interpolating Blaschke product Bj has at least two
zeros in a disc of radius ρ(δ,N +1). This contradicts the assumption that the uniform separation
constant of Bj is bigger than ρ(δ,N + 1). Hence {Dn: n ∈ N} is a family of pairwise disjoint
chains of length at most N . 
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