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THE COMPRESSIBLE VISCOUS SURFACE-INTERNAL WAVE PROBLEM:
STABILITY AND VANISHING SURFACE TENSION LIMIT
JUHI JANG, IAN TICE, AND YANJIN WANG
Abstract. This paper concerns the dynamics of two layers of compressible, barotropic, viscous
fluid lying atop one another. The lower fluid is bounded below by a rigid bottom, and the upper
fluid is bounded above by a trivial fluid of constant pressure. This is a free boundary problem:
the interfaces between the fluids and above the upper fluid are free to move. The fluids are
acted on by gravity in the bulk, and at the free interfaces we consider both the case of surface
tension and the case of no surface forces. We establish a sharp nonlinear global-in-time stability
criterion and give the explicit decay rates to the equilibrium. When the upper fluid is heavier
than the lower fluid along the equilibrium interface, we characterize the set of surface tension
values in which the equilibrium is nonlinearly stable. Remarkably, this set is non-empty, i.e.
sufficiently large surface tension can prevent the onset of the Rayleigh-Taylor instability. When
the lower fluid is heavier than the upper fluid, we show that the equilibrium is stable for all
non-negative surface tensions and we establish the zero surface tension limit.
1. Introduction
1.1. Formulation in Eulerian coordinates. We consider two distinct, immiscible, viscous,
compressible, barotropic fluids evolving in a moving domain Ω(t) = Ω+(t) ∪ Ω−(t) for time
t ≥ 0. One fluid (+), called the “upper fluid”, fills the upper domain
Ω+(t) = {y ∈ T2 × R | η−(y1, y2, t) < y3 < ℓ+ η+(y1, y2, t)}, (1.1)
and the other fluid (−), called the “lower fluid”, fills the lower domain
Ω−(t) = {y ∈ T2 × R | −b < y3 < η−(y1, y2, t)}. (1.2)
Here we assume the domains are horizontally periodic by setting T2 = (2πL1T)× (2πL2T) for
T = R/Z the usual 1–torus and L1, L2 > 0 the periodicity lengths. We assume that ℓ, b > 0
are two fixed and given constants, but the two surface functions η± are free and unknown. The
surface Γ+(t) = {y3 = ℓ+η+(y1, y2, t)} is the moving upper boundary of Ω+(t) where the upper
fluid is in contact with the atmosphere, Γ−(t) = {y3 = η−(y1, y2, t)} is the moving internal
interface between the two fluids, and Σb = {y3 = −b} is the fixed lower boundary of Ω−(t).
The two fluids are described by their density and velocity functions, which are given for each
t ≥ 0 by ρ˜±(·, t) : Ω±(t) → R+ and u˜±(·, t) : Ω±(t) → R3, respectively. In each fluid the
pressure is a function of density: P± = P±(ρ˜±) > 0, and the pressure function is assumed to be
smooth, positive, and strictly increasing. For a vector function u ∈ R3 we define the symmetric
gradient by (Du)ij = ∂iuj + ∂jui for i, j = 1, 2, 3; its deviatoric (trace-free) part is then
D
0u = Du− 2
3
div uI, (1.3)
where I is the 3× 3 identity matrix. The viscous stress tensor in each fluid is then given by
S±(u˜±) := µ±D
0u˜± + µ
′
± div u˜±I, (1.4)
where µ± is the shear viscosity and µ
′
± is the bulk viscosity; we assume these satisfy the usual
physical conditions
µ± > 0, µ
′
± ≥ 0. (1.5)
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The tensor P±(ρ˜±)I − S±(u˜±) is known as the stress tensor. The divergence of a symmetric
tensor M is defined to be the vector with components (divM)i = ∂jMij. Note then that
div (P±(ρ˜±)I − S±(u˜±)) = ∇P±(ρ˜±)− µ±∆u˜± −
(µ±
3
+ µ′±
)
∇ div u˜±. (1.6)
For each t > 0 we require that (ρ˜±, u˜±, η±) satisfy the following equations

∂tρ˜± + div(ρ˜±u˜±) = 0 in Ω±(t)
ρ˜±(∂tu˜± + u˜± · ∇u˜±) +∇P±(ρ˜±)− div S±(u˜±) = −gρ˜±e3 in Ω±(t)
∂tη± = u˜3,± − u˜1,±∂y1η± − u˜2,±∂y2η± on Γ±(t)
(P+(ρ˜+)I − S+(u˜+))n+ = patmn+ − σ+H+n+ on Γ+(t)
(P+(ρ˜+)I − S+(u˜+))n− = (P−(ρ˜−)I − S−(u˜−))n− + σ−H−n− on Γ−(t)
u˜+ = u˜− on Γ−(t)
u˜− = 0 on Σb.
(1.7)
In the equations −gρ˜±e3 is the gravitational force with the constant g > 0 the acceleration of
gravity and e3 the vertical unit vector. The constant patm > 0 is the atmospheric pressure,
and we take σ± ≥ 0 to be the constant coefficients of surface tension. In this paper, we let
∇∗ denote the horizontal gradient, div∗ denote the horizontal divergence and ∆∗ denote the
horizontal Laplace operator. Then the upward-pointing unit normal of Γ±(t), n±, is given by
n± =
(−∇∗η±, 1)√
1 + |∇∗η±|2
, (1.8)
and H±, twice the mean curvature of the surface Γ±(t), is given by the formula
H± = div∗
(
∇∗η±√
1 + |∇∗η±|2
)
. (1.9)
The third equation in (1.7) is called the kinematic boundary condition since it implies that the
free surfaces are advected with the fluids. The boundary equations in (1.7) involving the stress
tensor are called the dynamic boundary conditions. Notice that on Γ−(t), the continuity of
velocity, u˜+ = u˜−, means that it is the common value of u˜± that advects the interface. For
a more physical description of the equations and the boundary conditions in (1.7), we refer to
[34].
To complete the statement of the problem, we must specify the initial conditions. We suppose
that the initial surfaces Γ±(0) are given by the graphs of the functions η±(0), which yield the
open sets Ω±(0) on which we specify the initial data for the density, ρ˜±(0) : Ω±(0)→ R+, and
the velocity, u˜±(0) : Ω±(0) → R3. We will assume that ℓ + η+(0) > η−(0) > −b on T2, which
means that at the initial time the boundaries do not intersect with each other.
1.2. Equilibria. We seek a steady-state equilibrium solution to (1.7) with u˜± = 0, η± = 0, and
the equilibrium domains given by
Ω+ = {y ∈ T2 × R | 0 < y3 < ℓ} and Ω− = {y ∈ T2 × R | −b < y3 < 0}. (1.10)
Then (1.7) reduces to an ODE for the equilibrium densities ρ˜± = ρ¯±(y3):

d(P+(ρ¯+))
dy3
= −gρ¯+, for y3 ∈ (0, ℓ),
d(P−(ρ¯−))
dy3
= −gρ¯−, for y3 ∈ (−b, 0),
P+(ρ¯+(ℓ)) = patm,
P+(ρ¯+(0)) = P−(ρ¯−(0)).
(1.11)
The system (1.11) admits a solution ρ¯± > 0 if and only if we assume that the equilibrium
heights b, ℓ > 0, the pressure laws P±, and the atmospheric pressure patm satisfy a collection of
admissibility conditions, which we enumerate below.
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First, in order for the third equation in (1.11) to be achievable, we must have that patm ∈
P+(R
+). This then allows us to uniquely define
ρ¯1 := P
−1
+ (patm) > 0. (1.12)
We then introduce the enthalpy function h+ : (0,∞)→ R given by
h+(z) =
∫ z
ρ¯1
P ′+(r)
r
dr, (1.13)
which is smooth, strictly increasing, and positive on (ρ¯1,∞). The first ODE in (1.11) then
reduces to dh+(ρ¯+)/dy3 = −g, subject to the condition that ρ¯+(ℓ) = ρ¯1, and hence
ρ¯+(y3) = h
−1
+ (h+(ρ¯1) + g(ℓ− y3)) = h−1+ (g(ℓ− y3)). (1.14)
This gives a well-defined, smooth, and decreasing function ρ¯+ : [0, ℓ]→ [ρ¯1,∞) if and only if
gℓ ∈ h+((ρ¯1,∞))⇔ 0 < ℓ < 1
g
∫ ∞
ρ¯1
P ′+(r)
r
dr. (1.15)
The equation (1.14) yields the value of the upper density at the equilibrium internal interface:
ρ¯+ := ρ¯+(0) = h
−1
+ (gℓ). (1.16)
Then the last equation in (1.11) is achievable if and only if P+(ρ¯+(0)) = P+(h
−1
+ (gℓ)) ∈ P−(R+)
and in this case yields the value of the lower density at the equilibrium internal interface:
ρ¯− := ρ¯−(0) = P
−1
− (P+(ρ¯
+)) = P−1− (h
−1
+ (gℓ)). (1.17)
Then we define h− : (0,∞)→ R via
h−(z) =
∫ z
ρ¯−
P ′−(r)
r
dr (1.18)
and solve the ODE for ρ¯−(y3) as before to obtain
ρ¯−(y3) = h
−1
− (h−(ρ¯
−)− gy3) = h−1− (−gy3). (1.19)
This gives a well-defined, smooth, and decreasing function ρ¯− : [−b, 0]→ [ρ¯−,∞) if and only if
gb ∈ h−((ρ¯−,∞))⇔ 0 < b < 1
g
∫ ∞
ρ¯−
P ′−(r)
r
dr. (1.20)
For the sake of clarity we now summarize the admissibility conditions that are necessary and
sufficient for the existence of an equilibrium:
(1) patm ∈ P+(R+), which defines ρ¯1 := P−1+ (patm).
(2) ℓ satisfies
0 < ℓ <
1
g
∫ ∞
ρ¯1
P ′+(r)
r
dr, (1.21)
which defines ρ¯+ := h−1+ (gℓ).
(3) ℓ also satisfies P+(h
−1
+ (gℓ)) ∈ P−(R+), which defines ρ¯− := P−1− (h−1+ (gℓ)).
(4) b satisfies
0 < b <
1
g
∫ ∞
ρ¯−
P ′−(r)
r
dr. (1.22)
As an example, consider the case
P±(z) = K±z
α± for K± > 0 and α± > 1. (1.23)
Then for any patm, ℓ, b > 0 we may solve to see that
ρ¯+(y3) =
[(
patm
K+
)(α+−1)/α+
+
g(α+ − 1)
K+α+
(ℓ− y3)
]1/(α+−1)
ρ¯−(y3) =
[(
K+(ρ¯+(0))
α+
K−
)(α−−1)/α−
+
g(α− − 1)
K−α−
(−y3)
]1/(α−−1) (1.24)
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are the desired solutions to (1.11). Note in particular that in this case the admissibility condi-
tions are satisfied trivially.
Throughout the rest of the paper we will assume that the above admissibility conditions are
satisfied for a fixed ℓ, b > 0, which then uniquely determine the equilibrium density ρ±(y3). In
turn these fix the equilibrium masses
M+ =
∫
Ω+
ρ¯+ = (4π
2L1L2)
∫ ℓ
0
ρ¯+(y3)dy3 =
4π2L1L2
g
(P+(h
−1
+ (gℓ)) − patm),
M− =
∫
Ω−
ρ¯− = (4π
2L1L2)
∫ 0
−b
ρ¯−(y3)dy3 =
4π2L1L2
g
(P−(h
−1
− (gb)) − P+(h−1+ (gℓ))).
(1.25)
It is perhaps more natural to specify M+,M− > 0 and then to determine ℓ, b > 0 in terms of
M+,M−, patm and the pressure laws by way of (1.25). This can be done under the assumption
that M+,M−, patm satisfy certain admissibility conditions similar to those written above for
ℓ, b, patm. For the sake of brevity we will neglect to write these explicitly.
Notice that the equilibrium density can jump across the internal interface. The jump, which
we denote by Jρ¯K := ρ¯+(0)− ρ¯−(0) = ρ¯+ − ρ¯−, (1.26)
is of fundamental importance in the the analysis of solutions to (1.7) near equilibrium. Indeed,
if Jρ¯K > 0 then the upper fluid is heavier than the lower fluid along the equilibrium interface,
and the fluid is susceptible to the well-known Rayleigh-Taylor gravitational instability.
1.3. History and known results. Free boundary problems in fluid mechanics have attracted
much interest in the mathematical community. A thorough survey of the literature would prove
impossible here, so we will primarily mention the work most relevant to our present setting,
namely that related to layers of viscous fluid. We refer to the review of Shibata and Shimizu
[22] for a more proper survey of the literature.
The dynamics of a single layer of viscous incompressible fluid lying above a rigid bottom,
i.e. the incompressible viscous surface wave problem, have attracted the attention of many
mathematicians since the pioneering work of Beale [3]. For the case without surface tension,
Beale [3] proved the local well-posedness in the Sobolev spaces. Hataya [12] obtained the global
existence of small, horizontally periodic solutions with an algebraic decay rate in time. Guo
and Tice [8, 9, 10] developed a two-tier energy method to prove global well-posedness and
decay of this problem. They proved that if the free boundary is horizontally infinite, then the
solution decays to equilibrium at an algebraic rate; on the other hand, if the free boundary is
horizontally periodic, then the solution decays at an almost exponential rate. The proofs were
subsequently refined by the work of Wu [35]. For the case with surface tension, Beale [4] proved
global well-posedness of the problem, while Allain [1] obtained a local existence theorem in two
dimensions using a different method. Bae [2] showed the global solvability in Sobolev spaces via
energy methods. Beale and Nishida [5] showed that the solution obtained in [4] decays in time
with an optimal algebraic decay rate. Nishida, Teramoto and Yoshihara [19] showed the global
existence of periodic solutions with an exponential decay rate in the case of a domain with a
flat fixed lower boundary. Tani [28] and Tani and Tanaka [29] also discussed the solvability
of the problem with or without surface tension by using methods developed by Solonnikov in
[23, 24, 25]. Tan and Wang [26] studied the vanishing surface tension limit of the problem.
There are fewer results on two-phase incompressible problems, i.e. the incompressible viscous
surface-internal wave or internal wave problems. Hataya [11] proved an existence result for a
periodic free interface problem with surface tension, perturbed around Couette flow; he showed
the local existence of small solution for any physical constants, and the existence of exponentially
decaying small solution if the viscosities of the two fluids are sufficiently large and their difference
is small. Pru¨ss and Simonett [20] proved the local well-posedness of a free interface problem
with surface tension in which two layers of viscous fluids fill the whole space and are separated
by a horizontal interface. For two horizontal fluids of finite depth with surface tension, Xu and
Zhang [36] proved the local solvability for general data and global solvability for data near the
equilibrium state using Tani and Tanaka’s method. Wang and Tice [32] and Wang, Tice and
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Kim [33] adapted the two-tier energy methods of [8, 9, 10] to develop the nonlinear Rayleigh-
Taylor instability theory for the problem, proving the existence of a sharp stability criterion
given in terms of the surface tension coefficient, gravity, periodicity lengths, and Jρ¯K.
The free boundary problems corresponding to a single horizontally periodic layer of com-
pressible viscous fluid with surface tension have been studied by several authors. Jin [15] and
Jin-Padula [16] produced global-in-time solutions using Lagrangian coordinates, and Tanaka
and Tani [27] produced global solutions with temperature dependence. However, to the best of
our knowledge, the problem for two layers of compressible viscous fluids remains open except
for the linear analysis of Guo and Tice [7].
The two-layer problem is important because it allows for the development of the classical
Rayleigh-Taylor instability [21, 30], at least when the equilibrium has a heavier fluid on top
and a lighter one below and there is a downward gravitational force. In this paper we identify
a stability criterion and show that global solutions exist and decay to equilibrium when the
criterion is met. In our companion paper [14] we show that the stability criterion is sharp,
as in the incompressible case [32, 33], and that the Rayleigh-Taylor instability persists at the
nonlinear level (the linear analysis was developed in [7]).
2. Reformulation and main results
In this section, we reformulate the system (1.7) by using a special flattening coordinate
transformation and deliver the precise statements of the main results.
2.1. Reformulation in flattened coordinates. The movement of the free surfaces Γ±(t)
and the subsequent change of the domains Ω±(t) create numerous mathematical difficulties. To
circumvent these, we will switch to coordinates in which the boundaries and the domains stay
fixed in time. Since we are interested in the nonlinear stability of the equilibrium state, we
will use the equilibrium domain. We will not use a Lagrangian coordinate transformation, but
rather utilize a special flattening coordinate transformation motivated by Beale [4].
To this end, we define the fixed domain
Ω = Ω+ ∪ Ω− with Ω+ := {0 < x3 < ℓ} and Ω− := {−b < x3 < 0}, (2.1)
for which we have written the coordinates as x ∈ Ω. We shall write Σ+ := {x3 = ℓ} for the
upper boundary, Σ− := {x3 = 0} for the internal interface and Σb := {x3 = −b} for the lower
boundary. Throughout the paper we will write Σ = Σ+ ∪Σ−. We think of η± as a function on
Σ± according to η+ : (T
2 × {ℓ}) × R+ → R and η− : (T2 × {0}) × R+ → R, respectively. We
will transform the free boundary problem in Ω(t) to one in the fixed domain Ω by using the
unknown free surface functions η±. For this we define
η¯+ := P+η+ = Poisson extension of η+ into T2 × {x3 ≤ ℓ} (2.2)
and
η¯− := P−η− = specialized Poisson extension of η− into T2 × R, (2.3)
where P± are defined by (A.4) and (A.9). Motivated by Beale [4], the Poisson extensions η¯±
allow us to flatten the coordinate domains via the following special coordinate transformation:
Ω± ∋ x 7→ (x1, x2, x3 + b˜1η¯+ + b˜2η¯−) := Θ(t, x) = (y1, y2, y3) ∈ Ω±(t), (2.4)
where we have chosen b˜1 = b˜1(x3), b˜2 = b˜2(x3) to be two smooth functions in R that satisfy
b˜1(0) = b˜1(−b) = 0, b˜1(ℓ) = 1 and b˜2(ℓ) = b˜2(−b) = 0, b˜2(0) = 1. (2.5)
Note that Θ(Σ+, t) = Γ+(t), Θ(Σ−, t) = Γ−(t) and Θ(·, t) |Σb= Id |Σb .
Note that if η is sufficiently small (in an appropriate Sobolev space), by Lemma A.1 and usual
Sobolev embeddings, then the mapping Θ is a diffeomorphism. This allows us to transform the
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problem (1.7) to one in the fixed spatial domain Ω for each t ≥ 0. In order to write down the
equations in the new coordinate system, we compute
∇Θ =

 1 0 00 1 0
A B J

 and A := (∇Θ−1)T =

 1 0 −AK0 1 −BK
0 0 K

 . (2.6)
Here the components in the matrix are
A = ∂1θ, B = ∂2θ, J = 1 + ∂3θ, K = J
−1, (2.7)
where we have written
θ := b˜1η¯+ + b˜2η¯−. (2.8)
Notice that J = det∇Θ is the Jacobian of the coordinate transformation. It is straightforward
to check that, because of how we have defined η¯− and Θ, the matrix A is regular across the
interface Σ−.
We now define the density ρ± and the velocity u± on Ω± by the compositions ρ±(x, t) =
ρ˜±(Θ±(x, t), t) and u±(x, t) = u˜±(Θ±(x, t), t). Since the domains Ω± and the boundaries Σ±
are now fixed, we henceforth consolidate notation by writing f to refer to f± except when
necessary to distinguish the two; when we write an equation for f we assume that the equation
holds with the subscripts added on the domains Ω± or Σ±. To write the jump conditions on
Σ−, for a quantity f = f±, we define the interfacial jump as
JfK := f+|{x3=0} − f−|{x3=0}. (2.9)
Then in the new coordinates, the PDE (1.7) becomes the following system for (ρ, u, η):

∂tρ−K∂tθ∂3ρ+ divA(ρu) = 0 in Ω
ρ(∂tu−K∂tθ∂3u+ u · ∇Au) +∇AP (ρ)− divA SA(u) = −gρe3 in Ω
∂tη = u · N on Σ
(P (ρ)I − SA(u))N = patmN − σ+HN on Σ+
JP (ρ)I − SA(u)KN = σ−HN on Σ−
JuK = 0 on Σ−
u− = 0 on Σb.
(2.10)
Here we have written the differential operators ∇A, divA, and ∆A with their actions given by
(∇Af)i := Aij∂jf,divAX := Aij∂jXi, and ∆Af := divA∇Af (2.11)
for appropriate f and X. We have also written
N := (−∂1η,−∂2η, 1) (2.12)
for the non-unit normal to Σ(t), and we have written
SA,±(u) := µ±D
0
Au+ µ
′
± divA uI, D
0
Au = DAu−
2
3
divA uI,
and (DAu)ij = Aik∂kuj +Ajk∂kui. (2.13)
Note that if we extend divA to act on symmetric tensors in the natural way, then divA SAu =
µ∆Au+(µ/3+µ
′)∇A divA u. Recall that A is determined by η through (2.6). This means that
all of the differential operators in (2.10) are connected to η, and hence to the geometry of the
free surfaces.
Remark 2.1. The equilibrium state given by (1.11) corresponds to the static solution (ρ, u, η) =
(ρ¯, 0, 0) of (2.10).
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2.2. Local well-posedness. As mentioned in the introduction, the purpose of this article
is to establish a sharp nonlinear stability criterion for the equilibrium state (ρ¯, 0, 0) in the
compressible viscous surface-internal wave problem (2.10). Since the equilibrium velocity and
free surfaces are trivial, it suffices to study u and η directly. However, since the equilibrium
density is nontrivial, we must define a perturbation of it. We do so by defining
q := ρ− ρ¯− ∂3ρ¯θ. (2.14)
Note that if we consider the natural density perturbation ̺ = ρ − ρ¯, then the resulting PDE
has a linear term −g̺e3 in the right hand side of the second momentum equation, which is not
convenient for employing elliptic regularity theory; our special density perturbation q defined
by (2.14) eliminates this linear term (see (3.3)). For the sake of brevity, we will not record here
the equations for (q, u, η) obtained from plugging this perturbation into (2.10); they may be
found later in the paper in (3.24).
Before discussing our main results we mention the local well-posedness theory for (2.10),
perturbed around the equilibrium state. The energy space in which local solutions exist is
defined in terms of certain functionals, which are sums of Sobolev norms. We refer to Section
2.5 for details on our notation for Sobolev spaces and norms. For a generic integer n ≥ 3, we
define the energy as
Eσn :=
n∑
j=0
∥∥∥∂jt u∥∥∥2
2n−2j
+ ‖q‖22n +
n∑
j=1
∥∥∥∂jt q∥∥∥2
2n−2j+1
+
n∑
j=1
∥∥∥∂jt η∥∥∥2
2n−2j+3/2
+H(Jρ¯K)min{1, σ+, σ− − σc} ‖η‖22n+1 +H(− Jρ¯K)
[
‖η‖22n +min{1, σ} ‖η‖22n+1
]
(2.15)
and the corresponding dissipation as
Dσn :=
n∑
j=0
∥∥∥∂jt u∥∥∥2
2n−2j+1
+ ‖q‖22n + ‖∂tq‖22n−1 +
n+1∑
j=2
∥∥∥∂jt q∥∥∥2
2n−2j+2
+H(Jρ¯K)min{1, σ+, σ− − σc, σ2+, (σ− − σc)2} ‖η‖22n+3/2
+H(− Jρ¯K)(‖η‖22n−1/2 +min{1, σ2} ‖η‖22n+3/2)
+ ‖∂tη‖22n−1/2 + σ2 ‖∂tη‖22n+1/2 +
n+1∑
j=2
∥∥∥∂jt η∥∥∥2
2n−2j+5/2
, (2.16)
where here H = χ(0,∞) is the Heaviside function. Throughout the paper we will consider both
n = 2N and n = N + 2 for the integer N ≥ 3. We also define
F2N := ‖η‖24N+1/2 . (2.17)
Note that we have included the surface tension coefficient σ± in the definitions (2.15) and (2.16)
so that we will be able to treat the cases with and without surface tension together. Throughout
the paper, we assume that σ± have the same sign: either σ+ = σ− = 0 or else σ± > 0. Note
that this assumption excludes the cases of σ− = 0, σ+ > 0 and σ− > 0, σ+ = 0.
In order to produce local solutions on [0, T ] for which sup0≤t≤T Eσ2N (t) remains bounded, we
must assume that the initial data (q0, u0, η0) satisfy 2N systems of compatibility conditions (a
system for each time derivative of order 0 to 2N − 1). These are natural for solutions to (2.10)
in our energy space, but they are cumbersome to write. We shall neglect to record them in this
paper and instead refer to our companion paper [13] for their precise enumeration.
Our local existence results for (2.10) is then as follows.
Theorem 2.2. Assume that either σ± = 0 or else σ± > 0. Let N ≥ 3 be an integer. Assume
that the initial data (q0, u0, η0) satisfy ‖u0‖24N + ‖q0‖24N + ‖η0‖24N+1/2 + σ ‖∇∗η0‖24N < ∞ as
well as the compatibility conditions enumerated in [13]. There exist 0 < δ0, T0 < 1 so that if
‖u0‖24N + ‖q0‖24N + ‖η0‖24N+1/2 + σ ‖∇∗η0‖24N ≤ δ0 and 0 < T ≤ T0, then there exists a unique
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triple (q, u, η), achieving the initial data, so that (ρ = ρ¯ + q + ∂3ρ¯θ, u, η) solve (2.10). The
solution obeys the estimates
sup
0≤t≤T
Eσ2N (t) + sup
0≤t≤T
F2N (t) +
∫ T
0
Dσ2N (t)dt+
∫ T
0
∥∥∥ρ(t)J(t)∂2N+1t u(t)∥∥∥2
(0H1)∗
dt
. K(σ, Jρ¯K)(‖u0‖24N + ‖q0‖24N + ‖η0‖24N+1/2 + σ ‖∇∗η0‖24N) , (2.18)
where K(σ, Jρ¯K) is a constant of the form (2.40).
Theorem 2.2 can be deduced readily from Theorem 2.1 of [13]. Indeed, Theorem 2.1 of [13]
is stated in more general form, where we only require ‖η0‖4N−1/2 to be small, and no smallness
condition is imposed on u0 or q0. We record the version of local well-posedness in Theorem 2.2
so that it can be employed directly in proving our global well-posedness result.
2.3. Main results. To state our results, we now define some quantities. For a given jump
value in the equilibrium density Jρ¯K, we first define the critical surface tension value by
σc := Jρ¯K gmax{L21, L22}, (2.19)
where we recall that L1, L2 are the periodicity lengths. Note that this is the same critical value
identified for the incompressible problem in [32, 33].
For the global well-posedenss theory, we assume further that the initial masses are equal to
the equilibrium masses:∫
Ω+
ρ0,+J0,+ =
∫
Ω+
ρ¯+ and
∫
Ω−
ρ0,−J0,− =
∫
Ω−
ρ¯−. (2.20)
Note that for sufficiently regular solutions to the problem (2.10) (and in particular our global
solutions), the condition (2.20) persists in time, i.e.∫
Ω+
ρ+(t)J+(t) =
∫
Ω+
ρ¯+ and
∫
Ω−
ρ−(t)J−(t) =
∫
Ω−
ρ¯−. (2.21)
Indeed, from the first continuity equation and the equations ∂tη = u · N on Σ and u− = 0 on
Σb, we find, after integrating by parts, that
d
dt
∫
Ω+
ρ+J+ =
∫
Ω+
ρ+∂tJ+ + ∂tρ+J+ =
∫
Ω+
ρ+∂t∂3θ+ + ∂tθ+∂3ρ+ + J+ divA+(ρ+u+)
=
∫
Σ+
ρ+(∂tη+ − u+ · N+)−
∫
Σ−
ρ+(∂tη− − u · N−) = 0,
(2.22)
and
d
dt
∫
Ω−
ρ−J− =
∫
Σ−
ρ−(∂tη− − u · N−) = 0. (2.23)
The conservation of masses (2.21) plays a key role when Jρ¯K > 0, as it allows us to show the
positivity of the energy in the stability regime. Moreover, we are interested in showing η(t)→ 0
and q(t) → 0 (and hence ρ(t) → ρ¯) as t → ∞ in a strong sense; due to the conservation of
(2.21), we cannot expect this unless (2.20) is satisfied at initial time.
We will employ a functional that combines control of the energy functionals given by (2.15),
the dissipation functionals given by (2.16), and the auxiliary energy given by (2.17). We define
Gσ2N (t) := sup
0≤r≤t
Eσ2N (r) +
∫ t
0
Dσ2N (r)dr + sup
0≤r≤t
(1 + r)4N−8EσN+2(r) + sup
0≤r≤t
F2N (r)
(1 + r)
. (2.24)
We can now state our global well-posedness result for (2.10) with or without surface tension.
Theorem 2.3. Suppose that one of the following three cases holds:
Jρ¯K < 0, σ+ = 0, σ− = 0 (2.25)
Jρ¯K < 0, σ+ > 0, σ− > 0 (2.26)
Jρ¯K > 0, σ+ > 0, σ− > σc, (2.27)
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where in the last case σc > 0 is defined by (2.19). Let N ≥ 3 be an integer. Assume that the
initial data (q0, u0, η0) satisfy Eσ2N (0) + F2N (0) < ∞ as well as the compatibility conditions of
Theorem 2.2 and the mass condition (2.20). Let δ0 > 0 be the constant from Theorem 2.2.
There exists a constant 0 < κ ≤ δ0 such that 1/κ = K(σ, Jρ¯K), where K(σ, Jρ¯K) is a constant
of the form (2.40), such that if Eσ2N (0) +F2N (0) ≤ κ, then there exists a unique triple (q, u, η),
achieving the initial data, such that (ρ = ρ¯ + q + ∂3ρ¯θ, u, η) solve (2.10) on the time interval
[0,∞). The solution obeys the estimate
Gσ2N (∞) ≤ K(σ, Jρ¯K) (Eσ2N (0) + F2N (0)) . (2.28)
With surface tension, i.e. cases (2.26) and (2.27), there exists a constants K(σ, Jρ¯K), of the
form (2.40), and M(σ, Jρ¯K), defined by (8.46) and (8.47), so that
sup
t≥0
[
exp
(
t
K(σ, Jρ¯K)M(σ, Jρ¯K)
)
EσN+2(t)
]
. K(σ, Jρ¯K)EσN+2(0). (2.29)
Theorem 2.3 is proved later in the paper in Section 9. Before stating our second main result,
some remarks are in order.
Remark 2.4. Without surface tension (case (2.25)), the estimate (2.28) guarantees that
sup
t≥0
(1 + t)4N−8
[
‖u(t)‖22N+4 + ‖q(t)‖22N+4 + ‖η(t)‖22N+4
]
. (Eσ2N (0) + F2N (0)) . κ. (2.30)
Since N may be taken to be arbitrarily large, this decay result can be regarded as an “almost
exponential” decay rate.
With surface tension (cases (2.26) and (2.27)), the estimate (2.29) implies that
sup
t≥0
[
exp
(
t
K(σ, Jρ¯K)M(σ, Jρ¯K)
)(
‖u(t)‖22N+4 + ‖q(t)‖22N+4 + C(σ, Jρ¯K) ‖η(t)‖22N+5
)]
. K(σ, Jρ¯K)(Eσ2N (0) + F2N (0)) . K(σ, Jρ¯K)κ, (2.31)
where C(σ, Jρ¯K) = H(Jρ¯K)min{1, σ+, σ− − σc}+H(− Jρ¯K)min{1, σ+, σ−} and H = χ(0,∞) is the
usual Heaviside function. This is exponential decay. We then see that one of the main effects
of surface tension is that it induces a faster decay to equilibrium.
Remark 2.5. In our companion paper [14] we show that if the stability criterion is not satis-
fied, then the local solutions are nonlinearly unstable. This establishes sharp nonlinear stability
criteria for the equilibrium state in the compressible viscous surface-internal wave problem. We
summarize these and the rates of decay to equilibrium in the following table.
Jρ¯K < 0 Jρ¯K = 0 Jρ¯K > 0
σ± = 0
nonlinearly stable
almost exponential decay
locally well-posed nonlinearly unstable
0 < σ+
0 < σ− < σc
nonlinearly stable
exponential decay
nonlinearly stable
exponential decay
nonlinearly unstable
0 < σ+
σc = σ−
nonlinearly stable
exponential decay
nonlinearly stable
exponential decay
locally well-posed
0 < σ+
σc < σ−
nonlinearly stable
exponential decay
nonlinearly stable
exponential decay
nonlinearly stable
exponential decay
Remark 2.6. If we introduce the critical density jump value by
Jρ¯Kc := σ−gmax{L21, L22} ≥ 0 (2.32)
for a given lower surface tension value σ−, then Theorem 2.3 characterizes the stable equilibria
in terms of Jρ¯Kc: the equilibrium is nonlinear stable if Jρ¯K < Jρ¯Kc. In particular, this immediately
implies that if Jρ¯K < 0, the equilibrium is stable for all surface tension values σ± ≥ 0.
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Remark 2.7. Our methods could be readily applied to the internal-wave problem, i.e. the
problem (2.10) posed with a rigid top in place of the upper free surface. In this case Theorem
2.3 again holds, and we identify a nonlinear stability criterion for the compressible viscous
internal-wave problem. This agrees with the linear stability criterion identified in [7].
Remark 2.8. The high regularity context of Theorem 2.3 is not entirely necessary in the case
with surface tension. Indeed, the theorem shows in this case that the integer N plays no signif-
icant role in determining the decay rate, which is exponential. We believe that we could refine
the analysis in the case with surface tension to match the lower regularity context used in the in-
compressible case [32, 33]. We have chosen to forgo this approach here for two reasons. First, it
allows us to analyze the case with surface tension and the case without simultaneously. Second,
it allows us to establish the vanishing surface tension limit.
In our analysis leading to the proof of Theorem 2.3 we have made a serious effort to track
the dependence of various constants on the surface tension parameters. The upshot of this is
that our estimates are sufficiently strong to allow us to pass to the vanishing surface tension
limit, establishing a sort of continuity between the problems with and without surface tension.
We state this result now.
Theorem 2.9. Let N ≥ 3 be an integer. Suppose that Jρ¯K < 0 and σ± > 0, and assume that
(qσ0 , u
σ
0 , η
σ
0 ) satisfy the compatibility conditions of Theorem 2.3 and the mass condition (2.20)
in addition to the bound Eσ2N (0) + F2N (0) ≤ κ, where κ is as in the theorem. Further assume
that σ± → 0 and that
qσ0 → q0 in H4N (Ω), uσ0 → u0 in H4N (Ω),
ησ0 → η0 in H4N+1/2(Σ), and
√
σ∇∗ησ0 → 0 in H4N (Σ) (2.33)
as σ± → 0.
Then the following hold.
(1) The triple (q0, u0, η0) satisfy the compatibility conditions of Theorem 2.3 with σ± = 0.
(2) Let (qσ, uσ, ησ) denote the global solutions to (2.10) produced by Theorem 2.3 from the
data (qσ0 , u
σ
0 , η
σ
0 ). Then as σ± → 0, the triple (qσ, uσ , ησ) converges to (q, u, η), where
the latter triple is the unique solution to (2.10) with σ± = 0 and initial data (q0, u0, η0).
The convergence occurs in any space into which the space of triples (q, u, η) obeying
G02N (∞) <∞ compactly embeds.
2.4. Strategy and plan of the paper. Note that sufficiently regular solutions of (2.10) obey
the physical energy-dissipation law
d
dt
(∫
Ω
ρJ
2
|v|2 +R(ρ)J + gρ(x3 + θ)J +
∫
Σ+
patmη + σ+
√
1 + |∇∗η|2
+
∫
Σ−
σ−
√
1 + |∇∗η|2
)
+
∫
Ω
µ
2
J
∣∣D0Av∣∣2 + µ′J |divA v|2 dx = 0, (2.34)
where
R±(z) = z
∫ z
c±
P±(s)
s2
ds (2.35)
for some choice of c± > 0 such that R± ≥ 0. This energy-dissipation equation is too weak on its
own to even control the Jacobian of our coordinate transformation, and so we must employ a
higher-regularity framework for global-in-time analysis. Our framework is based on the energy
and dissipation functionals obtained from linearizing (2.34) around the equilibrium.
With these functionals in hand, we develop a nonlinear energy method for studying the
problem (2.10). This method is similar to that employed in the incompressible setting [8, 9, 33],
though of course the compressibility adds many new complications. Below we summarize some
of the principal features of our analysis.
Horizontal energy estimates: The basic strategy in any high order energy method is
to apply derivatives to the equations and use the basic energy-dissipation structure to get
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estimates. This is complicated by boundary conditions, which impose restrictions on which
derivatives may be applied; indeed, the differentiated problem must have the same structure
as the original in order to produce the same energy-dissipation estimate. In a moving domain
this is particularly annoying, as the acceptable directions vary not only in space but also in
time. While it’s possible to get around this difficulty in a moving domain (see for example
the work of Bae [2]), the more common approach is to change coordinates into a flattened
(or at the very least unmoving) domain. This is what we have done in (2.10). In the flattened
framework, the admissible derivatives are the temporal and horizontal spatial ones because they
preserve the structure of the boundary conditions. As such, the basic energy estimates can only
control temporal and horizontal derivatives of the solution. Control of vertical derivatives must
be acquired from other methods, namely elliptic estimates and intermediate energy estimates
coming from special structure in the equations.
The trade-off for flattening the coordinate domain is that the operators become far more
complicated and fail to be constant-coefficient. We are then faced with a choice: work directly
with the system (2.10), or rewrite the problem as a perturbation of the corresponding constant-
coefficient problem. The benefit of the latter approach is that the differential operators commute
with all derivatives, making the basic energy estimates cleaner. The downside of this approach
is that the forcing terms are of higher regularity and may be outside of what can be controlled
by the energy method. Unfortunately, this is what occurs for (2.10); estimates of the highest-
order temporal derivatives do not close in the perturbed form because we cannot control the
highest temporal derivatives of u on the internal interface. Because of this, we are forced to
work directly with the “geometric form” (2.10) for some of the energy estimates. Note, though,
that we can use the “perturbed form” for some of the energy estimates, and indeed, this is more
convenient for some.
Energy positivity: Ensuring the positivity of the energy is one of key issues in using an
energy method for global-in-time analysis. In the case of a possible Rayleigh-Taylor instability,
when Jρ¯K > 0, the energy appearing in our analysis does not have a definite sign a priori. It
is only by imposing a condition on σ− that we can restore this positivity, and this actually
reveals the stability criterion: it is exactly the threshold at which the energy can be guaranteed
to be definite. Actually proving this positivity amounts to using the sharp Poincare´ inequality
on T2. This in turn requires that we control the average of η. In the incompressible problem
this is trivial since the average is constant in time, but in the compressible case, we must use a
more delicate argument, employing the conservation of mass to control the average with other
controlled terms.
Intermediate energy estimates: To go from control of horizontal derivatives to control
of full derivatives we will employ elliptic estimates. Unfortunately, the horizontal energy and
dissipation do not control everything necessary for such an elliptic estimate, so we are forced to
seek intermediate energy estimates. These come from the special dissipative structure that arises
by taking an appropriate linear combination of the density equation and the third component of
the velocity equation in (2.10). To the best of our knowledge, this structure was first exploited
by Matsumura and Nishida [18]. Using this trick, we get an energy-dissipation equation for
vertical derivatives of the density perturbation and derive estimates. When combined with
the basic horizontal estimates and elliptic regularity estimates for a certain one-phase Stokes
problem, these yield control of intermediate energy and dissipation functionals that control
nearly all the desired derivatives.
Comparison estimate: We gain control of all desired derivatives by way of comparison
estimates. In these we use elliptic regularity estimates to show that the intermediate energy
and dissipation control the “full” energy and dissipation, up to some ultimately harmless error
terms. The comparison estimate for the energy follows by applying the elliptic regularity theory
for a two-phase Lame´ problem. The comparison estimate for the dissipation is particularly tricky
because the horizontal dissipation itself provides no control of the free surface functions. Indeed,
the hardest terms to control are ‖q‖0 and ‖η‖0. For them, we again use the conservation of
mass to construct an auxiliary function w that allows us to derive the control of ‖q‖0 and ‖η‖0
together. The energy positivity mentioned above again plays a crucial role here.
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Decay estimates and the two-tier scheme: The basic goal in a nonlinear energy method
is to derive an energy-dissipation equation of the form
d
dt
E +D . EθD for some θ > 0. (2.36)
In a small-energy regime (verified by the local theory and choice of small data), the right-hand
term can be absorbed onto the left, resulting in an equation of the form
d
dt
E + 1
2
D ≤ 0. (2.37)
In the event that the dissipation is coercive over the energy space, i.e. D ≥ CE , we may
immediately deduce exponential decay of E . When we consider (2.10) with surface tension and
σ− > σc in the case Jρ¯K > 0, we can essentially prove an estimate of the form (2.36) and the
coercivity of the dissipation, and we can deduce exponential decay of solutions.
However, when we neglect surface tension, we run into two major difficulties. The first is
that we cannot derive an estimate of the form (2.36) because the regularity demands for η in
the nonlinear forcing terms are half a derivative beyond the control of the energy or dissipation.
This would be disastrous if it were not for auxiliary estimate for η arising from the kinematic
transport equation. This estimate provides enough regularity to guarantee that the nonlinearity
is well-defined, but the estimate can only say that this term grows no faster than linearly in time.
This prevents us from using a small-energy argument to absorb the nonlinear term as above.
The second difficulty is that the dissipation is not coercive over the energy space. Indeed, we
find that there is a half-derivative gap between the dissipation and energy for η. This prevents
us from deducing exponential decay of solutions, even if we manage to derive (2.37).
Our solution to this problem is to implement the two-tier energy method devised by Guo
and Tice in the analysis of the one-phase incompressible problem [8, 9]. The idea is to employ
two tiers of energies and dissipation, El, Dl, Eh, and Dh, where l stands for low regularity and
h stands for high regularity. We then aim to prove estimates of the form
d
dt
Eh +Dh . (Eh)θDh + t(El)1/2Dh and d
dt
El +Dl . (Eh)θDl, (2.38)
where the t term results from the transport estimate. If we know that El decays at a sufficiently
fast polynomial rate and that Eh is bounded and small, we can deduce from these that
sup
t
Eh +
∫ ∞
0
Dh . Eh(0) and d
dt
El + 1
2
Dl ≤ 0. (2.39)
We still don’t have that Dl ≥ CEl, but we can use an interpolation argument to bound El .
(Eh)1−γ(Dl)γ for some γ ∈ (0, 1). Plugging this in leads to an algebraic decay estimate for El with
the rate determined by γ. If the high and low regularity scales are appropriately chosen, this
scheme of a priori estimates closes and leads to a method of producing global-in-time solutions
that decay to equilibrium. An interesting feature of this is that the existence of global solutions
is predicated on the decay of the solutions.
The rest of the paper is organized as follows. In the remainder of this section we record some
definitions and bits of terminology. Section 3 contains some preliminary estimates and energy-
dissipation identities that are useful throughout the paper. Section 4 produces the estimates
for temporal and horizontal derivatives. Section 5 produces energy-dissipation estimates for
vertical derivatives of the density perturbation. Section 6 combines the horizontal and temporal
estimates with the density perturbation estimates to produce estimates for the intermediate
energy and dissipation. Section 7 shows that the intermediate energy and dissipation control
the full energy and dissipation up to error terms. Section 8 records the finished a priori estimates.
Section 9 contains the proofs of Theorems 2.3 and 2.9.
2.5. Definitions and terminology. We now mention some of the definitions, bits of notation,
and conventions that we will use throughout the paper.
Einstein summation and constants: We will employ the Einstein convention of summing
over repeated indices for vector and tensor operations. Throughout the paper C > 0 will denote
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a generic constant that can depend N , Ω, or any of the parameters of the problem except for
surface tension. We refer to such constants as “universal.” They are allowed to change from one
inequality to the next. We will employ the notation a . b to mean that a ≤ Cb for a universal
constant C > 0.
To track the appearance of constants depending on the surface tension coefficients, we employ
the notation
K(σ, Jρ¯K) =
{
C(σ) if Jρ¯K > 0
B(σ) if Jρ¯K < 0, (2.40)
where C(σ) > 0 is a constant depending on σ (and the other parameters of the problem) and
B(σ) > 0 denotes a constant (also depending on the other parameters) satisfying
lim inf
(σ+,σ−)→0
B(σ) ∈ (0,∞) (2.41)
and
lim sup
(σ+,σ−)→∞
B(σ)
max{σ+, σ−}j <∞ for some integer j > 0. (2.42)
Notice in particular that linear combinations of powers of constants of the form K(σ, Jρ¯K)
remain of the form K(σ, Jρ¯K) so that, for example, we may write “equalities” of the form
1 +K(σ, Jρ¯K)5 +√K(σ, Jρ¯K) = K(σ, Jρ¯K).
Norms: We write Hk(Ω±) with k ≥ 0 and and Hs(Σ±) with s ∈ R for the usual Sobolev
spaces. We will typically write H0 = L2. If we write f ∈ Hk(Ω), the understanding is that f
represents the pair f± defined on Ω± respectively, and that f± ∈ Hk(Ω±). We employ the same
convention on Σ±. We will refer to the space 0H
1(Ω) defined as follows:
0H
1(Ω) = {v ∈ H1(Ω) | JvK = 0 on Σ− and v− = 0 on Σb}. (2.43)
To avoid notational clutter, we will avoid writing Hk(Ω) or Hk(Σ) in our norms and typically
write only ‖·‖k, which we actually use to refer to sums
‖f‖2k = ‖f+‖2Hk(Ω+) + ‖f−‖2Hk(Ω−) or ‖f‖2k = ‖f+‖2Hk(Σ+) + ‖f−‖2Hk(Σ−) . (2.44)
Since we will do this for functions defined on both Ω and Σ, this presents some ambiguity. We
avoid this by adopting two conventions. First, we assume that functions have natural spaces on
which they “live.” For example, the functions u, ρ, q, and η¯ live on Ω, while η lives on Σ. As
we proceed in our analysis, we will introduce various auxiliary functions; the spaces they live on
will always be clear from the context. Second, whenever the norm of a function is computed on
a space different from the one in which it lives, we will explicitly write the space. This typically
arises when computing norms of traces onto Σ of functions that live on Ω.
Occasionally we will need to refer to the product of a norm of η and a constant that depends
on ±. To denote this we will write
γ ‖η‖2k = γ+ ‖η+‖2Hk(Σ+) + γ− ‖η−‖2Hk(Σ−) . (2.45)
Derivatives
We write N = {0, 1, 2, . . . } for the collection of non-negative integers. When using space-time
differential multi-indices, we will write N1+m = {α = (α0, α1, . . . , αm)} to emphasize that the
0−index term is related to temporal derivatives. For just spatial derivatives we write Nm. For
α ∈ N1+m we write ∂α = ∂α0t ∂α11 · · · ∂αmm . We define the parabolic counting of such multi-indices
by writing |α| = 2α0 + α1 + · · · + αm. We will write ∇∗f for the horizontal gradient of f , i.e.
∇∗f = ∂1fe1 + ∂2fe2, while ∇f will denote the usual full gradient.
For a given norm ‖·‖ and an integer k ≥ 0, we introduce the following notation for sums of
spatial derivatives: ∥∥∥∇k∗f∥∥∥2 := ∑
α∈N2
|α|≤k
‖∂αf‖2 and
∥∥∥∇kf∥∥∥2 := ∑
α∈N3
|α|≤k
‖∂αf‖2 . (2.46)
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The convention we adopt in this notation is that ∇∗ refers to only “horizontal” spatial deriva-
tives, while ∇ refers to full spatial derivatives. For space-time derivatives we add bars to our
notation: ∥∥∥∇¯k∗f∥∥∥2 := ∑
α∈N1+2
|α|≤k
‖∂αf‖2 and
∥∥∥∇¯kf∥∥∥2 := ∑
α∈N1+3
|α|≤k
‖∂αf‖2 . (2.47)
We allow for composition of derivatives in this counting scheme in a natural way; for example,
we write ∥∥∥∇∗∇k∗f∥∥∥2 = ∥∥∥∇k∗∇∗f∥∥∥2 = ∑
α∈N2
|α|≤k
‖∂α∇∗f‖2 =
∑
α∈N2
1≤|α|≤k+1
‖∂αf‖2 . (2.48)
3. Preliminaries
In this section we record some preliminary results that are useful throughout the paper.
We rewrite the problem (2.10) as a perturbation around the equilibrium, and then we present
various energy equalities. We conclude with the estimate of certain nonlinear terms.
3.1. Perturbed formulation around the steady-state – geometric form. We will now
rephrase the PDE (2.10) in a perturbation formulation around the steady state solution (ρ¯, 0, 0).
We recall our special density perturbation defined by (2.14). In order to deal with the pressure
term P (ρ) = P (ρ¯+ q + ∂3ρ¯θ) we introduce the Taylor expansion, by (1.11),
P (ρ¯+ q + ∂3ρ¯θ) = P (ρ¯) + P
′(ρ¯)(q + ∂3ρ¯θ) +R = P (ρ¯) + P ′(ρ¯)q − gρ¯θ +R, (3.1)
where the remainder term is defined by the integral form
R =
∫ ρ¯+q+∂3ρ¯θ
ρ¯
(ρ¯+ q + ∂3ρ¯θ − z)P ′′(z) dz. (3.2)
Then one can see that the perturbation q is defined in its special way enjoying the following
advantage that in Ω,
Aij∂jP (ρ) + gρδi3 = Aij∂jP (ρ) + gρAij∂jΘ3
= Aij∂j(P (ρ¯) + P ′(ρ¯)q − gρ¯θ +R) + g(ρ¯ + q + ∂3ρ¯θ)Aij∂j(x3 + θ)
= Aij∂j(P ′(ρ¯)q)− gAij∂j(ρ¯θ) +Aij∂jR+ gρ¯Aij∂jθ + g(q + ∂3ρ¯θ)Ai3 + g(q + ∂3ρ¯θ)Aij∂jθ
= Aij∂j(P ′(ρ¯)q) +Aij∂jR+ gqAi3 + g(q + ∂3ρ¯θ)Aij∂jθ
= ρ¯Aij∂j(h′(ρ¯)q) +Aij∂jR+ g(q + ∂3ρ¯θ)Aij∂jθ,
(3.3)
where we have used (1.11) and (1.13). Recalling also (1.26), (2.8) and (2.5), we have
− gρ¯+θ = −ρ1gη+ on Σ+, and J−gρ¯θK = − Jρ¯K gη− on Σ−. (3.4)
By perturbing the density as above, we are led from (2.10) to the following system:

∂tq + divA(ρ¯u) = F
1 in Ω
(ρ¯+ q + ∂3ρ¯θ)∂tu+ ρ¯∇A (h′(ρ¯)q)− divA SAu = F 2 in Ω
∂tη = u · N on Σ
(P ′(ρ¯)qI − SA(u))N = ρ1gη+N − σ+∆∗η+N + F 3+ on Σ+JP ′(ρ¯)qI − SA(u)KN− = Jρ¯K gη−N + σ−∆∗η−N − F 3− on Σ−JuK = 0 on Σ−
u− = 0 on Σb,
(3.5)
where
F 1 = ∂23 ρ¯Kθ∂tθ +K∂tθ∂3q − divA((q + ∂3ρ¯θ)u), (3.6)
F 2 = −(ρ¯+ q + ∂3ρ¯θ)(−K∂tθ∂3u+ u · ∇Au)−∇AR− g(q + ∂3ρ¯θ)∇Aθ, (3.7)
F 3+ = −RN − σ+ div∗(((1 + |∇∗η+|2)−1/2 − 1)∇∗η+)N , (3.8)
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and
− F 3− = − JRKN + σ− div∗(((1 + |∇∗η−|2)−1/2 − 1)∇∗η−)N . (3.9)
We will employ the form of the equations (3.5) primarily for estimating the temporal deriva-
tives of the solutions. Applying the temporal differential operator ∂jt for j = 0, . . . , 2N to (3.5),
we find that

∂t(∂
j
t q) + divA(ρ¯∂
j
t u) = F
1,j in Ω
(ρ¯+ q + ∂3ρ¯θ)∂t(∂
j
t u) + ρ¯∇A(h′(ρ¯)∂jt q)− divA SA(∂jt u) = F 2,j in Ω
∂t(∂
j
t η) = ∂
j
t u · N + F 4,j on Σ
(P ′(ρ¯)∂jt qI − SA(∂jt u))N = ρ1g∂jt η+N − σ+∆∗(∂jt η+)N + F 3,j+ on Σ+r
P ′(ρ¯)∂jt qI − SA(∂jt u)
z
N = Jρ¯K g∂jt η−N + σ−∆∗(∂jt η−)N − F 3,j− on Σ−r
∂jt u
z
= 0 on Σ−
∂jt u− = 0 on Σb,
(3.10)
where
F 1,j = ∂jtF
1 −
∑
0<ℓ≤j
Cℓj∂
ℓ
tAlk∂k(ρ¯∂j−ℓt ul), (3.11)
F 2,ji = ∂
j
tF
2
i +
∑
0<ℓ≤j
Cℓj
{
µAlk∂k(∂ℓtAlm∂j−ℓt ∂mui) + µ∂ℓtAlk∂j−ℓt ∂k(Alm∂mui)
+ (µ/3 + µ′)Aik∂k(∂ℓtAlm∂j−ℓt ∂mul) + (µ/3 + µ′)∂ℓtAik∂j−ℓt ∂k(Alm∂mul)
−ρ¯∂ℓtAik∂k(h′(ρ¯)∂j−ℓt q)− ∂ℓt (q + ∂3ρ¯θ)∂t(∂j−ℓt u)
}
, i = 1, 2, 3,
(3.12)
F 3,ji,+ = ∂
j
tF
3
i,+ +
∑
0<ℓ≤j
Cℓj
{
µ+∂
ℓ
t (NlAik)∂j−ℓt ∂kul + µ+∂ℓt (NlAlk)∂j−ℓt ∂kui
+(µ′+ − 2µ+/3)∂ℓt (NiAlk)∂j−ℓt ∂kul + ∂ℓtNi∂j−ℓt (ρ1gη+ − P ′(ρ¯)q − σ+∆∗η+)
}
, i = 1, 2, 3,
(3.13)
−F 3,ji,− = −∂jtF 3i,− +
∑
0<ℓ≤j
Cℓj
{
∂ℓt (NlAik)∂j−ℓt Jµ∂kulK + ∂ℓt (NlAlk)∂j−ℓt Jµ∂kuiK
+∂ℓt (NiAlk)∂j−ℓt
q
(µ′ − 2µ/3)∂kul
y
+ ∂ℓtNi∂j−ℓt (Jρ¯K gη− − qP ′(ρ¯)qy+ σ−∆∗η−)
}
,
(3.14)
for i = 1, 2, 3, and
F 4,j =
∑
0<ℓ≤j
Cℓj∂
ℓ
tN · ∂j−ℓt u. (3.15)
Note that the equations (3.10) for (∂jt q, ∂
j
t u, ∂
j
t η) for j = 0, . . . , 2N have the same structure
in their left-hand sides. We present their energy identities more general way as follows:
Proposition 3.1. Suppose that (q, u, η) solve (2.10) and that A, J, and N are determined
through η as in (2.6), (2.7), and (2.12). Further suppose that (Q, v, ζ) solve

∂tQ+ divA(ρ¯v) = F
1 in Ω
(ρ¯+ q + ∂3ρ¯θ)∂tv + ρ¯∇A (h′(ρ¯)Q)− divA SA(v) = F2 in Ω
∂tζ = v · N + F4 on Σ
(P ′(ρ¯)QI − SA(v))N = ρ1gζ+N − σ+∆∗ζ+N + F3+ on Σ+JP ′(ρ¯)QI − SA(v)KN = Jρ¯K gζ−N + σ−∆∗ζ−N − F3− on Σ−JvK = 0 on Σ−
v− = 0 on Σb.
(3.16)
Then
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1
2
d
dt
(∫
Ω
(ρ¯+ q + ∂3ρ¯θ)J |v|2 + h′(ρ¯)J |Q|2 +
∫
Σ+
ρ1g |ζ+|2 + σ+ |∇∗ζ+|2
+
∫
Σ−
− Jρ¯K g |ζ−|2 + σ− |∇∗ζ−|2
)
+
∫
Ω
µ
2
J
∣∣D0Av∣∣2 + µ′J |divA v|2
=
1
2
∫
Ω
∂t(J(ρ¯+ q + ∂3ρ¯θ)) |v|2 + h′(ρ¯)∂tJ |Q|2 +
∫
Ω
J(h′(ρ¯)QF1 + v · F2)
+
∫
Σ
−v · F3 +
∫
Σ+
ρ1gζ+F
4
+ −
∫
Σ−
Jρ¯K gζ−F4− −
∫
Σ
σ∆∗ζF
4. (3.17)
Proof. Taking the dot product of the second equation of (3.16) with Jv and then integrating
by parts over the domain Ω, using the Dirichlet boundary conditions of v, we obtain
1
2
d
dt
∫
Ω
(ρ¯+ q + ∂3ρ¯θ)J |v|2 +
∫
Ω
µ
2
J
∣∣D0Av∣∣2 + µ′J |divA v|2
=
1
2
∫
Ω
∂t(J(ρ¯ + q + ∂3ρ¯θ)) |v|2 +
∫
Ω
Jh′(ρ¯)Q divA(ρ¯v) +
∫
Ω
Jv · F2 (3.18)
−
∫
Σ+
(P ′(ρ¯)QI − SA(v))N · v +
∫
Σ−
q
P ′(ρ¯)QI − SA(v)
yN · v.
Using the first equation of (3.16), we have∫
Ω
Jh′(ρ¯)Q divA(ρ¯v) =
∫
Ω
Jh′(ρ¯)Q(−∂t(Q) + F1)
= −1
2
d
dt
∫
Ω
h′(ρ¯)J |Q|2 + 1
2
∫
Ω
h′(ρ¯)∂tJ |Q|2 +
∫
Ω
Jh′(ρ¯)QF1.
(3.19)
Using the fourth equation of (3.16), we have
−
∫
Σ+
(P ′(ρ¯)QI − SA(v))N · v = −
∫
Σ+
(ρ1gζ+N − σ+∆∗ζ+N + F3+) · v. (3.20)
The third equation of (3.16) further implies
−
∫
Σ+
(ρ1gζ+ − σ+∆∗ζ+)N · v
= −
∫
Σ+
(ρ1gζ+ − σ+∆∗ζ+)(∂tζ+ − F4+)
= −1
2
d
dt
∫
Σ+
ρ1g |ζ+|2 + σ+ |∇∗ζ+|2 +
∫
Σ+
(ρ1gζ+ − σ+∆∗ζ+)F4+.
(3.21)
Hence
−
∫
Σ+
(P ′(ρ¯)QI − SA(v))N · v
= −1
2
d
dt
∫
Σ+
ρ1g |ζ+|2 + σ+ |∇∗ζ+|2 +
∫
Σ+
−v · F3+ + (ρ1gζ+ − σ+∆∗ζ+)F4+.
(3.22)
Similarly, we use the fifth and third equations of (3.16) to have∫
Σ−
q
P ′(ρ)QI − SA(v)
yN · v
= −1
2
d
dt
∫
Σ+
− Jρ¯K g |ζ+|2 + σ− |∇∗ζ−|2 +
∫
Σ−
−v · F3− + (− Jρ¯K gζ− − σ−∆∗ζ−)F4−.
(3.23)
Consequently, plugging (3.19), (3.22) and (3.23) into (3.18), we obtain (3.17). 
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3.2. Perturbed formulation around the steady-state – linear form. It turns out to be
convenient to write the system (2.10) in a linear form to derive the subsequent estimates. The
reason for this is that the operators become constant-coefficient, which is more convenient for
elliptic regularity. We rewrite the PDE (3.5) for (q, u, η) as

∂tq + div(ρ¯u) = G
1 in Ω
ρ¯∂tu+ ρ¯∇ (h′(ρ¯)q)− div S(u) = G2 in Ω
∂tη = u3 +G
4 on Σ
(P ′(ρ¯)qI − S(u))e3 = (ρ1gη+ − σ+∆∗η+)e3 +G3+ on Σ+JP ′(ρ¯)qI − S(u)K e3 = (Jρ¯K gη− + σ−∆∗η−)e3 −G3− on Σ−JuK = 0 on Σ−
u− = 0 on Σb,
(3.24)
where we have written the function G1 = G1,1 +G1,2 for
G1,1 = K∂tθ∂3q − ulAlk∂kq, (3.25)
G1,2 = ∂23 ρ¯Kθ∂tθ − qAlk∂kul −Alk∂k(∂3ρ¯θul)− (Alk − δlk)∂k(ρ¯ul), (3.26)
the vector G2 for
G2i =− (q + ∂3ρ¯θ)∂tui + (ρ¯+ q + ∂3ρ¯θ)(K∂tθ∂3ui − ulAlk∂kui)
+ µAlk∂kAlm∂mui + µ(AlkAlm − δlkδlm)∂kmui
+ (µ/3 + µ′)Aik∂kAlm∂mul + (µ/3 + µ′)(AikAlm − δikδlm)∂kmul
− ρ¯(Ail − δil)∂l(h′(ρ¯)q)−Ail∂lR− g(q + ∂3ρ¯θ)Ail∂lθ, i = 1, 2, 3,
(3.27)
the vector G3+ = G
3,1
+ + σ+G
3,2
+ for
G3,1i,+ = µ+(Ail∂luk +Akl∂lui)(Nk − δk3) + µ+(Ail − δil)∂lu3 + µ(A3l − δ3l)∂lui
+ (µ′+ − 2µ+/3)Alk∂kul(Ni − δi3) + (µ′+ − 2µ+/3)(Alk − δlk)∂kulδi3 + ρ1gη+(Ni − δi3)
−RNi + P ′(ρ¯)q(δi3 −Ni)
(3.28)
and
G3,2i,+ = −∆∗η+(Ni − δi3)− div∗(((1 + |∇∗η+|2)−1/2 − 1)∇∗η+)Ni (3.29)
for i = 1, 2, 3, and the vector G3− = G
3,1
− + σ−G
3,2
− for
−G3i,− = (Ail Jµ∂lukK +Akl Jµ∂luiK)(Nk − δk3) + (Ail − δil) Jµ∂lu3K− (A3l − δ3l) Jµ∂luiK
+Alk
q
(µ′ − 2µ/3)∂kul
y
(Ni − δi3) + (Alk − δlk)
q
(µ′ − 2µ/3)∂kul
y
δi3
+ Jρ¯K gη−(Ni − δi3)− JRKNi + qP ′(ρ¯)qy (δi3 −Ni),
(3.30)
and
G3,2− = ∆∗η−(Ni − δi3) + div∗(((1 + |∇∗η−|2)−1/2 − 1)∇∗η−)Ni (3.31)
for i = 1, 2, 3, and the function G4 for
G4 = −u1∂1η − u2∂2η. (3.32)
In all of these, R is as defined in (3.2).
We now present the energy identities related to (3.24).
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Proposition 3.2. Suppose that (Q, v, ζ) solve

∂tQ+ div(ρ¯v) = G
1 in Ω
ρ¯∂tv + ρ¯∇ (h′(ρ¯)Q)− div S(v) = G2 in Ω
∂tζ = v3 +G
4 on Σ
(P ′(ρ¯)QI − S(v))e3 = (ρ1gζ+ − σ+∆∗ζ+)e3 +G3+ on Σ+JP ′(ρ¯)QI − S(v)K e3 = (Jρ¯K gζ− + σ−∆∗ζ−)e3 −G3− on Σ−JvK = 0 on Σ−
v− = 0 on Σb.
(3.33)
Then
1
2
d
dt
(∫
Ω
h′(ρ¯) |Q|2 + ρ¯ |v|2 +
∫
Σ+
ρ1g |ζ+|2 + σ+ |∇∗ζ+|2
+
∫
Σ−
− Jρ¯K g |ζ−|2 + σ− |∇∗ζ−|2
)
+
∫
Ω
µ
2
∣∣D0v∣∣2 + µ′ |divv|2
=
∫
Ω
h′(ρ¯)QG1 + v · ∂αG2 +
∫
Σ
−v ·G3
+
∫
Σ+
ρ1gζ+G
4
+ +
∫
Σ−
− Jρ¯K gζ−G4− −
∫
Σ
σ∆∗ζG
4. (3.34)
Proof. The proof proceeds along the same lines as that of Proposition 3.1: we multiply the
second equation in (3.33) by v, integrate over Ω+ and Ω−, integrate by parts and the sum
resulting equations. After employing the other equations in (3.33) as in Proposition 3.1 we
arrive at (3.34). 
3.3. Estimates of the nonlinearities. We assume throughout this subsection that the solu-
tions obey the estimate Gσ2N (T ) ≤ δ, where δ ∈ (0, 1) is given in Lemma A.3.
We first present the estimates of the nonlinear terms Gi (defined by (3.25)–(3.32)) at the 2N
level.
Lemma 3.3. It holds that∥∥∇¯4N−2G1∥∥2
1
+
∥∥∇¯4N−2G2∥∥2
0
+
∥∥∇¯4N−2∗ G3∥∥21/2 + ∥∥∇¯4N−1∗ G4∥∥21/2
. K(σ, Jρ¯K)E02NEσ2N + E0N+2F2N , (3.35)
and∥∥∇¯4N−1G1,1∥∥2
0
+
∥∥∇¯4N−2∂tG1,1∥∥20 + ∥∥∇¯4NG1,2∥∥20 + ∥∥∇¯4N−1G2∥∥20
+
∥∥∇¯4N−1∗ G3∥∥21/2 + ∥∥∇¯4N−1∗ G4∥∥21/2 + ∥∥∇¯4N−2∗ ∂tG4∥∥21/2
+ σ2
∥∥∇¯4N∗ G4∥∥21/2 . K(σ, Jρ¯K)E02NDσ2N + E0N+2F2N . (3.36)
Proof. We first prove the estimates in (3.36). Note that all terms in the definitions of Gi are at
least quadratic. We apply these space-time differential operators to Gi and then expand using
the Leibniz rule; each term in the resulting sum is also at least quadratic. We then estimate
one term in Hk (k = 0 or 1/2 depending on Gi) and the other terms in Hm for m depending on
k, using trace theory, and Lemmas A.1–A.2 along with the definitions of Eσ2N and Dσ2N ((2.15)
and (2.16), respectively), and K(σ, Jρ¯K). With three exceptions, we can estimate the desired
norms of all the resulting terms by E02ND02N .
The first exceptional terms are ones involving either ∇4N+1η¯ in Ω or ∇4N∗ η on Σ when
estimating
∥∥∇4NG1,2∥∥2
0
,
∥∥∇4N−1G2∥∥2
0
,
∥∥∇4N−1∗ G3,1∥∥21/2 and ∥∥∇4N−1∗ G4∥∥21/2. But we can argue
as Theorem 3.2 of [8] to estimate ‖η¯‖24N+1 . ‖η‖24N+1/2 . F2N to bound these terms by
E0N+2F2N .
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The second exceptional terms result from the σG3,2 term when estimating
∥∥∇4N−1∗ G3∥∥21/2
and
∥∥∇4N−3∗ ∂tG3∥∥21/2. The highest derivative appearing in σG3,2 is σ∇2∗η. We make use of this
σ factor to estimate
∥∥σ∇4N−1∗ ∇2∗η∥∥21/2 ≤ σ2 ‖η‖24N+3/2 = σ2min{1, σ2} min{1, σ2} ‖η‖24N+3/2
≤ σ
2
min{1, σ2}D
σ
2N . K(σ, Jρ¯K)Dσ2N , (3.37)
and, similarly, ∥∥σ∇4N−3∗ ∇2∗∂tη∥∥21/2 . σ2 ‖∂tη‖24N−1/2 . K(σ, Jρ¯K)Dσ2N . (3.38)
Using these, we may estimate∥∥∇¯4N−1∗ σG3,2∥∥21/2 . K(σ, Jρ¯K)E02NDσ2N . (3.39)
The last exceptional term is the term σ2
∥∥∇4N+1∗ η∥∥21/2 that appear when we estimate the term
σ2
∥∥∇4N∗ G4∥∥21/2. Again, the factor σ2 leads to the estimate σ2 ∥∥∇4N+1∗ η∥∥21/2 . K(σ, Jρ¯K)Dσ2N .
Hence, in light of the above analysis, we may deduce (3.36). The proof of (3.35) proceeds
similarly. We remark that the term E0N+2F2N in (3.35) does not appear in Theorem 3.2 of [8];
it appears here because we want to control
∥∥∇4N−1∗ G4∥∥21/2. 
We then present the estimates of Gi at the N + 2 level.
Lemma 3.4. It holds that∥∥∥∇¯2(N+2)−2G1∥∥∥2
1
+
∥∥∥∇¯2(N+2)−2G2∥∥∥2
0
+
∥∥∥∇¯2(N+2)−2∗ G3∥∥∥2
1/2
+
∥∥∥∇¯2(N+2)−1∗ G4∥∥∥2
1/2
. K(σ, Jρ¯K)E02NE0N+2, (3.40)
and∥∥∥∇¯2(N+2)G1∥∥∥2
0
+
∥∥∥∇¯2(N+2)−1G2∥∥∥2
0
+
∥∥∥∇¯2(N+2)−1∗ G3∥∥∥2
1/2
+
∥∥∥∇¯2(N+2)∗ G4∥∥∥2
1/2
. K(σ, Jρ¯K)E02ND0N+2. (3.41)
Proof. The estimates (3.40)–(3.41) follow from arguments similar to those used in the proof of
Proposition 3.3. In this case they are easier because when we estimate the terms appearing from
the Leibniz rule expansions we do not have exceptional terms as in the proof of Proposition 3.3.
Indeed, we may write each term in the form XY , where X involves fewer temporal derivatives
than Y ; then we simply bound the various norms of Y by K(σ, Jρ¯K)E02N and bound the various
norms of X by E0N+2 for (3.40) or D0N+2 for (3.41). Note here that we use E02N and absorb all
appearances of σ into K(σ, Jρ¯K) rather than employ Eσ2N . 
Next we present some variants of these estimate involving integrals. First we consider prod-
ucts with derivatives of G4.
Lemma 3.5. Let α ∈ N2 so that |α| = 4N . Then∣∣∣∣
∫
Σ
∂αη∂αG4
∣∣∣∣ .
√
E02ND02N +
√
D02NE0N+2F2N (3.42)
and ∣∣∣∣
∫
Σ
σ∆∗∂
αη∂αG4
∣∣∣∣ . K(σ, Jρ¯K)
√
E02ND02NDσ2N +K(σ, Jρ¯K)
√
Dσ2NE0N+2F2N . (3.43)
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Proof. We first use the Leibniz rule to expand that
− ∂αG4 = ∂α(∇∗η · u) = ∇∗∂αη · u+
∑
0<β≤α
Cβα∇∗∂α−βη · ∂βu (3.44)
For the second part, we estimate for |β| ≥ 1, similarly as in Lemma 3.3,∥∥∥∇∗∂α−βη · ∂βu∥∥∥2
1/2
. E02ND02N + E0N+2F2N . (3.45)
Hence, we have∫
Σ
∂αη∇∗∂α−βη · ∂βu ≤ ‖∂αη‖−1/2
∥∥∥∇∗∂α−βη · ∂βu∥∥∥
1/2
.
√
D02N
√
E02ND02N + E0N+2F2N
(3.46)
and∫
Σ
σ∆∗∂
αη∇∗∂α−βη · ∂βu ≤ σ ‖∆∗∂αη‖−1/2
∥∥∥∇∗∂α−βη · ∂βu∥∥∥
1/2
=
σ
min{1, σ}
√
min{1, σ2} ‖η‖24N+3/2
∥∥∥∇∗∂α−βη · ∂βu∥∥∥
1/2
. K(σ, Jρ¯K)√Dσ2N√E02ND02N + E0N+2F2N .
(3.47)
For the first term, we use integration by parts to see that, by Lemma A.2,∫
Σ
∂αη∇∗∂αη · u = 1
2
∫
Σ
∇∗ |∂αη|2 · u = −1
2
∫
Σ
|∂αη|2 div∗ u
. ‖∂αη‖−1/2 ‖∂αη‖1/2 ‖div∗ u‖H2(Σ) ≤
√
D02NF2NE0N+2
(3.48)
and ∫
Σ
σ∆∗∂
αη∇∗∂αη · u = −
2∑
i=1
∫
Σ
σ∂i∂
αη∂i(∇∗∂αη · u)
= −1
2
σ
∫
Σ
∇∗ |∇∗∂αη|2 · u−
2∑
i=1
∫
Σ
σ∂i∂
αη(∇∗∂αη · ∂iu)
=
1
2
σ
∫
Σ
|∇∗∂αη|2 div∗ u−
2∑
i=1
∫
Σ
σ∂i∂
αη(∇∗∂αη · ∂iu)
. σ ‖∇∗∂αη‖1/2 ‖∂α∇∗η‖−1/2 ‖∇∗u‖H2(Σ) . K(σ, Jρ¯K)
√
Dσ2NF2NE0N+2.
(3.49)
The estimates (3.42)–(3.43) then follow by summing the estimates. 
Next we consider products with derivatives of G1,1.
Lemma 3.6. Let α ∈ N3 so that |α| = 4N . Let f(ρ¯) denote either 1 or h′(ρ¯). Then∣∣∣∣
∫
Ω
f(ρ¯)∂αq∂αG1,1
∣∣∣∣ .
√
D02N
√
E02ND02N + E0N+2F2N . (3.50)
Proof. We first use the Leibniz rule to expand that
∂αG1,1 = K∂tθ∂3∂
αq − ujAjk∂k∂αq +
∑
0<β≤α
Cβα
(
∂β(K∂tθ)∂3∂
α−βq − ∂β(ujAjk)∂k∂α−βq
)
.
(3.51)
For the second term, we estimate for |β| ≥ 1, similarly as Lemma 3.3,∥∥∥∂β(K∂tθ)∂3∂α−βq − ∂β(ujAjk)∂k∂α−βq∥∥∥2
0
. E02ND02N + E0N+2F2N . (3.52)
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Hence, we have ∣∣∣∣
∫
Ω
f(ρ¯)∂αq
(
∂β(K∂tθ)∂3∂
α−βq − ∂β(ujAjk)∂k∂α−βq
)∣∣∣∣
. ‖∂αq‖0
∥∥∥∂β(K∂tθ)∂3∂α−βq − ∂β(ujAjk)∂k∂α−βq∥∥∥
0
.
√
D02N
√
E02ND02N + E0N+2F2N .
(3.53)
For the first term, we observe that∣∣∣∣
∫
Ω
f(ρ¯)∂αq(K∂tθ∂3∂
αq − ujAjk∂k∂αq)
∣∣∣∣
=
1
2
∣∣∣∣
∫
Ω
f(ρ¯)K∂tθ∂3|∂αq|2 − f(ρ¯)ujAjk∂k|∂αq|2
∣∣∣∣ .
(3.54)
We then use the integration by parts to have∣∣∣∣
∫
Ω+
f(ρ¯)K∂tθ∂3|∂αq|2 − f(ρ¯)ujAjk∂k|∂αq|2
∣∣∣∣
=
∣∣∣∣
∫
Σ+
f(ρ1)(K∂tθ − ujAj3)|∂αq|2 −
∫
Σ−
f(ρ+)(K∂tθ − ujAj3)|∂αq|2
−
∫
Ω+
(∂3(f(ρ¯)K∂tθ)− ∂k(f(ρ¯)ujAjk)) |∂αq|2
∣∣∣∣
=
∣∣∣∣
∫
Ω
(∂3(f(ρ¯)K∂tθ)− ∂k(f(ρ¯)ujAjk)) |∂αq|2
∣∣∣∣
. ‖∂3(f(ρ¯)K∂tθ)− ∂k(ujAjk)‖L∞ ‖∂αq‖20 .
√
E02ND02N
(3.55)
and ∣∣∣∣
∫
Ω−
f(ρ¯)K∂tθ∂3|∂αq|2 − f(ρ¯)ujAjk∂k|∂αq|2
∣∣∣∣
=
∣∣∣∣
∫
Σ−
f(ρ−)(K∂tθ − ujAj3)|∂αq−|2 −
∫
Ω
(∂3(f(ρ¯)K∂tθ)− ∂k(ujAjk)) |∂αq|2
∣∣∣∣
=
∣∣∣∣
∫
Ω
(∂3(f(ρ¯)K∂tθ)− ∂k(ujAjk)) |∂αq|2
∣∣∣∣
. ‖∂3(f(ρ¯)K∂tθ)− ∂k(ujAjk)‖L∞ ‖∂αq‖20 .
√
E02ND02N .
(3.56)
Here we have used the facts that ujAj3 = KujNj = K∂tη = K∂tθ on Σ, and θ = 0 and u− = 0
on Σb.
Then the estimate (3.50) follows from (3.53) and (3.55). 
Next we consider a similar estimate involving weights and derivatives of G1,1.
Lemma 3.7. Let α ∈ N1+3 with |α| ≤ 4N and α0 ≤ 2N − 1. Then∣∣∣∣
∫
Ω
(
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
)
∂α(h′(ρ¯)q)∂α
(
h′(ρ¯)G1,1
)∣∣∣∣ . K(σ, Jρ¯K)√Dσ2N√Eσ2NDσ2N + EσN+2F2N .
(3.57)
Proof. We split to cases. For the case 1 ≤ α0 ≤ 2N−1 or the case that α0 = 0 and |α| ≤ 4N−1,
we use the estimates (3.36) of Lemma 3.3 to bound∣∣∣∣
∫
Ω
(
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
)
∂α(h′(ρ¯)q)∂α
(
h′(ρ¯)G1,1
)∣∣∣∣
.
∥∥∇¯4Nq∥∥
0
(∥∥∇¯4N−2G1,1∥∥
1
+
∥∥∇¯4N−3∂tG1,1∥∥1)
. K(σ, Jρ¯K)√Dσ2N√K(σ, Jρ¯K)E02NDσ2N + E0N+2F2N . (3.58)
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For the remaining case in which α0 = 0 and |α| = 4N , we rewrite
h′(ρ¯)G1,1 = K∂tθ∂3(h
′(ρ¯)q)− ujAjk∂k(h′(ρ¯)q)−K∂tθ∂3(h′(ρ¯))q + ujAj3∂3(h′(ρ¯))q. (3.59)
Write Z1 for the sum of the first two terms on the right of (3.59) and Z2 for the second two.
We may argue as in the proof of Lemma 3.3 to estimate∣∣∣∣
∫
Ω
(
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
)
∂α(h′(ρ¯)q)∂α (Z2)
∣∣∣∣ .√Dσ2N√Eσ2NDσ2N + EσN+2F2N . (3.60)
For the Z1 term we must utilize the total derivative structure
∂α(h′(ρ¯)q)(K∂tθ∂3∂
α(h′(ρ¯)q)− ujAjk∂k∂α(h′(ρ¯)q)
= K∂tθ∂3
|∂α(h′(ρ¯)q)|2
2
− ujAjk∂k |∂
α(h′(ρ¯)q)|2
2
. (3.61)
This allows us to argue as in the proof of Lemma 3.6 to bound∣∣∣∣
∫
Ω
(
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
)
∂α(h′(ρ¯)q)∂α (Z1)
∣∣∣∣ . K(σ, Jρ¯K)√Dσ2N√Eσ2NDσ2N + EσN+2F2N . (3.62)
Combining the Z1 and Z2 estimates then gives the desired estimate when α0 = 0 and |α| = 4N .

We next present the estimates of the nonlinear terms F i,j, defined by (3.11)–(3.15), at the
2N level.
Lemma 3.8. Let F i,j be defined by (3.11)–(3.15) for 0 ≤ j ≤ 2N . Then∥∥F 1,j∥∥2
0
+
∥∥F 2,j∥∥2
0
+
∥∥F 3,j∥∥2
0
+
∥∥F 4,j∥∥
0
. K(σ, Jρ¯K)E02NDσ2N (3.63)
Proof. Note that all terms in the definitions of F i,j are at least quadratic; each term can be
written in the form XY , where X involves fewer temporal derivatives than Y . We may use the
usual Sobolev embeddings, trace theory and Lemma A.1 along with the definitions of Eσ2N and
Dσ2N to estimate ‖X‖2L∞ . E02N and ‖Y ‖20 . K(σ, Jρ¯K)D02N . Then ‖XY ‖20 ≤ ‖X‖2L∞ ‖Y ‖20 .
K(σ, Jρ¯K)E02NDσ2N , and the estimate (3.63) follows by summing. 
Next, we present the estimates of F i,j at the N + 2 level.
Lemma 3.9. Let F i,j be defined by (3.11)–(3.15) for 0 ≤ j ≤ N + 2, we have∥∥F 1,j∥∥2
0
+
∥∥F 2,j∥∥2
0
+
∥∥F 3,j∥∥2
0
+
∥∥F 4,j∥∥
0
. K(σ, Jρ¯K)E02ND0N+2 (3.64)
Proof. The proof proceeds similarly as Lemma 3.8 with the easy replacement of ‖Y ‖20 . E02N
and ‖X‖20 . DN+20. As in Lemma 3.4 we absorb any appearances of σ into K(σ, Jρ¯K) so that
we can use both E02N and D0N+2. 
Finally, we present an estimate of an auxiliary nonlinearity that will be useful later. Define
Φ± = (q± + ∂3ρ¯±θ)∂3θ. (3.65)
Lemma 3.10. Let Φ± be as in (3.65). Then for n = 2N or N + 2 we have
n∑
j=0
∥∥∥∂jtΦ∥∥∥2
0
. E0nmin{E0n,D0n} (3.66)
Proof. The proof is straightforward, so we omit it for the sake of brevity. 
4. Horizontal energy evolution
In this section we derive estimates for temporal and horizontal spatial derivatives. We assume
throughout this section that the solutions obey the estimate Gσ2N (T ) ≤ δ, where δ ∈ (0, 1) is
given in Lemma A.3.
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4.1. Energy evolution in geometric form. We now estimate the energy evolution of the
pure temporal derivatives at the 2N level.
Proposition 4.1. For 0 ≤ j ≤ 2N , we have
d
dt
(∫
Ω
(ρ¯+ q + ∂3ρ¯θ)J
∣∣∣∂jt u∣∣∣2 + h′(ρ¯)J ∣∣∣∂jt q∣∣∣2 +
∫
Σ+
ρ1g
∣∣∣∂jt η+∣∣∣2 + σ+ ∣∣∣∇∗∂jt η+∣∣∣2
+
∫
Σ−
− Jρ¯K g ∣∣∣∂jt η−∣∣∣2 + σ− ∣∣∣∇∗∂jt η−∣∣∣2
)
+
∫
Ω
µ
2
∣∣∣D0∂jt u∣∣∣2+µ′ ∣∣∣div ∂jt u∣∣∣2 . K(σ, Jρ¯K)√Eσ2NDσ2N .
(4.1)
Proof. Applying ∂jt to (2.10) leads to (3.10), which is of the same form as (3.16) with v = ∂
j
tu,
Q = ∂jt q, ζ = ∂
j
t η, and F
k = Fk,j for k = 1, 2, 3. Then Proposition 3.1 yields the equation
1
2
d
dt
(∫
Ω
(ρ¯+ q + ∂3ρ¯θ)J
∣∣∣∂jt u∣∣∣2 + h′(ρ¯)J ∣∣∣∂jt q∣∣∣2 +
∫
Σ+
ρ1g
∣∣∣∂jt η+∣∣∣2 + σ+ ∣∣∣∇∗∂jt η+∣∣∣2
+
∫
Σ−
− Jρ¯K g ∣∣∣∂jt η−∣∣∣2 + σ− ∣∣∣∇∗∂jt η−∣∣∣2
)
+
∫
Ω
µ
2
J
∣∣∣D0A∂jt u∣∣∣2 + µ′J ∣∣∣divA ∂jt u∣∣∣2
=
1
2
∫
Ω
∂t(J(ρ¯+ q + ∂3ρ¯θ))
∣∣∣∂jt u∣∣∣2 + h′(ρ¯)∂tJ ∣∣∣∂jt q∣∣∣2 +
∫
Ω
J(h′(ρ¯)∂jt qF
1,j + ∂jt u · F 2,j)
+
∫
Σ
−∂jt u · F 3,j +
∫
Σ+
ρ1g∂
j
t η+F
4,j
+ −
∫
Σ−
Jρ¯K g∂jt η−F 4,j− −
∫
Σ
σ∆∗(∂
j
t η)F
4,j . (4.2)
We now estimate the right hand side of (4.2) for 0 ≤ j ≤ 2N . For the first two terms, we
may bound as usual ‖∂tJ‖L∞ .
√Eσ2N and ‖∂t(J(ρ¯+ q + ∂3ρ¯θ))‖L∞ .√Eσ2N to have
1
2
∫
Ω
∂t(J(ρ¯+ q + ∂3ρ¯θ))
∣∣∣∂jt u∣∣∣2 + h′(ρ¯)∂tJ ∣∣∣∂jt q∣∣∣2
.
√Eσ2N
(∥∥∥∂jt u∥∥∥2
0
+
∥∥∥∂jt q∥∥∥2
0
)
.
√Eσ2NDσ2N .
(4.3)
By Lemma 3.8, we may bound the F 1,j and F 2,j terms as∫
Ω
J(h′(ρ¯)∂jt qF
1,j + ∂jt u · F 2,j) .
∥∥∥∂jt q∥∥∥
0
∥∥F 1,j∥∥
0
+
∥∥∥∂jtu∥∥∥
0
∥∥F 2,j∥∥
0
. K(σ, Jρ¯K)√Dσ2N√Eσ2NDσ2N . (4.4)
For the F 3,j and F 4,j terms, by Lemma 3.8 and trace theory, we have∫
Σ
−∂jt u · F 3,j +
∫
Σ+
ρ1g∂
j
t η+F
4,j
+ +
∫
Σ−
− Jρ¯K g∂jt η−F 4,j− −
∫
Σ
σ∆∗(∂
j
t η)F
4,j
.
∥∥∥∂jt u∥∥∥
H0(Σ)
∥∥F 3,j∥∥
0
+ σ
∥∥∥∂jt η∥∥∥
2
∥∥F 4,j∥∥
0
.
(∥∥∥∂jt u∥∥∥
1
+
∥∥∥∂jt η∥∥∥
2
)
K(σ, Jρ¯K)√Eσ2NDσ2N . K(σ, Jρ¯K)√Dσ2N√Eσ2NDσ2N .
(4.5)
Finally, we may argue similarly as in Proposition 4.3 of [8], utilizing Lemma A.3, to get∫
Ω
µ
2
J
∣∣∣D0A∂jt u∣∣∣2 + µ′J ∣∣∣divA ∂jt u∣∣∣2 ≥
∫
Ω
µ
2
∣∣∣D0∂jt u∣∣∣2 + µ′ ∣∣∣div ∂jtu∣∣∣2 − C√Eσ2NDσ2N . (4.6)
We may then combine (4.3)–(4.6) to deduce (4.1) from (4.2). 
We then record a similar result at the N + 2 level.
Proposition 4.2. For 0 ≤ j ≤ N + 2, we have
d
dt
(∫
Ω
(ρ¯+ q + ∂3ρ¯θ)J
∣∣∣∂jt u∣∣∣2 + h′(ρ¯)J ∣∣∣∂jt q∣∣∣2 +
∫
Σ+
ρ1g
∣∣∣∂jt η+∣∣∣2 + σ+ ∣∣∣∇∗∂jt η+∣∣∣2
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+
∫
Σ−
− Jρ¯K g ∣∣∣∂jt η−∣∣∣2 + σ− ∣∣∣∇∗∂jt η−∣∣∣2
)
+
∫
Ω
µ
2
∣∣∣D0∂jt u∣∣∣2 + µ′ ∣∣∣div ∂jt u∣∣∣2
. K(σ, Jρ¯K)√Eσ2NDσN+2. (4.7)
Proof. The proof proceeds along similar lines as the proof of Proposition 4.1, using instead
Lemma 3.9 and replacing Dσ2N by DσN+2 accordingly in the estimates (4.3) and (4.6). 
4.2. Energy evolution in the linear form. To derive the energy evolution of the mixed
horizontal space-time derivatives of the solution we will use the linear formulation (3.24).
We now estimate the energy evolution of the mixed horizontal space-time derivatives at the
2N level.
Proposition 4.3. Let α ∈ N1+2 so that α0 ≤ 2N − 1 and |α| ≤ 4N . Then
d
dt
(∫
Ω
ρ¯ |∂αu|2 + h′(ρ¯) |∂αq|2 +
∫
Σ+
ρ1g |∂αη+|2 + σ+ |∇∗∂αη+|2
+
∫
Σ−
− Jρ¯K g |∂αη−|2 + σ− |∇∗∂αη−|2
)
+
∫
Ω
µ
2
∣∣D0∂αu∣∣2 + µ′ |div∂αu|2
. K(σ, Jρ¯K)√Eσ2NDσ2N +K(σ, Jρ¯K)√Dσ2NEσN+2F2N .
(4.8)
Proof. Since all the three boundaries of Ω are horizontally flat we are free to take the horizontal
space-time differential operator in the system (3.24). Applying ∂α to (3.24), we arrive at an
equation of the form (3.33) with v = ∂αu, Q = ∂αq, ζ = ∂αη, Gk = ∂αGk for k = 1, 2, 3. Then
Proposition 3.2 provides us with the equality
1
2
d
dt
(∫
Ω
h′(ρ¯) |∂αq|2 + ρ¯ |∂αu|2 +
∫
Σ+
ρ1g |∂αη+|2 + σ+ |∇∗∂αη+|2
+
∫
Σ−
− Jρ¯K g |∂αη−|2 + σ− |∇∗∂αη−|2
)
+
∫
Ω
µ
2
∣∣D0∂αu∣∣2 + µ′ |div∂αu|2
=
∫
Ω
h′(ρ¯)∂αq∂αG1 + ∂αu · ∂αG2 +
∫
Σ
−∂αu · ∂αG3
+
∫
Σ+
ρ1g∂
αη+∂
αG4+ +
∫
Σ−
− Jρ¯K g∂αη−∂αG4− −
∫
Σ
σ∆∗(∂
αη)∂αG4.
(4.9)
We now estimate the right hand side of (4.9). We first estimate the G2, G3, G4 terms. We
assume initially that |α| ≤ 4N − 1. Then by the estimates (3.36) of Lemma 3.3, we have∣∣∣∣
∫
Ω
∂αu · ∂αG2
∣∣∣∣ ≤ ‖∂αu‖0 ∥∥∂αG2∥∥0 .√Dσ2N
√
K(σ, Jρ¯K)Eσ2NDσ2N + EσN+2F2N . (4.10)
Similarly, by the estimates (3.36) of Lemma 3.3 along with trace theory, we have∣∣∣∣
∫
Σ
∂αu · ∂αG3
∣∣∣∣ ≤ ‖∂αu‖H0(Σ) ∥∥∂αG3∥∥0 . ‖∂αu‖1 ∥∥∂αG3∥∥0
.
√Dσ2N√K(σ, Jρ¯K)Eσ2NDσ2N + EσN+2F2N
(4.11)
and ∣∣∣∣
∫
Σ+
ρ1g∂
αη+∂
αG4+ +
∫
Σ−
− Jρ¯K g∂αη−∂αG4− −
∫
Σ
σ∆∗(∂
αη)∂αG4
∣∣∣∣
. (‖∂αη‖0 + σ ‖∂αη‖2)
∥∥∂αG4∥∥
0
. K(σ, Jρ¯K)√Dσ2N√Eσ2NDσ2N + EσN+2F2N .
(4.12)
Now we assume that |α| = 4N . We first estimate the G2, G3 terms. Since α0 ≤ 2N − 1, then
∂α involves at least two spatial derivatives, we may write α = β+(α−β) for some β ∈ N2 with
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|β| = 1. We then integrate by parts and use the estimates (3.36) of Lemma 3.3 to have∣∣∣∣
∫
Ω
∂αu · ∂αG2
∣∣∣∣ =
∣∣∣∣
∫
Ω
∂α+βu · ∂α−βG2
∣∣∣∣ . ∥∥∥∂α+βu∥∥∥0
∥∥∥∂α−βG2∥∥∥
0
. ‖∂αu‖1
∥∥∇¯4N−1∗ G2∥∥0 .√Dσ2N
√
K(σ, Jρ¯K)Eσ2NDσ2N + EσN+2F2N .
(4.13)
Similarly, by using additionally trace theory, we have∣∣∣∣
∫
Σ
∂αu · ∂αG3
∣∣∣∣ =
∣∣∣∣
∫
Σ
∂α+βu · ∂α−βG3
∣∣∣∣ . ∥∥∥∂α+βu∥∥∥H−1/2(Σ)
∥∥∥∂α−βG3∥∥∥
1/2
. ‖∂αu‖H1/2(Σ)
∥∥∇¯ 4N−1∗ G3∥∥1/2 . ‖∂αu‖1 ∥∥∇¯4N−1∗ G3∥∥1/2
.
√Dσ2N√K(σ, Jρ¯K)Eσ2NDσ2N + EσN+2F2N .
(4.14)
We then estimate the G4 term, splitting to two cases: α0 ≥ 1 and α0 = 0. If α0 ≥ 1, then ∂α
involves at least one temporal derivative so that ‖∂αη‖3/2 ≤ ‖∂α0t η‖4N−2α0+3/2 ≤ D02N . This
together with the estimates (3.36) of Lemma 3.3 implies∣∣∣∣
∫
Σ+
ρ1g∂
αη+∂
αG4+ +
∫
Σ−
− Jρ¯K g∂αη−∂αG4− −
∫
Σ
σ∆∗(∂
αη)∂αG4
∣∣∣∣
.
(
‖∂αη‖0 + σ ‖∂αη‖3/2
)∥∥∂αG4∥∥
1/2
. K(σ, Jρ¯K)√Dσ2N√Eσ2NDσ2N + EσN+2F2N .
(4.15)
If α0 = 0, we must resort to the special estimates (3.42)–(3.43) of Lemma 3.5 to have∣∣∣∣
∫
Σ+
ρ1g∂
αη+∂
αG4+ +
∫
Σ−
− Jρ¯K g∂αη−∂αG4− −
∫
Σ
σ∆∗∂
αη∂αG4
∣∣∣∣
. K(σ, Jρ¯K)√Dσ2N√K(σ, Jρ¯K)Eσ2NDσ2N + EσN+2F2N .
(4.16)
We now turn back to estimate the G1 term, and we recall G1 = G1,1 + G1,2. For the G1,2
part, it follows directly from the estimates (3.36) of Lemma 3.3 that∣∣∣∣
∫
Ω
h′(ρ¯)∂αq∂αG1,2
∣∣∣∣ . ‖∂αq‖0 ∥∥∂αG1,2∥∥0 .√Dσ2N√Eσ2NDσ2N + EσN+2F2N . (4.17)
Now for the G1,1 term we must split to two cases: α0 ≥ 1 and α0 = 0. If α0 ≥ 1, then by the
estimates (3.36) of Lemma 3.3, we have∣∣∣∣
∫
Ω
h′(ρ¯)∂αq∂αG1,1
∣∣∣∣ . ‖∂αq‖0 ∥∥∂αG1,1∥∥0 .√Dσ2N√Eσ2NDσ2N + EσN+2F2N . (4.18)
If α0 = 0, we must resort to the special estimates (3.50) with f(ρ¯) = h
′(ρ¯) of Lemma 3.6 to
have ∣∣∣∣
∫
Ω
h′(ρ¯)∂αq∂αG1,1
∣∣∣∣ .√Dσ2N√Eσ2NDσ2N + EσN+2F2N . (4.19)
Hence, in light of (4.10)–(4.19), we deduce from (4.9) that
1
2
d
dt
(∫
Ω
ρ¯ |∂αu|2 + h′(ρ¯) |∂αq|2 +
∫
Σ+
ρ1g |∂αη+|2 + σ+ |∇∗∂αη+|2
+
∫
Σ−
− Jρ¯K g |∂αη−|2 + σ− |∇∗∂αη−|2
)
+
∫
Ω
µ
2
|D∂αu|2 + µ′ |div∂αu|2
. K(σ, Jρ¯K)√Dσ2N√Eσ2NDσ2N + EσN+2F2N
. K(σ, Jρ¯K)√Eσ2NDσ2N +K(σ, Jρ¯K)√Dσ2NEσN+2F2N ,
(4.20)
which is (4.8). 
We then record a similar result at the N + 2 level.
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Proposition 4.4. Let α ∈ N1+2 so that α0 ≤ N + 1 and |α| ≤ 2(N + 2). Then
d
dt
(∫
Ω
ρ¯ |∂αu|2 + h′(ρ¯) |∂αq|2 +
∫
Σ+
ρ1g |∂αη+|2 + σ+ |∇∗∂αη+|2
+
∫
Σ−
− Jρ¯K g |∂αη−|2 + σ− |∇∗∂αη−|2
)
+
∫
Ω
µ
2
∣∣D0∂αu∣∣2 + µ′ |div∂αu|2
. K(σ, Jρ¯K)√Eσ2NDσN+2.
(4.21)
Proof. The proof is the same as that of Proposition 4.3 except that we instead use the estimates
(3.41) of Lemma 3.4. 
4.3. Energy positivity. We will now verify the key issue that the energy expressions in the
previous two subsections are positive.
We first prove the following lemma that provides the value of the critical surface tension value
σc defined by (2.19).
Lemma 4.5. Suppose that Jρ¯K ≥ 0, which means that σc, defined by (2.19), is non-negative. If
σ− > σc, then the following hold for all ζ satisfying
∫
T2 ζ = 0.
(1) We have the estimate
(σ− − σc) ‖ζ‖21 . σ− ‖∇∗ζ‖20 − Jρ¯K g ‖ζ‖20 . (4.22)
(2) If ζ satisfies
− σ−∆∗ζ − Jρ¯K gζ = ϕ on T2, (4.23)
then we have for r ≥ 2,
(σ− − σc) ‖ζ‖r . ‖ϕ‖r−2 . (4.24)
Proof. Note first that
min
n∈(L−1
1
Z)×(L−1
2
Z)\{0}
|n|2 = min{L−21 , L−22 } =
1
max{L21, L22}
. (4.25)
Then since
∫
T2 ζ = 0, i.e. ζˆ(0) = 0, we may use the Parseval theorem to prove Poincare´’s
inequality with the precise constant:
‖∇∗ζ‖20 =
∑
n∈(L−1
1
Z)×(L−1
2
Z)\{0}
|n|2|ζˆ(n)|2
≥ 1
max{L21, L22}
∑
n∈(L−1
1
Z)×(L−1
2
Z)\{0}
|ζˆ(n)|2 = 1
max{L21, L22}
‖ζ‖20 .
(4.26)
This inequality is clearly sharp.
From (4.26) we see that
σ− ‖∇∗ζ‖20 − Jρ¯K g ‖ζ‖20 ≥ (σ− − Jρ¯K gmax{L21, L22}) ‖∇∗ζ‖20
= (σ− − σc) ‖∇∗ζ‖20 .
(4.27)
Combining (4.26) with (4.27) then yields (4.22).
To prove (4.24), we note that (4.23) implies that the Fourier coefficients of ζ and ϕ satisfy
(σ− |n|2 − Jρ¯K g)ζˆ(n) = ϕˆ(n) for all n ∈ (L−11 Z)× (L−12 Z), (4.28)
which in particular implies that ϕˆ(0) = 0. Again (4.25) implies that
σ− |n|2 − Jρ¯K g = σ− |n|2 − σc
max{L21, L22}
≥ (σ− − σc) |n|2 ≥ 0. (4.29)
Then
(σ− − σc)2 |n|4
∣∣∣ζˆ(n)∣∣∣2 ≤ ∣∣∣(σ− |n|2 − Jρ¯K g)ζˆ(n)∣∣∣2 = |ϕˆ(n)|2 , (4.30)
and hence
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(σ− − σc)2 ‖ζ‖2r . (σ− − σc)2
∑
n∈(L−1
1
Z)×(L−1
2
Z)\{0}
(1 + |n|2)r
∣∣∣ζˆ(n)∣∣∣2
≤
∑
n∈(L−1
1
Z)×(L−1
2
Z)\{0}
(1 + |n|2)r
|n|4 |ϕˆ(n)|
2 .
∑
n∈(L−1
1
Z)×(L−1
2
Z)\{0}
(1 + |n|2)r−2 |ϕˆ(n)|2
. ‖ϕ‖2r−2 . (4.31)

We now show the following positivity:
Proposition 4.6. Let α ∈ N1+2 so that |α| ≤ 2n with n = 2N or n = N + 2. If Jρ¯K < 0, then∫
Ω
h′(ρ¯) |∂αq|2 +
∫
Σ+
ρ1g |∂αη+|2 + σ+ |∇∗∂αη+|2 +
∫
Σ−
− Jρ¯K g |∂αη−|2 + σ− |∇∗∂αη−|2
& ‖∂αq‖20 + ‖∂αη‖20 + σ ‖∇∗∂αη‖20 .
(4.32)
If Jρ¯K ≥ 0 then∫
Ω
h′(ρ¯) |∂αq|2 +
∫
Σ+
ρ1g |∂αη+|2 + σ+ |∇∗∂αη+|2 +
∫
Σ−
− Jρ¯K g |∂αη−|2 + σ− |∇∗∂αη−|2
& ‖∂αq‖20 +min{1, σ+} ‖∂αη+‖21 +min{1, σ− − σc} ‖∂αη−‖21 −
√
Eσn min{Eσn ,Dσn}
(4.33)
Proof. In the case Jρ¯K < 0 the result (4.32) is trivial, so we assume in what follows that Jρ¯K ≥ 0
and focus on (4.33).
For α with α1 + α2 6= 0, we can easily get (4.33) by (4.22) since in this case ζ = ∂αη− has
the zero average over Σ−, and so Lemma 4.5 is applicable. Now for α1 = α2 = 0, that is, the
pure temporal derivative case, and the problem is that they do not have the zero average.
We first deal with the case α0 = 0. We will make use of the conservation of mass:∫
Ω±
ρ±J =
∫
Ω±
(ρ¯± + q± + ∂3ρ¯±θ)(1 + ∂3θ) =
∫
Ω±
ρ¯±. (4.34)
This implies ∫
Ω±
q± +
∫
Ω±
∂3(ρ¯±θ) +
∫
Ω±
Φ± = 0, (4.35)
where we have denoted Φ± = (q± + ∂3ρ¯±θ)∂3θ as in (3.65). On the other hand, we have∫
Ω+
∂3(ρ¯+θ) = ρ1
∫
Σ+
η+ − ρ+
∫
Σ−
η− (4.36)
and ∫
Ω−
∂3(ρ¯−θ) = ρ
−
∫
Σ−
η− (4.37)
Then we obtain ∫
Ω+
q+ +
∫
Ω+
Φ+ = −ρ1
∫
Σ+
η+ + ρ
+
∫
Σ−
η− (4.38)
and ∫
Ω−
q− +
∫
Ω−
Φ− = −ρ−
∫
Σ−
η−, (4.39)
We rewrite∥∥∥√h′(ρ¯)q∥∥∥2
0
+ ρ1g ‖η+‖20 − Jρ¯K g ‖η−‖20 + σ− ‖∇∗η−‖20 + σ+ ‖∇∗η+‖20
=
∥∥∥√h′+(ρ¯+)q+∥∥∥2
0
+ ρ1g ‖η+‖20 − Jρ¯K g|T2|(η−)2
+ σ− ‖∇∗η−‖20 − Jρ¯K g ‖η− − (η−)‖20 +
∥∥∥√h′−(ρ¯−)q−∥∥∥2
0
+ σ+ ‖∇∗η+‖20 ,
(4.40)
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where we use “(η±)” to denote the average of η± over T
2. We first estimate the second line of
(4.40). We deduce from (4.38), Cauchy’s inequality, and Lemma 3.10 that for any κ > 0,
Jρ¯K g|T2|(η−)2 = Jρ¯K g|T2|(ρ+)2
(
ρ1|T2|(η+) +
∫
Ω+
q+ +
∫
Ω+
Φ+
)2
≤ Jρ¯K g(ρ1)2|T2|
(ρ+)2
(
1 +
1
κ
)
(η+)
2 +
Jρ¯K g(1 + κ)
|T2|(ρ+)2
(∫
Ω+
q+
)2
+ C
√
Eσn min{Eσn ,Dσn}. (4.41)
By Ho¨lder’s inequality, we have(∫
Ω+
q+
)2
≤
(∫
Ω+
h′+(ρ¯+)|q+|2
)(∫
Ω+
1
h′+(ρ¯+)
)
=
∥∥∥√h′+(ρ¯+)q+∥∥∥2
0
∫
Ω+
−∂3ρ¯+
g
=
|T2|(ρ+ − ρ1)
g
∥∥∥√h′+(ρ¯+)q+∥∥∥2
0
.
(4.42)
Now we choose the value of κ via
(1 + κ)(ρ+ − ρ1)
ρ+
= 1⇔ κ = ρ1
ρ+ − ρ1 . (4.43)
Then we obtain
Jρ¯K g(1 + κ)
|T2|(ρ+)2
(∫
Ω+
q+
)2
≤ Jρ¯K (1 + κ)(ρ+ − ρ1)
(ρ+)2
∥∥∥√h′+(ρ¯+)q+∥∥∥2
0
=
Jρ¯K
ρ+
∥∥∥√h′+(ρ¯+)q+∥∥∥2
0
,
(4.44)
and by Ho¨lder’s inequality,
Jρ¯K g(ρ1)2|T2|
(ρ+)2
(
1 +
1
κ
)
(η+)
2 =
Jρ¯K gρ1|T2|
ρ+
(η+)
2 ≤ Jρ¯K gρ1
ρ+
‖η+‖20 . (4.45)
We deduce from (4.41), (4.44) and (4.45) that∥∥∥√h′+(ρ¯+)q+∥∥∥2
0
+ ρ1g ‖η+‖20 − Jρ¯K g|T2|(η−)2
≥
(
1− Jρ¯K
ρ+
)(∥∥∥√h′+(ρ¯+)q+∥∥∥2
0
+ ρ1g ‖η+‖20
)
− C
√
Eσn min{Eσn ,Dσn}
& ‖q+‖20 + ‖η+‖20 −
√
Eσn min{Eσn ,Dσn}.
(4.46)
Next we use the estimate (4.27) to obtain a bound for the first two terms on the third line
of (4.40):
σ− ‖∇∗η−‖20 − Jρ¯K g ‖η− − (η−)‖20 ≥ (σ− − σc) ‖∇∗η−‖20 . (4.47)
From (4.39), Ho¨lder’s inequality, and Lemma 3.10 to obtain
‖η−‖20 = ‖η− − (η−)‖20 + |T2|(η−)2 . ‖∇∗η−‖20 +
(∫
Ω−
q−
)2
+
√
Eσn min{Eσn ,Dσn}
.
∥∥∥√h′−(ρ¯−)q−∥∥∥2
0
+ ‖∇∗η−‖20 +
√
Eσn min{Eσn ,Dσn}.
(4.48)
Then we may combine (4.47) and (4.48) to estimate the full third line of (4.40):
σ− ‖∇∗η−‖20 − Jρ¯K g ‖η− − (η−)‖20 +
∥∥∥√h′−(ρ¯−)q−∥∥∥2
0
+ σ+ ‖∇∗η+‖20
& σ+ ‖∇∗η+‖20 +min{1, σ− − σc} ‖η−‖21 −
√
Eσn min{Eσn ,Dσn} (4.49)
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We may then conclude from (4.40), (4.46), and (4.49) that∥∥∥√h′(ρ¯)q∥∥∥2
0
+ ρ1g ‖η+‖20 + σ+ ‖∇∗η+‖20 − Jρ¯K g ‖η−‖20 + σ ‖∇∗η−‖20
& ‖q‖20 +min{1, σ+} ‖η+‖21 +min{1, σ− − σc} ‖η−‖21 −
√
Eσn min{Eσn ,Dσn}.
(4.50)
This is (4.33) when α = 0.
To derive (4.33) for α1 = α2 = 0, α0 > 0 we first take the time derivatives in (4.38)–(4.39).
Then we may argue as above to derive the desired estimate. 
5. The evolution of energies controlling ∂3q
In this section we identify a dissipative structure for ∂3q and derive some energy-dissipation
estimates. We again assume throughout this section that the solutions obey the estimate
Gσ2N (T ) ≤ δ, where δ ∈ (0, 1) is given in Lemma A.3.
5.1. Identifying the dissipative structure. Note that the energy evolution results presented
in Sections 4.1–4.2 are not enough for us to get full energy estimates by applying Stokes regu-
larity estimates as in the incompressible case [32, 33]. The problem is that we do not yet have
control of div u. To control div u we appeal to a structure first exploited by Matsumura and
Nishida [18] in the case in which ρ¯ is a positive constant. We consider the following quantity,
which is the material derivative of q in our coordinates:
Q := ∂tq −K∂tθ∂3q + ujAjk∂kq = ∂tq −G1,1 = − div(ρ¯u) +G1,2. (5.1)
From (3.24) we find that Q obeys the equations
∂3Q+ ρ¯∂3(div u) = ∂3G1,2 − div(∂3ρ¯u)− ∂3ρ¯∂3u3,
ρ¯∂tu3 + ρ¯∂3(h
′(ρ¯)q)− µ∆u3 − (µ/3 + µ′)∂3(div u) = G23.
(5.2)
We then eliminate ∂33u3 from the equations (5.2) to obtain
4µ/3 + µ′
h′(ρ¯)ρ¯2
∂3
(
h′(ρ¯)Q) + ∂3(h′(ρ¯)q) = 4µ/3 + µ′
ρ¯2
∂3G
1,2 +
1
ρ¯
G23 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
∂3h
′(ρ¯)Q
− ∂tu3 − 4µ/3 + µ
′
ρ¯2
(div(∂3ρ¯u) + ∂3ρ¯∂3u3) +
µ
ρ¯
(∂11u3 + ∂22u3 − ∂31u1 − ∂32u2).
(5.3)
By the definition (5.1) of Q, we may view (5.3) as an evolution equation for ∂3q. This equation
resembles the ODE ∂tf + f = g, up to some errors, and this ODE displays natural decay
structure. We will extract this kind of structure for the more complicated equation (5.3).
5.2. Estimates. We now estimate the energy evolution of ∂3q at the 2N level.
Proposition 5.1. Fix 0 ≤ j ≤ 2N − 1 and 0 ≤ k ≤ 4N − 2j − 1. Then there exist universal
constants λk′,j for 0 ≤ k′ ≤ k so that
d
dt
∑
k′≤k
λk′,j
∥∥∥∥∥
√
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
∇4N−2j−k′−1∗ ∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)
∥∥∥∥∥
2
0
+
∑
k′≤k
∥∥∥∇4N−2j−k′−1∗ ∂k′+13 ∂jt (h′(ρ¯)q)∥∥∥2
0
+
∑
k′≤k
∥∥∥∇4N−2j−k′−1∗ ∂k′+13 ∂jtQ∥∥∥2
0
.
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+
∥∥∥∇∗4N−2j−k−1∂jtQ∥∥∥2
0
+
∑
k′≤k
∥∥∥∇∗4N−2j−k′∂jtu∥∥∥2
k′+1
+K(σ, Jρ¯K)√Eσ2NDσ2N +K(σ, Jρ¯K)√Dσ2NEσN+2F2N +K(σ, Jρ¯K)EσN+2F2N . (5.4)
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Proof. We first fix 0 ≤ j ≤ 2N − 1 and then take 0 ≤ k ≤ 4N − 2j − 1 and 0 ≤ k′ ≤ k. Let
α ∈ N2 so that |α| ≤ 4N − 2j − 1− k′. Applying ∂α∂k′3 ∂jt to (5.3) and multiplying the resulting
by ∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)q) + ∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)Q) and then integrating over Ω, we obtain
I + II + III = IV, (5.5)
where
I =
∫
Ω
∂α∂k
′
3 ∂
j
t
(
4µ/3 + µ′
h′(ρ¯)ρ¯2
∂3
(
h′(ρ¯)Q)) ∂α∂k′+13 ∂jt (h′(ρ¯)q), (5.6)
II =
∫
Ω
∂α∂k
′
3 ∂
j
t
(
4µ/3 + µ′
h′(ρ¯)ρ¯2
∂3
(
h′(ρ¯)Q)) ∂α∂k′+13 ∂jt (h′(ρ¯)Q) , (5.7)
III =
∫
Ω
∣∣∣∂α∂k′+13 ∂jt (h′(ρ¯)q)∣∣∣2 +
∫
Ω
∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)∂α∂k
′+1
3 ∂
j
t
(
h′(ρ¯)Q) , (5.8)
and
IV =
∫
Ω
{
∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)q) + ∂α∂k
′+1
3 ∂
j
t
(
h′(ρ¯)Q)}
× ∂α∂k′3 ∂jt
{
4µ/3 + µ′
ρ¯2
∂3G
1,2 +
1
ρ¯
G23 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
∂3h
′(ρ¯)Q− ∂tu3
−4µ/3 + µ
′
ρ¯2
(div(∂3ρ¯u) + ∂3ρ¯∂3u3) +
µ
ρ¯
(∂11u3 + ∂22u3 − ∂31u1 − ∂32u2)
}
. (5.9)
We will now estimate I, II, III, IV . First, using the Cauchy-Schwarz inequality, we may
easily estimate
IV .


∥∥∥∂α∂k′+13 ∂jt (h′(ρ¯)q)∥∥∥
0
+
∑
k′′≤k′
∥∥∥∂α∂k′′+13 ∂jtQ∥∥∥
0


×


∥∥∥∂jtG1,2∥∥∥
4N−2j
+
∥∥∥∂jtG2∥∥∥
4N−2j−1
+
∑
k′′≤k′
∥∥∥∂α∂k′′3 ∂jtQ∥∥∥
0
+
∥∥∥∂j+1t u∥∥∥
4N−2j−1
+
∑
k′′≤k′
∥∥∥∂α∂k′′3 ∂jtu∥∥∥
1
+
∥∥∥∂α∂k′′3 ∇∗∇∂jt u∥∥∥
0

 . (5.10)
For the last term in III we recall the definition of Q from (5.1) in order to rewrite∫
Ω
∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)∂α∂k
′+1
3 ∂
j
t
(
h′(ρ¯)Q)
=
∫
Ω
∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)∂α∂k
′+1
3 ∂
j
t
(
h′(ρ¯)(∂tq −G1,1)
)
=
1
2
d
dt
∫
Ω
∣∣∣∂α∂k′+13 ∂jt (h′(ρ¯)q)∣∣∣2 −
∫
Ω
∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)∂α∂k
′+1
3 ∂
j
t
(
h′(ρ¯)G1,1
)
.
(5.11)
For II we estimate by expanding with Leibniz:
II ≥
∫
Ω
4µ/3 + µ′
h′(ρ¯)ρ¯2
∣∣∣∂α∂k′+13 ∂jt (h′(ρ¯)Q)∣∣∣2 −C ∥∥∥∂α∂k′+13 ∂jt (h′(ρ¯)Q)∥∥∥
0
∑
k′′≤k′
∥∥∥∂α∂k′′3 ∂jtQ∥∥∥
0
.
(5.12)
For I, we have
I ≥
∫
Ω
4µ/3 + µ′
h′(ρ¯)ρ¯2
∂α∂k
′+1
3 ∂
j
t
(
h′(ρ¯)Q) ∂α∂k′+13 ∂jt (h′(ρ¯)q)
− C
∥∥∥∂α∂k′+13 ∂jt (h′(ρ¯)q)∥∥∥
0
∑
k′′≤k′
∥∥∥∂α∂k′′3 ∂jtQ∥∥∥
0
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=
1
2
d
dt
∫
Ω
4µ/3 + µ′
h′(ρ¯)ρ¯2
∣∣∣∂α∂k′+13 ∂jt (h′(ρ¯)q)∣∣∣2
−
∫
Ω
4µ/3 + µ′
h′(ρ¯)ρ¯2
∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)∂α∂k
′+1
3 ∂
j
t
(
h′(ρ¯)G1,1
)
− C
∥∥∥∂α∂k′+13 ∂jt (h′(ρ¯)q)∥∥∥
0
∑
k′′≤k′
∥∥∥∂α∂k′′3 ∂jtQ∥∥∥
0
. (5.13)
Combining the estimates (5.10)–(5.13) with (5.5) and applying Cauchy’s inequality in order
to absorb the term
∥∥∥∂α∂k′+13 ∂jt (h′(ρ¯)q)∥∥∥
0
onto the left, we arrive at the inequality
d
dt
∥∥∥∥∥
√
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)
∥∥∥∥∥
2
0
+
1
2
∥∥∥∂α∂k′+13 ∂jt (h′(ρ¯)q)∥∥∥2
0
+
1
2
∥∥∥∂α∂k′+13 ∂jt (h′(ρ¯)Q)∥∥∥2
0
.
∑
k′′≤k′
∥∥∥∂α∂k′′3 ∂jtQ∥∥∥2
0
+
∣∣∣∣
∫
Ω
(
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
)
∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)∂α∂k
′+1
3 ∂
j
t
(
h′(ρ¯)G1,1
)∣∣∣∣
+
∥∥∥∂jtG1,2∥∥∥2
4N−2j
+
∥∥∥∂jtG2∥∥∥2
4N−2j−1
+
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+
∥∥∥∇∗4N−2j−k′∂jt u∥∥∥2
k′+1
. (5.14)
Owing to the Leibniz rule and the properties of ρ¯, we may estimate∥∥∥∂k′+13 ∂α∂jtQ∥∥∥2
0
.
∥∥∥h′(ρ¯)∂k′+13 ∂α∂jtQ∥∥∥2
0
.
∥∥∥∂k′+13 ∂α∂jt (h′(ρ¯)Q)∥∥∥2
0
+
∑
k′′≤k′
∥∥∥∂k′′3 ∂α∂jtQ∥∥∥2
0
.
(5.15)
Combining this with (5.14) and summing over all α with |α| ≤ 4N − 2j − 1− k′, we deduce
that there exist universal constants βk′,j, γk′,j > 0 so that
d
dt
∥∥∥∥∥
√
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
∇4N−2j−k′−1∗ ∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)
∥∥∥∥∥
2
0
+ βk′,j
∥∥∥∇4N−2j−k′−1∗ ∂k′+13 ∂jt (h′(ρ¯)q)∥∥∥2
0
+ βk′,j
∥∥∥∇4N−2j−k′−1∗ ∂k′+13 ∂jtQ∥∥∥2
0
≤ γk′,j
∑
k′′≤k′
∥∥∥∇4N−2j−k′−1∗ ∂k′′3 ∂jtQ∥∥∥2
0
+ γk′,j
∑
|α|≤4N−2j−1−k′
∣∣∣∣
∫
Ω
(
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
)
∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)∂α∂k
′+1
3 ∂
j
t
(
h′(ρ¯)G1,1
)∣∣∣∣
+ γk′,j
(∥∥∥∂jtG1,2∥∥∥2
4N−2j
+
∥∥∥∂jtG2∥∥∥2
4N−2j−1
+
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+
∥∥∥∇∗4N−2j−k′∂jt u∥∥∥2
k′+1
)
(5.16)
for every 0 ≤ k′ ≤ k. We may then use Lemma A.9 to deduce that there exist constants
λk′,j,α > 0 (depending on βk′,j,α and γk′,j,α as in (A.55)) and
λ¯k,j :=
∑
k′≤k
λk′,j(γk′,j + 1) (5.17)
so that
d
dt
∑
k′≤k
λk′,j
∥∥∥∥∥
√
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
∇4N−2j−k′−1∗ ∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)
∥∥∥∥∥
2
0
+
∑
k′≤k
∥∥∥∇4N−2j−k′−1∗ ∂k′+13 ∂jt (h′(ρ¯)q)∥∥∥2
0
+
∑
k′≤k
∥∥∥∇4N−2j−k′−1∗ ∂k′+13 ∂jtQ∥∥∥2
0
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≤ λ¯k,j
∑
|α|≤4N−2j−1−k′
k′≤k
∣∣∣∣
∫
Ω
(
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
)
∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)∂α∂k
′+1
3 ∂
j
t
(
h′(ρ¯)G1,1
)∣∣∣∣
+ λ¯k,j
(∥∥∥∂jtG1,2∥∥∥2
4N−2j
+
∥∥∥∂jtG2∥∥∥2
4N−2j−1
+
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
)
+ λ¯k,j

∥∥∥∇4N−2j−k−1∗ ∂jtQ∥∥∥2
0
+
∑
k′≤k
∥∥∥∇∗4N−2j−k′∂jt u∥∥∥2
k′+1

 . (5.18)
Finally, we will estimate the nonlinear terms in the right hand side of (5.18). We use the
estimates (3.36) of Lemma 3.3 to estimate, for 0 ≤ j ≤ 2N − 1,∥∥∥∂jtG1,2∥∥∥2
4N−2j
+
∥∥∥∂jtG2∥∥∥2
4N−2j−1
. K(σ, Jρ¯K)Eσ2NDσ2N + EσN+2F2N . (5.19)
Then we use Lemma 3.7 to bound
λ¯k,j
∑
|α|≤4N−2j−1−k′
k′≤k
∣∣∣∣
∫
Ω
(
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
)
∂α∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)∂α∂k
′+1
3 ∂
j
t
(
h′(ρ¯)G1,1
)∣∣∣∣
. K(σ, Jρ¯K)√Dσ2N√Eσ2NDσ2N + EσN+2F2N (5.20)
Plugging the nonlinear estimates (5.19) and (5.20) into (5.18) then yields (5.4). 
We then record a similar result at the N + 2 level.
Proposition 5.2. Fix 0 ≤ j ≤ N+1 and 0 ≤ k ≤ 2(N +2)−2j−1. Then there exist universal
constants λk′,j for 0 ≤ k′ ≤ k so that
d
dt
∑
k′≤k
λk′,j
∥∥∥∥∥
√
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
∇2(N+2)−2j−1−k′∗ ∂k′+13 ∂jt (h′(ρ¯)q)
∥∥∥∥∥
2
0
+
∑
k′≤k
∥∥∥∇2(N+2)−2j−1−k′∗ ∂k′+13 ∂jt (h′(ρ¯)q)∥∥∥2
0
+
∑
k′≤k
∥∥∥∇2(N+2)−2j−1−k′∗ ∂k′+13 ∂jtQ∥∥∥2
0
.
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+
∥∥∥∇2(N+2)−2j−1−k∗ ∂jtQ∥∥∥2
0
+
∑
k′≤k
∥∥∥∇2(N+2)−2j−k′∗ ∂jt u∥∥∥2
k′+1
+K(σ, Jρ¯K)√Eσ2NDσN+2. (5.21)
Proof. The proof proceeds along the same lines as that of Proposition 5.1 except that we instead
use the estimates (3.41) of Lemma 3.4. 
Remark 5.3. Propositions 5.1 and 5.2 provide two important bits of control: energy estimates
of ∂3q and dissipation estimates for ∂3Q. These are crucial for improving the horizontal energy
and dissipation estimates derived in the previous section into the full ones in later sections,
respectively.
6. Combined energy evolution estimates
Now we combine our previous estimates with the elliptic regularity theory of a particular
Stokes problem in order to derive an intermediate energy-dissipation estimate. We again assume
throughout this section that the solutions obey the estimate Gσ2N (T ) ≤ δ, where δ ∈ (0, 1) is
given in Lemma A.3.
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6.1. The Stokes problem. We first derive elliptic estimates. We deduce from (3.24) that
div(ρ¯u) = G1,2 −Q,
− µ
ρ¯
∆u− µ/3 + µ
′
ρ¯
∇ div u+∇ (h′(ρ¯)q) = 1
ρ¯
G2 − ∂tu.
(6.1)
Direct calculations give the form of the Stokes problem we shall use:

−µ∆
(
u
ρ¯
)
+∇ (h′(ρ¯)q) = 1
ρ¯
G2 − ∂tu− µ
(
2∂3
(
1
ρ¯
)
∂3u+ ∂33
(
1
ρ¯
)
u
)
+
µ/3 + µ′
ρ¯
∇
(
1
ρ¯
(
G1,2 −Q− ∂3ρ¯u3
))
in Ω±
div
(
u
ρ¯
)
=
1
ρ¯2
(
G1,2 −Q− 2∂3ρ¯u3
)
in Ω±
u = u on ∂Ω±.
(6.2)
We now prove the Stokes estimates at the 2N level.
Lemma 6.1. Fix 0 ≤ j ≤ 2N − 1. Then for any 1 ≤ k ≤ 4N − 2j,∥∥∥∇∗4N−2j−k∂jt u∥∥∥2
k+1
+
∥∥∥∇∇∗4N−2j−k∂jt (h′(ρ¯)q)∥∥∥2
k−1
.
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+
∥∥∥∇∗4N−2j−k∂jtQ∥∥∥2
k
+
∥∥∇¯4N∗ u∥∥21 +K(σ, Jρ¯K)Eσ2NDσ2N + EσN+2F2N .
(6.3)
Proof. We first fix 0 ≤ j ≤ 2N − 1 and then take 1 ≤ k ≤ 4N − 2j. Let α ∈ N2 so that
|α| ≤ 4N − 2j − k. Applying ∂α∂jt to the equations (6.2) in Ω± respectively, and then applying
the elliptic estimates of Lemma A.11 with r = k′ + 1 ≥ 2 for any 1 ≤ k′ ≤ k, by the trace
theory, we obtain∥∥∥∂α∂jt u∥∥∥2
k′+1
+
∥∥∥∇∂α∂jt (h′(ρ¯)q)∥∥∥2
k′−1
.
∥∥∥∥∂α∂jt
(
u
ρ¯
)∥∥∥∥
2
k′+1
+
∥∥∥∇∂α∂jt (h′(ρ¯)q)∥∥∥2
k′−1
.
∥∥∥∂α∂jtG2∥∥∥2
k′−1
+
∥∥∥∂α∂j+1t u∥∥∥2
k′−1
+
∥∥∥∂α∂jt u∥∥∥2
k′
+
∥∥∥∂α∂jtG1,2∥∥∥2
k′
+
∥∥∥∂α∂jtQ∥∥∥2
k′
+
∥∥∥∂α∂jt u∥∥∥2
Hk′+1/2(Σ)
.
∥∥∥∂α∂jtG1,2∥∥∥2
k
+
∥∥∥∂α∂jtG2∥∥∥2
k−1
+
∥∥∥∂α∂j+1t u∥∥∥2
k−1
+
∥∥∥∂α∂jtQ∥∥∥2
k
+
∥∥∥∂α∂jtu∥∥∥2
k′
+
∥∥∥∇∗k′∂α∂jt u∥∥∥2
H1/2(Σ)
.
∥∥∥∂jtG1,2∥∥∥2
4N−2j
+
∥∥∥∂jtG2∥∥∥2
4N−2j−1
+
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+
∥∥∥∇∗4N−2j−k∂jtQ∥∥∥2
k
+
∥∥∇¯ 4N∗ u∥∥21 +
∥∥∥∂α∂jtu∥∥∥2
k′
.
(6.4)
A simple induction based on the above yields that∥∥∥∂α∂jt u∥∥∥2
k+1
+
∥∥∥∇∂α∂jt q∥∥∥2
k−1
.
∥∥∥∂jtG1,2∥∥∥2
4N−2j
+
∥∥∥∂jtG2∥∥∥2
4N−2j−1
+
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+
∥∥∥∇∗4N−2j−k∂jtQ∥∥∥2
k
+
∥∥∇¯4N∗ u∥∥21 .
(6.5)
Finally, we use the estimates (3.36) of Lemma 3.3 to have∥∥∥∂jtG1,2∥∥∥2
4N−2j
+
∥∥∥∂jtG2∥∥∥2
4N−2j−1
. K(σ, Jρ¯K)Eσ2NDσ2N + EσN+2F2N (6.6)
We then sum over such |α| ≤ 4N − 2j − k to conclude (6.3). 
We then record a similar result at the N + 2 level.
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Lemma 6.2. Fix 0 ≤ j ≤ N + 1. Then for any 1 ≤ k ≤ 2(N + 2)− 2j,∥∥∥∇∗2(N+2)−2j−k∂jt u∥∥∥2
2(N+2)+1
+
∥∥∥∇∇∗2(N+2)−2j−k∂jt q∥∥∥2
k−1
.
∥∥∥∂j+1t u∥∥∥2
2(N+2)−2j−1
+
∥∥∥∇∗2(N+2)−2j−k∂jtQ∥∥∥2
k
+
∥∥∥∇¯ 2(N+2)∗ u∥∥∥2
1
+K(σ, Jρ¯K)Eσ2NDσN+2.
(6.7)
Proof. The proof proceeds similarly as Proposition 6.1 by using instead the estimates (3.41) of
Lemma 3.4. 
6.2. Synthesis. We will now chain the energy evolution estimates of Section 4 with the ∂3q
estimate of Section 5 and the estimates of Lemmas 6.1–6.2. The full dissipation estimates of u
will be obtained, and also some estimates of q will be improved along the way. To do so, we
first introduce some notation. For n = 2N or n = N + 2 we write
Eσn =
∫
Ω
ρ¯
∣∣∇¯2n∗ u∣∣2 + h′(ρ¯) ∣∣∇¯2n∗ q∣∣2 +
∫
Σ+
ρ1g
∣∣∇¯2n∗ η+∣∣2 + σ+ ∣∣∇∗∇¯2n∗ η+∣∣2
+
∫
Σ−
− Jρ¯K g ∣∣∇¯2n∗ η−∣∣2 + σ− ∣∣∇∗∇¯2n∗ η−∣∣2
+
∫
Ω
(ρ¯(J − 1)K + q + ∂3ρ¯θ)J |∂nt u|2 + h′(ρ¯)(J − 1) |∂nt q|2 (6.8)
and
Dσn =
∫
Ω
µ
2
∣∣D0∇¯2n∗ u∣∣2 + µ′ ∣∣div ∇¯2n∗ u∣∣2 (6.9)
for the various terms appearing in Propositions 4.1 and 4.3. Similarly, for n = 2N or n = N +2
and integers 0 ≤ j ≤ n− 1 and 0 ≤ k ≤ 2n− 2j − 1 we write
Aj,kn :=
k∑
k′=0
λk′,j
∥∥∥∥∥
√
1 +
4µ/3 + µ′
h′(ρ¯)ρ¯2
∇2n−2j−k′−1∗ ∂k
′+1
3 ∂
j
t (h
′(ρ¯)q)
∥∥∥∥∥
2
0
, (6.10)
with the constants λk′,j the same as in Proposition 5.1 in the case n = 2N and as in Proposition
5.2 in the case n = N + 2. We also write
Bj,kn :=
k∑
k′=0
∥∥∥∇2n−2j−k′−1∗ ∂k′+13 ∂jt (h′(ρ¯)q)∥∥∥2
0
+
k∑
k′=1
∥∥∥∇∇2n−2j−k′∗ ∂jt (h′(ρ¯)q)∥∥∥2
k′−1
+
∥∥∇¯2n∗ Q∥∥20 +
k∑
k′=0
∥∥∥∇2n−2j−k′−1∗ ∂k′+13 ∂jtQ∥∥∥2
0
, (6.11)
where Q is as defined in (5.1). In addition, we introduce the following intermediate energies:
E¯σn :=
∥∥∇¯2n∗ u∥∥20 +
n∑
j=0
∥∥∥∂jt q∥∥∥2
2n−2j
+H(− Jρ¯K)

 n∑
j=0
∥∥∥∂jt η∥∥∥2
2n−2j
+min{1, σ}
n∑
j=0
∥∥∥∂jt η∥∥∥2
2n−2j+1


+H(Jρ¯K)min{1, σ+, σ− − σc}
n∑
j=0
∥∥∥∂jt η∥∥∥2
2n−2j+1
(6.12)
D¯n :=
n∑
j=0
∥∥∥∂jt u∥∥∥2
2n−2j+1
+
n−1∑
j=0
∥∥∥∇∂jt (h′(ρ¯)q)∥∥∥2
2n−2j−1
. (6.13)
The rest of the section is devoted to the derivation of the energy bounds for E¯σn and D¯n based on
the energy evolutions for Eσn,D
σ
n,A
j,k
n ,B
j,k
n . First we present the main energy evolution result
at the 2N level with the improved dissipation energy D¯2N .
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Proposition 6.3. Let Eσ2N ,A
j,k
2N ,B
j,k
2N be defined as above and let D¯2N be as defined by (6.13).
There exist universal constants γ2N > 0 and β2N ;j,k > 0 for j = 0, . . . , 2N − 1, k = 0, . . . , 4N −
2j − 1 so that
d
dt

Eσ2N + 2N−1∑
j=0
4N−2j−1∑
k=0
β2N ;j,kA
j,k
2N

+ γ2N D¯2N
. K(σ, Jρ¯K)√Eσ2NDσ2N +K(σ, Jρ¯K)√Dσ2NEσN+2F2N +K(σ, Jρ¯K)EσN+2F2N , (6.14)
Proof. First, we sum the result of Proposition 4.1, with j = 2N , with the result of Proposition
4.3, for all α ∈ N1+2 with α0 ≤ 2N − 1 and |α| ≤ 4N ; this yields the estimate
d
dt
Eσ2N +D
σ
2N . K(σ, Jρ¯K)√Eσ2NDσ2N +K(σ, Jρ¯K)√Dσ2NEσN+2F2N , (6.15)
where Eσ2N and D
σ
2N are as defined in (6.8) and (6.9). Note that, owing to the Korn inequality
of Proposition A.8, we may bound ∥∥∇4N∗ u∥∥21 . Dσ2N . (6.16)
Next, we recall the notation Q in (5.1). We may use the estimates (3.36) of Lemma 3.3 to
obtain the bound∥∥∇¯4N∗ Q∥∥20 . ∥∥∇¯4N∗ div(ρ¯u)∥∥20+∥∥∇¯4N∗ G1,2∥∥20 . ∥∥∇¯4N∗ u∥∥21+K(σ, Jρ¯K)Eσ2NDσ2N+EσN+2F2N . (6.17)
Then for 0 ≤ j ≤ 2N − 1 and 0 ≤ k ≤ 4N − 2j − 1, we may combine the results of Proposition
5.1 and Lemma 6.1 (summed over 1 ≤ k′ ≤ k) with (6.17) to see that
d
dt
A
j,k
2N +B
j,k
2N .
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+
k∑
k′=1
∥∥∥∇∗4N−2j−k′∂jtQ∥∥∥2
k′
+
∥∥∇¯4N∗ u∥∥21
+K(σ, Jρ¯K) [√Eσ2NDσ2N +√Dσ2NEσN+2F2N + EσN+2F2N] , (6.18)
where we have written Aj,k2N and B
j,k
2N as in (6.10) and (6.11) and employed Lemma 6.1 to control
the term
∥∥∥∇∗4N−2j−k′∂jtu∥∥∥2
k′+1
in the right hand side of (5.4). Notice that if we write
H
j,k
2N :=
∥∥∇¯4N∗ Q∥∥20 +
∥∥∥∇4N−2j−k−1∗ ∂jtQ∥∥∥2
k+1
, (6.19)
then we particularly have
H
j,k
2N .
∥∥∇¯4N∗ Q∥∥20 +
k∑
k′=0
∥∥∥∇4N−2j−k′−1∗ ∂k′+13 ∂jtQ∥∥∥2
0
≤ Bj,k2N . (6.20)
Let 0 ≤ j ≤ 2N − 1 and 0 ≤ k ≤ 4N − 2j − 1. We sum the estimates (6.15) and (6.18);
employing (6.20) in the resulting estimate, we deduce that there exists a universal constant
C1 > 0 such that
d
dt
(Eσ2N + A
j,k
2N ) +D
σ
2N + C1H
j,k
2N .
k∑
k′=0
∥∥∥∇∗4N−2j−k′∂jtQ∥∥∥2
k′
+
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+
∥∥∇¯4N∗ u∥∥21 +K(σ, Jρ¯K) [√Eσ2NDσ2N +√Dσ2NEσN+2F2N + EσN+2F2N] (6.21)
for all such j, k.
Now, for fixed 0 ≤ j ≤ 2N − 1, owing to the definition (6.19) of Hj,k2N , we may view (6.21) as
a sequence of estimates indexed by 0 ≤ k ≤ 4N − 2j− 1, of the form considered in Lemma A.9.
Applying the lemma, we deduce that there exist universal constants C2;j,k > 0 so that
d
dt
4N−2j−1∑
k=0
C2;j,k(E
σ
2N + A
j,k
2N ) +
4N−2j−1∑
k=0
(
Dσ2N + C1H
j,k
2N
)
.
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
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+
∥∥∥∇∗4N−2j∂jtQ∥∥∥2
0
+
∥∥∇¯4N∗ u∥∥21 +K(σ, Jρ¯K)
[√Eσ2NDσ2N +√Dσ2NEσN+2F2N + EσN+2F2N]
.
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+Dσ2N +K(σ, Jρ¯K)
[√Eσ2NDσ2N +√Dσ2NEσN+2F2N + EσN+2F2N] , (6.22)
where the second estimate follows from (6.17) and (6.16).
It is easy to see, using the definitions of Dσ2N and H
j,k
2N , that
∥∥∇¯4N∗ u∥∥21 + ∥∥∇¯4N∗ Q∥∥20 +
∥∥∥∂jtQ∥∥∥2
4N−2j
.
4N−2j−1∑
k=0
(
Dσ2N + C1H
j,k
2N
)
. (6.23)
Adding
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+ K(σ, Jρ¯K)Eσ2NDσ2N + EσN+2F2N to both sides, and using Lemma 6.1
(with k = 4N − 2j), we then have that∥∥∥∂jt u∥∥∥2
4N−2j+1
+
∥∥∥∇∂jt (h′(ρ¯)q)∥∥∥2
4N−2j−1
.
4N−2j−1∑
k=0
(
Dσ2N + C1H
j,k
2N
)
+
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+K(σ, Jρ¯K)Eσ2NDσ2N + EσN+2F2N . (6.24)
Hence there is a universal constant C3;j > 0 so that
d
dt
4N−2j−1∑
k=0
C2;j,k(E
σ
2N + A
j,k
2N ) + C3;j
(∥∥∥∂jt u∥∥∥2
4N−2j+1
+
∥∥∥∇∂jt (h′(ρ¯)q)∥∥∥2
4N−2j−1
)
.
∥∥∥∂j+1t u∥∥∥2
4N−2j−1
+Dσ2N +K(σ, Jρ¯K)
[√Eσ2NDσ2N +√Dσ2NEσN+2F2N + EσN+2F2N] (6.25)
for all 0 ≤ j ≤ 2N − 1.
Counting backward from 2N − 1 to 0, we may view (6.25) as a sequence of inequalities of
the form considered in Lemma A.9. Applying the lemma, we find that there exist universal
constants C4;j > 0 so that
d
dt
2N−1∑
j=0
C4;j
4N−2j−1∑
k=0
C2;j,k(E
σ
2N +A
j,k
2N )+
2N−1∑
j=0
C3;j
(∥∥∥∂jt u∥∥∥2
4N−2j+1
+
∥∥∥∇∂jt (h′(ρ¯)q)∥∥∥2
4N−2j−1
)
.
∥∥∂2Nt u∥∥21 +Dσ2N +K(σ, Jρ¯K) [√Eσ2NDσ2N +√Dσ2NEσN+2F2N + EσN+2F2N]
. Dσ2N +K(σ, Jρ¯K)
[√Eσ2NDσ2N +√Dσ2NEσN+2F2N + EσN+2F2N] , (6.26)
where the last inequality follows from (6.16).
Let C5 > 0 denote the universal constant appearing on the right side of the last inequality
in (6.26). We multiply (6.15) by 2C5 and add the resulting inequality to (6.26). This results in
the bound
d
dt

C6Eσ2N + 2N−1∑
j=0
4N−2j−1∑
k=0
C4;jC2;j,kA
j,k
2N


+ C5D
σ
2N +
2N−1∑
j=0
C3;j
(∥∥∥∂jt u∥∥∥2
4N−2j+1
+
∥∥∥∇∂jt (h′(ρ¯)q)∥∥∥2
4N−2j−1
)
. K(σ, Jρ¯K) [√Eσ2NDσ2N +√Dσ2NEσN+2F2N + EσN+2F2N] , (6.27)
where
C6 = 2C5 +
2N−1∑
j=0
4N−2j−1∑
k=0
C4;jC2;j,k. (6.28)
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Finally, we estimate
2N∑
j=0
∥∥∥∂jt u∥∥∥2
4N−2j+1
+
2N−1∑
j=0
∥∥∥∇∂jt (h′(ρ¯)q)∥∥∥2
4N−2j−1
. C5D
σ
2N +
2N−1∑
j=0
C3;j
(∥∥∥∂jt u∥∥∥2
4N−2j+1
+
∥∥∥∇∂jt (h′(ρ¯)q)∥∥∥2
4N−2j−1
)
. (6.29)
This and (6.27) imply (6.14) upon dividing by C6 and renaming the universal constants. 
Next we record a similar result at the N + 2 level.
Proposition 6.4. There exist universal constants γN+2 > 0 and βN+2;j,k > 0 for j = 0, . . . , N+
1, k = 0, . . . , 2(N + 2)− 2j − 1 so that
d
dt

EσN+2 + N+1∑
j=0
2(N+2)−2j−1∑
k=0
βN+2;j,kA
j,k
N+2

+ γN+2D¯N+2 . K(σ, Jρ¯K)√Eσ2NDσN+2. (6.30)
Proof. The proof proceeds as Proposition 6.3 using instead Propositions 4.2, 4.4, 5.2, Lemma
6.2 and the estimates (3.41) of Lemma 3.4. 
Next, we show that, up to some error terms, Eσn is comparable to E¯σn for both n = 2N and
n = N + 2.
Lemma 6.5. Let E¯σn be defined by (6.12), Eσn be defined by (6.8), and Aj,kn be defined by (6.10).
Further let β2N ;j,k and βN+2;j,k be the constants appearing in Propositions 6.3 and 6.4, respec-
tively, for appropriate integers j, k. Then
E¯σ2N −
√Eσ2N min{Eσ2N ,Dσ2N} . Eσ2N +
2N−1∑
j=0
4N−2j−1∑
k=0
β2N ;j,kA
j,k
2N
. K(σ, Jρ¯K)E¯σ2N +√Eσ2N min{Eσ2N ,Dσ2N} (6.31)
and
E¯σN+2 −
√Eσ2N min{EσN+2,DσN+2} . EσN+2 +
N+1∑
j=0
2(N+2)−2j−1∑
k=0
βN+2;j,kA
j,k
N+2
. K(σ, Jρ¯K)E¯σN+2 +√Eσ2N min{EσN+2,DσN+2}. (6.32)
Proof. We will only prove (6.31); the proof of (6.32) follows from a similar argument. Let us
compactly write
Z :=
2N−1∑
j=0
4N−2j−1∑
k=0
β2N ;j,kA
j,k
2N . (6.33)
First note that
Z =
2N−1∑
j=0
4N−2j−1∑
k=0
β2N ;j,kA
j,k
2N ≍
2N−1∑
j=0
4N−2j−1∑
k=0
k∑
k′=0
∥∥∥∇4N−2j−k′−1∗ ∂k′+13 ∂jt (h′(ρ¯)q)∥∥∥2
0
=
2N−1∑
j=0
4N−2j−1∑
k=0
∥∥∥∇4N−2j−k−1∗ ∂3∂jt (h′(ρ¯)q)∥∥∥2
k
≍
2N−1∑
j=0
∥∥∥∂3∂jt (h′(ρ¯)q)∥∥∥2
4N−2j−1
. (6.34)
Since
∂3∂
j
t q =
1
h′(ρ¯)
[
∂3∂
j
t (h
′(ρ¯)q)− ∂3(h′(ρ¯))∂jt q
]
. (6.35)
and h′(ρ¯) is smooth on [−b, 0] and [0, ℓ] and bounded below, we may estimate∥∥∥∂3∂jt q∥∥∥2
0
.
∥∥∥∂3∂jt (h′(ρ¯)q)∥∥∥2
0
+
∥∥∥∂jt q∥∥∥2
0
. Z +
∥∥∥∂jt q∥∥∥2
0
. Z + ∥∥∇¯4N−1∗ q∥∥20 (6.36)
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and similarly
∥∥∥∂3∂jt q∥∥∥2
i
.
∥∥∥∂3∂jt (h′(ρ¯)q)∥∥∥2
i
+
∥∥∥∂jt q∥∥∥2
i
. Z +
∥∥∥∇i∗∂jt q∥∥∥2
0
+
∥∥∥∂3∂jt q∥∥∥2
i−1
. Z + ∥∥∇¯4N−1∗ q∥∥20 +
∥∥∥∂3∂jt q∥∥∥2
i−1
(6.37)
for i = 1, . . . , 4N − 2j − 1. This constitutes a sequence of estimates of the form considered in
Lemma A.9 (setting Xi = 0 there to remove the time derivative terms). Applying the lemma,
we find that ∥∥∥∂3∂jt q∥∥∥2
4N−2j−1
≤
4N−2j−1∑
i=0
∥∥∥∂3∂jt q∥∥∥2
i
. Z + ∥∥∇¯4N−1∗ q∥∥20 . (6.38)
On the other hand, ∥∥∥∂jt q∥∥∥2
4N−2j
≤ ∥∥∇¯4N∗ q∥∥20 +
∥∥∥∂3∂jt q∥∥∥2
4N−2j−1
, (6.39)
so summing (6.38) yields the estimate
2N∑
j=0
∥∥∥∂jt q∥∥∥2
4N−2j
. Z + ∥∥∇¯4N∗ q∥∥20 . (6.40)
Next we note that Proposition 4.6 implies that
Eσ2N &
∥∥∇¯4N∗ q∥∥20 + ∥∥∇¯4N∗ u∥∥20 +H(− Jρ¯K)
[∥∥∇¯4N∗ η∥∥20 + σ ∥∥∇∗∇¯4N∗ η∥∥20
]
+H(Jρ¯K) [min{1, σ+, σ− − σc}∥∥∇¯4N∗ η∥∥21 −√Eσ2N min{Eσ2N ,Dσ2N}
]
+
∫
Ω
(ρ¯(J − 1)K + q + ∂3ρ¯θ)J
∣∣∂2Nt u∣∣2 + h′(ρ¯)(J − 1) ∣∣∂2Nt q∣∣2 . (6.41)
We may easily estimate∣∣∣∣
∫
Ω
(ρ¯(J − 1)K + q + ∂3ρ¯θ)J
∣∣∂2Nt u∣∣2 + h′(ρ¯)(J − 1) ∣∣∂2Nt q∣∣2
∣∣∣∣ .√Eσ2N min{Eσ2N ,Dσ2N}, (6.42)
∥∥∇¯4N∗ η∥∥20 + σ ∥∥∇∗∇¯4N∗ η∥∥20 &
n∑
j=0
∥∥∥∂jt η∥∥∥2
2n−2j
+min{1, σ}
n∑
j=0
∥∥∥∂jt η∥∥∥2
2n−2j+1
, (6.43)
and ∥∥∇¯4N∗ η∥∥21 &
n∑
j=0
∥∥∥∂jt η∥∥∥2
2n−2j+1
. (6.44)
Plugging (6.42)–(6.44) into (6.41) then yields the improved bound
Eσ2N &
∥∥∇¯4N∗ q∥∥20 + ∥∥∇¯4N∗ u∥∥20 +H(− Jρ¯K)

 n∑
j=0
∥∥∥∂jt η∥∥∥2
2n−2j
+min{1, σ}
n∑
j=0
∥∥∥∂jt η∥∥∥2
2n−2j+1


+H(Jρ¯K)min{1, σ+, σ− − σc}
n∑
j=0
∥∥∥∂jt η∥∥∥2
2n−2j+1
−√Eσ2N min{Eσ2N ,Dσ2N}. (6.45)
To conclude the proof of the first inequality in (6.31), we sum (6.40) and (6.45) and employ
(6.33). The second inequality in (6.31) follows easily from (6.34), (6.42), and the definition of
Eσn in (6.8) and E¯σ2N in (6.12).

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7. Comparison estimates
In this section, we shall show that Eσn is comparable to E¯σn and that Dσn is comparable to D¯n,
for both n = 2N and n = N + 2. This will be achieved by deriving further elliptic estimates.
We again assume throughout this section that the solutions obey the estimate Gσ2N (T ) ≤ δ,
where δ ∈ (0, 1) is given in Lemma A.3.
7.1. Energy comparison. We begin with our comparison result for the energy.
Theorem 7.1. Let Eσn and E¯σn be as defined in (2.15) and (6.12), respectively. It holds that
Eσ2N . K(σ, Jρ¯K)
(
E¯σ2N + (Eσ2N )2 + EσN+2F2N + (Eσ2N )3/2
)
(7.1)
and
EσN+2 . K(σ, Jρ¯K)
(
E¯σN+2 + Eσ2NEσN+2 + (EσN+2)3/2
)
. (7.2)
Proof. We let n denote either 2N or N + 2 throughout the proof, and we compactly write
Wn =
∥∥∇¯2n−2G1∥∥2
1
+
∥∥∇¯2n−2G2∥∥2
0
+
∥∥∇¯2n−2∗ G3∥∥21/2 + ∥∥∇¯2n−1∗ G4∥∥21/2 . (7.3)
Note that by the definitions of E¯σn in (6.12), we have
E¯σn ≥ ‖∂nt u‖20 +
n∑
j=0
∥∥∥∂jt q∥∥∥2
2n−2j
+H(− Jρ¯K)

 n∑
j=0
∥∥∥∂jt η∥∥∥2
2n−2j
+min{1, σ}
n∑
j=0
∥∥∥∂jt η∥∥∥2
2n−2j+1


+H(Jρ¯K)

min{1, σ+, σ− − σc} n∑
j=0
∥∥∥∂jt η∥∥∥2
2n−2j+1
− (Eσn )3/2

 (7.4)
We first estimate ∂jt u for j = 0, . . . , n− 1. The key is to use the elliptic regularity theory of
the following two-phase Lame´ system derived from (3.24):

−µ∆u− (µ/3 + µ′)∇ div u = G2 − ρ¯∂tu− ρ¯∇ (h′(ρ¯)q) in Ω
−S(u)e3 = (−P ′(ρ¯)q + ρ1gη+ − σ+∆∗η+)e3 +G3+ on Σ+
− JS(u)K e3 = (JP ′(ρ¯)qK + Jρ¯K gη− + σ−∆∗η−)e3 −G3− on Σ−JuK = 0 on Σ−
u− = 0 on Σb.
(7.5)
We let j = 0, . . . , n− 1 and then apply ∂jt to the problem (7.5) and use the elliptic estimates of
Lemma A.10 with r = 2n− 2j ≥ 2, by (7.3)–(7.4) and trace theory to obtain∥∥∥∂jt u∥∥∥2
2n−2j
.
∥∥∥∂jtG2∥∥∥2
2n−2j−2
+
∥∥∥∂j+1t u∥∥∥2
2n−2j−2
+
∥∥∥∂jt q∥∥∥2
2n−2j−1
+
∥∥∥∂jt q∥∥∥2
H2n−2j−3/2(Σ)
+
∥∥∥∂jt η∥∥∥2
2n−2j−3/2
+ σ2
∥∥∥∂jt η∥∥∥2
2n−2j+1/2
+
∥∥∥∂jtG3∥∥∥2
2n−2j−3/2
.
∥∥∥∂j+1t u∥∥∥2
2n−2(j+1)
+K(σ, Jρ¯K)(E¯σn +Wn + (Eσn )3/2) . (7.6)
Using a simple induction based on the estimate (7.6), utilizing the ‖∂nt u‖20 estimate in (7.4) for
the base case, we easily deduce that for j = 0, . . . , n,∥∥∥∂jt u∥∥∥2
2n−2j
. K(σ, Jρ¯K)(E¯σn +Wn + (Eσn )3/2) . (7.7)
We then estimate ∂jt q and ∂
j
t η for j = 1, . . . , n to get an improvement. By the first equation
of (3.24), using the estimates (7.7) and (7.3), we have that for j = 1, . . . , n,∥∥∥∂jt q∥∥∥2
2n−2j+1
.
∥∥∥∂j−1t u∥∥∥2
2n−2j+2
+
∥∥∥∂j−1t G1∥∥∥2
2n−2j+1
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=
∥∥∥∂j−1t u∥∥∥2
2n−2(j−1)
+
∥∥∥∂j−1t G1∥∥∥2
2n−2(j−1)−1
. K(σ, Jρ¯K)(E¯σn +Wn + (Eσn )3/2) . (7.8)
Now by the kinematic boundary condition
∂tη = u3 +G
4 on Σ, (7.9)
we have that for j = 1, . . . , n, by the trace theory, (7.7) and (7.3),∥∥∥∂jt η∥∥∥2
2n−2j+3/2
≤
∥∥∥∂j−1t u3∥∥∥2
H2n−2j+3/2(Σ)
+
∥∥∥∂j−1t G4∥∥∥2
2n−2j+3/2
.
∥∥∥∂j−1t u∥∥∥2
2n−2(j−1)
+
∥∥∥∂j−1t G4∥∥∥2
2n−2(j−1)−1/2
. K(σ, Jρ¯K)(E¯σn +Wn + (Eσn )3/2) . (7.10)
Consequently, summing the estimates (7.4), (7.7), (7.8) and (7.10), we conclude
Eσn . K(σ, Jρ¯K)
(
E¯σn +Wn + (Eσn )3/2
)
. (7.11)
Setting n = 2N in (7.11), and using (3.35) of Lemma 3.3 to bound W2N . K(σ, Jρ¯K)[(Eσ2N )2 +
EσN+2F2N ], we obtain (7.1); setting n = N+2 in (7.11), and using (3.40) of Lemma 3.4 to bound
WN+2 . K(σ, Jρ¯K)Eσ2NEσN+2, we obtain (7.2). 
7.2. Dissipation comparison. Next we consider a similar result for the dissipation. To begin
we prove a lemma involving norms of q.
Lemma 7.2. Let D¯n be as defined in (6.13). Then
‖q‖22n . D¯n + ‖q‖20 . (7.12)
Proof. We compute
∇q = 1
h′(ρ¯)
[∇(h′(ρ¯)q)−∇(h′(ρ¯))q] . (7.13)
Since h′(ρ¯) is smooth on [−b, 0] and [0, ℓ] and bounded below, we may estimate
‖∇q‖20 .
∥∥∇(h′(ρ¯)q)∥∥2
0
+ ‖q‖20 . D¯n + ‖q‖20 (7.14)
and similarly
‖∇q‖2i .
∥∥∇(h′(ρ¯)q)∥∥2
i
+ ‖q‖2i . D¯n + ‖q‖20 + ‖∇q‖2i−1 (7.15)
for i = 1, . . . , 2n− 1. This constitutes a sequence of estimates of the form considered in Lemma
A.9 (setting Xi = 0 there to remove the time derivative terms). Applying the lemma, we find
that
‖∇q‖22n−1 ≤
2n−1∑
i=0
‖∇q‖2i . D¯n + ‖q‖20 , (7.16)
which yields the desired estimate upon adding ‖q‖20 to both sides. 
Now we can record the dissipation comparison results.
Theorem 7.3. Let Dσn and D¯n be as defined in (2.16) and (6.13), respectively. It holds that
Dσ2N . K(σ, Jρ¯K)
(
D¯2N + Eσ2NDσ2N +
√Eσ2NDσ2N + EσN+2F2N) (7.17)
and
DσN+2 . K(σ, Jρ¯K)
(
D¯N+2 + Eσ2NDσN+2 +
√
EσN+2DσN+2
)
. (7.18)
Proof. We again let n denote either 2N or N +2 throughout the proof, and we compactly write
Yn =
∥∥∇¯2n−1G1∥∥2
0
+
∥∥∇¯2n−2∂tG1∥∥20 + ∥∥∇¯2n−1∗ G3∥∥21/2
+
∥∥∇¯ 2n−1∗ G4∥∥21/2 + ∥∥∇¯2n−2∂tG4∥∥21/2 + σ2 ∥∥∇2n∗ G4∥∥21/2 . (7.19)
We now estimate the remaining parts of D¯n not contained in Dσn, that is, to estimate η and
improve the estimates of q. We divide the proof into several steps.
Step 1 – q estimates
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We first notice that by the first equation of (3.24),
‖∂tq‖22n−1 ≤ ‖u‖22n +
∥∥G1∥∥2
2n−1
. D¯n + Yn, (7.20)
and for 2 ≤ j ≤ n+ 1,∥∥∥∂jt q∥∥∥2
2n−2j+2
≤
∥∥∥∂j−1t u∥∥∥2
2n−2j+3
+
∥∥∥∂j−1t G1∥∥∥2
2n−2j+2
≤
∥∥∥∂j−1t u∥∥∥2
2n−2j+3
+
∥∥∥∂j−1t G1∥∥∥2
2n−2j+2
. D¯n + Yn.
(7.21)
We may sum these estimates with the estimate of Lemma 7.2 to see that
‖q‖22n + ‖∂tq‖22n−1 +
n+2∑
j=2
∥∥∥∂jt q∥∥∥2
2n−2j+2
. D¯n + Yn + ‖q‖20 . (7.22)
Step 2 – ∂jt η estimates
We now derive estimates for time derivatives of η. For the term ∂jt η for j ≥ 2 we use the
kinematic boundary condition
∂tη = u3 +G
4 on Σ. (7.23)
Indeed, for j = 2, . . . , n+ 1, by the trace theory and (7.19), we have∥∥∥∂jt η∥∥∥2
2n−2j+5/2
.
∥∥∥∂j−1t u3∥∥∥2
H2n−2j+5/2(Σ)
+
∥∥∥∂j−1t G4∥∥∥2
2n−2j+5/2
.
∥∥∥∂j−1t u∥∥∥2
2n−2(j−1)+1
+
∥∥∥∂j−1t G4∥∥∥2
2n−2(j−1)+1/2
. D¯n + Yn.
(7.24)
For the term ∂tη, we again use (7.23), the trace theory and (7.19) to find
σ2 ‖∂tη‖22n+1/2 + ‖∂tη‖22n−1/2 . (1 + σ2) ‖u3‖2H2n+1/2(Σ) + σ2
∥∥G4∥∥2
2n+1/2
+
∥∥G4∥∥2
2n−1/2
. (1 +max{σ2+, σ2−}) ‖u‖22n+1 + Yn . K(σ, Jρ¯K)D¯n + Yn. (7.25)
Hence
σ2 ‖∂tη‖22n+1/2 + ‖∂tη‖22n−1/2 +
n+1∑
j=2
∥∥∥∂jt η∥∥∥2
2n−2j+5/2
. K(σ, Jρ¯K)D¯n + Yn. (7.26)
Step 3 – ∇∗η estimates
For the remaining η term without temporal derivatives we use the dynamic boundary condi-
tion
− σ+∆∗η+ + ρ1gη+ = P ′+(ρ1)q+ − 2µ+∂3u3,+ − µ′+ div u+ −G33,+ on Σ+ (7.27)
and
− σ−∆∗η− − Jρ¯K gη− = − qP ′(ρ¯)qy+ 2 Jµ∂3u3K + qµ′ div uy−G33,− on Σ−. (7.28)
Notice that at this point we do not have any bound of q on the boundary Σ, but we have
bounded ∇(h′(ρ¯)q) in Ω. As such, we first apply ∇∗ to (7.27) and (7.28). We use Lemma A.12
on (7.27); when Jρ¯K < 0 we also use Lemma A.12 on (7.28), but when Jρ¯K ≥ 0 we instead use
(4.24) of Lemma 4.5. This, trace theory, and (7.19) then provide the estimate
H(Jρ¯K)min{σ2+, (σ− − σc)2} ‖∇∗η‖22n+1/2 +H(− Jρ¯K)
(
σ2 ‖∇∗η‖22n+1/2 + ‖∇∗η‖22n−3/2
)
.
∥∥∇∗(h′(ρ¯)q)∥∥2H2n−3/2(Σ) + ‖∇∗∇u‖2H2n−3/2(Σ) + ∥∥∇∗G33∥∥22n−3/2
.
∥∥∇(h′(ρ¯)q)∥∥2
2n−1
+ ‖u‖22n+1 +
∥∥G3∥∥2
2n−1/2
. D¯n + Yn, (7.29)
where H = χ(0,∞) denotes the Heaviside function.
Step 4 – Recovering ‖q‖20 and ‖η‖20
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Next we seek to control ‖q‖20 and ‖η‖20. To this end, we recall the conservations of mass
(4.38)–(4.39) and the definition of Φ in (3.65). Standard arguments allow us to find w = w±, a
solution to the following problems:
divw+ = q+ +Φ+ in Ω+, w3,+ = −ρ1η+ on Σ+, w3,+ = −ρ+η− on Σ− (7.30)
and
divw− = q− +Φ− in Ω−, w3,− = −ρ−η− on Σ−, w− = 0 on Σb. (7.31)
Note that the equalities (4.38) and (4.39) provide the necessary compatibility conditions for
the solvability of the problems (7.30) and (7.31), respectively. Moreover, we have the following
estimates
‖w‖1 . ‖q‖0 + ‖Φ‖0 + ‖η‖1/2 . (7.32)
Now we take the dot product of the second equation of (3.24) with (ρ¯)−1w, we obtain∫
Ω
∇(h′(ρ¯)q) · w − div S(u) · (ρ¯)−1w =
∫
Ω
((ρ¯)−1G2 − ∂tu)w. (7.33)
Using the equations for w = w±, we have∫
Ω+
∇(h′+(ρ¯+)q+) · w+ − div S+(u+) · (ρ¯+)−1w+ =
∫
Σ+
(ρ¯+)
−1(P ′+(ρ¯+)q+I − S+(u+))e3 · w+
−
∫
Σ−
(ρ¯+)
−1(P ′+(ρ¯+)q+I − S+(u+))e3 · w+ −
∫
Ω+
h′+(ρ¯+)q+ divw+ − S+(u+) : ∇((ρ¯+)−1w+)
= −
∫
Σ+
η+
[
(P ′+(ρ¯+)q+I − S+(u+))e3
] · e3 − (ρ1)−1 ∑
i=1,2
(S+(u+))i3wi,+
+
∫
Σ−
η−
[
(P ′+(ρ¯+)q+I − S+(u+))e3
] · e3 − (ρ¯+)−1 ∑
i=1,2
(S+(u+))i3wi,+
−
∫
Ω+
h′+(ρ¯+)q+(q+ +Φ+)− S+(u+) : ∇((ρ¯+)−1w+),
(7.34)
and similarly,∫
Ω−
∇(h′−(ρ¯−)q−) · w− − div S−(u−) · (ρ¯−)−1w− = −
∫
Σ−
η−
[
(P ′−(ρ¯−)q−I − S−(u−))e3
] · e3
−
∑
i=1,2
∫
Σ−
(ρ¯−)
−1(S−(u−))i3wi,− −
∫
Ω−
h′−(ρ¯−)q−(q− +Φ−)− S−(u−) : ∇((ρ¯−)−1w−).
(7.35)
Collecting (7.33)–(7.35), and the boundary conditions of (3.24), we get∫
Ω
((ρ¯)−1G2 − ∂tu)w = −
∫
Ω
h′(ρ¯)q(q +Φ)− S(u) : ∇((ρ¯)−1w)
−
∫
Σ+
η+
[
(P ′+(ρ¯+)q+I − S+(u+))e3
] · e3 − ∑
i=1,2
(ρ1)
−1(S+(u+))i3wi,+
+
∫
Σ−
η−
q
P ′(ρ¯)qI − S(u))e3
y · e3 − ∑
i=1,2
q
(ρ¯)−1(S(u))i3wi
y
=−
∫
Ω
h′(ρ¯)q(q +Φ)− S(u) : ∇((ρ¯)−1w)
−
∫
Σ+
η+(ρ1gη+ − σ+∆∗η+ +G33,+)−
∑
i=1,2
(ρ1)
−1(S+(u+))i3wi,+
+
∫
Σ−
η−(Jρ¯K gη− + σ−∆∗η− −G33,−)− ∑
i=1,2
q
(ρ¯)−1(S(u))i3wi
y
.
(7.36)
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We then further deduce from the above that∫
Ω
h′(ρ¯)|q|2 +
∫
Σ+
ρ1g|η+|2 −
∫
Σ−
Jρ¯K g|η−|2 +
∫
Σ
σ|∇∗η|2
= −
∫
Ω
((ρ¯)−1G2 − ∂tu)w −
∫
Ω
h′(ρ¯)qΦ− S(u) : ∇((ρ¯)−1w)−
∫
Σ
ηG33
−
∑
i=1,2
∫
Σ+
(ρ1)
−1(S+(u+))i3wi,+ −
∑
i=1,2
∫
Σ−
q
(ρ¯)−1(S(u))i3wi
y
.
(7.37)
Using Proposition 4.6, trace theory, and Cauchy’s inequality, we deduce from the above that
for every ε > 0
‖q‖20 +H(Jρ¯K)min{1, σ+, σ− − σc} ‖η‖21 +H(− Jρ¯K)
[
‖η‖20 + σ ‖∇∗η‖20
]
.
∥∥G2∥∥
0
‖w‖0 + ‖∂tu‖0 ‖w‖0 + ‖q‖0 ‖Φ‖0 + ‖u‖1 ‖w‖1
+ ‖η‖0
∥∥G3∥∥
0
+ ‖∇u‖H0(Σ) ‖w‖H0(Σ) +H(Jρ¯K)√Eσn min{Eσn ,Dσn}
≤ C
ε
(
‖∂tu‖20 + ‖u‖22 +
∥∥G2∥∥2
0
+
∥∥G3∥∥2
0
+ ‖Φ‖20
)
+ ε
(
‖w‖21 + ‖q‖20 + ‖η‖20
)
+H(Jρ¯K)√EσnDσn, (7.38)
where again H = χ(0,∞).
Step 5 – Handling (7.38) with cases
To proceed we must break to cases depending on the sign of Jρ¯K. If Jρ¯K > 0 then we employ
(7.32) and Lemma 3.10 to successively estimate
ε
(
‖w‖21 + ‖q‖20 + ‖η‖20
)
≤ Cε(‖q‖20 + ‖η‖21 + ‖Φ‖20) ≤ Cε(‖q‖20 + ‖η‖21 +
√
EσnDσn). (7.39)
We then choose ε > 0 according to
Cε =
1
2
min{1, σ+, (σ− − σc)}, (7.40)
so that we may absorb ‖q‖20 + ‖η‖21 onto the left in (7.38). This yields the estimate (again
estimating Φ with Lemma 3.10)
‖q‖20 +min{1, σ+, σ− − σc} ‖η‖21
. K(σ, Jρ¯K)(‖∂tu‖20 + ‖u‖22 + ∥∥G2∥∥20 + ∥∥G3∥∥20 +√EσnDσn
)
. K(σ, Jρ¯K)(D¯n + Yn +√EσnDσn) , (7.41)
where the constant K(σ, Jρ¯K) is as in (2.40) when Jρ¯K > 0.
On the other hand, if Jρ¯K < 0, then we use (7.32) and Lemma 3.10 (to estimate Φ) to bound
ε
(
‖w‖21 + ‖q‖20 + ‖η‖20
)
≤ Cε
(
‖q‖20 + ‖Φ‖20 + ‖η‖20 + ‖∇∗η‖20
)
≤ Cε(‖q‖20 + ‖η‖20 + ‖∇∗η‖20 +
√
EσnDσn).
(7.42)
In this case we choose ε > 0 so that Cε = 12 , which allows us to absorb ‖q‖20 + ‖η‖20 onto the
left of (7.38). From this we deduce (again using Lemma 3.10) that
‖q‖20 + ‖η‖20 + σ ‖∇∗η‖20
. ‖∂tu‖20 + ‖u‖22 +
∥∥G2∥∥2
0
+
∥∥G3∥∥2
0
+ ‖∇∗η‖20 +
√
EσnDσn
. D¯n + Yn +
√
EσnDσn, (7.43)
where in the last estimate we have used (7.29) to estimate ‖∇∗η‖20.
Combining (7.41) and (7.43) with (7.29), we find that
‖q‖20 +H(Jρ¯K)min{1, σ+, σ− − σc, σ2+, (σ− − σc)2} ‖η‖22n+3/2
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+H(− Jρ¯K)(‖η‖22n−1/2 +min{1, σ2} ‖η‖22n+3/2)
. K(σ, Jρ¯K)(D¯n + Yn +√EσnDσn) . (7.44)
Step 6 – Completion
Now we sum (7.22) and (7.26) and add to the resulting inequality a positive multiple of
(7.44), where the multiplier is chosen large enough to absorb onto the left the term ‖q‖20 on the
right side of the sum of (7.22). This results in the estimate
‖q‖22n + ‖∂tq‖22n−1+
n+2∑
j=2
∥∥∥∂jt q∥∥∥2
2n−2j+2
+H(Jρ¯K)min{1, σ+, σ− − σc, σ2+, (σ−− σc)2} ‖η‖22n+3/2
+H(− Jρ¯K)(‖η‖22n−1/2 +min{1, σ2} ‖η‖22n+3/2)+ ‖∂tη‖22n−1/2 + σ2 ‖∂tη‖22n+1/2
+
n+1∑
j=2
∥∥∥∂jt η∥∥∥2
2n−2j+5/2
. K(σ, Jρ¯K)(D¯n + Yn +√EσnDσn) . (7.45)
When n = 2N we use (3.36) of Lemma 3.3 to estimate Y2N . K(σ, Jρ¯K)Eσ2NDσ2N + EσN+2F2N .
Then we obtain (7.17) from (7.45) by adding D¯2N to both sides and recalling that by definition,
(6.13), D¯2N controls all of the u terms in Dσ2N . When n = N + 2 we use (3.41) of Lemma 3.4
to estimate YN+2 . K(σ, Jρ¯K)Eσ2NDσN+2. Then we obtain (7.18) from (7.45) by adding D¯N+2 to
both sides.

8. A priori estimates
We are now ready to derive the global-in-time bounds and decay of high order energy Eσ2N
and EσN+2 based on the previous estimates on various energies.
Recall that Gσ2N is defined by (2.24).
8.1. Boundedness at the 2N level. In this subsection, we shall show the boundedness at
the 2N level. We first recall F2N defined in (2.17). We will make use of the following transport
estimates for F2N .
Proposition 8.1. There exists a universal constant 0 < δ0 < 1 so that if Gσ2N (t) ≤ δ ≤ δ0, then
F2N (r) . F2N (0) + r
∫ r
0
Dσ2N (8.1)
for 0 ≤ r ≤ t.
Proof. The estimate is recorded in Proposition 7.2 of [8]. The proof is based on the transport
theory of the kinematic boundary condition. 
We now present the a priori energy bounds for Eσ2N , Dσ2N , and F2N .
Proposition 8.2. There exists a constant K(σ, Jρ¯K) of the form (2.40) and a universal constant
δ0 > 0 so that if 0 < δ ≤ δ0/K(σ, Jρ¯K) and Gσ2N (t) ≤ δ, then
sup
0≤r≤t
Eσ2N (r) +
∫ t
0
Dσ2N (r)dr + sup
0≤r≤t
F2N (r)
(1 + r)
. K(σ, Jρ¯K)Eσ2N (0) + F2N (0). (8.2)
Proof. Throughout this proof let us denote by E˜σ2N the quantity appearing in the time derivative
in (6.14) of Proposition 6.3. By assumption we have that sup0≤r≤t Eσ2N (r) ≤ δ. In what follows
we will restrict the size of δ in order to prove (8.2). We assume initially that δ ≤ 1 so that
(Eσ2N )p1 ≤ (Eσ2N )p2 if p1 ≥ p2. This allows us to simplify many of the subsequent estimates by
retaining only the lowest power of Eσ2N appearing in inequalities. We also assume that δ is as
small as in Lemma A.3.
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We may integrate the estimates (6.14) of Proposition 6.3 to see that
E˜σ2N (t) +
∫ t
0
D¯2N . E˜σ2N (0) +K(σ, Jρ¯K)
∫ t
0
[√Eσ2NDσ2N +√Dσ2NEσN+2F2N + EσN+2F2N] . (8.3)
According to the first inequality of (6.31) in Lemma 6.5, combined with estimate (7.1) of
Theorem 7.1 we have that
Eσ2N . K(σ, Jρ¯K)
[
E˜σ2N + (Eσ2N )3/2 + EσN+2F2N
]
. (8.4)
Estimate (7.17) of Theorem 7.3 yields the bound
Dσ2N . K(σ, Jρ¯K)
[
D¯σ2N +
√Eσ2NDσ2N + EσN+2F2N] . (8.5)
Additionally, the second inequality of (6.31) in Lemma 6.5, together with the trivial bound
E¯σ2N ≤ Eσ2N , implies that
E˜σ2N . K(σ, Jρ¯K)Eσ2N . (8.6)
We may assume, by taking the maximum, that the constants K(σ, Jρ¯K) ≥ 1 appearing in (8.3)–
(8.6) are identical.
Let us assume that
√
δK(σ, Jρ¯K) is sufficiently small to absorb the second terms on the right
sides of (8.4) and (8.5) onto the left with a factor of 1/2. Then (8.4) and (8.5) improve to
Eσ2N . K(σ, Jρ¯K)
[
E˜σ2N + EσN+2F2N
]
(8.7)
and
Dσ2N . K(σ, Jρ¯K) [D¯σ2N + EσN+2F2N ] . (8.8)
We then plug (8.6)–(8.8) into (8.3) to see that
Eσ2N (t) +
∫ t
0
D2N . K(σ, Jρ¯K)Eσ2N (0) +K(σ, Jρ¯K)EσN+2(t)F2N (t)
+K(σ, Jρ¯K)2
∫ t
0
[√Eσ2NDσ2N +√Dσ2NEσN+2F2N + EσN+2F2N] . (8.9)
For any ε > 0 we may apply Cauchy’s inequality to bound
K(σ, Jρ¯K)2
∫ t
0
√
Dσ2NEσN+2F2N ≤ ε
∫ t
0
Dσ2N +
K(σ, Jρ¯K)4
4ε
∫ t
0
EσN+2F2N . (8.10)
Taking ε sufficiently small, we may absorb the
∫ t
0 Dσ2N term onto the left in (8.9), resulting in
the bound
Eσ2N (t) +
∫ t
0
D2N . K(σ, Jρ¯K)Eσ2N (0) +K(σ, Jρ¯K)EσN+2(t)F2N (t)
+K(σ, Jρ¯K)2
∫ t
0
[√Eσ2NDσ2N + (1 +K(σ, Jρ¯K)2)EσN+2F2N] . (8.11)
The decay of EσN+2(t) guaranteed by the bound on Gσ2N (t), combined with the bound of
Proposition 8.1, easily imply that
EσN+2(t)F2N (t) . δ(1 + t)−4N+8F2N (t) . δF2N (0) + δ
∫ t
0
Dσ2N (r)dr
.
√
δF2N (0) +
√
δ
∫ t
0
Dσ2N (r)dr (8.12)
and∫ t
0
EσN+2(r)F2N (r)dr . δF2N (0) + δ
∫ t
0
Dσ2N (r)dr .
√
δF2N (0) +
√
δ
∫ t
0
Dσ2N (r)dr. (8.13)
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We plug (8.12) and (8.13) into (8.11) and then further assume that
√
δ(K(σ, Jρ¯K)+K(σ, Jρ¯K)2+
K(σ, Jρ¯K)4) is sufficiently small to absorb all of the resulting ∫ t0 Dσ2N terms on the right. This
results in the estimate
Eσ2N (t) +
∫ t
0
Dσ2N (r)dr . K(σ, Jρ¯K)Eσ2N (0) + F2N (0). (8.14)
Then the estimate (8.2) follows from (8.14) and (8.1). 
8.2. Decay at the N + 2 level. We next show the decay at the N + 2 level. The first step is
an interpolation argument that allows us to control EσN+2 in terms of DσN+2 and Eσ2N .
Lemma 8.3. Let EσN+2 and Eσ2N be as defined in (2.15) and DσN+2 be as defined in (2.16), and
let
θ =
4N − 8
4N − 7 ∈ (0, 1). (8.15)
If Jρ¯K > 0, σ+ > 0, and σ− > σc, then
EσN+2 ≤ max
{
1,
min{1, σ+, σ− − σc}
min{1, σ+, σ− − σc, σ2+, (σ− − σc)2}
}
DσN+2. (8.16)
If Jρ¯K < 0 and σ+, σ− > 0, then
EσN+2 ≤ max
{
1,
min{1, σ+, σ−}
min{1, σ2+, σ2−}
}
DσN+2. (8.17)
If Jρ¯K < 0, then
EσN+2 . (DσN+2)θ(Eσ2N )1−θ. (8.18)
In either case,
EσN+2 . K(σ, Jρ¯K)(DσN+2)θ(Eσ2N )1−θ. (8.19)
Proof. The estimates (8.16) and (8.17) follow directly from the definitions.
Suppose then that Jρ¯K < 0. First note that we may trivially estimate
N+2∑
j=0
∥∥∥∂jt u∥∥∥2
2(N+2)−2j
+ ‖q‖22(N+2) +
N+2∑
j=1
∥∥∥∂jt q∥∥∥2
2(N+2)−2j+1
+
N+2∑
j=1
∥∥∥∂jt η∥∥∥2
2(N+2)−2j+3/2
≤
N+2∑
j=0
∥∥∥∂jtu∥∥∥2
2(N+2)−2j+1
+ ‖q‖22(N+2) + ‖∂tq‖22(N+2)−1
+ ‖∂tη‖22(N+2)−1/2 +
N+3∑
j=2
∥∥∥∂jt q∥∥∥2
2(N+2)−2j+2
≤ (DσN+2)θ(Eσ2N )1−θ (8.20)
since all the terms appearing in the middle can be controlled by both DσN+2 and Eσ2N . It remains
only to estimate
‖η‖22(N+2) +min{1, σ} ‖η‖22(N+2)+1 . (8.21)
To handle these remaining terms we must use Sobolev interpolation. Indeed, we first have that
‖η‖22(N+2) ≤ ‖η‖2θ2(N+2)−1/2 ‖η‖2(1−θ)4N . (DσN+2)θ(Eσ2N )1−θ (8.22)
where θ is as in (8.15). To handle the second term, we interpolate twice:
min{1, σ} ‖η‖22(N+2)+1 ≤ min{1, σ} ‖η‖2(N+2)+3/2 ‖η‖2(N+2)+1/2
≤ min{1, σ} ‖η‖2(N+2)+3/2 ‖η‖
4N−9
4N−7
2(N+2)−1/2 ‖η‖
2
4N−7
4N
=
(
min{1, σ2} ‖η‖22(N+2)+3/2
)1/2 (‖η‖22(N+2)−1/2) 4N−98N−14 (‖η‖24N) 14N−7
≤ (DσN+2)θ(Eσ2N )1−θ,
(8.23)
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where the last inequality holds because
1
2
+
4N − 9
8N − 14 =
4N − 8
4N − 7 . (8.24)
Then (8.18) follows from (8.20), (8.22), and (8.23).
Now when Jρ¯K < 0, (8.19) follows from (8.18) since K(σ, Jρ¯K) = 1 is a constant of the form
(2.40). When Jρ¯K > 0 we chain the trivial bound DσN+2 ≤ (DσN+2)θ(Eσ2N )1−θ with (8.16) and
note that
K(σ, Jρ¯K) = max
{
1,
min{1, σ+, σ− − σc}
min{1, σ+, σ− − σc, σ2+, (σ− − σc)2}
}
(8.25)
is a constant of the form (2.40).

Next we deduce algebraic decay of EσN+2.
Proposition 8.4. There exists a constant K(σ, Jρ¯K) of the form (2.40) and a universal constant
δ0 > 0 so that if 0 < δ ≤ δ0/K(σ, Jρ¯K) and Gσ2N (t) ≤ δ, then
sup
0≤r≤t
(1 + r)4N−8EσN+2(r) . K(σ, Jρ¯K)Eσ2N (0) + F2N (0). (8.26)
Proof. First we note that again sup0≤r≤t Eσ2N (r) ≤ δ, and that we will restrict δ to prove the
desired result. Let us initially assume that δ is as small as in Proposition 8.2, which in particular
means that δ ≤ 1. In this proof we will also need to explicitly keep track of various universal
constants Cj > 0. Throughout the proof we will write E˜σN+2 for the term appearing with the
time derivative in (6.30) of Proposition 6.4, and we will write
s :=
1
4N − 8 . (8.27)
We begin by enumerating various estimates proved previously. From Proposition 6.4 we have
that
d
dt
E˜σN+2 + C1D¯σN+2 ≤ C2K(σ, Jρ¯K)√Eσ2NDσN+2. (8.28)
By assuming that
√
δK(σ, Jρ¯K) is sufficiently small, we may deduce from (7.2) of Theorem 7.1
and (7.18) of Theorem 7.3 that
EσN+2 ≤ C3K(σ, Jρ¯K)E¯σN+2 (8.29)
and
DσN+2 ≤ C4K(σ, Jρ¯K)D¯σN+2. (8.30)
Further restricting δ in this manner, we may use the first estimate in (6.32) of Lemma 6.5 and
(8.29) to see that
0 ≤ 1
2
E¯σN+2 ≤ E¯σN+2 −
√Eσ2NEσN+2 ≤ C5E˜σN+2 (8.31)
Similarly, the second estimate in (6.32) of Lemma 6.5 and the trivial estimate E¯σN+2 ≤ EσN+2
imply that
E˜σN+2 ≤ C6K(σ, Jρ¯K)EσN+2. (8.32)
Next, from (8.19) of Lemma 8.3 we know that
EσN+2 ≤ C7K(σ, Jρ¯K)(DσN+2) 4N−84N−7 (Eσ2N ) 14N−7 . (8.33)
Finally, since δ is as small as in Proposition 8.2, we know that
sup
0≤r≤t
Eσ2N (r) ≤ C8 (K(σ, Jρ¯K)Eσ2N (0) + F2N (0)) :=M0. (8.34)
As before, we are free to assume that the constants K(σ, Jρ¯K) ≥ 1 appearing in (8.28)–(8.30)
and (8.32)–(8.34) are all the same. We may also assume, increasing the stated constants if need
be, that
C4 ≥ C1 and C6, C7 ≥ 1. (8.35)
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Again restricting δ, we may guarantee that C2C4K(σ, Jρ¯K)2√Eσ2N ≤ C1/2, which allows us
to chain together (8.28) and (8.30) to find that
d
dt
E˜σN+2 +
C1
2
D¯σN+2 ≤ 0, (8.36)
which in turn implies, by way of (8.30), that
d
dt
E˜σN+2 +
C1
2C4K(σ, Jρ¯K)DσN+2 ≤ 0. (8.37)
Chaining together (8.32)–(8.34) and using the positivity of E˜σN+2 guaranteed by (8.31) shows
that
1
(C6C7K(σ, Jρ¯K)2)1+sMs0 (E˜
σ
N+2)
1+s ≤ DσN+2, (8.38)
where 0 < s < 1 is as in (8.27). We may then combine (8.37) and (8.38) to see that
d
dt
E˜σN+2 + Z(E˜σN+2)1+s ≤ 0, (8.39)
where we have written
Z := C1
2C4(C6C7)1+sK(σ, Jρ¯K)3+2sMs0 . (8.40)
Now we view (8.39) as a differential inequality for E˜σN+2, which is positive by virtue of (8.31).
We may integrate (8.39) to find that for any 0 ≤ r ≤ t,
E˜σN+2(r) ≤
E˜σN+2(0)
[1 + sZ(E˜σN+2(0))sr]1/s
(8.41)
From (8.32) and (8.34) we know that
E˜σN+2(0) ≤ C6EσN+2(0) ≤ C6K(σ, Jρ¯K)Eσ2N (0) ≤ C6K(σ, Jρ¯K)M0, (8.42)
which implies that
sZ(E˜σN+2(0))s =
sC1(E˜σN+2(0))s
2C4(C6C7)1+sK(σ, Jρ¯K)3+2sMs0 ≤
sC1(C6K(σ, Jρ¯K)M0)s
2C4(C6C7)1+sK(σ, Jρ¯K)3+2sMs0
=
sC1
2C4C6(C7)1+sK(σ, Jρ¯K)3+s ≤ 1. (8.43)
Here in the last inequality we have used (8.35) and the fact that K(σ, Jρ¯K) ≥ 1 and s < 1. A
simple computation reveals that for 0 ≤M ≤ 1
sup
r>0
(1 + r)1/s
(1 +Mr)1/s
=
1
M1/s
. (8.44)
From this and (8.41)–(8.43) we then know that
(1 + r)1/sE˜σN+2(r) ≤
(1 + r)1/s
[1 + sZ(E˜σN+2(0))sr]1/s
E˜σN+2(0) ≤
1
ssZsE˜σN+2(0)
E˜σN+2(0)
=
(2C4)
1/s(C6C7)
1/s+1K(σ, Jρ¯K)3/s+2
(sC1)1/s
M0. (8.45)
This immediately yields (8.26) upon recalling the definition of M0 in (8.34).

Finally, we deduce exponential decay of EσN+2 in the case with surface tension.
Proposition 8.5. Suppose that either Jρ¯K < 0 and σ+, σ− > 0 or else Jρ¯K > 0 and σ+ > 0,
σ− > σc. Define M(σ, Jρ¯K) > 0 according to
M(σ, Jρ¯K) = max
{
1,
min{1, σ+, σ− − σc}
min{1, σ+, σ− − σc, σ2+, (σ− − σc)2}
}
(8.46)
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if Jρ¯K > 0 and
M(σ, Jρ¯K) = max
{
1,
min{1, σ+, σ−}
min{1, σ2+, σ2−}
}
(8.47)
if Jρ¯K < 0.
There exists a constant K(σ, Jρ¯K) of the form (2.40) and a universal constant δ0 > 0 so that
if 0 < δ ≤ δ0/K(σ, Jρ¯K) and Gσ2N (t) ≤ δ, then
sup
0≤r≤t
exp
(
r
K(σ, Jρ¯K)M(σ, Jρ¯K)
)
EσN+2(r) . K(σ, Jρ¯K)EσN+2(0). (8.48)
Proof. Assume that δ is as small as in Propositions 8.2 and 8.4. Arguing as in Proposition 8.4
(and renaming the constants), we know that
d
dt
E˜σN+2 +
C1
K(σ, Jρ¯K)DσN+2 ≤ 0 (8.49)
and
0 ≤ 1
C2K(σ, Jρ¯K)EσN+2 ≤ E˜σN+2 ≤ C3K(σ, Jρ¯K)EσN+2. (8.50)
Also, from (8.16) and (8.17) of Lemma 8.3 we know that
EσN+2 ≤ C4M(σ, Jρ¯K)DσN+2, (8.51)
where M(σ, Jρ¯K) is as defined above.
Combining (8.49)–(8.51) leads to the differential inequality
d
dt
E˜σN+2 +
C1
C3C4K(σ, Jρ¯K)2M(σ, Jρ¯K) E˜σN+2 ≤ 0. (8.52)
Upon integrating and again using (8.50), we then find that for 0 ≤ r ≤ t,
EσN+2(r)
C2K(σ, Jρ¯K) ≤ E˜σN+2(r) ≤ C3K(σ, Jρ¯K)EσN+2(0) exp
(
rC1
C3C4K(σ, Jρ¯K)2M(σ, Jρ¯K)
)
. (8.53)
This immediately yields (8.48).

8.3. A priori estimates for Gσ2N . Now we combine the results of Propositions 8.1, 8.2, and
8.4 into a single a priori estimate involving the functional Gσ2N , as defined in (2.24).
Theorem 8.6. There exists a constant K(σ, Jρ¯K) of the form (2.40) and a universal constant
δ0 > 0 so that if 0 < δ ≤ δ0/K(σ, Jρ¯K) and Gσ2N (t) ≤ δ, then
Gσ2N (t) . K(σ, Jρ¯K)Eσ2N (0) + F2N (0). (8.54)
Proof. Let δ0 > 0 be as small as in Propositions 8.1, 8.2, and 8.4. Then the estimates of each
Proposition hold, and they may be summed to deduce (8.54). 
9. Proof of Main results
9.1. Proof of Theorem 2.3. Before presenting the proof of Theorem 2.3, we record a technical
result that we will use to transition from the bounds provided by the local well-posedness result,
Theorem 2.2, to bounds on Gσ2N , as defined by (2.24).
Proposition 9.1. Suppose that N ≥ 3. There exists a universal constant C > 0 with the
following two properties.
First, if 0 ≤ T , then we have the estimate
Gσ2N (T ) ≤ sup
0≤t≤T
Eσ2N (t) +
∫ T
0
Dσ2N (t)dt+ sup
0≤t≤T
F2N (t) + C(1 + T )4N−8 sup
0≤t≤T
Eσ2N (t). (9.1)
Second, if 0 < T1 ≤ T2 then we have the estimate
Gσ2N (T2) ≤ CGσ2N (T1) + sup
T1≤t≤T2
Eσ2N (t) +
∫ T2
T1
Dσ2N (t)dt
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+
1
(1 + T1)
sup
T1≤t≤T2
F2N (t) + C(T2 − T1)2(1 + T2)4N−8 sup
T1≤t≤T2
Eσ2N (t). (9.2)
Proof. Although the exact form of the energy and dissipation terms is slightly different, the
result follows from the same argument used in the proof of Proposition 9.1 of [8]. As such, we
omit further detail. 
With this result in hand we may now turn to one of our two main results.
Proof of Theorem 2.3. The structure of the estimates in our local well-posedness Theorem 2.2,
our a priori estimates Theorem 8.6, and our Proposition 9.1 are essentially the same as those
found in corresponding results from the study of the incompressible viscous surface wave problem
carried out in [8]. As such, we may argue as in the proof of Theorem 1.3 of [8] to prove (2.28).
Rather than replicate the argument here, we will provide only a sketch; we refer to [8] for a
more detailed version of the argument.
Step 1 – Local theory
Set δ > 0 to be the smaller of the δ0 constants appearing in Theorem 8.6 and Proposition 8.5
divided by the larger of the K(σ, Jρ¯K) constants appearing there. By choosing κ ≤ δ0, where
δ0 comes from Theorem 2.2, we may guarantee that Theorem 2.2 provides a unique solution
on an interval [0, T ] with T < 1, satisfying the estimates (2.18). We then use estimate (9.1) of
Proposition 9.1 and further restrict κ to guarantee that Gσ2N (T ) ≤ δ. By the choice of δ, the
estimates of Theorem 8.6 and Proposition 8.5 hold.
Step 2 – Global existence
We define
T∗(κ) = sup{T > 0 | for every choice of initial data satisfying the compatibility
conditions and Eσ2N (0) +F2N (0) < κ there exists a unique solution on [0, T ]
that achieves the data and satisfies Gσ2N (T ) ≤ δ}. (9.3)
By Step 1, we know that T∗(κ) > 0, provided κ is small enough. Clearly, T∗ is non-increasing,
and so it suffices to establish that there is a κ0 > 0 so that T∗(κ0) = +∞.
To prove this we argue by contradiction, showing that T∗(κ0) < +∞ leads to a contradiction
if κ0 > 0 is chosen appropriately. More precisely, we choose a 0 < T1 < T∗(κ0) and then use
Theorem 8.6 to guarantee that the hypotheses of the local existence theorems are verified by
(q(T1), u(T1), η(T1)). We then apply the local theory to construct a solution on [T1, T2]. By
using estimate (9.2) of Proposition 9.1 and choosing T1 sufficiently close to T∗(κ0), we may
guarantee that T∗(κ0) < T2 and Gσ2N (T2) ≤ δ. This contradicts the definition of T∗(κ0). So,
T∗(κ0) = +∞. It’s clear from this analysis that 1/κ0 is of the form K(σ, Jρ¯K).
Step 3 – Proof of (2.28)
To deduce the bound (2.28) we simply apply Theorem 8.6 on the interval [0,∞). This is
possible since the previous step guarantees that Gσ2N (+∞) ≤ δ.
Step 4 – Proof of (2.29)
Since δ was chosen as small as in Proposition 8.5, the hypotheses of this Proposition are
satisfied in the cases (2.26) and (2.27). As such, the estimate (8.48) holds, from which (2.29)
easily follows.

9.2. Proof of Theorem 2.9. We can now establish the vanishing surface tension limit.
Proof of Theorem 2.9. For the sake of brevity we will only present a sketch of the proof.
The convergence of the data occurs at sufficiently high regularity to pass to the limit in the
compatibility conditions, which shows that (q0, u0, η0) satisfy these with σ± = 0. Then the data
convergence and the bound (2.28) show that
lim sup
(σ+,σ−)→0
Gσ2N (∞) . E02N + F2N (0). (9.4)
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These bounds, when combined with the usual embedding and interpolation results, show that
the solutions (qσ, uσ, ησ) converge strongly to a triple (q, u, η) in a regularity class high enough
to pass to the limit in (2.10). The limiting (q, u, η) then solve (2.10) with σ± = 0, and hence
agree with the solution obtained from Theorem 2.3 in this case. 
Appendix A. Analytic tools
A.1. Poisson extensions. We will now define the appropriate Poisson integrals that allow us
to extend η±, defined on the surfaces Σ±, to functions defined on Ω, with “good” boundedness.
Suppose that Σ+ = T
2×{ℓ}, where T2 := (2πL1T)×(2πL2T). We define the Poisson integral
in T2 × (−∞, ℓ) by
P−,1f(x) =
∑
ξ∈(L−1
1
Z)×(L−1
2
Z)
eiξ·x
′
2π
√
L1L2
e|ξ|(x3−ℓ)fˆ(ξ), (A.1)
where for ξ ∈ (L−11 Z)× (L−12 Z) we have written
fˆ(ξ) =
∫
T2
f(x′)
e−iξ·x
′
2π
√
L1L2
dx′. (A.2)
Here “−” stands for extending downward and “ℓ” stands for extending at x3 = ℓ, etc. It is
well-known that P−,ℓ : Hs(Σ+)→ Hs+1/2(T2× (−∞, ℓ)) is a bounded linear operator for s > 0.
However, if restricted to the domain Ω, we can have the following improvements.
Lemma A.1. Let P−,ℓf be the Poisson integral of a function f that is either in H˙q(Σ+) or
H˙q−1/2(Σ+) for q ∈ N = {0, 1, 2, . . . }, where we have written H˙s(Σ+) for the homogeneous
Sobolev space of order s. Then
‖∇qP−,ℓf‖0 . ‖f‖2H˙q−1/2(T2) and ‖∇qP−,ℓf‖0 . ‖f‖2H˙q(T2) . (A.3)
Proof. See Lemma A.3 of [8]. 
We extend η+ to be defined on Ω by
η¯+(x
′, x3) = P+η+(x′, x3) := P−,ℓη+(x′, x3), for x3 ≤ ℓ. (A.4)
Then Lemma A.1 implies in particular that if η+ ∈ Hs−1/2(Σ+) for s ≥ 0, then η¯+ ∈ Hs(Ω).
Similarly, for Σ− = T
2 × {0} we define the Poisson integral in T2 × (−∞, 0) by
P−,0f(x) =
∑
ξ∈(L−1
1
Z)×(L−1
2
Z)
eiξ·x
′
2π
√
L1L2
e|ξ|x3fˆ(ξ). (A.5)
It is clear that P−,0 has the same regularity properties as P−,ℓ. This allows us to extend η− to
be defined on Ω−. However, we do not extend η− to the upper domain Ω+ by the reflection
since this will result in the discontinuity of the partial derivatives in x3 of the extension. For
our purposes, we instead to do the extension through the following. Let 0 < λ0 < λ1 < · · · <
λm < ∞ for m ∈ N and define the (m + 1) × (m + 1) Vandermonde matrix V (λ0, λ1, . . . , λm)
by V (λ0, λ1, . . . , λm)ij = (−λj)i for i, j = 0, . . . ,m. It is well-known that the Vandermonde
matrices are invertible, so we are free to let α = (α0, α1, . . . , αm)
T be the solution to
V (λ0, λ1, . . . , λm)α = qm, qm = (1, 1, . . . , 1)
T . (A.6)
Now we define the specialized Poisson integral in T2 × (0,∞) by
P+,0f(x) =
∑
ξ∈(L−1
1
Z)×(L−1
2
Z)
eiξ·x
′
2π
√
L1L2
m∑
j=0
αje
−|ξ|λjx3 fˆ(ξ). (A.7)
It is easy to check that, due to (A.6), ∂l3P+,0f(x′, 0) = ∂l3P−,0f(x′, 0) for all 0 ≤ l ≤ m and
hence
∂αP+,0f(x′, 0) = ∂αP−,0f(x′, 0), ∀α ∈ N3 with 0 ≤ |α| ≤ m. (A.8)
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These facts allow us to extend η− to be defined on Ω by
η¯−(x
′, x3) = P−η−(x′, x3) :=
{ P+,0η−(x′, x3), x3 > 0
P−,0η−(x′, x3), x3 ≤ 0. (A.9)
It is clear now that if η− ∈ Hs−1/2(Σ−) for 0 ≤ s ≤ m, then η¯− ∈ Hs(Ω). Since we will only
work with s lying in a finite interval, we may assume that m is sufficiently large in (A.6) for
η¯− ∈ Hs(Ω) for all s in the interval.
A.2. Estimates of Sobolev norms. We will need some estimates of the product of functions
in Sobolev spaces.
Lemma A.2. Let U denote a domain either of the form Ω± or of the form Σ±.
(1) Let 0 ≤ r ≤ s1 ≤ s2 be such that s1 > n/2. Let f ∈ Hs1(U), g ∈ Hs2(U). Then
fg ∈ Hr(U) and
‖fg‖Hr . ‖f‖Hs1 ‖g‖Hs2 . (A.10)
(2) Let 0 ≤ r ≤ s1 ≤ s2 be such that s2 > r + n/2. Let f ∈ Hs1(U), g ∈ Hs2(U). Then
fg ∈ Hr(U) and
‖fg‖Hr . ‖f‖Hs1 ‖g‖Hs2 . (A.11)
Proof. These results are standard and may be derived, for example, by use of the Fourier
characterization of the Hs spaces and extensions. 
A.3. Coefficient estimates. Here we are concerned with how the size of η can control the
“geometric” terms that appear in the equations.
Lemma A.3. There exists a universal 0 < δ < 1 so that if ‖η‖25/2 ≤ δ, then
‖J − 1‖L∞(Ω) + ‖A‖L∞(Ω) + ‖B‖L∞(Ω) ≤
1
2
,
‖N − 1‖L∞(Γ) + ‖K − 1‖L∞(Γ) ≤
1
2
, and
‖K‖L∞(Ω) + ‖A‖L∞(Ω) . 1.
(A.12)
Also, the map Θ defined by (2.4) is a diffeomorphism.
Proof. The estimate (A.12) is guaranteed by Lemma 2.4 of [8]. 
A.4. Korn inequality. Consider the following operators acting on functions u : Rn ⊇ U → Rn:
Du = ∇u+∇uT and D0u = Du− 2 div u
n
I,
or in components
Duij = ∂iuj + ∂jui and D
0uij = ∂iuj + ∂jui − 2∂kuk
n
δij .
Note that tr(D0u) = 0. As such, the operator D0 is referred to as the “deviatoric part of the
symmetric gradient.”
In what follows we will compute the kernel of D and D0 in H1(Ω). In doing so we will actually
compute the kernel on C3(Ω), but the results hold as well in H1(Ω) via an approximation
argument.
Lemma A.4.
ker(D) = {u(x) = a+Ax | a ∈ Rn, A = −AT } (A.13)
Proof. We have that Du = 0 if and only if ∂iuj = −∂jui for all i, j. Then
∂i∂kuj = −∂k∂jui = −∂j(−∂iuk) = ∂j∂iuk = ∂i(−∂kuj) = −∂i∂kuj ,
and hence ∇2u = 0. Then u(x) = a+Ax for some a ∈ Rn and A ∈ Rn×n. But then
0 = Du = A+AT ⇒ A = −AT . (A.14)
So, if u ∈ ker(D) then u(x) = a+Ax for A antisymmetric. The converse also clearly holds. 
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We may also compute the kernel of D0.
Lemma A.5. If n = 2 then
ker(D0) = {u : C ≃ R2 ⊇ Ω→ R2 ≃ C | u is holomorphic}. (A.15)
If n ≥ 3 then
ker(D0) = {u(x) = a+Ax+ γx+ (b · x)x− b |x|2 /2 | γ ∈ R, a, b ∈ Rn, A = −AT }. (A.16)
Proof. Consider first the case n = 2. Then D0u = 0 if and only if(
2∂1u1 ∂1u2 + ∂2u1
∂1u2 + ∂2u1 2∂2u2
)
=
(
∂1u1 + ∂2u2 0
0 ∂1u2 + ∂2u2,
)
(A.17)
which holds if and only if
∂1u1 = ∂2u2 and ∂2u1 = −∂1u2, (A.18)
which are the Cauchy-Riemann equations in Ω. Regarding R2 ≃ C then shows that u is
holomorphic in Ω, which is (A.15).
Now consider the case n ≥ 3. Throughout the rest of the proof we do not employ the
summation convention. Note first that if D0u = 0 then
2∂iui = Duei · ei = 2div u
n
Iei · ei = 1
n
div u (A.19)
for each i = 1, . . . , n. This means that
∂1u1 = ∂2u2 = · · · = ∂nun = 1
n
div u :=M. (A.20)
This allows us to rewrite D0u = 0 in components as
∂iuj = −∂jui + 2Mδij . (A.21)
Next we compute
∂i∂kuj = ∂k(−∂jui + 2Mδij) = −∂j∂kui + 2∂kMδij
= −∂j(−∂iuk + 2Mδik) + 2∂kMδij
= ∂i∂juk + 2∂kMδij − 2∂jMδik
= ∂i(−∂kuj + 2Mδjk) + 2∂kMδij − 2∂jMδik
= −∂i∂kuj + 2∂kMδij − 2∂jMδik + 2∂iMδjk,
(A.22)
and hence
∂i∂kuj = ∂kMδij − ∂jMδik + ∂iMδjk. (A.23)
Applying ∂ℓ to (A.23), we find that
∂i∂k∂ℓuj = ∂k∂ℓMδij − ∂j∂ℓMδik + ∂i∂ℓMδjk. (A.24)
On the other hand, we can switch the index from k to ℓ in (A.23) to see that
∂i∂ℓuj = ∂ℓMδij − ∂jMδiℓ + ∂iMδjℓ, (A.25)
which reveals, upon applying ∂k, that
∂i∂k∂ℓuj = ∂k∂ℓMδij − ∂j∂kMδiℓ + ∂i∂kMδjℓ. (A.26)
Now we equate (A.24) and (A.26) to see that
∂k∂ℓMδij − ∂j∂ℓMδik + ∂i∂ℓMδjk = ∂k∂ℓMδij − ∂j∂kMδiℓ + ∂i∂kMδjℓ, (A.27)
which allows us to cancel the ∂k∂ℓMδij terms to deduce that
∂i∂ℓMδjk − ∂j∂ℓMδik = ∂i∂kMδjℓ − ∂j∂kMδiℓ. (A.28)
Multiplying by δjk and summing over j, k then reveals that
(n− 2)∂i∂ℓM = −∆Mδiℓ, (A.29)
from which we deduce, by multiplying by δiℓ and summing over i, ℓ, that
(n− 2)∆M = −n∆M. (A.30)
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Hence ∆M = 0, and upon replacing in (A.29) and using the fact that n ≥ 3, we find that
∇2M = 0⇒M(x) = γ + b · x for some γ ∈ Rn, b ∈ Rn. (A.31)
Returning to (A.24), we also find that
∇3u = 0. (A.32)
From (A.31) and (A.20) we deduce that
ui(x) = gi(xˆi) + γxi + (b · xˆi)xi + bix
2
i
2
, (A.33)
where xˆi = x− xiei, and gi is (by virtue of (A.32)) a quadratic polynomial in xˆi, i.e. in all of
the variables except xi.
Since whenever i 6= j we have ∂jui = −∂iuj, we may use (A.33) to compute
∂jgi(xˆi) + xibj = −∂igj(xˆj)− xjbi ⇒ ∂jgi(xˆi) + xjbi = −(∂igj(xˆj) + xibj) for i 6= j. (A.34)
Define G : U → Rn by
Gj(x) = gj(xˆj) +
|xˆj |2
2
bj for j = 1, . . . , n. (A.35)
Then
∂iGj(x) =
{
∂igj(xˆj) + xibj i 6= j
0 i = j,
(A.36)
which together with (A.34) implies that DG = 0 in Ω. Then by Lemma A.4 we have that
G(x) = a+Ax for a ∈ Rn and A = −AT ∈ Rn×n. Then
gj(xˆj) = aj + (Ax)j − |xˆj |
2
2
bj , (A.37)
which we may plug into (A.33) to deduce that
u(x) = a+Ax+ γx+ (b · x)x− |x|
2
2
b. (A.38)
So, every element of ker(D0) is of this form. An easy computation reveals that every function
of this form is also in the kernel.

Next we record a version of Korn’s inequality involving only the deviatoric part, D0.
Lemma A.6. Let U ⊂ Rn, n ≥ 3, be bounded and open with Lipschitz boundary. Then there
exists a constant C > 0 such that
‖u‖2H1 ≤ C(‖u‖2L2 +
∥∥D0u∥∥2
L2
) (A.39)
for all u ∈ H1(U).
Proof. See Theorem 1.1 of [6]. 
We now prove a first result on the way to our desired Korn-type inequality.
Lemma A.7. Let n ≥ 3 and
Ω := Πn−1i=1 (LiT)× (a, b) (A.40)
for 0 < Li < ∞, i = 1, . . . , n − 1, and −∞ < a < b < ∞, and define the lower boundary by
Σa = Π
n−1
i=1 (LiT)× {a}. There exists a constant C > 0 so that
‖u‖20 ≤ C(
∥∥D0u∥∥2
0
+ ‖u‖2H0(Σa)) (A.41)
for all u ∈ H1(Ω).
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Proof. Suppose not. Then there exists a sequence un ∈ H1(Ω) so that ‖un‖0 = 1 but∥∥D0un∥∥20 + ‖un‖2H0(Σa) ≤ 1n. (A.42)
Employing Lemma A.6, we find that supn ‖un‖H1 < ∞. So, up to the extraction of a subse-
quence, we have that un ⇀ u weakly in H
1 and un → u strongly in H0. By (A.42) we have
that D0u = 0 and u = 0 on Σa. Then by Lemma A.5 we know that
u(x) = a+Ax+ γx+ (b · x)x− b |x|2 /2 for γ ∈ R, a, b ∈ Rn, A = −AT ∈ Rn×n. (A.43)
Since u vanishes on Σa we must have the zeroth, first, and second order parts of the polynomial
all vanish, and hence 

a = 0
Ae+ γe = 0
(b · e)e− b/2 = 0
(A.44)
for all unit vectors e ∈ Rn−1. The second equality in (A.44) implies, since A is antisymmetric,
that
γ = γ |e|2 = γe · e = −Ae · e = 0. (A.45)
Then Ae = 0 for all unit vectors e ∈ Rn−1, which means that A = 0 since otherwise Aen = y 6= 0
implies that yi = y · ei = Aen · ei = −en ·Aei = 0 for i = 1, . . . , n− 1 so that y = ynen, but then
yn = Aen · en = 0. Choosing e = e1 in the third equality in (A.44) implies that
b1e1 = b2e2 + . . . bnen ⇒ b = 0. (A.46)
Hence u = 0 in Ω, which contradicts the fact that ‖u‖0 = 1.

Now we extend this to layered domains.
Proposition A.8. Let n ≥ 3,
Ω− := Π
n−1
i=1 (LiT)× (−b, 0) and Ω+ := Πn−1i=1 (LiT)× (0, ℓ) (A.47)
for 0 < Li < ∞, i = 1, . . . , n − 1, and 0 < b, ℓ < ∞, and define the bottom boundary by
Σb = Π
n−1
i=1 (LiT) × {−b} and the internal interface by Σ = Πn−1i=1 (LiT) × {0}. There exists a
constant C > 0 so that
‖u+‖21 + ‖u−‖21 ≤ C(
∥∥D0u+∥∥20 + ∥∥D0u−∥∥20) (A.48)
for all u± ∈ H1(Ω±) with JuK = 0 along Σ and u− = 0 on Σb.
Proof. By Lemmas A.6 and A.7 we have that
‖u−‖21 ≤ C(‖u−‖20 +
∥∥D0u−∥∥20) ≤ C(∥∥D0u−∥∥20 + ‖u−‖2H0(Σb)) = C ∥∥D0u−∥∥20 . (A.49)
By trace theory and the jump condition JuK = 0 on Σ, we may estimate
‖u+‖2H0(Σ) = ‖u−‖2H0(Σ) ≤ C ‖u−‖21 ≤ C
∥∥D0u−∥∥20 . (A.50)
Then to conclude we use Lemmas A.6 and A.7 together with this estimate:
‖u+‖21 ≤ C(‖u+‖20+
∥∥D0u+∥∥20) ≤ C(∥∥D0u+∥∥20+‖u+‖2H0(Σ)) ≤ C(∥∥D0u+∥∥20+∥∥D0u−∥∥20). (A.51)

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A.5. Linear combinations of estimates. We now consider how to reduce a sequence of
related estimates to a single estimate in a more useful form.
Lemma A.9. Let k ≥ 1 be an integer, U ⊂ R be an open set, and consider functions Xi, Yi, Zi :
U → R for i = 0, . . . , k, Wi : U → [0,∞) for i = 0, . . . , k, and V0 : U → R. Suppose that
d
dt
X0 + β0(Y0 +W0) ≤ γ0V0 + Z0 (A.52)
and for i = 1, . . . , k
d
dt
Xi + βi(Yi +Wi) ≤ γi

V0 + i−1∑
j=0
Yj

+ Zi, (A.53)
where βi, γi > 0 are constants for i = 0, . . . , k. Then there exist λi > 0 for i = 0, . . . , k so that
d
dt
k∑
i=0
λiXi +
k∑
i=0
(Yi +Wi) ≤ V0
k∑
i=0
λiγi +
k∑
i=0
λiZi. (A.54)
Moreover, λk = 1/βk and for i = 0, . . . , k − 1
λi = Pi(βi+1, . . . , βk, γi+1, . . . , γk)
k∏
j=0
β−1j (A.55)
where Pi is a polynomial with positive integer coefficients.
Proof. Suppose that λi > 0 for i = 0, . . . , k. Multiplying (A.53) by λ0, (A.53) by λi, and
summing, we find that
d
dt
k∑
i=0
λiXi +
k∑
i=0
λiβiYi +
k∑
i=0
λiβiWi ≤ V0
k∑
i=1
γiλi +
k∑
i=1
λiγi
i−1∑
j=0
Yj +
k∑
i=1
λiZi
= V0
k∑
i=1
γiλi +
k−1∑
i=0
Yi
k∑
j=i+1
λjγj +
k∑
i=0
λiZi.
(A.56)
We then seek to choose the λi so that
λiβi =
k∑
j=1+i
λjγj + 1 for i = 0, . . . , k − 1,
λkβk = 1.
(A.57)
This linear systems admits a unique solution with λi > 0. Indeed, we may set λk = 1/βk > 0
and then iteratively solve for
λi =
1
βi

1 + k∑
j=1+i
γjλj

 > 0 (A.58)
for i = k − 1, . . . , 0. Plugging the equations (A.57) into (A.56) then yields the estimate
d
dt
k∑
i=0
λiXi +
k∑
i=0
Yi +
k∑
i=0
λiβiWi ≤ V0
k∑
i=0
λiγi +
k∑
i=0
λiZi. (A.59)
The estimate (A.54) follows from this by observing that by construction λiβi ≥ 1 and that
Wi ≥ 0. The form (A.55) follows easily from (A.58) and elementary calculations.

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A.6. Elliptic estimates. Here we consider the two-phase elliptic problem

−µ∆u− (µ/3 + µ′)∇ div u = F 2 in Ω
−S(u+)e3 = F 3+ on Σ+
− JS(u)K e3 = −F 3− on Σ−JuK = 0 on Σ−
u− = 0 on Σb.
(A.60)
We have the following elliptic regularity result.
Lemma A.10. Let r ≥ 2. If F 2 ∈ Hr−2(Ω), F 3 ∈ Hr−3/2(Σ), then the problem (A.60) admits
a unique strong solution u ∈ 0H1(Ω) ∩Hr(Ω). Moreover,
‖u‖r .
∥∥F 2∥∥
r−2
+
∥∥F 3∥∥
r−3/2
. (A.61)
Proof. We refer to [33, Theorem 3.1] for the case of two-phase Stokes problem, but the proof is
the same here. It follows by making use of the flatness of the boundaries Σ± and applying the
standard classical one-phase elliptic theory with Dirichlet boundary condition. 
We let G denote a horizontal periodic slab with its boundary ∂G (not necessarily flat) consist-
ing of two smooth pieces. We shall recall the classical regularity theory for the Stokes problem
with Dirichlet boundary conditions on ∂G,

−µ∆u+∇p = f in G
div u = h in G
u = ϕ on ∂G.
(A.62)
The following records the regularity theory for this problem.
Lemma A.11. Let r ≥ 2. If f ∈ Hr−2(G), h ∈ Hr−1(G), ϕ ∈ Hr−1/2(∂G) be given such that∫
G
h =
∫
∂G
ϕ · ν, (A.63)
then there exists unique u ∈ Hr(G), p ∈ Hr−1(G)(up to constants) solving (A.62). Moreover,
‖u‖Hr(G) + ‖∇p‖Hr−2(G) . ‖f‖Hr−2(G) + ‖h‖Hr−1(G) + ‖ϕ‖Hr−1/2(∂G) . (A.64)
Proof. See [17, 31]. 
Lemma A.12. Suppose that σ ≥ 0 and κ > 0. If ζ satisfies ∫T2 ζ = 0 and
− σ∆∗ζ + κζ = ϕ on T2, (A.65)
then for r ≥ 2,
σ ‖ζ‖r + κ ‖ζ‖r−2 . ‖ϕ‖r−2 . (A.66)
Proof. We use (A.65) to see that
(σ |n|2 + κ)ζˆ(n) = ϕˆ(n) for all n ∈ (L−11 Z)× (L−12 Z). (A.67)
In particular, this means that ϕˆ(0) = 0. Since κ > 0 we may estimate
σ2 |n|4
∣∣∣ζˆ(n)∣∣∣2 ≤ |ϕˆ(n)|2 (A.68)
and then argue as in Lemma 4.5 to deduce the bound
σ ‖ζ‖r . ‖ϕ‖r−2 . (A.69)
On the other hand, since σ ≥ 0, we may bound κ2
∣∣∣ζˆ(n)∣∣∣2 ≤ |ϕˆ(n)|2 to get the estimate
κ ‖ζ‖r−2 . ‖ϕ‖r−2 . (A.70)

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