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Abstract-- Research in the processing, compression, transmission, and interpretation of digital 
radiographic images require the testing and evaluation of a wide variety of images, varying both 
in format and in spatial resolution.  If receiver operating characteristic (ROC) analysis or a 
related method is used to evaluate the performance of observers using novel vs. conventional 
displays, large numbers of test images containing known abnormalities are required.  This report 
describes a convenient, inexpensive, and reproducible source of test images, having any desired 
resolution and containing precisely defined abnormalities of unlimited subtlety. The images are 
generated by computing x-ray transmission through mathematically defined, three dimensional 
masses according to Beer's Law. A procedure is presented for generating computer simulated 
chest radiographs and mammograms, which can contain various classes of abnormalities, 
including tumors, infiltrates, cavities, pleural effusions, cardiac chamber enlargement, and soft 
tissue calcifications. Test images can be created from simple computational models of 
superimposed spherical densities. The approach provides a flexible, inexpensive, easy-to-use 
research tool for investigators exploring digital techniques in diagnostic radiology. Such 
simulation software may also be of benefit as a training tool, when employed to generate 
numerous test images containing subtle abnormalities for programmed instruction and testing. 
 



















This report is dedicated to the proposition that computer simulation of x-ray images can be a 
valuable tool for research and training in radiology.  Technology for digital image acquisition, 
processing, and storage is rapidly becoming available [1] and has the potential in the near future 
to supplant conventional film-based processes for radiologic image capture, display, and 
archiving in routine clinical practice.  The resolution of digital radiography is fast approaching 
acceptable limits for many applications [2-5], and digital radiologic workstations [6] are being 
used clinically.  The trend toward digital imaging technology is supported by the increasing 
computer literacy of radiologists, the development of reasonably priced, high resolution video 
display terminals, and the rapid evolution of digital image capture technology, including charge 
coupled devices (CCD's) [4], able to acquire high resolution radiographic images (at least 2000 x 
2000 pixels, or about 0.1 mm  0.1 mm pixel size).  As such technology is further developed for 
general clinical use, there will be a need for a wide variety of test images, containing precisely 
known normal structures and precisely defined abnormalities. 
 
Of particular importance in the validation of new diagnostic imaging methods is the assessment 
of system sensitivity and specificity, where the "system" in question includes both a trained 
radiologist and the imaging technology under evaluation.  The most definitive approach to this 
key issue is receiver operating characteristic (ROC) analysis [7-9], in which curves are generated 
describing the hit rate for detection of a particular abnormality as a function of the false alarm 
rate.  This type of analysis has become accepted as the most rigorous and objective means of 
comparing diagnostic imaging methods in radiology in terms of their sensitivity and specificity 
[7, 8].  To compare the performance of observers using a modified or innovative imaging system 
with the performance of the same observers using conventional technology, it is necessary to 
gather performance data for a series of test images, numbering approximately 100, in which the 
true abnormal vs. normal state is known [8, 9].  In the case of clinical material diagnostic truth 
can be determined post hoc by biopsy, subsequent clinical course, etc. [10]  Another approach is 
to establish truth by consensus opinion of board ce1tified radiologists [11]. Both approaches are 
relatively costly, tedious, and productive of limited numbers of test images within a given 
diagnostic class. 
 
The use of computer models emulating the physics of x-ray absorption by three dimensional 
tissue masses, positioned in a geometric workspace between a radiation source and a detector 
array, can provide a useful source of physically realistic test images.  The potential advantages of 
computer generated images, rather than actual clinical radiographs, are that 
 
(1) the true normal/abnormal state of the images is known exactly, since the 
abnormalities are deliberately created and mathematically defined; 
 
(2) the number of possible abnormalities is unlimited, and the nature, background, and 
context of the abnormalities can be systematically varied to determine under what 
circumstances perception and diagnostic performance are most and least influenced by 




(3) the marginal cost of obtaining images for analysis (at any desired resolution prior to 
display) is minimal; 
 
(4) for many psychophysical experiments the entire radiographic process can be 
simulated automatically at a computer-based workstation for efficient, objective data 
collection and analysis; and 
 
(5) the fundamental questions regarding the virtue of various digital radiographic 
techniques as aids to human perception and diagnostic performance can be answered 
without exposing human subjects to additional radiation. 
 
Accordingly, we have created a general purpose C-language program library to implement such 







The general approach to computer simulation of radiographic images is shown in Figure 1. 
Transmission images are computed using a straightforward line-integration algorithm for x-rays 
arising from a defined point source, passing through a simulated tissue volume, and striking an 
image plane, where a phosphor/film surface, charge coupled device (CCD), or other radiologic 
detector would be located.  The relative number of photons reaching any point in the image plane 




Fig. 1. Scheme for computer simulation of tissue x-ray absorption.  The x-ray source 




Inputs to the C-language program implementing the algorithm are read from a control file that 
specifies the dimensions of the workspace and coordinates of the source.  A window on the 
image plane borders one side of the workspace and is divided to the desired spatial resolution 
using a rectangular grid, the coordinates of which correspond to picture elements (pixels). 
Objects in the scene consist of sets of overlapping spheres of varying size, density, and position, 
as specified by the user in a table read from a control file.  With a little practice, the size, density, 
and three dimensional coordinates of the larger spherical primitives for all computational 
phantoms were readily specified by one of us (CFB), having knowledge of human anatomy and 
pathology.  Parameters specifying clusters of smaller, randomly oriented spheres in some models 
were generated by a utility program, and included in the control file for a particular 
computational phantom.  The choice of simple spherical primitives was made to establish proof 
of concept, and resulted in surprisingly realistic images, which can be further enhanced in future 





To perform the actual line integration describing x-ray transmission through each phantom, the 
tissue space is divided into nz equal slices parallel to the image plane.  The radiation transmission 
from the source, through each tissue slice at successive z levels, beginning closest to the source 
and ending at each indexed pixel, is computed using the expression: dI(z) = I(z)dL, where 
dI(z) is the amount of attenuation in the number of transmitted photons passing through level, z ; 
I(z) is the incident radiation intensity at level, z ;  is the linear attenuation coefficient for 
monochromatic radiation; and dL is the length of the ray segment in slice dz , computed as the 
product of dz and the cosecant of angle from source to indexed pixel in the image plane [12].  
Linear attenuation coefficients of the target masses are initially read from the control file, which 
also specifies the diameter and center coordinates of each spherical mass.  For economy of 
language in the following discussion, the term "density" is often used as a synonym for "linear 
attenuation coefficient" in describing the properties of tissue models. 
 
The general structure of the simulation program is as follows: 
 
read tissue dimensions and source coordinates from control file 
read water density and added mass densities from control file 
for (each z-level slice of the tissue model from incident surface to image plane) { 
 
include tissue densities in array D(x,y) using subroutine "addmasses"  
for (each pixel x,y in image plane, I(x,y)) { 
find address x' ,y' where incident rays intersect indexed z-level, 
compute the local attenuation in transmitted radiation at x' ,y', 
and store current percent transmission in I(x,y) -- this 
is the incident radiation for next z-level 
} 
} 
change final percent transmission to percent absorption = "image" values 




Simulation of Film Processing 
 
The image stored in plane I(x,y) can be thought of as the analog of the latent image captured in 
exposed, undeveloped film, or even more straightforwardly, the set of values captured by an 
array of charge coupled devices.  In practice, radiographic technique (kVp and mAs), choice of 
film, and conditions of development are adjusted through trial-and-error to create a visible 
image, in which clinically relevant information is centered in a gray scale ranging from nearly 
black to nearly white.  In using computational phantoms, this process is simulated by simple 
linear transformation  of raw image values, or "histogram stretching" [14], such that the gray 
scale values of interest in the image are distributed over the black-to-white range of the final 
display device, such as a printer or video screen.  For example, if the printer can display 256 gray 
levels, specified by integer values, then the double precision floating point values in I(x,y) are 
scaled and stretched to span the range 0 to 255, and the test image is written and stored in 8-bit 
binary words.  (The roughly linear relationships between x-ray film exposure and the optical 
density of the developed radiograph, and in turn between optical density and the physiologic 
response of the eye to light have been discussed by Meredith and Massey. [15]) Using such 
linear scaling, one may readily obtain images that are similar in contrast to clinical radiographs. 
 
 
Addition of Spherical Masses 
 
Before computation of the radiation attenuation in each tissue slice, a density array 
corresponding to each tissue plane at level, z, parallel to the image plane, is initialized to zero. 
Then the stored array of input spherical masses is tested to identify masses intersecting the test 
plane at level z.  When such a mass is found, the region in the indexed tissue slice near its center 
is scanned by a "flying spot", and at each scanned node the inequality 
 




0 rzzyyxx   
 
for the spherical mass of radius, r, centered at x0 ,y0, z0 is evaluated to define the circular section 
present within the slice at that level, and the corresponding nonzero values for the linear 
attenuation coefficients are set.  Later density values that are added to the test plane overwrite 
earlier density values, rather than summing with them.  As will be seen, this feature provides a 






After all masses are incorporated in the indexed tissue slice, then, for each pixel in the image 
plane, a ray is drawn from the x-ray source through the slice to the center of the pixel. The points 
of intersection of the straight rays with the indexed tissue plane are then computed, and the 
attenuation, dI, of each indexed ray is computed using Beer's Law.  The attenuated intensity, I, of 
the emerging ray, which is equal to the incident intensity for the next tissue plane, is stored for 
each pixel.  This process is repeated for successive tissue slices between the source and the 
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image plane.  In this way x-ray transmission through the sample is computed by working with 
one z-level at a time, therefore requiting only one two dimensional array, D(x,y), for storing 
density information and one two dimensional array, I(x,y) , for storing the transmitted image. 
The density array is erased and re-written for each successive z-level of the integration, so that 







The C-language code for creating two-dimensional transmission images was validated by 
analysis of the size and position of shadows cast by standard test spheres placed at various 
known locations and irradiated from various perspectives.  Computed results were compared to 




Normal Chest Models 
 
Figure 2 shows a computed digital image in the postero-anterior projection of a chest phantom 
having homogeneous lung fields of uniform density.  In this and subsequent figures "positive" 
radiographic images are presented, in which areas of high x-ray absorption are rendered black 
and areas of high x-ray transmission are rendered white.  This format is more compatible with 
laser printed output and duplication in journals.  The phantom imaged in Fig. 2 was created by 
superposition of 82 overlapping spherical masses, as listed in Table 1. For this stylized and 
minimally complex model the additional lung densities identified as ''Random Pulmonary Set 1" 
and "Random Pulmonary Set 2" were omitted.  The dimensions of the model are 40 cm width, 40 
cm height, and 20 cm antero-posterior depth.  The outer bony shell is truncated anteriorly and 
posteriorly by the relatively narrow depth of the work space, such that bony elements, except for 








Fig. 2.  Computed digital image in the postero-anterior projection of a chest phantom 
having homogeneous lung fields of uniform density.  The model includes 82 spherical 
masses, included in whole or in part within a 40 x 40 x 20 cm volume.  Literature 
values assumed for linear attenuation coefficients of 60 keV photons [27] are 0.21 cm
-1
 
for soft tissue, 0.63 cm
-1
 for bone, and 0.008 to 0.02 cm
-1
 for ventilated lung 
parenchyma.  The image resolution is 500 x 500 pixels.  The original image was 
printed on a Linotype Model L-300 Imagesetter (with RIP 4) having a dot density of 
2540 dots per inch from a PostScript file derived from an original 8-bit image of 256 



































10 Right shoulder tissue 
20 50 30 10 10 Left  shoulder tissue 
40 100 20 18 10 Chest wall upper 
40 100 20 29 10 Chest wall middle 
40 100 20 40 10 Chest wall lower 
39 2 20 18 10 Lungs upper periphery 
39 2 20 29 10 Lungs middle periphery 
39 2 20 40 10 Lungs lower 
25 3 20 18 10 Lungs upper core 




















** Random Pulmonary Set #2 
35.0 50 15 47.1 012 Right hemidiaphragm 






28 35.5 15 Gastric gas bubble 
7.0 50 20.0 05 8 Mediastinum 
7.0 50 20.0 10 8  
8.0 50 20.5 15 8 Aortic knob 
9.0 50 20.5 20 8 Pulmonary veins 
7.0 50 20.5 25 8  
6.0 150 20 3 4.7 Bamboo spine 
6.0 150 20 6 4.2  
6.0 150 20 9 3.8  
6.0 150 20 12 3.5  
6.0 150 20 15 3.3  
6.0 150 20 18 3.2  
6.0 150 20 21 3.1  
6.0 150 20 24 3.1  
6.0 150 20 27 3.2  
6.0 150 20 30 3.3  
6.0 150 20 33 3.4  
6.0 150 20 35 4.5  
6.0 150 20 38 4.6  
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(TABLE I continued) 
11.10 50 25.1 27.6 13.9 Left ventricle 
8.10 50 22.1 26.6 14.9 Right ventricle 
7.10 50 23.1 22.6 11.9 Left atrium 






17.0 30.0 10.8 Inferior vena cava 
2.60 50 17.0 31.0 10.8  
2.60 50 17.0 32.0 10.8  
2.60 50 17.0 33.0 10.8  
 
6.66 150 20.0 10.33 22.0 Sternum 
6.66 150 20.0 12.33 22.0  
6.66 150 20.0 14.33 22.0  
6.66 150 20.0 16.33 22.0  
6.66 150 20.0 18.33 22.0  
6.66 150 20.0 20.33 22.0  
6.66 150 20.0 22.33 22.0  
6.66 150 20.0 24.33 22.0  






17.00 18.00 10.0 Right main PA 
2.00 52 16.00 18.00 10.0  
2.00 52 15.00 18.00 10.0  




52 14.00 17.00 10.0 Right PA apical branch 
1.50 52 13.70 16.00 10.0  
1.40 52 13.30 15.00 10.0  




52 13.50 18.00 10.5 Right PA middle lobe branch 
1.50 52 12.50 18.50 12.0  
1.40 52 11.50 19.00 12.5  






13.70 18.00 10.0 Right lower lobe branch 
1.50 52 13.30 19.00 09.0  
1.40 52 13.00 20.00 08.0  




52 23.00 17.00 10.0 Left main PA 
2.00 52 24.00 17.00 10.0  
2.00 52 25.00 17.00 10.0  




52 26.00 16.00 10.0 Left PA apical branch 
1.50 52 26.30 15.00 10.0  
1.40 52 26.70 14.00 10.0  
1.30 52 27.00 13.00 10.0  
10 
 
(TABLE I continued) 
 
1.60 52 26.50 16.00 10.5 Left lower middle lobe branch 
1.50 52 27.00 15.80 12.0  
1.40 52 27.50 15.60 12.5  
1.30 52 28.00 15.40 13.0  
1.60 52 26.30 18.00 10.0 Left lower lobe branch 
1.50 52 26.70 19.00 09.0  
1.40 52 27.00 20.00 08.0  
1.30 52 27.30 21.00 07.0  
8.25 150 20.00 5.7 21.3 Manubrium 
224.00 0 20.00 -40.0 120.0 Anterior clear area 
 
 
* Linear extinction coefficient values in the control file are scaled to integer values ranging from 
0 to 255 (8-bits) for economy of data storage in memory.  Here the linear extinction coefficient 
for water (0.214 cm
-1 
is scaled to the integer value 50; in these units the maximal possible 
extinction coefficient is 255 (1.091 cm
-1
). Prior to actual computation the stored integer values 











A specific sequence of superposition of masses, indicated in Table 1, was used to create an 
increasingly complex pattern.  Importantly, the order of incorporation of the spherical densities is 
often critical to the appearance of the final image.  In the minimally complex phantom of Figure 
2 the soft tissues of the shoulder and the bony structures of the chest wall are defined first. The 
peripheral bony shell of the "ribs" is created by overwriting the three dense spherical solids of 
average chest wall density and right-left diameter with slightly smaller, concentric the low 
density spheres representing peripheral lung tissue.  Then water densities of the hemidiaphragms 
(the right more cranial than the left) and underlying abdominal viscera (with gastric gas bubble) 
are added.  The mediastinum is represented as a vertically telescoped stack of spheres of water 
density, and the spine as a telescoped stack of spheres of bone density.  Next cardiac chambers 
and great vessels are added.  A sternum is added as a chain of tangential slices of bone density 
spheres centered outside the model space anteriorly.  Finally, pulmonary arteries are added as 





Figures 3(a) and 3(b) show the effect of introducing 2000 additional random elements 
(pulmonary sets 1 and 2 in Table I) to create detail and texture within the lung fields.  In this 
computational model the upper lung fields, initially assigned density values twice that of the 82- 
element model shown in Figure 2, were overlaid by a mosaic of 1000 random masses of mean 
diameter 3 cm and mean density 1/25th that of water.  The lower lung fields were similarly 
overlaid by 1000 random masses of mean diameter 4 cm and mean density 2/25ths that of water. 
Gaussian variation in both diameter and density of the random pulmonary spheres within 
specified ranges aided in achieving an organic effect.  The mean density for the upper lobes is 
less than the mean density for the lower lobes to simulate the normal base-to-apex gradient of 
ventilation/perfusion. (The increased density near the top of Fig 3(b) is “shoulder muscle”.) 
    
    (a)          (b) 
 
Fig. 3.  Computed digital images of a 2082 element chest phantom having lung field 
complexity enhanced by addition of 2000 random spherical masses.  The 82 large scale 
anatomic primitives are the same as in Figure 2.  The upper light and left lung fields 
include 1000 non-overlapping random volume densities ranging from 1 to 5 cm in 
diameter (mean 3 cm) and having a mean linear attenuation coefficient 4% that of soft 
tissue, comprising 28% of lung volume and embedded in a matrix having linear 
attenuation coefficient 8% that of water at the periphery and 12% that of water 
centrally.  The lower right and left lung fields include 1000 non-overlapping random 
volume densities ranging from 1 to 5 cm in diameter (mean 3 cm) comprising 26% of 
lung volume and having a mean linear attenuation coefficient 8% that of soft tissue 
and embedded in a matrix having linear attenuation coefficient 12% that of water at 







Figures 4 through 7 illustrate a variety of chest abnormalities that can be simulated with 
computational phantoms.  In Figure 4(a) composite model illustrating complications of chronic 
obstructive pulmonary disease is presented.  These include five large apical bullae in the left 
upper lobe and a left lower lobe infiltrate, recognizable as being posterior from the clear 
silhouette of the left heart border.  There is a right sided pneumothorax; the right hemithorax is 
hyperexpanded; and the mediastinum is shifted to the left.  Here a comparison of a more simple, 
91 element model (Fig. 4(a)) with a more complex, 1091 element model (Fig. 4(b)) is presented. 
 
   
 
      (a)            (b) 
 
Fig. 4.  Composite simulated chest radiographs demonstrating a variety of 
possible abnormalities in a hypothetical patient with chronic obstructive 
pulmonary disease.  There is a right sided pneumothorax; the right hemithorax 
is hyperexpanded, and the mediastinum is shifted to the left. There are 5 large 
apical bullae in the left upper lobe and a left lower lobe infiltrate, recognizable as 
posterior in location from the clear silhouette of the left heart border.  (a) simple 
91 element model with uniform left lower lobe infiltrate.  (b) 1091 element model, 
including in the upper lung fields 500 non-overlapping random spherical 
volumes, 1 to 5 cm in diameter, having linear attenuation coefficients 2% to 4% 
that of tissue water (relatively well ventilated or emphasematous lung) embedded 
in matrix having linear attenuation coefficient 14% that of water, and to create 
an irregular patchy infiltrate in the left lower lung region using 500 non-
overlapping random spherical volumes of water density, 0 to 2 cm in diameter, 





In Fig. 5 several simulated disorders of lung water are illustrated in a hypothetical patient with 
severe congestive left heart failure.  There are bilateral pleural effusions and interstitial 
pulmonary edema.  The effusions were created by placement of spherical water densities in the 
regions of the costo-phrenic angles.  The left atrium and left ventricle are dilated and the right 




Fig. 5. Composite simulated postero-anterior chest radiograph demonstrating a 
variety of abnormalities in a hypothetical patient with severe congestive left heart 
failure. There is twice normal density in the peripheral and central lung fields, 
representing interstitial pulmonary edema.  There are right and left pleural 
effusions of water density.  Lung fields include 1000 non-overlapping random 
densities, 1 to 5 cm in diameter, having linear attenuation coefficients averaging 
8% that of water, twice that of the normal model.  The left atrium and left 
ventricle are dilated and the right heart chambers are slightly dilated, compared 




Fig. 6(a) is an image of a computational phantom representing a hypothetical patient with 
multiple complications of occupational lung disease.  The composite collection of abnormalities 
includes a spiculated primary carcinoma in the right upper lobe, laterally, right hilar·adenopathy 
representing metastasis to regional lymph nodes, calcified granulomas of histoplasmosis, diffuse 
interstitial fibrosis, and a patchy left lower lobe infiltrate.  The primary cancer in the mid-right 
upper lobe (peripheral and less dense than the calcified nodules) was simulated as an irregular, 
peripheral stellate mass, created by application of the erosion principle, sketched in Fig. 6(b). 
The tumor density remaining after overwriting a soft tissue density sphere with partially overlap- 
ping lung density spheres of various sizes has numerous concavities as well as convexities, 
separated by sharp ridges and spicules.  To create the left lower lobe infiltrate, the background 
lung density was overwritten with a random cluster of 200 half-water-density spheres, 
representing partially flooded lung lobules. 
 
      
      (a)       (b) 
 
Fig. 6. (a) Composite simulated chest radiograph demonstrating a variety of 
abnormalities in a hypothetical patient with occupational lung disease: a spiculated 
primary carcinoma in the right upper lobe, laterally, right hilar adenopathy, calcified 
granulomas of histoplasmosis, diffuse interstitial fibrosis, and a patchy left lower lobe 
infiltrate.  This computational phantom includes 1401 spherical densities.  Calcified 
granulomas are simulated by a random cluster of 100 non-overlapping spheres of bone 
density and average diameter 0.5 cm (range 0.2 to 2 cm).  Hilar lymph nodes are 
simulated by a random cluster of 10 partially overlapping spheres of water density and 
average diameter 2 cm (range 1 to 4 cm).  The patchy left lower lobe infiltrate is 
simulated by a random cluster of 200 non overlapping spheres of half water density 
averaging 1 cm in diameter ± 1 cm  S.D.  Other anatomic features are as in Figure 2.   
(b) Erosion concept for creation of complex solids by superposition of spherical 
primitives. An initial solid density is overlaid with surrounding spheres of background 
density, which partially replace the original. 
15 
 
Figure 7 illustrates a computational phantom that mimics a patient with disseminated cancer. 
Pulmonary metastases of various sizes were generated as a single random cluster.  The patchy 
right lower lobe pneumonia includes 200 random densities 10% that of water, averaging 5 ± 1 cm 
in diameter embedded in a matrix having 80% of normal soft tissue density, and replacing 39 
percent of the matrix volume locally.  The left upper lobe exhibits a wedge-shaped density 
simulating a pulmonary infarction, which was created by erosion of a single 8 cm diameter 
peripherally located sphere of two-thirds water density with three more centrally located spheres 
of ordinary lung density.  Together, the composite images in Figures 4 through 7 illustrate the 
variety of abnormalities can be simulated by computational phantoms comprised solely of 
tessellations or mosaics of radiodense spheres. 
 
    
    (a)          (b) 
 
Fig. 7. Image of a computational phantom simulating findings in a patient with 
disseminated carcinomatosis:  right lower lobe pneumonia, multiple pulmonary 
metastases, and wedge shaped left upper lobe pulmonary infarction.  This simple 
phantom includes only 337 primitives without added lung field detail.  The patchy right 
lower lobe pneumonia includes 200 random densities 10% that of water, averaging 5 ± 
1 cm in diameter embedded in a matrix having 80% of normal soft tissue density, and 
replacing 39 percent of the matrix volume locally.  Note silhouette sign at right heart 
border.  The wedge shaped pulmonary infarct was created with 4 spherical objects 
centered at the apices of a tetrahedron: a spherical core tangent to the chest wall 
superimposed with three normal lung density spheres, located medially, antero-
medially, and postero-medially. The tumor metastases are a random cluster of 50 water 
density masses with diameter 3 ± 1 cm (range 1 to 5 cm).  (a) Postero-anterior 
projection.   (b) Lateral projection.  Note lower lobe infiltrate obscuring retrocardiac 
clear area.  Left ventricular silhouette against background of the lower lobe infiltrate 






Breast models are also easily created computationally from simple spherical primitives.  First 
two large, concentric hemispheres, the outermost of non-fat (skin) density and the innermost of 
fat density, are defined.  These large hemispheres are doubly truncated at the north and south 
poles by the limited dimensions of the work space, leaving the middle third, to simulate breast 
tissue that is flattened between compression plates during mammographic examination.  Within 
this matrix a Swiss-cheese-like reticulum of nonfat tissue can be created by overwriting an inner 
non-fat tissue core with random populations of smaller, partially overlapping spheres of fat 
density. The non-fat tissue core is created as a random cluster of partially overlapping water 
density spheres, extending to within one cm of the skin surface, where fat density subcutaneous 
tissue is located.  This inner non-fat density core is overlaid and largely replaced with a second 
random cluster of fat density spheres.  The result is an arrangement of non-fat and fat density 
tissue in which simulated fat lobules of the breast are surrounded by non-fat density glandular 
and connective tissue in a reticular pattern.  If desired, branched chains of smaller spherical 
densities may be added to mimic lactiferous ducts.  In a final optional step, spherical or multi-
nodular· tumors may be incorporated, with or without small clusters of microcalcifications--all 
by the geometric superposition of spherical masses of the desired size. 
 
Figure 8(a) illustrates a computer simulated mammogram derived from a mathematical, 
computer model containing a breast-like hemisphere 8 cm in radius and "compressed" by 
truncation to 6 cm thickness in the cranio-caudal dimension.  The x-ray source was located 60 
cm above the caudal edge of the breast model, at which was located the image plane.  The raw 
transmission image was subjected to a linear histogram stretch to achieve contrast similar to that 
in clinical mammograms.  A carcinoma-like mass with associated microcalcifications is 
illustrated in the very center of the image.  The stellate mass was created by erosion of a 
spherical density by multiple peripheral spheres of background density, as shown in Fig. 6(b).  
This arrangement was subsequently overlaid by random cluster microcalcifications of high 
density.  Here, with gray scale reversal, more radiodense areas appear dark, and less radiodense 
areas appear light. 
 
In Figure 8(b) the same computational model is shown as it would appear medio-lateral 
compression.  To simulate with dual, 90 degree bi-plane images, similar to those taken in current 
clinical mammography, the center coordinates of the spherical masses in the cranio-caudal model 
were transformed to simulate compression of a constant-volume soft tissue mass in a plane 





   (a)     (b) 
 
Fig. 8.  Computer simulated mammograms derived from a computational phantom containing 
a breast-like hemisphere, 8 cm in radius, "compressed" by truncation to 6 cm thickness.  
Scaled literature values [27] of linear attenuation coefficients for 30 keV photons (as 
recommended for mammography [28] ) in soft tissues of the breast are utilized in the 
computational phantom: 0.26 cm
-1
 for fat, 0.38 cm
-1
 for non-fat, and 0.39 cm
-1
 for tumor, and 
0.36 cm
-1
 for water [27].  The model work space has dimensions (x,y,z) of 8 x 16 x 6 cm, and is 
irradiated along the z-axis. Concentric hemispheres, centered at (0,8,3), represent non-fat 
density dermis and subcutaneous fat.  The reticulated pattern of non-fat density tissues was 
created from an inner cluster of 500 random non-fat density spheres of diameter 1.2 ± 0.2 cm, 
which were permitted to overlap by as much as one radius or 0.6 cm.  This inner cluster of 
non-fat tissue density spheres was confined  to a hemisphere 9.5 cm in diameter and was 
overwritten by a population of otherwise similar fat density spheres, numbering 1000 and 
confined to a hemisphere 10.5 cm in diameter to create a reticulated non-fat tissue 
architecture.  Subglandular fat, between the chest wall and non-fat breast tissue is modeled by 
a large, 30 cm radius fat density sphere centered at x = 29.2 cm from the left border of the 
tissue workspace.  This abnormal mammogram includes also a stellate mass of non-fat density 
in cranial-caudal compression near the center of the image, simulating a carcinoma.  The 
tumor is created by erosion of a single 2 cm diameter tumor density by eight peripheral 
spheres of background (fat) density, after which a random cluster of 30 microcalcifications, 4 
times soft tissue density, are added.  (a) Cranial-caudal view (b) Medial-lateral view after 




To appreciate this transformation, let the x-y plane be defined here as the plane parallel to the 
chest wall and the z axis be defined as an axis perpendicular to the x-y plane and passing through 
the nipple (Fig. 9). To mimic the transformation from cranio-caudal to medio-lateral 
compression, points x,y,z in the cranio-caudally compressed breast must be mapped into points 
x',y',z' in the media-laterally compressed breast.  Here the principles of the transformation are (1) 
that the amount of compression is the same in both cases and (2) that the relative distance of 
sphere centers between the z-axis and the skin surface in the x-y plane is maintained after the 
transformation.  If H1 is the vertical height and L1(z) is the horizontal length of the cranio-
caudally compressed breast at a given level, z , from the chest wall, which is the same in both 
compression views, then to achieve the same degree of compression medio-laterally, the 
compressed dimension L2 must equal H1 (i.e. L2 = H1 = same compressed distance, D, either 




where L1(z) = H2(z) = 
22 zr2  , the length of the cord across the breast hemisphere parallel to 
the chest wall at level  z.  Using these expressions, and interchanging x' and y' to account for 90 
degree rotation of the x-ray beam, the constant volume transformation of the x, y coordinates of 
sphere centers in the orthogonal view of medio-laterally compressed breast model of radius, r , is 
simply 
 
for all compressed regions in which Dzr2 22  .  All other parameters of the simulation are 
unchanged.  For simplicity we assume no distortion of the internal spheres themselves by 
compression in either dimension, i.e. the internal spherical densities remain spherical in both 
orthogonal biplane models (Fig. 9).  In this manner pairs of simulated orthogonal biplane 
mammograms can be generated.  The effect of the transformation can be appreciated in Figures 
8(a) and 8(b).  Comparison of the cranio-caudal with the medio-lateral compression views shows 







Fig. 9.  Scheme for mathematical modeling of an isovolumetric compression of the 
breast in a plane perpendicular to the initial plane of compression.  Sketches represent 
frontal planes through the compressed breast.  Here the drawn plane is parallel to the 
chest wall, and the z-axis is perpendicular to the plane of the paper.  "A" is initial 
cranio-caudal compression; "B" is the subsequent medio-lateral compression.  Tissue 
volumes initially located at points P1 and P2 are translocated to points P1' and P2' by 
medio-lateral compression. In this theoretical transformation the tissue volumes 





Using overlapping spherical masses in a computational phantom, it has proved easy to sculpt 
stylized test images of three dimensional objects that seem sufficiently anatomically realistic for 
many research applications, including ROC studies [16].  Digital phantoms are inexpensive, safe, 
flexible, precisely defined, and reproducible.  A large number of exactly known abnormalities of 
varying conspicuity can be included.  In principle, digital images of any desired spatial resolution 
or gray scale resolution can be created.  The creation of such models is a form of practical 
computer art or sculpture, which is seen and interpreted by observers in the form of transmission 
images, rather than reflection images.  Our current software, sample control files, and any future 
upgrades will be made freely available to colleagues as C-language source code via electronic 
mail. 
 
In the present project we were surprised to note the degree of complexity and realism achievable 
with combinations of simple spherical primitives, as anticipated previously by O'Rourke and 
Badler [17]. The line-integration method also allows shapes other than spheres--such as cylinders 
and ovoids--to be used.  Quite likely, even more realistic models could be created using 
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combinations of tissue masses defined by ellipsoids or cylinders.  These could be added readily 
by inclusion of subroutines "addellipses" or "addcylinders", similar in action to "addmasses", 
which read the necessary parameters from formatted control files. 
 
One family of applications of such computational phantoms includes their use as research tools, 
applied to studies of image enhancement techniques [18, 19] (edge detection, histogram 
stretching, contrast enhancement, etc.); studies of research in image compression and 
transmission [5, 20]; studies of resolution requirements for video display devices [2,·21-23]; 
exploration of three dimensional rendering and reconstruction [16, 24,·25]; or ROC studies of 
observer performance [7, 9]. 
 
It is also possible to model and study degradation of images by various forms of noise or by 
patient motion.  In such research applications the use of computational phantoms also permits 
comparison of test images with actual slices through the three dimensional density map of x-ray 
absorbers from which the images were generated.  Various figures of merit for comparing 
alternative display methods can be computed on the basis of the correlation of the test images 
with the actual densities present. 
 
Another family of possible applications for such computational phantoms includes their use in 
the training of radiologists--according to a "flight simulator" paradigm, in which artificially 
generated images with known abnormalities are interpreted by students, either during practice 
sessions or during testing.  Such images could be displayed on video terminals, or copied on 
conventional film.  A classical advantage of computer aided instruction as a supplement to 
traditional methods of instruction is that training modes can be made interactive, such that the 
presented images and their degree of difficulty are selected according to the trainee's correct or 
incorrect responses.   
 
When properly implemented, such branching algorithms for computer aided instruction, which 
pose problems and respond according to the students' previous decisions, maximize learning rate 
and minimize boredom, allowing each trainee to be optimally challenged [26].  Depending on the 
computational speed and storage media available, test images could be either generated on-line 
or selected from a pre-existing library.  Additional features of computer assisted radiological 
training could readily include incorporation of hints, by which learners are assisted in difficult 
cases, incorporation of help, wherein certain general rules are reviewed, the ability to zoom the 
generated image to focus on finer detail in a targeted region, and automatic record keeping and 
collection of performance statistics.  Although early versions of computational phantoms for use 
in computer aided instruction would be developed by teams including both board certified 
radiologists and competent computer programmers; advanced versions could be supported by 
"authoring programs" [26] that allow the non-programming instructor to set up a variety of 
lessons, incorporating desired normal and abnormal anatomical features. Accordingly, we 
envision widespread future application of computational phantoms in academic radiology, both 
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