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ABSTRACT
N-body integrations are used to model a wide range of astrophysical dynamics, but they suffer
from errors which make their orbits diverge exponentially in time from the correct orbits.
Over long time-scales, their reliability needs to be established. We address this reliability by
running a three-body planetary system over about 200 e-folding times. Using nearby initial
conditions, we can construct statistics of the long-term phase-space structure and compare to
rough estimates of resonant widths of the system. Our statistics are approximately consistent
for a wide range of numerical methods, including a Runge–Kutta method, Wisdom–Holman
method, symplectic corrector methods, and a method by Laskar & Robutel. “Improving” an
integrator did not affect the phase space accuracy, but simply increasing the number of initial
conditions did.
Key words: methods: numerical—celestial mechanics—globular clusters: general—
galaxies:evolution—Galaxy: kinematics and dynamics—-planets and satellites: dynamical
evolution and stability
1 INTRODUCTION
In the gravitational N-body problem (Heggie & Hut 2003), N par-
ticles interact with each other through an inverse square force law.
Corrections can be applied to this model (Tamayo et al. 2019), but
this simple model alone is used to represent dynamical systems
from planetary to cosmological. Due to the inverse square law,
far away particles in self-gravitating systems are coupled, unlike
the situation for more steep potentials. Due to the Coulomb loga-
rithm (Binney & Tremaine 2008), particles between 10n and 10n+1
units of length in separation contribute the same to changing the
mean-square velocity as particles with separations between 10n+1
and 10n+2, assuming a system of fixed density.
The N-body equations are solved using approximate map-
pings called integrators. Alarmingly little is known about the ac-
curacy of these maps. They suffer from truncation and roundoff
error, and error due to the uncertainty in the initial conditions.
Miller (1964) found that the orbits between a system and one that
is slightly perturbed to it diverge exponentially so the errors can
magnify impressively in short times. Thus, the orbits of one system
have no resemblance to the orbits in the other system. However,
N-body integrations are a standard tool for astrophysicists, despite
there being a limited justification for their use.
Fast symplectic (Hairer et al. 2006; Yoshida 1990) integrators
that make use of the near integrability of the system, are standard
tools for the exploration of planetary dynamics (Wisdom & Hol-
man 1991; Kinoshita et al. 1991). These integrators have been im-
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proved significantly and continue to be in development. But are
smaller errors better, or are the final predictions just as unreliable?
Are symplectic maps more reliable than conventional integrators,
which have been tested, and have been in existence for far longer?
No answer is known to these questions in general.
However, for investigations over short timescales, an answer
is known to these questions. By short or long-term we refer to a
small or large number number of e-folding times. In this category,
we also include regular problems with no exponential divergence,
even if they are simulated for a large number of orbits, because
the same arguments apply to them. These definitions are arguably
unconventional, but we find them more useful for studying integra-
tion errors. Rein et al. (2019a) study the Solar System for about 4
e-folding times, a single planet with general relativistic precession,
with no exponential divergence, and a test consisting of Mercury,
Saturn, and the Sun, which shows no clear exponential divergence
in our own tests over 100,000 yrs. According to our definitions,
their studies are short-term, even though they refer to them as long-
term. An e-folding time is termed a Lyapunov time if the exponen-
tial divergence of infinitesimally close phase space points continues
indefinitely. In a globular cluster, for example, the concept of a Lya-
punov time is not useful because the asymptotic system has ejected
stars and is integrable. An e-folding time could also be termed a
local Lyapunov exponent (Quinlan & Tremaine 1992).
In the short-term regime, conventional integrators can calcu-
late exact orbits with some known error in the orbit. We assume
relative roundoff and truncation errors can be kept small (Rein &
Spiegel 2015). Fig. 3 of Wisdom (2018) provides evidence that
IAS15, a conventional integrator, is just as efficient as any alter-
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native for these purposes in their short-term simulation. Rein et al.
(2019a) study the accuracy of symplectic integrators, but state in
their Appendix A that a conventional integrator is better at calcu-
lating exact angle variables.
The situation is drastically different for long-term dynamical
investigations, which includes the case of the evolution of the Solar
System over its lifetime or of galaxies over cosmic times. The ex-
ponential divergence renders calculating exact orbits and their an-
gle variables, such as periastron, impossible over long time-scales
due to a computer’s finite memory. Variable precision arithmetic
methods (Portegies Zwart & Boekholt 2014; Boekholt & Porte-
gies Zwart 2015; Portegies Zwart & Boekholt 2018) can mitigate
this problem for a limited time. In the long-term regime, the dy-
namics become irreversible in a practical sense, even when they
are formally reversible. Even codes especially designed to ensure
reversibility (Portegies Zwart & Boekholt 2018; Rein & Tamayo
2018) will fail irreversibility tests eventually. Note that irreversibil-
ity in of itself is not problematic (Heggie 1991), although it can be
an indication of erroneous dynamics as Hernandez (2016) found in
investigations of MERCURY. This long-term regime is what we want
to explore in this paper, as it governs the secular behavior of many
dynamical systems in astrophysics. We propose investigating this
regime in a statistical manner, discarding all information on indi-
vidual orbits, as some investigators of self-gravitating systems have
done previously. A literature review of attempts to asses reliability
of N-body is given in Appendix A. For alternate possible ways to
address this question, see Quinlan & Tremaine (1992); Urminsky
(2010).
These works do not look at phase space statistics we are in-
terested in, in planetary dynamics, and they are not run for the
long timescales we might be interested in. They also do not ad-
dress whether symplectic integrators might better calculate con-
verged statistics. Channell & Scovel (1990) argue that symplec-
tic methods are better than conventional integrators to study near-
integrable Hamiltonians. As for general chaotic Hamiltonians, they
state (SIAs are symplectic integrator algorithms), “Though naively
one might think that SIAs and standard integrators should be
equally good in the chaotic regions, SIAs are also superior there
because they avoid the boundaries and the embedded islands of sec-
ondary tori.”
This work is concerned with assessing the long-term reliabil-
ity of N-body systems once the memory of the initial conditions
has vanished, by studying the accuracy of the phase space struc-
ture. In addition, we want to study whether symplectic integrators
better reproduce the phase space structure, and what benefits we
might find from using popular higher order symplectic integrators
in explorations of long-term planetary dynamics. As a test prob-
lem, we consider the restricted three-body problem. We consider
chaotic, but Hill stable initial conditions, which means close en-
counters with the perturbing planet are forbidden by zero-velocity
curves (e.g., Murray & Dermott 1999). These let us use the pop-
ular methods of Wisdom & Holman (1991); Wisdom et al. (1996);
Wisdom (2006); Laskar & Robutel (2001). The particle avoids reg-
ular islands of phase space surrounding the elliptic fixed points of
some low-order mean motion resonances (MMRs); the most signif-
icant islands occur at first-order MMRs. The widths of these reg-
ular regions surrounding first-order MMRs roughly agree with the
analytic resonance width estimates in Hadden & Lithwick (2018)
despite the significant degree of chaos observed over the range of
phase-space explored by the particles. We find that in long-term
studies, conventional integrators perform as well as symplectic in-
tegrators as far as accuracy is concerned. The only advantage we
find for symplectic integrators is their speed, if they are of second
order. Higher order symplectic integrators showed no advantages
over lower order methods. We agree in spirit with Smith (1977),
who states, “the most efficient use of a limited amount of computer
time is to integrate a large number of different examples at rela-
tively low accuracy.”
The paper is organized as follows. Section 2 gives a brief de-
scription of the integrators we use in our study. We test their imple-
mentation on a test problem with long Lyapunov time. In Section 3,
we present and study the restricted three-body problem we consider
for the remainder of the paper. We describe how we will collect
statistics using many nearby initial conditions to the fiducial ones
to map the phase space structure of this problem. Section 4 carries
out the statistical experiments and makes comparisons among the
different methods. Different timesteps are considered. We conclude
in Section 5.
2 METHODS
This section introduces the integrators we use in the experiments.
The N-body Hamiltonians we solve have form,
H = A+B, (1)
where A and B are integrable functions and   1.  ' 0.001 for
the Solar System. Other conventions for writing the Hamiltonian
are possible: Hernandez & Dehnen (2017) wrote H = A+B, where
A ∝  and B ∝ 2. A is a sum of Kepler problems, while B is the
remaining perturbation. It’s possible to write H in different coordi-
nate systems: popular choices are Jacobi, inertial Cartesian, Demo-
cratic Heliocentric, and Canonical Heliocentric coordinates (Her-
nandez & Dehnen 2017), each with its own merits. H can also be
split into functions A and B˜, where B˜ is not integrable, but, in order
to use our popular integrators, we do not consider them.
We choose Democratic Heliocentric coordinates. The integra-
tors we use are the Wisdom–Holman method (WH) (Kinoshita et al.
1991; Wisdom & Holman 1991), the Wisdom–Holman method
with third-order correctors (WHc) (Butcher 1969; Wisdom et al.
1996; Wisdom 2006), LR, the S ABA2 integrator from Laskar &
Robutel (2001), and a Runge–Kutta–Fehlberg 4-5 method (RK)
(Press et al. 2002, Section 16.2).
To describe WH, we follow somewhat the notation of Tamayo
et al. (2019), though there are a wide array of notations we can
use as options. Let A(a) and B(b) be phase space maps derived
from Hamilton’s equations for A and B, respectively. A(a) and
B(b) are canonical transformations described by a constants a and
b. Let h be a timestep, whose magnitude is usually set to resolve
the shortest timescales in the Hamiltonian initial value problem.
The WH canonical transformation is written,
φWH(h) =A(h/2)◦B(h)◦A(h/2), (2)
where ◦ is a composition of operators (Tamayo et al. 2019). Dur-
ing integration, we use A(a) ◦A(a) =A(2a), which follows since
the Poisson bracket of A with itself is 0. Physically, φWH(h) ap-
proximates the phase space at time t + h, where t was the start-
ing time. Iterating (2) gives the orbits. Note B(h) is sandwiched
between A(h/2)— its also possible to sandwich A(h) between
B(h/2), but this gives an energy error about twice as large (Her-
nandez & Dehnen 2017). The energy error from iterating (2) is
O(h2 +2h2) (Rein et al. 2019b).
WHc applies extra maps C(h) that improve the order of WH.
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C(h) is a composition of maps, A(ai) and B(bi), where the ai and
bi are constants and i= 1 or 2. The WHc map is
φWHc(h) =C−1(h)◦A(h/2)◦B(h)◦A(h/2)◦C(h), (3)
where C−1(h)◦C(h) = 1. Thus, if we iterate (3), we only need to ap-
ply two correctors, C(h), which is applied to the initial conditions,
and C−1(h), applied as the last map (or operator). The energy error
of WHc is O(h4 +2h2). Applying correctors in this form has uses
such as converting a reversible method to a symplectic one (Hairer
et al. 2006; Hernandez & Bertschinger 2018).
LR has the same order energy error as WHc. It is composed
ofA(ai) and B(bi) operators. The map is,
φLR(h) =A(c1h)◦B(d1h)◦A(c2h)◦B(d1h)◦A(c1h), (4)
where d1 = 1/2, c1 = 12 (1 − 1/
√
3), and c2 = 1 − 2c1. The coeffi-
cients d1, c1, and c2 are positive, which has advantages (Dehnen
& Hernandez 2017). The order of LR and WHc can be improved
by applying extra operators called kicks, such techniques are be-
yond our concern in this work and are described in many places
(Chin 1997; Chin & Chen 2005; Wisdom 2006; Rein et al. 2019b;
Dehnen & Hernandez 2017). WH, WHc, and LR are symplectic
(Hairer et al. 2006), time-reversible (Hairer et al. 2006; Hernandez
& Bertschinger 2018), conserve angular and linear momentum, and
their corresponding ordinary differential equations (ODEs) have in-
finite differentiability class order (Hernandez 2019b,a), just as the
N-body Hamiltonian itself. These features improve error behavior.
A disadvantage is that they assume B A. Dehnen & Hernandez
(2017) mitigates this by removing two-body error terms, and its
method has error O(h4).
RK is neither symplectic nor time-reversible, but, curiously,
has infinite differentiability class order. It takes adaptive stepsizes
based on estimates of the error. It will serve as a benchmark method
against which to compare the other methods.
We test our implementation of WH, WHc, and LR using a pla-
nar restricted three-body problem consisting of the “Sun,” “planet,”
and test particle. The orbit is chaotic but Hill stable (Hadden &
Lithwick 2018). Enforcing Hill stability guarantees B A.
LettingG = 1, the masses are m1 = 1, m2 = 3×10−5, and m3 = 0.
The initial Cartesian positions in an inertial frame centered and at
rest are,
r1 = (−8.810339758984251×10−6,0),
r2 = (0.2936779919661417,0),
r3 = (0.2505482770417838,0),
v1 = (0,−5.535699732490998×10−5),
v2 = (0,1.8452332441636659), and
v3 = (4.921004910368913×10−16,1.7962485792165686).
(5)
The positions and velocities have format (x-coordinate, y-
coordinate). The planet’s period is 11. We run these initial con-
ditions using the three maps and various h for time t = 100. We
record |∆J/J| at t = 100. The Lyapunov exponent for this problem
is longer than the runtime. We estimate Lyapunov exponents in this
paper by running two integrations. The second one displaces the
test-particle’s x-position by +10−14. We calculate an L2 norm as a
function of time:
L2(t) =
√
|Q3p(t)−Q3(t)|2 + |v3p(t)−v3(t)|2. (6)
1 The integrator modifies this period by ≈m2/(2m1).
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Figure 1. We test our implementation of various symplectic integrators. We
run a planar, restricted three-body problem and record the Jacobi constant
error |∆J/J| at time t = 100 using various timesteps h. For small timesteps,
the scaling is h2, but at larger steps, WHc and LR scale as h4.
Q3 is the unperturbed test particle’s heliocentric positions while Q3p
are the positions in the perturbed run. v3 and v3p are the veloc-
ity vectors. All tests in this paper compare initial conditions whose
test-particle x-position is displaced in this way, so using (6) to quan-
tify Lyapunov exponents proves useful to us. Measuring Lyapunov
exponents in this way is reliable, except for a set of initial condi-
tions of measure 0 in the continuous problem.
The results of our experiments are shown in Fig. 1. For small
steps, the three methods scale as h2. At larger steps, WHc and LR
scale as h4. For h & 0.05, the curves get distorted, as h no longer
resolves well the timescales of the test-particle orbit.
3 TEST PROBLEM
We wish to study orbital dynamics over long timescales (cf. Sec-
tion 1), and the three-body problem of Section 2 has too long a
Lyapunov time for this purpose. Its long Lyapunov time allowed
a clear scaling study. The following initial conditions have shorter
Lyapunov time while still remaining Hill stable, and orbit the pri-
mary:
r1 = (−8.810339758984251×10−6,0),
r2 = (0.2936779919661417,0),
r3 = (0.28307962227403155,−6.93345106643469×10−17),
v1 = (0,−5.535699732490998×10−5),
v2 = (0,1.8452332441636659), and
v3 = (4.604340604363928×10−16,1.8450746882058686).
(7)
Lyapunov exponents are computed in Table 1 using WH with dif-
ferent h. Note the Lyapunov time varies slightly with h.
We look at these initial conditions more closely in Fig. 2. First,
we present some definitions: let λ and λ′ be the test particle and
planet mean longitudes, respectively. $ is the longitude of periap-
sis. Consider the Jacobi constant calculated from eq. (7). The x-axis
MNRAS 000, 000–000 (0000)
4 David M. Hernandez, Sam Hadden, and Junichiro Makino
Table 1. Lyapunov exponents tLy for initial conditions (7). The exponent varies with timestep h of the WH method used to compute it.
h tLy
0.001 10
0.01 15
0.05 19
0.1 18
2 4 6 8 10
(1 P/P ′) 1
0.0
0.2
0.4
0.6
0.8
e/
e c
ro
ss
J Contours ( ′ = = )
Res. Overlap
Figure 2. Jacobi constant contours projected in the plane (1−P/P′)−1 ver-
sus e/ecross when the test-particle and perturber are in the configuration
λ = λ′ =$. The Jacobi constant of the initial conditions in Equation (7) is
shown in blue. The Jacobi constant of the L1 Lagrange point, marking the
boundary of Hill stability is shown in red. Separatrices of first-order MMRs,
estimated according to Equations 5 and 7 of Hadden & Lithwick (2018) are
plotted in orange. (Note that the separatrices of first-order resonances have
their maximal width as measured in (1−P/P′)−1 for λ′ = λ =$). The res-
onance overlap criterion of Hadden & Lithwick (2018) is shown as a gray
line.
measures j = (1−P/P′)−1, where P is the initial osculating period
of the test-particle, and P′ is the planet’s period (= 1). j = i, with i
an integer, indicates an i : i−1 mean motion resonance. The y-axis
measures the initial osculating eccentricity in units of the crossing
eccentricity (ecross ≡ a−a′a — note it’s not a constant). a and a′ are the
osculating semi-major axes. In yellow are resonance widths, cal-
culated from eq. (5) and (7) from Hadden & Lithwick (2018). A
gray curve indicates an e, as a function of j, above which the cov-
ering fraction between adjacent j is 1, a criteria for chaos. The blue
curve gives e(a) for the Jacobi constant calculated at conjunction
and pericenter. The red curve indicates the maximum e(a) for Hill-
stability. The initial conditions (7) have a/a′ ≈ 0.93 and j ≈ 9.7.
where a′ = (2pi)−2/3 ≈ 0.2937. e ≈ 0.036. At this j, the Jacobi con-
stant is chaotic but Hill stable and only orbits the primary. To see
this, note that the initial planet-test particle separation is ≈ 0.0106
while the planet–L1 separation, where L1 is the inner collinear La-
grange point, is ≈ 0.00632. Also, the ratio of the 0-velocity Jacobi
constant (Murray & Dermott 1999, Eq. (3.39)) to the 0-velocity
Jacobi constant at L1 for the Sun-planet configuration is ≈ 0.376,
which is less than 1, as required: the test-particle is forbidden from
crossing L1.
We show the test particle’s orbit corresponding to the initial
-0.3 -0.2 -0.1 0 0.1 0.2 0.3
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Figure 3. The orbit of the test particle of initial conditions (7) in the rotating
frame. The position is plotted up to t= 50 and the approximate positions of
the Sun and planet are indicated with red stars.
conditions (ICs) of eq. (7) in Fig. 3. Its positions in the rotating
frame, xrot, yrot, are plotted up to t = 50 which is about 3 Lyapunov
times. The orbit is computed using WH with h = 0.01. The Jacobi
error at t= 50 is |∆J/J| ≈ 7.6×10−8. The positions of Sun and planet
are shown with red stars. Note they are approximate since the pe-
riod is slightly wrong (Section 2 ).
In Fig. 4, a and e, calculated as osculating orbital elements are
plotted as function of time using WH with h= 0.01. This is a long-
term integration, spanning about 200 Lyapunov times. Memory of
the initial conditions can be said to be lost if, in double precision
calculations, an error of 10−16 in the L2 norm (eq. (6)) grows to ap-
proximately order unity. This occurs at roughly 36 Lyapunov times.
IC 0 refers to initial conditions (7) while in IC 1, the initial condi-
tions have been perturbed: the x-coordinate of the test-particle has
been displaced by +10−14. The evolution of a and e is clearly dis-
tinct. t = 1500 is indicated by a thick blue line. It indicates 75–150
Lyapunov times, larger than the 36 required for memory loss of the
initial conditions. We will use t= 1500, for safety, as the time when
memory loss occurs. After this time, we have confidence that mem-
ory of the initial conditions has been lost. Some values of a and e
are preferred, we explain this below.
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Figure 4. The osculating orbital elements a and e, of two test particles with
nearby initial conditions. Some orbital element values are preferred. A blue
line indicates t = 1500: we designate it as a time for which memory loss of
the initial conditions has occurred.
3.1 Phase-space structure investigation
To investigate the long-term phase space structure further, we now
consider 1001 initial conditions. In each, the x-position of the test
particle has been perturbed from the fiducial initial conditions (7)
according to
x3k = x3 +k10−14, (8)
where k is an integer from 0 to 1000. LR is used with h= 0.01 and
orbit information for the test particle is output every 1000 steps,
or ∆t= 10 (ignoring roundoff error). Output is only generated after
t= 1500 and stopped at t= 3000. In total, there are 150150 outputs.
These outputs are used to generate a PDF of j in Fig. 5. Recall the
initial j is 9.7. The particle avoids integer values of j. The reso-
nance widths are indicated in red and blue. Two colors are used to
distinguish adjacent widths. They are calculated from the intersec-
tion of the yellow separtrices in Fig. 2 with the Jacobi constant. The
agreement of the widths with the data is good except at large j. The
disagreement at large j is likely due both to more significant res-
onance overlap and the fact that Hadden & Lithwick (2018)’s pre-
dictions underestimate the widths of first-order resonances at low
eccentricity. To explore further the reason for the shape of the curve
of Fig. 5, consider a surface of section that plots j versus λ−$.
Output is collected at conjunction when λ− λ′ changes sign from
negative to positive. We use WH with h = 0.01, run for t = 10000,
to make this plot. A set of 40 initial conditions are integrated that
have the same Jacobi constant, J = −5.114872215052749, as that
of initial conditions (7). The result is shown in Fig. 6.
Near the first-order resonances there are forbidden areas for
chaotic orbits, in agreeement with Fig. 5. The resonance centers
in Figure 6 are shifted interior to the nominal resonant locations
at large j both because the surface of section records osculating,
rather than mean, orbital elements and because stronger perihe-
lion precession at lower eccentricities and closer spacings shifts the
semi-major axes on which the resonances are centered. The widths
of the regular regions increase with j. Under j= 3, the phase space
is regular, explaining the drop in PDF of Fig. 5. A blue line indi-
cates the value of j for a circular orbit. With the surface of section
plot, we can also see that PDF dips between j= 3, 4, and 5, are due
to higher order MMRs.
4 COMPARISONS
In Section 3.1, we found that 1001 long-term integrations, using LR
with h = 0.01 gave a PDF in semi-major axis consistent with the
resonant widths in Hadden & Lithwick (2018). We now perform
experiments to compare the statistics of different integrators used
with different stepsizes. 10 sets of experiments are integrated as in
Section 3.1. In the first three experiments, WH is run using h= 0.01,
h= 0.05, and h= 0.15. In the next three, WHc is run with h= 0.01,
h = 0.05, and h = 0.15. Next, LR is run with h = 0.01, h = 0.05,
and h= 0.2. Finally, an RK experiment is done, using absolute and
relative tolerances of 10−9. But variations in the tolerance did not
affect the results significantly. The RK method requires input of
the Hamiltonian set of ODEs. Again, as in 3.1, output is recorded
between t= 1500 and t= 3000. For the h= 0.01 , h= 0.05, h= 0.15,
and h = 0.2 experiments, output is recorded every 1000, 200, 67,
and 50 steps, respectively.
Not all 1001 runs in the symplectic experiments were com-
pleted, due to a failure in the Kepler advancer converging. This is
usually a sign that the timestep was too large with respect to the
osculating orbital timescale, which is the period for elliptic orbits.
See also, Fig. 1, bottom panel, of Wisdom & Hernandez (2015). We
used the Kepler advancer of Wisdom & Hernandez (2015). A list
of the discarded runs is shown in Table 2 , labelled by k from eq.
(8). Experiments using larger timesteps led to a larger proportion of
failed runs. No RK runs failed; note that the RK method does not
use a Kepler solver.
The compute times of typical runs in each experiment are shown
in Table 3. The time is in code units. The WHc times are nearly
identical to the WH times. LR runs are about twice as expensive as
WH runs as expected. The RK run is expensive, but not the most
expensive method. In the symplectic methods, the Kepler advancer
from maps of formA(a) dominate the compute time over the B(b)
maps by a ratio of approximately 1.54. We mention that Rein et al.
(2019b) compare the compute effort of symplectic integrators in
their Table 1 using as criteria the force evaluations in B(b). They
state, ‘We list the theoretical cost of each method... It corresponds
to the number of force evaluations per timestep and assumes all
other operations take no time.” Such an assumption will become
valid only if the number of planets is large enough.
We calculate the Jacobi constant error at t ≈ 3000 for all 1001
runs in each experiment and compare the experiments. We consider
the final Jacobi constant error as a more reliable measure of error
than the maximum error during the run or the RMS error. The maxi-
mum error may just reflect an oscillation in error, while RMS errors
may not capture secular trends. We create PDFs of these errors for
each experiment. We plot them in Fig. 7, where we have separated
the PDFs into three subplots according, roughly, to similar error
magnitudes. A log PDF is measured in the y-axis, so 0 values have
been set to 10−2. The peaks of the PDFs of the symplectic meth-
ods scale as h2 from the first to second subpanel, but the scaling
breaks down from the 2nd to the 3rd subpanel, indicating uncon-
trolled error. The RK experiment error is comparable to those of
MNRAS 000, 000–000 (0000)
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F
Figure 5. PDF of the semi-major axes of the test particle in 1001 restricted three-body problems. The initial conditions are generated according to (8). They
are integrated with LR, using h= 0.01, up to time t= 3000. Output is recorded every 1000 steps between t= 1500 and t= 3000.
Figure 6. Surface of section plotting j versus λ−$. Output is recorded at conjunction when λ−λ′ changes sign from negative to positive. Chaotic orbits are
forbidden from accessing regular regions near first order resonances, explaining the shape of the curve of Fig. 5.
Table 2. List of runs which were not completed due to a failure of the Kepler solver converging. k labels the set of initial conditions, according to (8).
Experiment WH h= 0.15 WHc h= 0.15 LR h= 0.2
k failures 48, 309, 682, 709, 981 374, 463, 526 181, 426, 563
the experiments for h = 0.05. In the third subpanel, the data have
two peaks. We will study runs from isolated peaks below.
In Fig. 8, we construct PDFs of the semi-major axes for all 10
experiments, similar to those of Fig. 5, but the x-axis measure has
been changed to a/a′. Again, as in Fig. 7, we divide the experiments
into three panels, based on approximate Jacobi constant error, ex-
cept that in the bottom two subpanels, the curve for h = 0.01 with
LR has been added for reference. Recall the initial a/a′ from Sec-
tion 3, is a/a′ ≈ 0.93, which is close to the rightmost edge of the
PDF. The maximum and minimum a/a′ in the third subpanel in the
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Table 3. List of typical compute times, in code units, for running a set of initial conditions for a given method.
h= 0.01 LR h= 0.05 LR h= 0.2 LR h= 0.01 WH h= 0.05 WH h= 0.15 WH RK
tcpu 50 10 2.3 23 4.7 2.0 32
-2
-1
0
1
-2
-1
0
-10 -5 0 5
-2
-1
0
Figure 7. PDFs of the Jacobi constant error, at time 3000, for different integrators. The PDFs are divided into three subplots, roughly, by magnitude of the
error.
PDFs has been set as 0.9354 and 0.7547, respectively, and data with
more extreme values has been placed into these bins. This explains
the jump in PDFs at the edges.
The PDFs are robust to error and methods used to calculate
them in the top two subpanels. Even the conventional integrator
produces accurate PDFs. To see this more quantitatively, we in-
vestigate whether differences among the PDFs can be attributed to
Poisson fluctuations. Define δ as the absolute value of the difference
as a function of a between a PDF curve and the curve for h= 0.01
LR. δ is its median. δ can be defined when PDFs are constructed us-
ing different numbers of runs. δ for various experiments are shown
in Table 4.
Even though some runs give smaller Jacobi constant error, it does
not improve δ. δ decreases as the number of runs increases. This is
explained by Poisson statistics, which predicts roughly that as the
number of runs increases by b, δ decreases as 1/
√
b. Parenthesis in
Table 4 indicates δ for 10 runs divided by 10. The runs that worst
follow Poisson statistics are the WHc and RK runs, which have
significant error contribution from other sources to their statistics.
These results indicate improving an integrator did not yield better
phase space statistics, increasing the amount of initial conditions
used did.
Once the methods lose their error scaling in the third subpanel,
the PDFs become clearly distorted and the methods become unre-
liable. The most distorted PDF is arguably the WHc h = 0.15 one,
according to δ. There is a peak in the WH h = 0.15 PDF centered
to two significant figures at j = 8. This spike in the PDF comes
unifromly from data in the 1001 runs and is sensitive to integra-
tion parameters. Reruning this experiment using h= 0.149 instead,
with WH, moves the peak to j = 7 nearly exactly. It is unclear
whether this peak is due to a timestep resonance effect (Rauch &
Holman 1999) or a feature of the real system with a different Jacobi
constant. We have only observed such peaks in additional experi-
ments when the PDF is already significantly distorted otherwise.
We explored whether the PDFs in the third subpanel improved if
we only included runs with Jacobi constant error smaller than some
threshold. The PDFs remained distorted. We also analyzed the WH
h = 0.15 PDF only using runs with Jacobi constant error approxi-
mately in the first peak of the error PDF of Fig. 7— i.e., runs satis-
fying −2.3 < log10 |∆J/J| < 0.76, but it caused the semi-major axis
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Figure 8. PDFs of the semi-major axis in units of the planetary semi-major axis. The PDFs have been divided into three subpanels, as in Fig. 7, except that
the h= 0.01 LR curve has been added to the bottom two subplots. While the methods in the top two panels generally agree, the PDFs of the bottom panel are
significantly distorted. The methods become distorted at similar timesteps.
Table 4. Difference in PDFs from the reference PDF, from h = 0.01 used with LR, quantified by δ, as defined in the text. As h decreases, there is no
improvement in δ. All methods generally agree, although δ is larger for WHc. δ decreases as the amount of runs increases, and is generally well-described by
Poisson statistics— this prediction is indicated by parenthesis.
integration δ for 10 runs δ for 100 runs δ for 1001 runs
h= 0.05 LR 2.7 0.88 0.26 (0.27)
h= 0.05 WH 2.7 0.78 0.27 (0.27)
h= 0.05 WHc 2.7 0.88 0.39 (0.27)
RK 2.7 0.97 0.20 (0.27)
h= 0.01 WH 2.4 0.82 0.28 (0.24)
h= 0.01 WHc 1.8 0.88 0.35 (0.18)
PDF to become even more distorted. Only using certain runs to
construct PDFs could introduce biases of which regions in phase
space are explored.
Past a critical timestep, a method’s PDF becomes increasingly
distorted, according to δ. For WH, this critical timestep is roughly
h = 0.05. δ grows as 0.27, 0.54, and 1.07 for h = 0.5, h = 0.13
(not shown in Fig. 8), and h = 0.15, respectively. We also explore
h = 0.10 (not shown in the PDF) in a surface of section in Fig. 9.
Fewer than the 40 orbits of Fig. 6 are integrated because orbits were
discarded when the Kepler solver failed to converge. The integra-
tion time was t = 5000. The area of the chaotic sea is now larger,
due to chaos from overlapping step-size resonances, making more
of phase space accessible to the test-particle.
The fact that the semi-major axis statistics are robust to differ-
ent methods and errors is in broad agreement with the democratic
N-body experiments discussed in Sec. A. Higher order symplec-
tic methods provide no clear advantages. The symplectic methods,
regardless of order, failed at approximately the same stepsize. LR
allows larger steps as seen in the third subplot. Its PDF is less dis-
torted. Note that its intermediate steps from eq. (4) are approxi-
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Figure 9. Surface of section plotting j versus λ−$, using WH with h= 0.10. The integrations are run for t= 5000. Compared to Fig. 6, the area of the chaotic
sea has increased.
mately half the magnitude of those of WH, so it’s reasonable to
believe LR can resolve more timescales than WH for a given h.
Finally, we find that if we introduce a small inclination to the test
particle of 2 degrees, we already see significant differences among
the PDFs for h= 0.05.
Although we find consistency in the PDFs, it’s possible that as
the amount of initial conditions becomes larger, the PDFs of the top
two panels of Fig. 8 will converge to different shapes, not explained
by Poisson statistics. However, we see that already for large number
of initial conditions and methods, the statistics agree.
4.1 Resolution of pericenter
At time 0, the effective period at pericenter for the test particle is
(Wisdom 2015),
τ f˙ = 2pi
√
1+e
(1−e)3 a
3 ≈ 0.82. (9)
Roughly, the largest stepsize producing an accurate WH PDF is
h = 0.05, as noted above, yielding 16 steps per τ f˙ . According to
Wisdom (2015), this is approximately the minimum amount of
steps required to resolve pericenter. Note, however, that we use dif-
ferent coordinates from Wisdom (2015), who uses Jacobi coordi-
nates. Also, our figure of 16 steps per τ f˙ should be considered an
upper bound since τ f˙ can decrease over the integration. Our results
roughly suggest that if pericenter is resolved, the statistics are valid,
but this connection should be explored in more detail.
4.2 Diffusion in the Jacobi constant
It is well known that the energy error of symplectic maps is
bounded, as,
|H(t)−H(0)|=O(e−h0/h) for t< eh0/h, (10)
where h0 is is positive (Hairer et al. 2006; Engle et al. 2005; Benet-
tin & Giorgilli 1994). Define a variance in the Jacobi constant,
σ2(t) =
〈(J(t)− J0)2〉
J20
= (t/tsc)n +a1, (11)
with a1 a constant. An expectation value is calculated by averag-
ing over all initial conditions. J0 is the initial Jacobi constant. In a
diffusive process, n= 1 (Einstein 1905).
In Fig. 10, we plot σ2(t) for different integrators. For the RK
method, n= 3 and tsc = 2.6×105P′ (calculated assuming n= 3 and
a1 = 0). For h= 0.05 symplectic methods, the drift is described by a
diffusive process with n= 1 and tsc > 2.3×1013P′. For small h, n= 0:
there is no sign of diffusion. In experiments of other symplectic
maps, we have found diffusion can appear at later times. The lack
of energy drift with small h confirms we are not seeing roundoff
error effects. If we assume PDFs become distorted when σ2(t) =
10−8, then the time for distortion is ≈ 9900P′ and ≈ 230000P′ for
RK and the h = 0.05 methods, respectively. These show that even
symplectic methods are subject to distortions in the PDF.
4.3 Additional statistics
We construct two more statistics. Fig. 11 plots the PDFs of the
osculating eccentricities for the 10 experiments. The experiments
have been divided into three subplots as in Fig. 8. In the bottom
subplot, maximum and minimum eccentricity bins have been set as
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Figure 10. Growth in σ2(t) for some integrations. For RK, σ2(t)∝ t3, while for the h= 0.05 methods, σ2(t)∝ t roughly. There is no clear dependence on t for
h small.
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Figure 11. PDFs of the osculating test-particle eccentricities, as in Fig. 8.
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0.2569 and 2.2552×10−4, respectively. Recall from Section 3 that
the initial eccentricity is ≈ 0.036.
The results of the eccentricity PDFs agree with those of the
a PDFs. The statistics are reliable for all methods until the errors
become relatively large in the third subplot. The significant peak
in Fig. 8 is gone in Fig. 11. Many runs used for the third subplot
of Fig. 11 achieved hyperbolic eccentricities. For the h = 0.02 LR,
h= 0.015 WH, and h= 0.015 WHc curves, 122, 114, and 193 runs,
respectively, had hyperbolic orbits.
Finally, we compute a cumulative distribution function of the
maximum eccentricity, emax in each run in Fig. 12. So each exper-
iment has 1001 emax values that we bin. A similar statistic is seen
in (Laskar 2008, Fig. 1) for the Solar System. The emax CDFs show
broad agreements until the third subpanel, once again. e has be-
come hyperbolic in significant fraction of runs. The maximum CDF
difference in the top two panels again comes from the h= 0.05 WHc
run.
5 CONCLUSIONS
We have studied the reliability of long-term N-body integrations by
comparing the phase-space structure of the restricted three-body
problem calculated in Hadden & Lithwick (2018) to phase-space
statistics of large number of N-body integrations. By long-term,
we refer to enough Lyapunov times such that memory of the ini-
tial conditions has vanished. Errors introduced by finite precision
arithmetic at the 10−16 level, errors in the initial conditions, or er-
rors in the integration method itself cause the N-body problem the
computer solves to be completely distinct from the problem cor-
responding to the initial conditions after at most ≈ 36 Lyapunov
times (when working with double precision arithmetic). In our in-
tegrations, we recorded data between 100 and 200 Lyapunov times
after the start time. We computed PDFs of the semi-major axis
and eccentricity, finding accurate integrations avoided resonances.
As compared to a conventional Runge–Kutta method, there was
no clear advantage in accuracy to using a symplectic integrator or
the high-order symplectic integrators of Butcher (1969); Wisdom
et al. (1996); Wisdom (2006); Laskar & Robutel (2001). This ar-
gument holds for higher order symplectic corrector methods and
other high order symplectic integrators (Wisdom et al. 1996; Wis-
dom 2006; Laskar & Robutel 2001; Rein et al. 2019b) because they
are composed of the same maps A(a) and B(b) of Section 2, even
if they have modified kicks. The advantage of a symplectic inte-
grator over a conventional integrator is in the speed, and this holds
only if the symplectic integrator is low order and (relatively) low-
accuracy in error of first integrals like the Jacobi constant. Such an
advantage can get ruined if symplecticity is broken at a few points
in phase space (Hernandez 2019b). Once the timestep was made
large enough that the error in the Jacobi constant became uncon-
trolled, all symplectic integrators failed to give correct statistics,
regardless of their error or accuracy. This should not be surpris-
ing since the symplectic methods are composed of the same basic
maps that are functions of the timestep. If one method has timestep
too large to resolve the orbital dynamics, the others will suffer the
same issue, regardless of order. The situation is slightly different
with the Laskar & Robutel (2001) LR method, whose operators are
functions of parameters at most 0.58 times the magnitude of the
timestep. Thus, we have found evidence that the PDFs for LR re-
main accurate to slightly larger timesteps than the other methods.
But LR is expensive to run.
One surprising result of our work is that a Jacobi constant error
of at most about 5× 10−6 (the median error of the RK runs) was
allowed for accurate statistics to be reproduced. In other studies of
democratic N-body problems, the error was allowed to be about 4
orders of magnitude higher.
We also challenge the idea that symplectic methods are prefer-
able for near-integrable Hamiltonians (Channell & Scovel 1990)
for long-term studies. This study supports the notion that the best
way to explore long-term N-body orbital dynamics is to run sev-
eral integrations using low-order, ‘low-accuracy’ symplectic inte-
grations, and calculating their statistics. One question is what will
happen as the particle number gets increased from 3. We might find
still that low-order symplectic methods are preferred, but smaller
timesteps will be required if smaller timescales are introduced.
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APPENDIX A: PAST N-BODY RELIABILITY STUDIES
Valtonen (1976); Smith (1977); Heggie (1991); Portegies Zwart &
Boekholt (2014); Boekholt & Portegies Zwart (2015) have used
conventional integrators2 to solve N-body systems and then cal-
culate satistics on the various systems. Valtonen (1976); Porte-
gies Zwart & Boekholt (2014); Boekholt & Portegies Zwart (2015)
study three-body problems. Valtonen (1976) runs scattering exper-
iments of a particle scattering of a binary, with a variety of initial
conditions, finding the distribution of outcomes does not depend
on the integration accuracy. Portegies Zwart & Boekholt (2014);
Boekholt & Portegies Zwart (2015) run democratically interacting
three-body problems and measure statistics such as the dissolution
2 Symplectic integrators could also be considered, see Hernandez &
Bertschinger (2015); Hernandez (2016); Dehnen & Hernandez (2017)
time. They compare against an arbitrary precision code to find the
right statistics are produced if energy conservation is enforced to
at least 1 part in 10. Their integrations included both short and
long-term results. Smith (1977) studies 16-body problems for up to
roughly 17 e-folding times— we describe calculation of this num-
ber in Appendix B. Smith (1977) found convergence of statistics
such as the half-mass radius as long as the energy error was con-
served better than about 10−1 after the 17 e-folding times. Heggie
(1991) studies N = 100 problems until the first hard binary formed
after about 23 e-folding times (Appendix B). He showed that the
half-mass radius converged as the accuracy increased, but, alarm-
ingly, not all statistics converge. The statistic of the number of es-
caped particles and their energies did not converge. We warn that in
these studies, convergence does not guarantee an accurate statistic,
inserting another difficulty into N-body studies.
APPENDIX B: e-FOLDING TIMES
Here, we calculate the number of e-folding times in the self-
gravitating N-body simulations of Heggie (1991) and Smith (1977).
We use the relationship between the relaxation and crossing times
(Binney & Tremaine 2008, Eq. (1.38)):
trelax ≈ 0.1NlnN tcross. (B1)
Heggie’s N = 100 runs were stopped after the first energetic binary
formed, at approximately t = 32, in N-body units (He´non 1971).
MNRAS 000, 000–000 (0000)
Are long-term N-body simulations reliable? 13
Using the crossing time of 2
√
2, and the fact than an e-folding time
is roughly the crossing time (Goodman et al. 1993), it appears 23 e-
folding times were run. But this estimate does not take into account
that the core crossing time decreases during core collapse, actually
substantially increasing the number of e-folding times.
Smith’s N = 16 runs were integrated for a maximum of 10
relaxation times. Using (B1), this translates to roughly 17 e-folding
times. However, this number may not be accurate since Smith ran
some integrations with low accuracy and a small number of stored
significant digits, possibly violating the assumptions of (Goodman
et al. 1993).
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