We describe the construction of a nested family of Hilbert spaces {H τ : τ > 0} of functions on a torus, which also have a C * algebra structure under the pointwise product of functions. This space is built using the eigenfunctions of the Laplace Beltrami operator (Laplacian) on the torus, and is dense in both the space of smooth functions, and the space of functions square integrable with respect to the normalized Lebesgue volume measure on the torus. This makes the H τ good candidates for an approximation space, or for a hypothesis space in conditional expectation problems. In the 1-dimensional case of the circle, these spaces are related to a fractional diffusion operator. We propose that these spaces H τ should also be useful in a range of applications, including Galerkin methods, signal processing, ergodic theory, exterior calculus and analysis on manifolds. We construct these spaces by directly describing an orthonormal basis. The elements of these basis have the additional advantage of being easily approximable from data-driven or finite rank approximations of the kernel integral operators.
Introduction.
In many areas of applied and theoretical mathematics, such as Harmonic analysis, Analysis on manifolds, signal processing and Galerkin methods, one works with operators or performs approximations of functions using some choice of a functional space. The choice of the functional space strongly affects the outcome and applicability of the methods being developed. The purpose of this paper is to provide a constructive definition of a functional space which satisfies many aspects of a good functional space, especially in the context of Dynamical systems.
The two most basic choices for a functional space are L p (µ) or C r (M ), where L p (µ) is the collection of L p -equivalence classes with respect to a measure µ; and C r (M ) denotes the collection of C r -smooth functions on a manifold M . The L p (µ) has the advantage of not requiring any manifold structure on the underlying space. When p = 2 it is also a Hilbert space and thus allows for the crucial operations of orthogonal projections and inner-products. Results in Harmonic analysis and the Operator theoretic formulation of dynamical systems are stated in the context of L p (µ) spaces. In certain situations [1, 2] , one may enforce some regularity on the functions by defining a more general notion of Sobolev spaces.
The disadvantage of working in L 2 (µ) is that the elements of this space are equivalence classes of functions, and the basic task of evaluation at points cannot be performed. This poses a challenge when trying to state rigorous results on prediction of observables. This shortcoming is overcome by C r (M ) functions, which have the additional property of being regular. However, these spaces are not Hilbert spaces and there is no concept of an inner-product or a unique way to define projections. The lack of an inner product also makes it difficult to determine the coefficients of a vector with respect to a given Schauder basis.
A bridge between these two spaces are Reproducing kernel Hilbert spaces, or RKHSs. These have been used extensively in learning and extrapolation, and have recently been used in the spectral analysis of Dynamical systems [3, 4] and data-assimilation in partially observed dynamical systems [5] . In typical situations, these are dense as subspaces of both L 2 (µ) and C r (M ), and have a Hilbert structure of their own. The property that they lack is that of an algebra, i.e., these spaces are not preserved by taking products of functions. The extra structure on an algebra provides many more tools to study linear operators on these spaces. Some classical examples are the spectral exterior calculus of a manifold [6] , and the use of the GNS representation theorem for operator algebras to study operators in Quantum mechanics [7] . The latter technique has also been extended to data-analysis in a stochastic dynamical system [8] . The present work describes the construction of Hilbert spaces of smooth functions that also carry the algebra property. We next state more precisely the desirable properties of our functional space, using a notion called a Hilbert algebra.
Hilbert algebras. Our notion of a Hilbert algebra will in some sense be narrower than the traditional definitions [e.g. 9], and will be mostly an extension of Banach algebra [e.g. 10]. A Hilbert algebra is (i) a Hilbert space H;
with a binary multiplication operation · : H × H → H such that the following holds for every a, b, c ∈ H:
(iii) Normed algebra property : ab ≤ a b .
Moreover, the algebra will be called associative / commutative, if the multiplication operation is associative / commutative. H will be called a * algebra if there is a unary conjugation operator * : H → H acting from the right such that (iv) Involutive : (a * ) * = a.
(v) (ab) * = b * a * .
(vi) (λa) * = λ * a * for every λ ∈ C.
(vii) a * = a .
Finally, H will be called unital if it has a special unit element, denoted as 1 H , such that for every a ∈ H, a1 H = 1 H a = a. For our purposes, we will call a family of functions {H τ : τ > 0} a nested family of commutative, unital Hilbert *algebras if for each τ ′ > τ ,
where · τ denotes the H τ -norm. In the next section, we will describe a construction of these spaces.
The construction
We will now give a general construction of a parameterized family of RKHSs on a manifold, and show in Theorem 1 that they form a filtration (i.e. have a nested structure) under very mild conditions. We will prove that they are also an algebra when the underlying manifold is a compact Lie group. It is known that a compact connected Lie group is a torus T d . Hence our main result in Theorem 2 is essentially on T d . The following will be a standing assumption for the rest of the paper. Assumption 1. M is a C r manifold, and µ is a Borel probability measure with a compact support X.
Given any Borel probability measure, one can consider the Hilbert space L 2 (µ) of equivalence classes of functions which are square integrable with respect to (wrt) µ. The measure µ could be a smooth volume measure, a purely atomic sampling measure or an invariant measure corresponding to a fractal, chaotic set of a dynamics. The norm on this space will be denoted as · µ and it arises from the following inner product:
Kernel integral operators. The method that we will describe in this paper relies heavily on kernel integral operators. A kernel is a function k : M × M → R, which measures the similarity between pairs of points on M . Kernel functions can be of various designs, and are meant to capture the geometric structures of the underlying manifold; see for example [11, 12, 13] . Associated to a square-integrable kernel k ∈ L 2 (X × X, µ × µ) is a compact integral operator K :
In some cases, we will make the following assumptions on kernels.
Assumption 2. k : M × M → R is a C r symmetric, strictly positive definite kernel, for some r ≥ 0.
The kernel k will be said to be positive semidefinite if for every x 0 , x 1 , . . . , x n ∈ M and c 0 , c 1 , . . . , c n ∈ C,
It will called strictly positive definite if equality holds in this equation iff each of the c i -s are zero. On certain occasions, it is advantageous to have the additional property of being a Markov kernel, which means that the top eigenvalue λ 0 of K equals 1 and the corresponding eigenvector φ 0 equals 1 M , the constant function on M , equal to 1. If k satisfies Assumptions 1 and 2, then it can be transformed into a symmetric, strictly-positive definite Markov kernel using the method of binormalization [14] . The eigenbasis of kernel integral operators have a strong connection with the underlying geometry [15] . When (M, µ) is a Riemannian manifold and its volume measure, then K suitably designed have been shown to yield the eigenfunctions of the associated Laplace Beltrami operator [13] . Even when X is non-smooth or fractal, using the method of delay-coordinates, the eigenfunctions of K has been shown to yield salient dynamic features [2] .
By the symmetry of k, K is self-adjoint and has a spectrum confined to the real-line. Since µ has compact support, K is also a compact and thus has a bounded, purely atomic spectrum. The strict positive definiteness implies that the spectrum is positive, the eigenvalues admit the ordering λ 0 > λ 1 ≥ λ 2 ≥ · · · and the corresponding eigenfunctions, φ j form a real orthonormal basis of L 2 (X, µ). If in addition the Markov property holds, then λ 0 = 1 and φ 0 = 1 M .
RKHS.
A reproducing kernel Hilbert space or RKHS is a Hilbert space of pointwise evaluated functions that one can associate with any symmetric, positive semi-definite kernel τ : M × M → R. In our case, since the kernel k is C r , the corresponding Hilbert space H will also consist of C r functions. To define H, first note that for every x ∈ M , k x := k(·, x) is a continuous function. Next, consider the pre-Hilbert space H ′ consisting of finite linear combinations of {k x : x ∈ M }, and with the inner-product structure
The RKHS H can now be defined as the Hilbert space completion of H ′ , with the inner-product structure as above. By the Moore-Aronszajn theorem [16] , the elements in this Hilbert space completion are themselves well defined C r functions. The kernel integral operator K plays an important role in the construction of H. First of all, the range of K is a dense subspace of H, and thus K can be viewed as the operator
Moreover for each j ∈ N 0 , define the functions ϕ j and ψ j as
The functions ϕ j are C r representations of the L 2 (µ) functions φ j , and the set {ψ j : j ∈ N 0 } is an orthonormal basis for H. If K is viewed as an operator with codomain H rather than L 2 (µ), one can compose it with its adjoint K * : H → L 2 (µ) to effectively get an integral operator mapping L 2 (µ) into L 2 (µ), namely,
It is a standard result that the map K * is simply the inclusion map of the continuous functions in H into their respective L 2 (µ) equivalence classes. As a result, the operator G has the same eigenfunctions and purely atomic spectrum as that of K when it was initially declared as an operator on L 2 (µ). We can summarize some important relations between K and K * as
A general cascade framework. We will now provide a framework to build a cascade of RKHSs {H τ : τ > 0}, where τ will be a parameter. It is based on a technique developed in [3] , and is reminiscent of the construction of rigged Hilbert spaces [17] . The RKHSs H τ will be associated to a parameterized family of kernels k τ and its associated integral operator K τ . Instead of constructing k τ directly, we will explicitly construct the discrete spectrum
of K τ and then construct k τ using the λ τ,j and ϕ j from (1). The exact definitions of the λ τ,j will depend on the case in consideration. But assuming that the λ τ,j are defined, we can define, at least formally, a kernel k τ as follows:
where
We will show that under certain conditions on M, µ, k, the infinite sum in (3) is well-defined. If k τ is a well defined function, then one has the smoothing operator :
and the compact symmetric operator
We show in Theorem 1 that the ψ τ,j play the same role for H τ as the ψ j (1) does for H. For that, we need the following assumption. 
For each τ > 0, we will denote the norms in the spaces H τ by · τ . We will next analyze a situation in which Assumption 3 is provably satisfied.
A C* unital Hilbert algebra on the torus
We will now consider the case when M = T d , the d-dimensional torus which is the d-fold Cartesian product of T 1 , the unit circle. This is also a compact Lie group and a natural measure to set µ to be is its Haar probability measure, which in this case is its Lebesgue volume measure, normalized to be a probability measure. The torus will be endowed with the canonical flat Riemannian metric, suitable scaled so that the resulting volume measure is the Lebesgue volume measure just described. Given a Riemannian metric on a manifold, one can define a Laplace-Beltrami operator [e.g. 18] ∆ : C ∞ (M ) → C ∞ (M ), which is a densely defined, unbounded, self-adjoint operator. The Laplace-Beltrami operator, also referred to as the Laplacian or diffusion operator, has many equivalent definitions, one of them being the divergence with respect to the volume measure of the gradient of a smooth function. The Laplacian is the key component of the heat equation du/dt = ∆u, the basic model for the study of heat conduction and other diffusive processes through material medium.
The Laplacian can be viewed as an unbounded operator ∆ : dom(∆) → L 2 (µ), where dom(∆) is a dense subspace of L 2 (µ). The Laplacian has a purely discrete spectrum with its eigenfunctions forming an orthonormal basis of L 2 (µ). For the d dimensional torus, these eigenpairs take the form
where the eigenpairs have been indexed by j ∈ Z d (instead of a scalar j ∈ Z). Here · 2 denotes the Euclidean 2-norm. The Laplacian eigenfunctions are therefore, simply the Fourier functions on the torus. There is a kernel which arises naturally from the Laplacian, called the heat kernel. When M = T d , the heat kernel takes the form
where |·| denotes the distance on T d with respect to the Riemannian metric chosen. We now set
and by abuse of teminiology, continue to call it the heat kernel. Note that this kernel satisfies Assumption 2.
We are now in a position to define the λ τ,j mentioned in Section 2.
where · 1 denotes the Euclidean 1-norm. We will now show that using these λ τ,j , the construction in Section 2 not only yields a family of RKHSs, but each of these RKHS is also an algebra.
Theorem 2. Let Assumption 1 hold with M = T d and µ be the Lebesgue probability measure T d . Let λ τ,j be as in (7), ψ τ,j be as in (1) . Then the conclusions of Theorem 1 hold. Moreover, {H τ : τ > 0} is a nested family of unital, commutative Hilbert *algebra, under the pointwise multiplication of functions.
The case d = 1. When M = T 1 , the circle, then there are some interesting interpretations of the operators we have described. First of all, the the kernel k τ acquires the simple expression
.
Secondly, note that the integral operator K τ is the square root of the Laplacian ∆, since they have the same singular vectors φ j and the corresponding singular value e −|j| is the square root of that of the former. This makes it a fractional diffusion operator [19] , the generator of a fractional diffusion which models phenomenon such as continuous-time random walks.
Proof of Theorem 1
By assumption, there is a constant C > 0 such that for every j, ϕ j sup ≤ C. Therefore,
Thus by the summability of the λ τ,j s, Now note that
Therefore for every N > k, Thus taking lim N →∞ on both sides gives (8) .
τ,k ψ τ,k , proving (5) . Next note that since H τ is defined to be the RKHS associated to k τ , the range of the integral operator K τ will be dense in H τ . By (5) , each of the ψ τ,j s are in the range of K τ and hence lie in H τ . We will next prove that {ψ τ,j : j ∈ N 0 } is an orthonormal set in H:
Here we have used the fact that K * τ K τ φ i = λ τ,i φ i , analogously to (2) . It remains to be shown that {ψ τ,j : j ∈ N 0 } is a basis. Since they are orthonormal, this is true iff their linear span is dense. Thus it is equivalent to show that if there is a ψ ∈ H τ which is orthogonal to each of the ψ τ,j , then ψ must be zero. But then for each j ∈ N 0 , 0 = ψ, ψ τ,j Hτ
Since the {φ j : j ∈ N 0 } form an orthonormal basis for L 2 (µ), this proves that K * τ ψ must be 0. But
since ran K τ is dense. Thus ψ = 0, proving the claim and completing the proof of Theorem 1.
Proof of Theorem 2
In our proof, we will abuse notation a bit and use j to denote a vector in Z d , instead of the vectorial j notation from (6) . The L 1 norm j 1 will be denoted as |j|. We will first state two lemmas that will be required in the proof.
Lemma 5.1. Let Assumption 1 hold, (a j ) j be a sequence of numbers and τ > 0. Then the functions f N = |j|≤N a j ϕ j converges as N → ∞ to a function in H τ iff the sequence λ −1/2 τ,j |a j | j is ℓ 2 , i.e., j λ −1 τ,j |a j | 2 < ∞. The proof of this lemma follows from basic Hilbert space theory and will be omitted. We also need: This lemma is proved at the end of this section. We will now proceed to the proof of Theorem 2. Note that k τ clearly satisfies Assumption 2, and from the definitions in (6) and (7), k τ satisfies Assumption 3. Thus all the assumptions for Theorem 1 are met, namely Assumptions 1-3. Therefore all the conclusions of Theorem 1 hold. It remains to be shown that for for each τ > 0, H τ is a unital, commutative Hilbert *algebra. The following is a key property of pointwise products between various RKHS functions.
Proposition 3. For every τ > 0, c > 0, f ∈ H (c+1)τ and g ∈ H τ , the pointwise product f g lies in H τ . Moreover, there is a constant C τ > 0 depending only on τ such that f g τ ≤ C τ f (c+1)τ g τ .
Theorem 2 now follows from Proposition 3. The continuity of the norm · τ with τ from Lemma 5.2, and Proposition 3 together imply that for every f ∈ H (c+1)τ and g ∈ H τ ,
Since H (c+1)τ is dense in H τ , the above inequality applies to f ∈ H τ as well. Thus H τ is an algebra. Since ϕ 0 = 1 X , it serves as a unit element and H τ is unital. It is commutative since pointwise multiplication is commutative. The * -algebra property is satisfied by any functional algebra. The normed algebra property (ii) of a Hilbert algebra follows from (10) . This proves that for each τ > 0, H τ is indeed a Hilbert algebra, and completes the proof of Theorem 2. The rest of this section will be devoted to the proof of the lemma and Proposition.
Proof of Lemma 5.2. Note that the map is well defined because the H τ form a nested family of spaces, so f ∈ H τ for every τ ∈ (0, T ]. Let f = j a j ψ T,j . Then we also have
Now note that since the λ τ,j depend continuously on τ for each j, we have
Next note that by (7), r(j, τ, T ) ∈ (0, 1], ∀j ∈ Z d , ∀0 < τ < T.
Now note that
We can derive an upper-bound for the left-hand side (LHS) using (12) as
Therefore, taking the limit τ ′ → τ gives lim sup
Taking the limit N → ∞ on both sides gives lim sup
since {a j } j is by definition, an ℓ 2 sequence. This completes the proof of the lemma.
Proof of Proposition 3. One of the key properties of the Laplacian eigebasis on the torus that we will rely on is that
Let f = j f j ψ (c+1)τ,j ∈ H (c+1)τ and g = j g j ψ τ,j ∈ H τ . Since f, g are continuous functions, their product f g is also continuous and hence is in L 2 (µ). Therefore for every j ∈ Z d , the following inner products exist:
In conclusion,
We make a small note here that
To prove that f g ∈ H τ , by Lemma 5.1, it is equivalent to show that λ Since the LHS equals the squared norm f g 2 τ , the Proposition will be proven if it can be shown that there is a constant C τ > 0 such that
So it only remains to prove that (16) . Some more simplifying assumptions will be made. We will first prove the case when d = 1 and later extend the proof to higher values of d. Secondly, we may assume WLOG that f 0 = g 0 = 0, as both the functions 1 X g = g and f 1 X = f lie in H τ . Now define the subspaces H ± τ to be the spans of {ψ τ,±j : j > 0}. Thus H τ has the orthogonal splitting
We can therefore assume WLOG that f belongs to either of H ± (c+1)τ , and g belongs to either of H ± τ . We will split our analysis into four cases, depending on these cases.
The proof for this case is exactly analogous to Case 2 below.
Case 2. f ∈ H + (c+1)τ and g ∈ H + τ : In this case f i = 0 unless i > 0, and g j = 0 unless j > 0. Thus when summing over j in (14) we can be restricted to the values of j for which k − j > 0 and j > 0. The same restriction also applied to the LHS in (16) . When k > 0, the sum becomes When k < 0, the range for j is empty and the sum is zero. This completes the proof of this case.
Case 3. f ∈ H − (c+1)τ and g ∈ H + τ : The proof for this case is exactly analogous to Case 4 below.
Case 4. f ∈ H + (c+1)τ and g ∈ H − τ :
In this case f i = 0 unless i > 0, and g j = 0 unless j < 0. Thus when summing over j in (14) we can be restricted to the values of j for which k − j > 0 and j < 0. The same restriction also applies to the LHS in (16) . When k > 0, the sum becomes The case when d > 1. We will now switch back to the vectorial notation j and denote by j 1 , . . . , j d its d components. The sum on the LHS of (16) can then be written as Similar to the case when d = 1, we can consider the 2 d × 2 d cases of f lying in either of the 2 d spaces ⊕ d H ± (c+1)τ and g lying in either of the 2 d spaces ⊕ d H ± τ . In each of these cases, for every k ∈ Z d , the sum j∈Z d E 2 k, j is the product of d sums j∈Z exp (−τ ((c + 1) |k i − j| + |j| − |k i |)) as shown above. Each of these sums are bounded by the constant C τ obtained for the d = 1 case. Thus we have sup
This completes the proof of Proposition 3.
