In radical behaviorism, the difference between overt and covert responses does not depend on properties of the behavior but on the sensitivity of the measurement tools employed by the experimenter. Current neuroscientific research utilizes technologies that allow measurement of variables that are undetected by the tools typically used by behavior analysts. Data from a specific neuroscientific technique, event-related potential (ERP), suggest that emission of otherwise covert responses can be indexed and that such covert responses are sensitive to stimulus control and selection by consequences. The P3 ERP effect is proposed as indicative of emission. Moreover, ERP results in semantic priming experiments suggest that operants are sensitive to changes in stimulus control even when they are not emitted (latent responses). Changes in response strength of latent responses as a function of stimulus control can in fact be measured by reaction time data and an ERP dependent variable called the N400 effect. If the interpretations provided in this paper are accurate, an index of covertly emitted operants (P3 effect) constitutes experimental evidence suggesting the validity of a Skinnerian radical behaviorist perspective on behavior. Moreover, in a Skinnerian paradigm, measured fluctuations in the response strength of latent operants as a function of environmental changes (N400 effect) would validate Palmer's (2009) concept of the repertoire.
A radical behaviorist approach to human behavior assumes that covert responses differ in their accessibility to an observer but are not qualitatively different from overt responses. Because the difference between covert and overt behavior is assumed to be only quantitative in this sense, radical behaviorists infer that overt and covert behaviors obey the same laws (Skinner, 1945) . Ergo, the distinction between overt and covert behavior is exclusively a function of available technology (Palmer, 2003) . In the current paper, results from experiments that have employed neuroscientific technologies are described, with the goal of assessing the empirical validity of radical behaviorist interpretations (Donahoe & Palmer, 1994; Palmer, 1991 Palmer, , 2003 Palmer, , 2009 Skinner, 1953 Skinner, , 1957 .
If the ability to detect responses and study functional relations among discriminative stimuli, responses, and reinforcers depends on the sensitivity of our measurement tools, increasing that sensitivity may lead to detection of functional relations previously unnoticed. For example, a lever, a button, or a microphone would be inadequate measurement tools for detecting tiny facial responses. But electrodes placed on facial muscles would allow measurement of otherwise unnoticeable responses. When these responses are measured and consequences provided, patients with motor disabilities can gain operant control of external devices (Barreto, Scargle, & Adjouadi, 2000; Huang, Chen, & Chung, 2006) .
Any measured change in behavior that enters into a meaningful functional relation with discriminative stimuli and reinforcers becomes part of a three-term contingency. Electrodes placed over the heads of disabled patients allow the measurement of electroencephalography (EEG) waves that are sensitive to antecedents and consequences. For example, some patients with amyotrophic lateral sclerosis (ALS), also known as Lou Gehrig's disease, have entirely lost operant control of their muscles. These patients are able to acquire operant control of their EEG waves and, using a computerized language support program, learn to choose pictograms or words in that manner; thus, they regain their ability to communicate with the outside world (Birbaumer, 1999; Birbaumer et al., 2000) .
The dependent variable in these settings-movement of the facial muscles or a change over time in the amplitude of EEG waves-could not be measured with the tools that have been historically employed to keep track of what we call overt responses (e.g., switch closure caused by pushing a button). Yet after improved technology allows measurement of that variable, by definition it becomes overt. In other words, the definitions of overt and covert do not depend on structural properties of the response; all measured variables are to be considered overt. As Skinner (1953) put it,
The line between public and private is not fixed. The boundary shifts with every discovery of a technique for making private events public. Behavior which is of such small magnitude that it is not ordinarily observed may be amplified. Covert verbal behavior may be detected in slight movements of the speech apparatus. Deaf-mutes who speak with their fingers behave covertly with their fingers, and the movements may be suitably amplified. … The problem of privacy may, therefore, eventually be solved by technical advances. (p. 287) Neuroscientific research has introduced measurement tools that can be relevant for behavior analysts both in answering important questions in basic research and in developing useful technologies in applied settings. Behavior analysts' ability to predict and control behavior can benefit from tools that can measure responses that have been previously hidden because of their low magnitude or because they are too brief to be captured by older technologies. Moreover, radical behaviorist interpretations of complex human behavior describe precisely a picture in which many responses occur but go unnoticed by an external observer (e.g., Palmer, 1991) because they do so covertly (i.e., they are emitted at a strength too low to be measured by the current technology). More sensitive measurement tools will allow us to test those interpretations and to expand behavior-analytic research into domains claimed so far by groups of researchers who tend to share an essentialistic perspective on behavior.
RESPONSE STRENGTH
Neuroscientific research abounds with data that have not typically been interpreted within a behavior-analytic framework. When conducting a Skinnerian analysis of existent neuroscientific research, one promising tool is the concept of response strength. The concept is used in behavior analysis to describe multiple behavioral dimensions that tend to covary with one another (Killeen & Hall, 2001; Palmer, 2009 ). Palmer (2009) described response strength in the following way:
The shouting of the football fan at the gamesaving goal will be immediate, loud, repetitive, persistent, and will crowd out any tendency to comment on the weather. That is to say, behavior tends to hang together in its latency, intensity, frequency, resistance to extinction, and tendency to occur in competition with other responses. These response measures can sometimes be differentiated by conflicting contingencies: … a high frequency, short latency response might be uttered at low intensity in the presence of a sleeping baby, a grouchy librarian, or a crowded restaurant, illbred cell phone users notwithstanding. However, the exceptions prove the rule: All other things being equal, the measures tend to vary together. (p. 49) Palmer states that as the strength of a response decreases, it will become less likely that the response will be detected, at some point dropping below the threshold of observability and becoming a covert response. Donahoe and Palmer (1994; Palmer, 2009 ) also described experimental evidence that supports the idea that the strength of latent responses continuously changes as a function of ambient stimulation. Additional evidence for the interpretations given by Donahoe and Palmer comes from experiments that involve event-related potential (ERP) as a neuroscientific dependent variable. The early attempts presented herein to build a theoretical bridge between radical behaviorism and neuroscience, although tightly constrained by established behavioranalytic principles, should be taken as a first step in a promising direction.
EVENT-RELATED POTENTIALS
Within the vast neuroscientific literature, EEG plays an important role because it permits measurement of moment-to-moment changes in brain activity via electrodes placed on the scalp. Activity from a single neuron would be too small to be detected using scalp electrodes, but simultaneous activity of a large number of neurons (thousands to millions) can summate to a degree measurable at the scalp level (Luck, 2005) . In addition to simultaneous activation, measurement of postsynaptic potentials requires that the neurons in question be aligned with each other. Each neuron constitutes a dipole with a specific orientation; many neurons with the same orientation will functionally become one dipole whose voltage affects scalp electrodes. If neurons in the same area are not oriented in the same direction, dipoles may cancel each other. Also, as the distance of the neurons from the scalp electrodes increases, it becomes less likely that their activity will be measured. Thus, an EEG generally measures wellaligned cortical pyramidal neurons, and changes in postsynaptic potentials from deep structures are less likely to be captured by scalp electrodes (Luck, 2005) .
A specific kind of EEG technique called ERP measures brain activity that consistently follows or precedes presentation of stimuli. Although EEG is a continuous measure of brain activity, ERP involves only the portion of EEG that is time locked to a stimulus presentation or to the emission of a response. An ERP experimenter generally analyzes brain activity in the 2,000 ms following stimulation. From the continuous EEG, short sections of time-locked brain activity, called epochs, are extracted to form groups of epochs relative to the different experimental conditions. Trials relative to each experimental condition are usually averaged together. Averaging over many trials allows what is considered ''noise'' to be averaged out so that only brain activation that reliably follows a stimulus in a specific experimental condition is considered. The experimenter is typically interested in differences across conditions (i.e., differences in brain activation following stimuli that belong to different experimental conditions).
ERP data consist of a sequence of positive and negative peaks relative to an electrically neutral reference level (see Figures 1 and 2 ). ERP researchers label these peaks and the relative experimental effects they constitute (usually differences between peak amplitudes or mean amplitudes within a time window) according to the polarity (positive or negative) and timing of the peaks. For example, the P3 is typically the third positive peak following stimulus presentation. Sometimes the peak occurs consistently at a specific timing after stimulus onset, as in the case of the N400. In this case, N stands for negative peak, and 400 stands for its occurrence 400 ms after stimulus presentation.
ERPs can integrate well within a behavior-analytic paradigm because several components and effects can be seen and manipulated at the single-subject level. Although ERP data are generally averaged across participants, this form of averaging is not necessary, at least in the case of the P3 and the N400, to assess the presence of the effect. Given a clean EEG recording, both effects are large and can be seen clearly at the level of the single participant and the P3 at the level of a single trial (e.g., Jung et al., 2001; Karniski & Blair, 1989; Kutas & Hillyard, 1980) . The effects on a single subject can be discerned visually, and those data can be analyzed without reference to a population.
Despite their promise, several important limitations of EEG and ERPs should be noted. First, although the temporal precision of ERP preparations is advantageous, the poor spatial resolution constitutes a disadvantage. It is not possible to calculate which parts of the brain are generating a specific electrical distribution over the participant's scalp. Determination of what parts of the brain are responsible for elicitation of ERP components is generally achieved through intracranial recordings and through simultaneous EEG/fMRI recordings. The inability to detect which parts of the brain are responsible for a specific ERP effect precludes mapping behavior-analytic functions onto brain structures. Thus, if variations in response strength originated uniquely from a specific brain structure, it would not be possible to detect this using ERP measures. Also, augmented ERP amplitude does not reflect an increase in brain activity, and diminished amplitude does not reflect a decrease in brain activity. What is considered to be meaningful is the detected difference in brain activity across experimental conditions. In an ERP experiment, if a difference across conditions is detected, it is possible to conclude that the brain is reacting differently across experimental conditions, but it is not possible to infer that the brain is more active in one condition than another. In spite Example of an N400 effect elicited during a semantic priming procedure. The prime is presented followed by either a related or an unrelated target. Amplitude (measured in microvolts) of brain activity following a related target is more positive compared to an unrelated one. Similar results can be seen with ,40 trials per condition, depending on how clean the initial EEG is. of these limitations, EEG/ERP measurements constitute a promising tool to measure brain activation that is indicative of the presence of behavior, allowing detection of responses that are usually not captured by the conventional measurement tools used by behavior analysts.
THE P3 EFFECT: AN INDEX OF COVERT EMISSION?
The P3, a widely studied ERP effect (e.g., Polich & Kok, 1995) , reflects brain activation in response to evocative stimuli relative to activation in response to nonevocative ones.
1 A large positive peak occurs typically 300 to 400 ms after the discriminative stimulus (S D ; usually called the target stimulus in the P3 literature) but not after the nondiscriminative stimulus (S D ; called standard stimulus). The amplitude of the P3 component increases as the probability of the S D decreases (e.g., Duncan-Johnson & Donchin, 1977; Gonsalvez & Polich, 2002) . In one experiment (Potts, 2004) , participants were instructed to press a button when seeing a specific number on the screen (e.g., 2)-the S D -and not to press when seeing another number (e.g., 4)-the S . If no contingency was arranged by the experimenter and the participant was passively looking at the stimuli, the P3 effect was not observed (see Figure 1 ). These data suggest that the P3 ERP response is sensitive to stimulus control but do not demonstrate conclusively that what is measured is the counting response. Other variables that are correlated with the counting response could be the ones measured by the ERP effect. For instance, a component common to both overt and covert responses (e.g., an orienting response) could be the one detected by the electrophysiological measure (on the relation between the P3 and the orienting response, see Nieuwenhuis, de Geus, & AstonJones, 2011) .
Other work has revealed that the P3 is sensitive to consequences (e.g., Miltner, Larbig, & Braun, 1986; Roger & Galand, 1981; Sommer, 1987; Sommer & Schweinberger, 1992) . Sommer and Schweinberger (1992) delivered reinforcement contingent on P3 peaks with large amplitudes, but not to the peaks with small amplitudes, to see if amplitudes are sensitive to their consequences. In a yoked control condition, consequences were delivered randomly. Only in the condition in which reinforcement was contingent on large amplitudes did the amplitudes increase, thereby suggesting a reinforcement effect. Moreover, Miltner et al. (1986) reported that behavioral reaction times were significantly shorter in the condition in which large-amplitude P3 waves were reinforced compared to those in the 1 The P3 effect is typically described in terms of context updating and resource allocation: ''After initial sensory processing, an attentiondriven comparison process evaluates the representation of the previous event in working memory. … If no stimulus attribute change is detected, the current mental model or 'schema' of the stimulus context is maintained. … If a new stimulus is detected, attentional processes govern a change or 'updating' of the stimulus representation that is concomitant with P300. … Discriminating the target from the standard stimulus produces a robust P300 that increases in amplitude as the target's global and local sequence probability decreases. … Target stimulus probability effects served as the basis for the suggestion that P300 originates from task conditions involving working memory … and that conscious awareness may be related to stimulus sequence effects.'' (Polich, 2007 (Polich, , pp. 2129 (Polich, -2130 condition in which small-amplitude P3 waves were reinforced. As the amplitude of the ERP response increased, reaction times decreased (see also Bahramali et al., 1998; Begleiter, Porjesz, Chou, & Aunon, 1983; Donchin & Lindsley, 1966; Gonsalvez & Polich, 2002; Holm, Rantaaho, Sallinen, Karjalainen, & Mü ller, 2006; cf. Gonsalvez, Barry, Rushby, & Polich, 2007) .
If the P3 occurs as a function of discriminative stimuli (and reinforcers), then such procedures should yield similar results with nonhuman animals, assuming there is continuity across species in the way the central nervous system reacts to similar contingencies. Jodo, Takeuchi, and Kayama (1995) used a simple auditory discrimination and discovered that 400 to 500 ms after presentation of the S D , but not after the S D , a large positive peak morphologically similar to the human P3 appeared in rats. These results indicate consistency of the P3 effect across humans and nonhumans.
To summarize, the P3 effect is measured after evocative, but not after nonevocative, stimuli, suggesting it could be an index of both overt and covert responses. Measuring the P3 may be an effective way to lower what Palmer (2003) calls the ''threshold of observability'' of responses. In addition, the P3 peak amplitude has been shown to be sensitive to consequences; increases in amplitude have been correlated with shorter reaction times, implying that amplitude may constitute a measure of response strength. In fact, if response strength is defined as the tendency of measurements along different behavioral dimensions to covary, and if reaction times can be considered a measure of response strength, then the covariation between reaction times with the amplitude of the ERP suggests that both measures might be useful in assessing response strength. Moreover, the effect measured in humans is consistent with the effect measured in other species. Finally, although the P3 should be considered a promising tool for future behavior-analytic research, it is important to be cautious about what the P3 is really measuring, because the P3 may be measuring an orienting response or some other behavioral event that is correlated with the response.
SEMANTIC PRIMING AND RESPONSE-STRENGTH FLUC-TUATIONS IN THE REPERTOIRE
Operants can be assumed to vary in strength as a function of the history of reinforcement and current stimulus control. Only when response strength is sufficiently high relative to competing behavior is the operant emitted, overtly or covertly (Palmer, 2009) . The interpretation that operants vary in strength even when not emitted is supported by data from semantic priming experiments in which the dependent variables of interest are reaction times and brain activity measured by the ERP.
In a semantic priming procedure, two stimuli (usually words) are presented sequentially. When the first stimulus (called prime) is presented, a textual response is emitted (e.g., the participant reads the word coffee), and after a delay another word is presented (the target) that evokes another textual response (e.g., the participant reads the word milk). The experiment consists of contrasting behavioral and electrophysiological effects of related primes and targets (e.g., coffee and milk) to unrelated ones (e.g., coffee and dog). Using the taxonomy described by Skinner (1957) , it can be said that the semantic priming procedure compares responses to words that are related intraverbally to words that are not related intraverbally. Typically, the participant is asked to perform a task after presentation of the target. One of the tasks widely employed is the pronunciation task, in which the participant reads aloud the target word. Reaction times to target textual responses in the relatedword condition are consistently faster than ones in the unrelated-word condition; participants are quicker to read a word when it is preceded by a related one (Lupker, 1984; Neely, 1991; Schreuder, Flares d'Arcais, & Glazenborg, 1984; Seidenberg, Waters, Sanders, & Langer, 1984) .
According to the behavior-analytic interpretation of semantic priming formulated by Donahoe and Palmer (1994; Palmer, 2009) , the presentation of the prime (e.g., coffee) in the related-word condition simultaneously increases the response strength of many responses (e.g., sugar, cup, espresso, latte, etc.), including milk, which is eventually emitted textually when the target stimulus is presented. Conversely, the presentation of the word coffee is unlikely to increase the strength of the response dog in most individuals. Consistent with a response-strength interpretation of priming, the presentation of a prime that increases the strength of a specific response will decrease reaction times of the relative textual response. As discussed earlier, reaction time of responses is considered to be one measure of response strength. An important point is that the increase in strength, as measured by a decrease in reaction time, of the response milk following coffee is independent of the textual emission controlled by the target stimulus. Because any emitted response can prime (i.e., decrease reaction times to) a large number of responses, it is safe to assume that those responses are all primed at the same time (Palmer, 2009) . Any emitted response alters the strength of a large number of other latent responses. Presenting the target stimulus is a convenient way to probe the strength of responses as a function of preceding stimulation.
In ERP experiments on semantic priming (e.g., Nobre & McCarthy, 1994) , electrophysiological responses are measured at the onset of the target stimulus. Four hundred milliseconds after the presentation of the target stimulus, a negative peak is typically observed: the N400 peak (see Figure 2) . N400 peaks following related targets that evoked responses strengthened by the prime (e.g., coffee strengthens milk) are more positive than ones that had not been strengthened (coffee does not strengthen dog). The difference in amplitude is called the N400 effect (see Figure 2 ) and is typically measured between 300 and 500 ms poststimulus. As mentioned earlier, reaction times to an overt task that follows the related target are faster than the ones that follow the unrelated target. In other words, the relative positive amplitude of the ERP is correlated with shorter reaction times in a manner similar to the P3 results discussed earlier (Miltner et al., 1986) .
The N400 effect is also observed using mathematical operations. For example, the stimulus 7 3 4 can be assumed to strengthen the response 28, and the N400 peak following 28 is more positive than the one following 26 (Niedeggen & Rö sler, 1999) . The effect is also present 400 ms after the final word in a sentence with an anomalous ending of presumably low response strength such as ''I drink my coffee with cream and dog'' (Kutas & Hillyard, 1980 ), compared to a sentence with a high response strength ending such as ''I drink my coffee with cream and sugar.'' Presentation of each word in the sentence progressively increases the strength of the response sugar, and the N400 effect indexes the difference between the emission of a response that had been strengthened by the preceding words (sugar) and the emission of a response that had not been strengthened (dog). The N400 peak after dog will therefore be more negative than the peak after sugar. Interestingly, one presentation of the sentence with the low response-strength ending is enough to strengthen the response in a second presentation, as shown by attenuated N400 effects. Repeated presentations of a sentence with an anomalous ending yield progressively more positive ERPs to the final word (Besson & Kutas, 1993; Besson, Kutas, & Van Petten, 1992) . By implication, temporally contiguous textual emissions modify the strength of the intraverbal relations that occur among words within the sentence. If in an individual's experience the words A and B have never been presented sequentially, presentation of A should not increase the strength of B. But when presentation of A has often been followed by B, presentation of A will increase the strength of B (i.e., the strength of the A-B intraverbal relation has increased).
The apparent sensitivity of the N400 effect in indexing moment-tomoment fluctuations in strength of latent behavior makes it a potentially useful tool in investigating experimental questions that involve verbal behavior. For example, research has shown that variation in strength of responses is not constrained by conventional definitions of units of analysis in language, and other experiments have shown that the verbal community to which an individual belongs determines how that person will respond to a contingency.
An experiment conducted by Nieuwland and Van Berkum (2006) suggests sensitivity of the N400 effect to extended verbal stimuli that do not conform to the sentence as classically defined by linguists. For example, the ending of the sentence ''The peanut was salted'' can be made to have low response strength given appropriate preceding stimulation. At the same time, in the sentence ''The peanut was in love,'' the phrase ''in love'' can be brought to have high response strength after ''the peanut was.'' Consider the following story:
A woman saw a dancing peanut who had a big smile on his face. The peanut was singing about a girl he had just met. And judging from the song, the peanut was totally crazy about her. The woman thought it was really cute to see the peanut singing and dancing like that. The peanut was salted/in love, and by the sound of it, this was definitively mutual. He was seeing a little almond. (Nieuwland & Van Berkum, 2006 , p. 1106 ERPs measured while experimental participants were listening to ''the peanut was salted'' and ''the peanut was in love'' in the above short story yielded an N400 effect with a more positive peak measured after ''in love'' compared to the one measured after ''salted''; that is, the response strength of ''in love,'' given the preceding stimulation, was higher than that of ''salted.'' The sentence in itself , ''The peanut was salted'' or ''The peanut was in love,'' is not sufficient to determine the strength of the ending response if there is a preceding context that itself has altered the response strength of a large number of responses. The sentence cannot be isolated from the context just because it constitutes a structural unit.
The N400 effect has also been used to illustrate how effects of stimulation on the repertoire are directly dependent on the verbal community to which the individual belongs. Among Dutch people it is well known that trains in Holland are yellow. An experiment with Dutch participants by Hagoort, Hald, Bastiaansen, and Peterson (2004) measured the ERP during the presentation of the following sentences:
The Dutch trains are yellow and very crowded. The Dutch trains are white and very crowded. The Dutch trains are sour and very crowded.
Results indicated that yellow elicited a more positive N400 peak, indicating higher response strength, than white and sour, whose relatively negative N400s indicated lower response strength. These results underscore the role of individual experience by showing that rapid changes in the repertoire are dependent on the degree to which the external stimulation is consistent with one's learning history. Moreover these findings suggest that changes in response strength in the repertoire are partly a function of the specific verbal community to which the individual belongs.
To summarize, the N400 effect may reflect fluctuations of response strength of latent responses as a function of differential stimulus control. In a semantic priming experiment, the effects of the priming stimuli might be viewed as the differential strengthening of responses; presentation of targets allows the experimenter to measure the electrophysiological contrast between responses that have been strengthened and responses that have not been strengthened, but changes in strength following the priming stimuli are independent of target presentation. This proposed electrophysiological measure of response strength correlates with overt task reaction-time measures. Specifically, N400 peaks following responses that have been strengthened are more positive than ones that have not been strengthened, and (consistent with the P3 experiments described earlier) more positive peaks are correlated with shorter behavioral reaction times.
Unlike the P3 effect, the N400 effect has not been investigated in the context of a selectionist paradigm that involves operant procedures, nor has it been investigated in nonhuman animals (with the possible exception of Pineda & Nava, 1993) . The lack of nonhuman research seems to be due to the dominant interpretation of the N400 effect. Probably because it was discovered in a series of experiments involving linguistic stimuli (Kutas & Hillyard, 1980) , the N400 effect is generally considered to be a language-specific ERP component (Kutas & Van Petten, 1988) reflecting the role of semantic memory.
2 Because language is often considered to be something typically human, research on other species has not been initiated, and operant procedures have not been employed to investigate, among other things, sensitivity of the N400 to consequences. Behavior analysts are in the perfect position to study this effect within a paradigm consistent with selectionist principles.
IS AMPLITUDE OF THE ERP A MEASURE OF RESPONSE STRENGTH?
ERPs appear to be a useful tool in indexing the emission of responses below the threshold of observability (P3) and the variation in response strength below the threshold of emission (N400). As discussed earlier, in both cases relatively positive peaks in ERP amplitudes between 300 and 800 ms poststimulus are correlated with shorter reaction times, leading to the inference that amplitude of ERPs may be considered to be a measure of response strength. Another ERP effect, named the old-new repetition effect, shows a similar pattern.
The old-new repetition effect occurs between 300 and 800 ms poststimulus and is obtained by comparing brain activity following the first presentation of a stimulus to activity following the second presentation, usually with other items presented in the interim (Rugg, 1985; Rugg & Doyle, 1994; Rugg & Nagy, 1987) . ERPs following the second presentation are more positive than those following the first presentation, and there is a decrease in task reaction times between the first and second presentations of the stimulus (Rugg, 1985) . The effect might index an increase in response strength due to repetition. Interestingly, repetition effects were found with words (Rugg, 1985) and with pronounceable nonwords such as blint or fict but were not found with unpronounceable nonwords such as tjrkde (Rugg & Nagy, 1987) . These results suggest that the stimulus has to evoke a textual response in order to show a repetition effect, presumably because the response must occur in order to increase in strength. These results are consistent with the interpretation presented herein regarding the P3 and N400 results in relation to the concept of response strength. It is plausible that the first presentation of a stimulus increases the strength of the corresponding textual response in the behavioral repertoire; this increase may be indexed by decreased reaction times and a relative ERP positivity following the second presentation of the stimulus.
The consistency of the three ERP effects discussed here suggests that amplitude of ERPs, correlated with reaction times, may constitute an index of response strength. This hypothesis could be evaluated by experiments that employ a wider range of dependent variables such as rate and intensity of responses, together with the variables described in this paper. One final consideration about the relations among the P3, the N400, and the old-new effect is that if the P3 indexes generic emission of a response, then it should be seen also in the N400 and old-new effects (in which textual emission occurs). Indeed, a positive peak often follows the N400 (see, e.g., Curran, Tucker, Kutas, & Posner, 1993) , and the oldnew effect may just be a modulation of the P3 due to stimulus repetition (Friedman, 1990) .
CONCLUSION
The measurement of behavioral dependent variables that have until now been below the threshold of observability has many potential applications. Interpretations of complex human behavior would benefit greatly from an experimental analysis of behavior that could, for example, include covert speech. At present it may not be possible to accurately measure the specific topography of the covert response: If the interpretations provided in this paper are correct, we may be able to index a lever press and its intensity (as a P3 with its specific amplitude), but we would not be able to tell if it involved a finger, a toe, or a nose. Yet as measurement tools improve, topography of covert responses may become clearer, and the P3 may play an important role in interpreting such phenomena in the future. Moreover, if it is true that the P3 is indicative of the emission of a response, regardless of whether the response is overt or covert by traditional standards, then it constitutes one more piece of evidence in favor of the radical behaviorist interpretation of behavior within the skin sketched by Skinner (1953 Skinner ( , 1957 .
Palmer (2009) elaborated on Skinner's interpretations by developing the concept of the behavioral repertoire in which the strength of both emitted and nonemitted operants continuously fluctuates as a function of ambient stimulation. As discussed in this paper, this idea is supported by N400 data that clearly parallel the typical reaction-time results of a classical semantic priming paradigm. Together with the P3 and N400 results, the old-new repetition effect supports the interpretation that, in general, more positive peaks and amplitudes in the ERP correlate with shorter reaction times. Therefore, brain activity as measured by the ERP could potentially index response strength. These interpretations need to be validated and expanded in experimental designs and methods that put more emphasis on the single subject and, as much as possible given the current sensitivity of our measurement tools, on single trials.
Radical behaviorism, and specifically the concept of response strength, has provided a useful framework for interpreting the specific subset of neuroscientific data described in this paper. The experimental effects, typically considered separately in the neurosciences, were discussed together here in light of radical behaviorist descriptions of the concept of response strength in the behavior-analytic literature. However, the benefits are bidirectional: Not only does radical behaviorism facilitate interpretation of neuroscientific data, but neuroscientific data also provide additional evidence that radical behavioral interpretations of human behavior are valid. Most important, within a radical behaviorist framework, neuroscientific data can indicate the occurrence of behavior as long as the neuroscientific dependent variable of interest enters into a meaningful functional relation with the other terms of the three-term contingency.
As tentative as the interpretations given in this paper are, they constitute a starting point from which behavior analysts can explore covert behavior and how it relates to complex human behavior in future experiments. For instance, if the P3 indexes emission of a response, it could be useful to assess if the listener behaves verbally by emitting covert echoics (Schlinger, 2008) and if the mnemonic behavior of remembering constitutes a form of problem solving (Palmer, 1991) . In general, selectionist ideas that constitute the philosophical foundations of behavior analysis and shape its methods are likely to aid investigation of the adaptive nature of neuroscientific dependent variables, just as they did for traditional, overt variables. The experimental approach derived from the study of environment-behavior relations changing over time, and the emphasis on single-subject data, are likely to yield more interpretable results than the approach that currently dominates neuroscience, which employs inferential statistics as a tool to infer phylogenetically selected structures. Behavior analysts have indeed started to explore neuroscientific dependent variables (Barnes-Holmes et al., 2005; Haimson, Wilkinson, Rosenquist, Ouimet, & McIlvane, 2009; Schlund & Ortu, 2010; Schlund, Rosales-Ruiz,Vaidya, Glenn, & Staff, 2008) . As behavior-analytic methods are employed to investigate a range of variables that have been out of reach until recently, it is entirely possible that the line of demarcation between behavior analysis and neuroscience will become fuzzy and then entirely disappear.
