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Cracks in concrete structures are evaluated through a timely and subjective
manual inspection. The location of cracks is often recorded in an inspection report where
some cracks are measured. Although measurements or locations may not be necessary
for all cracks observed in concrete members, if quantitative data can be gathered in an
autonomous way, allowing measurement data to be used in tracking changes in spatial
and temporal scales, this quantitative data can provide useful information not yet
captured in the manual inspection process. This thesis aims to construct an image-based
crack detection and evaluation pipeline that can assist health monitoring of aging
concrete structures, by providing crack locations and measured crack properties for the
entire structural member. Over 16,000 images of aging concrete bridge deck were
collected from cameras attached on an unmanned aerial vehicle, machine vision cameras
attached on a ground vehicle, and other literature. Mask and Region based Convolutional
Neural Network (Mask R-CNN) was utilized to train 256 by 256-pixel patches of
collected images using three distinct training strategies to detect and segment concrete
cracks on bridge decks. Resulting crack masks were translated into binary data (crack or
non-crack pixels) and skeletons of the mask were created where the Euclidean distance
from the center of the skeleton to the edge of the mask were measured. This allowed to

calculate the relative crack width, length, and orientation of each detected crack. Relative
crack properties were transformed into real-world unites using the ground sampling
distance of the host image. Image patches were then compiled to construct a crack map
of the entire structural member.
A case study was conducted on the deck and pier of an aging concrete bridge to
test the robustness of the proposed data pipeline. The study yielded that the model was
able to successfully detect cracks with an average width of 0.020 inches and were able to
make accurate measurements of crack widths that are larger than 0.080 inches. In order
to improve the measurements for smaller crack widths, the ground sampling distance
needs to be to the scale of the crack width in interest. The image-based data pipeline
developed in this study demonstrates potential for the application in autonomous
inspections of concrete members. In addition, the data pipeline can be used as a
reference framework to provide an example on how computer-vision based data analytics
can provide useful information for structural inspections of aging concrete members.

iv
ACKNOWLEDGEMENTS
Foremost, I want to express my gratitude to my advisor, Dr. Chungwook Sim.
Thank for you for your patience, guidance and constant support through the learning
curve that was my master’s thesis. You have provided so many valuable lessons that I
will be forever grateful for. I feel honored to have had the opportunity to work with such
a genuine professor.
Secondly, I would also like to express my upmost gratitude to Ji Young Lee, for
your assistance was paramount for the completion of this research. Thank you for all
your time and patience in building my knowledge in the field of computer science. It has
been an absolute pleasure working with you, your dedication and enthusiasm is infectious
and did not go unnoticed. Thank you again.
Third, I would like to specifically thank other members that were critical to the
completion of my research: Dr. Kwanghee Won, Dr. Christine Whittich and Dr. George
Morcous. Thank you for your time and input which greatly strengthened this work.
Lastly and most importantly, I want to thank God, my parents, Darin and Karmyn
Barnes, and my fiancé Peyton for being there when it seemed I was not there for you.
The lessons I have learned from you all are innumerable, and I would not be the person I
am today without you. Your continuous love and encouragement kept this boat afloat
through the worst of storms. With all my love, Thank You!

v

TABLE OF CONTENTS
1

2

Introduction ............................................................................................................... 1
1.1

Background .......................................................................................................... 1

1.2

Research Objective ............................................................................................... 5

1.3

Research Scope .................................................................................................... 5

Literature Review ..................................................................................................... 6
2.1

Introduction .......................................................................................................... 6

2.2

Mask R-CNN........................................................................................................ 6

2.3

Crack Detection using Deep Learning Models .................................................... 8

2.3.1

Cha et al. (2017) ............................................................................................ 8

2.3.2

Kim et al. (2018) ........................................................................................... 8

2.3.3

Attard et al. (2019) ........................................................................................ 9

2.3.4

Kim and Cho (2019 (a)) .............................................................................. 10

2.3.5

Kim and Cho (2019 (b)) .............................................................................. 10

2.3.6

Tan et al. (2019) .......................................................................................... 11

2.3.7

Xiaoyu and Wenguang (2019) .................................................................... 12

2.3.8

Ayele et al. (2020)....................................................................................... 13

2.3.9

Bai et al. (2020)........................................................................................... 14

2.3.10

Feng et al. (2020) ........................................................................................ 14

vi
2.3.11

Kalafari et al. (2020) ................................................................................... 15

2.3.12

Kim and Cho (2020) ................................................................................... 17

2.3.13

Kim et al. (2020) ......................................................................................... 17

2.3.14

Lee et al. (2020) .......................................................................................... 18

2.3.15

Saleem et al. (2020) .................................................................................... 19

2.4

3

Crack Detection Using Image Processing Techniques ...................................... 21

2.4.1

Abdel-Qadar et al. (2003) ........................................................................... 21

2.4.2

Yamaguchi and Hashimoto (2009) ............................................................. 21

2.4.3

Zhu et al. (2011) .......................................................................................... 23

2.4.4

Lim et al. (2014) ......................................................................................... 24

2.4.5

Kim et al. (2015) ......................................................................................... 25

2.4.6

Prasanna et al. (2016) .................................................................................. 25

2.4.7

La et al. (2020) ............................................................................................ 26

2.4.8

Won and Sim (2020) ................................................................................... 27

2.5

Synthesis Studies ................................................................................................ 29

2.6

Summary ............................................................................................................ 31

Methodology ............................................................................................................ 33
3.1

Introduction ........................................................................................................ 33

3.2

Data Collection and Database Construction....................................................... 34

3.2.1

Data Acquisition ......................................................................................... 34

vii
3.2.2
3.3

Database and Implementation ............................................................................ 37

3.3.1

Crack500 ..................................................................................................... 38

3.3.2

SDNET2018 ................................................................................................ 38

3.3.3

UAV Dataset ............................................................................................... 38

3.3.4

Won and Sim (2020) ................................................................................... 41

3.4

Masked Region-Based Convolutional Neural Network ..................................... 42

3.4.1

Model Architecture ..................................................................................... 42

3.4.2

Mask R-CNN Training ............................................................................... 48

3.4.3

Model Evaluation and Performance Measures ........................................... 54

3.5

Crack Quantification .......................................................................................... 56

3.5.1

Crack Combination ..................................................................................... 56

3.5.2

Crack Width ................................................................................................ 57

3.5.3

Crack Length and Orientation ..................................................................... 61

3.5.4

Conversion of Pixel Units to Real-World Units ......................................... 64

3.6
4

Orthomosaic Map Construction .................................................................. 36

Global Crack Map Construction ........................................................................ 65

Mask R-CNN Training Results.............................................................................. 68
4.1

Sequential Training Results ............................................................................... 68

4.1.1

Model Hyperparameter Initialization .......................................................... 68

4.1.2

Bridge S075-17596 Dataset Training ......................................................... 71

viii
4.1.3

Bridge S075-17602 Dataset Training ......................................................... 72

4.1.4

Won and Sim (2020) Dataset Training ....................................................... 72

4.1.5

Sequential Training Results ........................................................................ 75

4.2

Combined Dataset Training ............................................................................... 77

4.2.1

Won and Sim (2020) and Bridge U1825D2201 Dataset Combined Training
79

5

6

4.3

Multi-Stage Training .......................................................................................... 82

4.4

Discussion of Results ......................................................................................... 88

Case Study ............................................................................................................... 91
5.1

Introduction ........................................................................................................ 91

5.2

Image Acquisition .............................................................................................. 92

5.3

Model Prediction Evaluation.............................................................................. 96

5.3.1

Bridge Deck ................................................................................................ 97

5.3.2

Bridge Pier ................................................................................................ 105

5.4

Crack Quantification Study .............................................................................. 109

5.5

Discussion of Case Study Results .................................................................... 117

Summary and Conclusions .................................................................................. 120
6.1

Overview of the Research ................................................................................ 120

6.2

Summary of Crack Detection and Segmentation Results ................................ 121

6.3

Summary of the Crack Quantification Results ................................................. 122

ix
6.4
7

Future Work ..................................................................................................... 124

References .............................................................................................................. 126

Appendix A: Training and Validation Loss Curves ............................................... 137
Steps Per Epoch .......................................................................................................... 137
Epochs ......................................................................................................................... 142
Anchor Size ................................................................................................................. 146
Bridge S075-17596 Training ...................................................................................... 151
Bridge S075-17602 ..................................................................................................... 152
Won and Sim (2020) Sequential Training .................................................................. 153
Combined Dataset Training ........................................................................................ 154
Multi-Stage Learning .................................................................................................. 156
Appendix B: Pix4D Quality Reports ........................................................................... 160
Bridge S075-17062 ..................................................................................................... 160
Bridge U142502103P Bridge Deck ............................................................................ 169
Bridge U142502103P Pier .......................................................................................... 177
Appendix C: Pipeline Scripts ...................................................................................... 184
Pipeline Script 1/5 ....................................................................................................... 184
Pipeline Step 2/5 ......................................................................................................... 186
Pipeline Step 3/5 ......................................................................................................... 192
Pipeline Step 4/5 ......................................................................................................... 198

x
Pipeline Step 5/5 ......................................................................................................... 201
Supplement to Pipeline Step 2/5 ................................................................................. 204

xi

LIST OF FIGURES
Figure 1.1: Example of Manual Inspection Crack Map (crack width in mils; retrieved
from Basham, 2021)............................................................................................................ 2
Figure 1.2: Relationship between Surface Strain, Crack Width and Crack Spacing .......... 3
Figure 2.1: Mask R-CNN Framework for Instance Segmentation (He et al., 2017) .......... 7
Figure 3.1: Crack Detection and Evaluation Pipeline...................................................... 34
Figure 3.2: DJI Mavic Pro Drone .................................................................................... 35
Figure 3.3: Orthomosaic Map of Bridge Deck Scanned by UNL Research Team Won
and Sim (2020).................................................................................................................. 37
Figure 3.4: Deck Patching on Bridge S075-17596 ........................................................... 40
Figure 3.5: Asphalt Overlay on Bridge S075-17602 ........................................................ 41
Figure 3.6: Map (Pattern) Cracks and Patches on Bridge U1825D2201 .......................... 41
Figure 3.7: Mask R-CNN Model Flowchart. Adapted from Kim and Cho (2020) .......... 43
Figure 3.8: Unlabeled (a) and Labeled Crack (b) ............................................................. 48
Figure 3.9: Labeling of Diverting Cracks ......................................................................... 49
Figure 3.10: Instance Segmentation Label (a) and, Semantic Segmentation Label (b) .... 50
Figure 3.11: Sequential Training Procedure Flowchart .................................................... 51
Figure 3.12: Visual of Model Under and Overfitting ....................................................... 52
Figure 3.13: Confusion Matrix ......................................................................................... 55
Figure 3.14: Before Combining (a) and, After Combining (b) Multiple Cracks .............. 57
Figure 3.15: Example of Binary Crack Fill Plot ............................................................... 58
Figure 3.16: Binary Image (a), Matrix Form of Binary Image (b), and Euclidean Distance
Transformation of Binary Image (c) ................................................................................. 59

xii
Figure 3.17: Visualization of Euclidean Distance Transformation .................................. 60
Figure 3.18: Visualization of Image Skeleton .................................................................. 60
Figure 3.19: Euclidean Distance Measurement on Crack Plot ......................................... 61
Figure 3.20: Diagram of Tracking Algorithm................................................................... 62
Figure 3.21: Circular Histogram for Determining Crack Orientation on Bridge Decks .. 63
Figure 3.22: Circular Histogram for Determining Crack Orientation on a Bridge Pier ... 64
Figure 3.23: Ground Sampling Distance Diagram ........................................................... 65
Figure 3.24: Part of the Stitched Crack Map from the Won and Sim (2020) Dataset ...... 67
Figure 4.1: Sequential Training Evaluation Confusion Matrix ........................................ 74
Figure 4.2: Sequential Training Prediction 1 .................................................................... 74
Figure 4.3: Sequential Training Prediction 2 .................................................................... 75
Figure 4.4: Sequential Training Prediction 3 .................................................................... 75
Figure 4.5: Sequential Training Prediction 4 .................................................................... 75
Figure 4.6: Deck Inconsistencies on Bridge S075-17602 ................................................. 76
Figure 4.7: Combined Training Evaluation Confusion Matrix ......................................... 78
Figure 4.8: Combined Dataset Training Prediction 1 ....................................................... 78
Figure 4.9: Combined Dataset Training Prediction 2 ....................................................... 79
Figure 4.10: Combined Training Prediction 3 .................................................................. 79
Figure 4.11: Combined Training Prediction 4 .................................................................. 79
Figure 4.12: Won and Sim (2020) and Bridge U1825D2201 Dataset Training Evaluation
Confusion Matrix .............................................................................................................. 81
Figure 4.13: Won and Sim (2020) and Bridge U1825D2201 Datasets Prediction 1 ........ 81
Figure 4.14: Won and Sim (2020) and Bridge U1825D2201 Datasets Prediction 2 ........ 82

xiii
Figure 4.15: Won and Sim (2020) and Bridge U1825D2201 Datasets Prediction 3 ........ 82
Figure 4.16: Won and Sim (2020) and Bridge U1825D2201 Datasets Prediction 4 ........ 82
Figure 4.17: Won and Sim (2020) Evaluation Confusion Matrix Following Saleem et al.
(2020) Procedure ............................................................................................................... 84
Figure 4.18: Won and Sim (2020) Dataset using Heads Initialization Prediction 1 ......... 85
Figure 4.19: Won and Sim (2020) Dataset using Heads Initialization Prediction 2 ......... 85
Figure 4.20: Won and Sim (2020) Dataset using Heads Initialization Prediction 3 ......... 85
Figure 4.21: Won and Sim (2020) Dataset using Heads Initialization Prediction 4 ......... 85
Figure 4.22: Combined Dataset following Saleem et a. (2020) Procedure Confusion
Matrix ................................................................................................................................ 86
Figure 4.23: Combined Dataset Following Saleem et al. (2020) Procedure Prediction 1 87
Figure 4.24: Combined Dataset Following Saleem et al. (2020) Procedure Prediction 2 87
Figure 4.25: Combined Dataset Following Saleem et al. (2020) Procedure Prediction 3 87
Figure 4.26: Combined Dataset Following Saleem et al. (2020) Procedure Prediction 4 88
Figure 4.27: Ground Truth Labeling of Cracks from Kim and Cho (2018) and This Study
(b) ...................................................................................................................................... 89
Figure 5.1: Aerial Image (a) and Google Maps Image of Test Bridge U142502103P ..... 92
Figure 5.2: UgCS Created Autonomous Flight Plan for Bridge Deck ............................. 93
Figure 5.3: West Span (a), Middle Span (b) and East Span (c) Orthomosaic of Bridge
U142502103P ................................................................................................................... 95
Figure 5.4: Orthomosaic of East Side of East Pier of Bridge U142502103P ................... 96
Figure 5.5: Raw Prediction Map (a) and Blank Prediction Map (b) on West Span of
Bridge U142502103P........................................................................................................ 98

xiv
Figure 5.6: Raw Prediction Map (a) and Blank Prediction Map (b) on Middle Span of
Bridge U142502103P........................................................................................................ 99
Figure 5.7: Raw Prediction Map (a) and Blank Prediction Map (b) on Middle Span of
Bridge U142502103P...................................................................................................... 100
Figure 5.8: Case Study Bridge Deck Prediction 1 .......................................................... 101
Figure 5.9: Case Study Bridge Deck Prediction 2 .......................................................... 101
Figure 5.10: Case Study Bridge Deck Prediction 3 ........................................................ 101
Figure 5.11: Case Study Bridge Deck Prediction 4 ........................................................ 101
Figure 5.12: Case Study Bridge Deck Evaluation Confusion Matrix ............................. 102
Figure 5.13: False Positive Crack Predictions ................................................................ 103
Figure 5.14: False Positive Predictions on Expansion Joint (a) Span Boundary (b), and
Saw Cut (c) ..................................................................................................................... 104
Figure 5.15: Precise Boundaries on Crack Prediction .................................................... 105
Figure 5.16: Raw Prediction Map (a) and Blank Prediction Map (b) for Bridge
U142502103P Pier .......................................................................................................... 106
Figure 5.17: Case Study Bridge Pier Prediction 1 .......................................................... 107
Figure 5.18: Case Study Bridge Pier Prediction 2 .......................................................... 107
Figure 5.19: Case Study Bridge Pier Prediction 3 .......................................................... 107
Figure 5.20: Case Study Bridge Pier Prediction 4 .......................................................... 107
Figure 5.21: Case Study Bridge Pier Evaluation Confusion Matrix ............................... 108
Figure 5.22: True Positive Detection on a Pier with Water Mark .................................. 109
Figure 5.23: Cracks 1, 2, and 3 on Middle Span of Case Study Bridge ......................... 110
Figure 5.24: Crack 4 on Eastern Span ............................................................................ 111

xv
Figure 5.25: Crack 5 and 6 on Western Span ................................................................. 111
Figure 5.26: Drone Image with GSD Placard ................................................................. 112
Figure 5.27: Prediction on Crack 1 ................................................................................. 113
Figure 5.28: Prediction on Crack 2 ................................................................................. 113
Figure 5.29: Prediction on Crack 3 ................................................................................. 114
Figure 5.30: Prediction on Crack 4 ................................................................................. 114
Figure 5.31: Prediction on Crack 5 ................................................................................. 114
Figure 5.32: Prediction on Crack 6 ................................................................................. 114
Figure A.1: Training (a), and Validation (b) Loss Curves for SPE = 100 ...................... 137
Figure A.2: Training (a), and Validation (b) Loss Curves for Steps per Epoch = 200 ... 138
Figure A.3: Training (a), and Validation (b) Loss Curves for Steps per Epoch = 300 ... 139
Figure A.4: Training (a), and Validation (b) Loss Curves for Steps per Epoch = 400 ... 140
Figure A.5: Training (a), and Validation (b) Loss Curves for Steps per Epoch = 500 ... 141
Figure A.6: Training (a), and Validation (b) Loss Curves for Epochs = 100 ................. 142
Figure A.7: Training (a), and Validation (b) Loss Curves for Epochs = 200 ................. 143
Figure A.8: Training (a), and Validation (b) Loss Curves for Epochs = 500 ................. 144
Figure A.9: Training (a), and Validation (b) Loss Curves for Epochs = 1000 ............... 145
Figure A.10: Training (a), and Validation (b) Loss Curves for Anchor Size=
[32,64,128,256,512] ........................................................................................................ 146
Figure A.11: Training (a), and Validation (b) Loss Curves for Anchor Size=
[40,80,160,320,640] ........................................................................................................ 147
Figure A.12: Training (a), and Validation (b) Loss Curves for Anchor Size =
[10,20,40,80,160] ............................................................................................................ 148

xvi
Figure A.13: Training (a), and Validation (b) Loss Curves after Image Pre-Processing 149
Figure A.14: Training (a), Validation (b) Loss Curves After Hyperparameter
Optimization ................................................................................................................... 150
Figure A.15: Training (a), Validation (b) Loss Curves for Bridge S075-17596 Dataset 151
Figure A.16: Training (a), Validation Loss Curves for Bridge S075-17062 Dataset ..... 152
Figure A.17: Training (a), Validation (b) Loss Curves for Won and Sim (2020) Dataset
......................................................................................................................................... 153
Figure A.18: Training (a) and, Validation (b) Loss Curves for Combined Dataset Training
......................................................................................................................................... 154
Figure A.19: Training (a), and Validation (b) Loss Curves for Won and Sim (2020) and
Bridge U1825D2201 Combined Dataset Training ......................................................... 155
Figure A.20: Training (a) and Validation (b) Loss Curves for Won and Sim (2020) on
Heads Layer .................................................................................................................... 156
Figure A.21: Training (a) and Validation (b) Loss Curves for Won and Sim (2020) on All
Layers .............................................................................................................................. 157
Figure A.22: Training (a) and Validation (b) Loss Curves of Combined Dataset on Heads
Layer ............................................................................................................................... 158
Figure A.23: Training (a) and Validation (b) Loss Curves of Combined Dataset on All
Layers .............................................................................................................................. 159

xvii

LIST OF TABLES
Table 3.1: UAV Dataset Summary Table ......................................................................... 40
Table 3.2: Training Dataset Split ...................................................................................... 54
Table 4.1: Hyperparameter Values for Model Initialization ............................................. 69
Table 4.2: Optimized Model Hyperparameter Configurations ......................................... 71
Table 4.3: Model Hyperparameter Configurations for Won and Sim (2020) Dataset
Training ............................................................................................................................. 73
Table 4.4: Evaluation Metrics of Sequential Training ...................................................... 74
Table 4.5: Model Hyperparameter Configurations for Combined Dataset Training ........ 77
Table 4.6: Combined Training Evaluation Scores ............................................................ 78
Table 4.7: Won and Sim (2020) and Bridge U1825D2201 Dataset Evaluation Scores ... 81
Table 4.8: Saleem et al. (2020) Proposed Model Configurations ..................................... 83
Table 4.9: Evaluation Scores on Won and Sim (2020) Dataset Following Saleem et al.
(2020) Procedure ............................................................................................................... 84
Table 4.10: Evaluation Scores on Combined Dataset Training Following Saleem et al.
(2020) Procedure ............................................................................................................... 86
Table 4.11: Model Evaluation Metric Comparisons ......................................................... 88
Table 5.1: Bridge Deck Crack Detection Evaluation Scores .......................................... 102
Table 5.2: Case Study Pier Evaluation Scores ................................................................ 108
Table 5.3: Calculated vs Measured Widths for Selected Cracks .................................... 115
Table 5.4: Itemized Pipeline Computation Times for Bridge U142502103P Deck ....... 118

1

1 INTRODUCTION
1.1 Background
Bridge decks exposed to chlorides similar to those in Nebraska are prone to
shorter service life. These decks may serve as an initial step towards deterioration of
other bridge elements such as the superstructure or substructure. A major cause of bridge
deck deterioration is from the penetration of chlorides entering the cracks on the deck
which will lead to corrosion of steel reinforcement and further degradation of the bridge
deck. There are 259,140 bridges (approximately 42% of the total inventory) that are at
least 50 years old and 46,154 of these bridges are considered structurally deficient
requiring an estimate of $125 billion to repair these bridges (ASCE 2021 Infrastructure
Report Card). Nebraska has 15,348 bridges in the state that require a bi-annual
inspection. It would be helpful to have an effective method for detecting and quantifying
transverse cracks to better access the structural health of these deteriorating bridges.
Current measures of detecting transverse cracks in bridge decks rely on the bare vision of
a skilled inspector to collect data. During a traditional bridge deck inspection, the outline
of the cracks are manually drawn (Figure 1.1), and the severity of the structural damage
is completely dependent on the knowledge and experience of the inspector or engineer.
This process is time consuming, subjective, and possibly contains erroneous information.
There have been various research projects over the last several years investigating
the automated detection of concrete cracks. However, a limited number of these studies
have been able to gather measurement information in addition to the detection of cracks.
Many of the aforementioned studies have been developed to upgrade the current method
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of crack detection and quantification in localized areas. The limitations of other previous
studies are the lack of effort in the creation of a complete crack map and lack of
quantitative measurements.

Figure 1.1: Example of Manual Inspection Crack Map (crack width in mils;
retrieved from Basham, 2021)
As stated in Won and Sim (2020), knowing the location, pattern, orientation, and
width of cracks can help engineers and inspectors gauge if the crack is the result from
shrinkage, expansion of material or structural defects as well as make judgements
whether the damage is progressing over space and time if additional measurements are
made in the future. Price (1982) provides excellent explanation on different types of
material cracks that form during construction (before hardening and after concrete
hardens). Structural cracks that includes full-depth cracks under pure tension load,
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flexural cracks that form under moments, inclined cracks under shear or torsional load
(torsional cracks would have different direction of inclination on the other face of the
member), splitting cracks that form due to inadequate development length, and inclined
cracks that may form due to differential settlement of the foundation are a few examples
that an inspector would identify based on the location, pattern, and orientation of the
cracks. More examples of causes, evaluation, and repair of cracks in concrete structures
are documented well in the ACI Committee 224 report (ACI Committee 224, 1993). In
addition, crack widths, spacing of the cracks are directly related with bar stress (as
highlighted in Figure 1.2 and Equation 1.1) and being able to compute the average crack
widths and crack spacings from visual measurements may provide you the average strain
in reinforcing bars. Strain in Equation 1.1 is the strain on tension surface of the member.
Assuming a linear strain distribution through the depth of the member, the ratio of
distance from the bottom tension surface to the neutral axis to the distance from the rebar
to the neutral axis will give the connection between bar strain and surface strain (Frosch,
1999).

Figure 1.2: Relationship between Surface Strain, Crack Width and Crack Spacing
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(1.1)
where,

is the surface strain,

is the crack width, and

is the crack spacing.

There have been very few studies into the use of Artificial Neural Networks
(ANN) and specifically Convolutional Neural Networks (CNN) in crack detection and
quantification applications. Traditional computer-vision based image processing
techniques of crack detection require heavy post-processing of bridge deck images and
struggle in distinguishing between cracks and other bridge deck features such as tine
marks and expansion joints. Mask R-CNN allows for a theoretically infinite amount of
training data and can detect multiple bridge damage types if proper labels are provided by
a domain expert.
A practical and effective method of retrieving crack data is needed in this industry
utilizing available new technology (Unmanned Aerial Vehicle, machine vision cameras,
computer vision). As stated before, current methods of gathering crack data rely barely
on the skill of the expertise of an inspector, which is time consuming and causes bridge
lane closure. This project utilizes ground mounted vehicles with machine-vision cameras
or unmanned aerial vehicles (UAV) to quickly collect bridge deck images. Because
cameras on personal cellphones and cameras on UAVs are relatively cheap and
accessible, these tools can be an effective way to collect image data that will be
implemented and quantitatively analyzed for industry practices. In addition, the use of
UAV based crack detection and evaluation approach that this study tests on bridges have
the potential to be implemented into structures such as buildings, dams, or other civil
structures. If engineers or inspectors were able to effectively gather crack data, more
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informed decisions could be made on the allocation of funds for the repair of various civil
infrastructures.

1.2 Research Objective
The objective of this research project is to develop an automated computer visionbased crack detection and evaluation pipeline for aging concrete members.

1.3 Research Scope
This research program was conducted in three phases. The first phase of the
research consisted of collecting thousands of images from bridge decks and labelling
cracks on the images collected. Image were collected utilizing an unmanned aerial
vehicle (UAV), machine vision cameras mounted on a ground vehicle, or from other
datasets. The second phase of the research included training the Mask Region-based
Convolutional Neural Network with the labelled images from the first phase of the
research. Hyper-parameters for the deep neural network were selected during the training
and validation process of this phase. The third phase of the research evaluated the cracks
detected from the models trained in the second phase and developed both a crack map
and a database that includes the crack width, length, and location information.
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2 LITERATURE REVIEW
2.1 Introduction
This study focuses on the use of Convolutional Neural Networks, specifically
Mask R-CNN to detect and quantify concrete cracks and to ultimately, construct a global
crack map which shows progression of bridge deck deterioration over time. As
considerable efforts have been made to create an automated crack detection program,
very few have been able to develop a deep learning-based system that can both detect
cracks and make measurements from those detections. Most of the studies have
examined concrete cracks at a local level. In addition, many of the studies are conducted
and evaluated under a controlled environment or with small datasets where real-world
field applications are limited. Many of the research is focused on the detection task with
measurements that can bring quantification of data left out of the scope. This chapter
provides literature review regarding the deep learning network that will be utilized in this
study (Mask R-CNN), other image processing crack detection algorithms, examples of
deep learning crack detection models, efforts in global (entire structural member) map
construction, and studies that discuss crack quantification. Literature review on each of
these areas of research is provided in the subsequent sections of this chapter.

2.2 Mask R-CNN
He et al. (2017) investigated the advancement of Faster R-CNN framework for
real time object detection to include high quality masks for instance segmentation.
Instance segmentation is the task to detecting and outlining each distinct object of interest
in an image. This is a difficult task because it requires not only correctly detecting the
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objects in an image but also precisely segmenting each object instance. He et al. (2017)
proposed a method called Mask Regional-Convolutional Neural Networks (Mask RCNN) which replaces the region of interest (RoI) pooling layer of Faster R-CNN with a
RoIAlign layer. An additional regional proposal network (RPN) is added to the Faster RCNN to create object instance masks in parallel with existing branches for classification
and bounding box regression.

Figure 2.1: Mask R-CNN Framework for Instance Segmentation (He et al., 2017)
He et al. (2017) noted that the RoI pooling layer in Faster R-CNN preforms heavy
calculations in constructing feature map. This leads to a negative effect on the accuracy
of the predictions of a pixel-level mask. For that reason, He et al. (2017) proposed a
solution of using bi-linear interpolation to compute exact values of the input features.
These researchers tested their new deep-learning model by on a dataset of 5000
images with a 2018 by 1024-pixel level resolution containing instances of people, riders,
cars, trucks, busses, trains, motorcycles, and bicycles. Through their testing using pretrained COCO weights, they were able to produce a 40% relative improvement on the
instance segmentation of people and a 30% relative improvement on the instance
segmentation of cars than what the Faster R-CNN model could provide. With this
experiment, the authors proved that the Mask R-CNN framework out preforms existing
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instance-segmentation models at the time of their development based on the average
precision (AP) metric.

2.3 Crack Detection using Deep Learning Models
2.3.1

Cha et al. (2017)
To address the heavy post processing issues commonly associated with image

processing techniques for crack detection, Cha et al. (2017) used the Faster R-CNN deep
learning model. The study examines the detection of multiple damage types including
steel corrosion, concrete cracks, bolt corrosion, and steel delamination. The deep
learning framework was trained with 2,366 images (500 by 375-pixel resolution)
collected from two bridges. The model obtained an AP score of 90.6, 83.4, 82.1, 98.1,
and 84.7 for concrete cracks, medium steel corrosion, high steel corrosion, bolt corrosion,
and steel delamination, respectively. The trained model was then tested on 128 new
images of 500 by 375-pixel resolution. The model obtained an AP score of 94.7, 91.8,
86.1, 90.9, and 85.2 for detecting concrete cracks, medium steel corrosion, high steel
corrosion, bolt corrosion, and steel delamination, respectively. Cha et al. (2017) notes
that the errors obtained in their testing were due to a small training dataset, and images
not being taken with a consistent camera angle.
2.3.2

Kim et al. (2018)
The study conducted by Kim et al. (2018) utilize a deep learning algorithm in

conjunction with UAVs to construct a 3D model to identify and measure cracks on bridge
members. Kim et al. (2018) uses a R-CNN framework that is combined with region
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proposal networks to extract the crack features. The output of this R-CNN model does
not segment cracks but rather predicts a bounding box around the crack features. Sobel
edge detection was applied to the RoI created by the RPN, where the resulting output is
segmented. The study was conducted by manually flying a UAV near the piers of the
bridge. Images were scanned and Pix4D mapper technology was implemented to
construct a 3D model of the bridge pier. A reference marker was placed at strategic
locations around the bridge pier to provide images with a real-world scale.
To quantify the cracks detected using the R-CNN framework, Kim et al. (2018)
used a reference marker that is detected by the R-CNN model to transform pixel units to
real-world units. The RoI segmented by the Sobel edge detection is subjected to a
homography transformation where the measurement taken from the reference marker is
applied to obtain crack measurements. Crack measurements were verified in a lab
resulting in 1-2% error in measurements. Kim et al. (2018) concluded that this error is
due to the model not being able to predict with higher accuracy to varying light
conditions. The researchers were able to extract coordinates of the bounding boxes
predicted by the deep learning model and automatically display them on a scale
inspection map.
2.3.3

Attard et al. (2019)

Attard et al. (2019) utilized a Mask R-CNN based approach for detecting cracks and
other deficiencies on concrete surfaces. They initialized their model by pre-trained
weights from the COCO and ImageNet datasets. The researchers used a dataset of 200
images from the SDNET dataset with a resolution of 256 by 256 pixels. The dataset was
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further divided into training, validation, and testing sets containing 128, 32, and 40
images, respectively. Due to their small dataset, various training regimens were
implemented to determine the most effective hyperparameters. The training regimens
consisted of varying the hyperparameters such as training epochs, learning rate, and steps
per epoch. Their experiment concluded that further training on the heads layer resulted in
high precision of masks, but low recall scores. Further, they concluded that increasing
the number of training epochs past 200 had little to no improvements to the model
predictions.
2.3.4

Kim and Cho (2019 (a))
Kim and Cho (2019 (a)) evaluated a pre-trained Mask R-CNN model in

inspections of civil infrastructures such as: bridges, tunnels, and concrete roads. Images
were collected using a UAV, tunnel aging vehicle, and road scanning. Ten images from
each civil structure were analyzed. The evaluation of the model provided an average
precision and recall score of 88.7% and 95.9%. However, only a small training dataset of
319 images were used in this research study.
2.3.5

Kim and Cho (2019 (b))
Kim and Cho (2019 (b) proposed a Mask R-CNN based crack detection program

to quantify cracks using a hybrid technique of deep learning and image processing. Their
study was conducted on a concrete wall with hundreds of cracks ranging between 0.1mm1.0mm (0.4 to 39 mils). A total number of 376 images were collected from either the
internet or from images captured from a handheld camera of cracked structural elements
to train their algorithm. From their training, the researchers obtained a total recall of
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76.2%. Note that 84 of their 108 classifications of false negative were due to the actual
measured width being smaller than 0.3mm (12 mils).
To quantify the detected cracks from the Mask R-CNN output, the study proposes
an eight step process: (1) Transform image to gray scale, (2) Extract crack using image
subtraction method, (3) Remove pixels outside the mask predicted by the Mask R-CNN
model, (4) Binarize image using Otsu’s thresholding, (5) Remove remaining noise using
morphological processing, (6) Skeletonize image to obtain medial axis, (7) Calculate
distance from medial axis to outer edge of crack, and (8) Convert pixel width of crack to
metric unit using the camera pinhole model.
To evaluate this eight step procedure, Kim and Cho (2019 (b)) randomly selected
10 points on their concrete wall and measured them with a crack gauge. They achieved
an error of less than 0.1 mm (0.4 mils) for all but 2 measured cracks. This was due to the
cracks being less than 0.2 mm (0.8 mils) wide causing noise distortion in the image. The
researchers note that the model predictions and calculations could be improved with
better resolution images.
2.3.6

Tan et al. (2019)
This study is conducted to create a real-time automatic crack detection algorithm

using Mask R-CNN. Tan et al. (2019) used a dataset of 352 images gathered from an
open-source library. The researchers initialized the dataset using pre-trained weights
from the COCO dataset to avoid training the network end-to-end. The layers of the Mask
R-CNN framework are trained in three stages: (1) training only the network heads, (2)
training the upper layers of the network, and (3) reducing the learning rate by a factor of
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10 and training end-to-end. The authors defined a new thresholding value for final
outputs, leading to their conclusion that Mask R-CNN is feasible for detecting cracks in
real-time.
2.3.7

Xiaoyu and Wenguang (2019)
This study was conducted to create a Convolutional Neural Network based crack

detection algorithm for pixel-level detection using semantic segmentation. The model is
constructed of eight convolutional layers to classify and extract crack features. Xiaoyu
and Wenguang (2019) stated that increasing the number of convolutional layers
significantly accelerates model training and convergence. Their study concluded that
crack detection was achieved at a 95% accuracy rate, with a false alarm rate below 3%.
The researchers also added a linear regression layer into their model to replace the
function of image processing for crack quantification. This linear regression layer is
applied to the feature map extracted by the convolutional neural network, and outputs a
crack spine. This spine represents the lowest value intensity pixels from the feature map.
A conversion factor, which the authors refer to as the current position length (CPL)
calculated from conditions the image was captured in was applied to the output from the
linear regression layer to convert the number of crack pixels to centimeters. By
multiplying the number of pixels in the crack spine by the CPL, the authors were able to
calculate the crack length to an accuracy of 96%. However, the authors were not able to
apply this method to calculate width measurements.
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2.3.8

Ayele et al. (2020)
Using UAVs in structural bridge inspection is particularly useful for the

construction of 3D georeferenced structural deterioration models. The study conducted
by Ayele et al. (2020) utilized a UAV to gather bridge images to create a 3D orthomosaic
map. Then the researchers used Mask R-CNN model to automatically segment bridge
cracks in order to construct a 3D bridge model that represents the structural health
throughout the service life of the bridge. The study was conducted in three phases: (1)
data collection and model training, (2) 3D photogrammetry construction, and (3) crack
identification and segmentation using deep learning. The Skodsborg bridge located in
Norway was photographed and a 3D orthomosaic model was constructed. Ayele et al.
(2020) trained their model on a subset of cropped images from the created orthomosaic
image. Following training of the model the Mask R-CNN model achieved crack
detection accuracy of 90% on remaining cropped orthomosaic images, while no metrics
were presented to illustrate segmentation accuracy.
To quantify the cracks detected by using the Mask R-CNN, the researchers
estimated the width and length of the crack using the Euclidean Distance Transformation.
The Euclidean Distance Transformation is calculated from the bounding box that
surrounds the segmented crack. The length of the crack is taken to be the maximum
distance from one corner of the bounding box to the other. While the width is calculated
as the minimum distance from one corner of the bounding box to the other. It should be
noted that the accuracy of this method regarding crack measurements is directly
proportional to the linearity of the crack. This study presents the quantification of four
cracks using the proposed method but does not verify results with ground truth values.
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2.3.9

Bai et al. (2020)
A study was conducted to create a robust end-to-end instance segmentation model

for crack detection that can be used in field inspections after extreme events. Bai et al.
(2020) collected images of buildings at a pixel-level, object-level, and structural level
using a UAV. The researchers tested the validity of the Mask R-CNN model coupled
with the HRNet backbone (which differs from the conventional ResNet-101 backbone) to
determine if precise experiments could be conducted on a non-pixel level. The authors
concluded that the Mask R-CNN model performed well under pixel-level and objectlevel detection and segmentation, preforming best under pixel-level conditions (84.7%
accuracy and 77.4% recall). Due to the high number of distractions such as trees and
wires captured together in a larger scale structural level image, the model performed
poorly on large images. Bai et al. (2020) concluded that a better detection rate can only
be achieved for such images if the appropriate distance and viewpoints are selectively
available in images from field inspections.
2.3.10 Feng et al. (2020)
Feng et al. (2020) proposed an experimental study that investigated the use of
deep convolutional neural networks to detect and segment cracks during dam inspections
with UAVs. The Crack Detection on Dam Surface Model (CDDS) was constructed in
two parts. The first part includes an encoding layer consisting of 15 convolutional layers
and 4 pooling layers to extract features and reduce input image sizes. The second part is
a decoding layer comprised of 15 convolutional layers and 4 deconvolutional layers to
restore the feature map to the size of the original input image. The proposed model was
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trained using 1000 images, obtaining a recall score of 80% accuracy. The researchers
then compared their CDDS to other comparable network models including: UNet,
SegNet, Fully Convolutional Networks, and ResNet152. After experimentation, the
researchers found that their CDDS outperforms the aforementioned networks with higher
recall, precision, F-scores, Crack IoU, and Background IoU metrics.
To measure cracks on dams, Feng et al. (2020) proposed a quantification process
that contains two parts. First, the process begins by converting the semantic
segmentation output from the CDDS model into a binary mask. Secondly, a thinning
algorithm is applied on the binary segmented crack mask. This algorithm results in a
one-pixel skeleton of the crack. The length is then taken as the total number of pixels
housed in the crack skeleton. The area of the binary mask constructed in step one of this
process is then calculated. The width metric of the crack is then taken as the quotient of
the crack area and the crack length. When examining the validity of the measurement
procedure, the researchers found a variance in crack area between -35.02% and 119.94%,
crack length from -35.12% to 73.13%, and crack width from -32.84 to 58.69%. This high
variance suggests that a better procedure can be developed to accurately measure crack
properties.
2.3.11 Kalafari et al. (2020)
This study was conducted to compare the prediction masks of two deep learning
algorithms: Faster R-CNN and Mask R-CNN. The two models were compared in the
application of crack detection on 3D surface mesh models of buildings, road surfaces and
tunnels. The use of a 3D surface mesh model allows the researchers to obtain
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quantitative data on the structural integrity of the structure readily accessible when
needed. The study uses the aforementioned frameworks in conjunction with four
different network architectures to compare the segmentation accuracy of each deep
learning model. Testing images were collected with either a UAV or with handheld
camera, compiling a training dataset of 1,250 images. The effectiveness of the model for
both detection and segmentation applications were measured using the Dice Similarity
Coefficient (DSC) by Sorensen. Kalafari et al. (2020) concluded that the Mask R-CNN
model produces the highest DSC score in terms of object detection, whereas the Mask RCNN and Faster R-CNN models preform in a comparable manner in terms of
segmentation of cracks. In addition, the Faster R-CNN framework predicted more crack
segments than the Mask R-CNN framework. The researchers suggested that the Mask RCNN framework coupled with the Inception ResNet-V2 backbone architecture preforms
better in crack detection but come at a cost with higher computational effort.
When obtaining the quantitative crack data, Kalafari et al. (2020) first calculated
the area of the segmented output from the Mask R-CNN network. A binary thinning
algorithm is then applied to the binary mask to produce the skeleton of the crack. The
length of the crack is taken as the total number of non-zero elements in the skeleton.
Whereas the width of the crack is taken to be the quotient of the crack area and the crack
length. It is important to note that the accuracy of this method of crack measurement is
dependent on the linearity of the crack.
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2.3.12 Kim and Cho (2020)
Kim and Cho (2020) investigated the use of Mask R-CNN in detecting multiple
damage types in reinforced concrete bridges. The researchers used a pre-trained Mask RCNN model, and trained with 765 images to detect concrete cracking, spalling, rebar
exposure, and concrete efflorescence. A total number of 5 images of concrete cracks, 5
images of concrete efflorescence, 5 images of rebar exposure, and 10 images of spalling
were used to evaluate the trained model. Precision and recall metrics were used to
quantify the results of their predictions. The precision and recall scores for the four
classes in average were 90.4% and 90.8%, respectively. It is noted that unexpected
objects in bridge images such as stains and patching have a negative impact on the
performance of the model. To help alleviate this issue, the research team proposed
increasing the depth of the Regional Proposal Network or adding additional networks to
the Mask R-CNN framework.
2.3.13 Kim et al. (2020)
Kim et al. (2020) proposed a two-step procedure using artificial neural networks
to detect and analyze crack characteristics for use in structural inspections. The first
phase of their procedure was to use the artificial neural networks to classify and segment
detected cracks. The artificial neural network using the HiRes3DNet backbone was
comprised of 12 convolutional layers. The twelve layers increase the probability for
features and unseen patterns to remain undetected. The convolutions assign binary
values for pixels that correspond to a detected crack. Using this method, the authors
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achieved a detection accuracy of 99.98% while the segmentation received an IoU value
of 87%.
The second phase of the discussed procedure includes measurement of crack
characteristics. Input images were first subjected to an Otsu thresholding program to
remove noise and enhance the crack characteristics. A Voronoi thinning algorithm was
applied to the thresholded image to produce a binary crack skeleton. The total number of
pixels in the skeleton are taken as the crack width, taking directionality of the crack
pixels into account. A sequenced crack pixel coordinate can be obtained by indexing the
eight cardinal directions surrounding the points of the binary skeleton. By superimposing
the binary crack segmentation found in the first step of the procedure onto the sequenced
crack pixel coordinates, the width of the crack can be calculated with the back-and-forth
points. Thus, the width is calculated by verticalizing the length directions. This
procedure resulted in length measurements accurate to 1% of the actual length, and width
measurements accurate to the nearest millimeter. The researchers state that the model
performed well but could not be generalized to all crack types and stated that a larger
dataset would be useful to generalize results.
2.3.14 Lee et al. (2020)
An experiment was conducted to improve the results of crack instancesegmentation on concrete surfaces using an enhanced Mask R-CNN approach. Lee et al.
(2020) proposed a deep-learning model consisting of Mask R-CNN framework in
conjunction with Sobel filtering to detect significant edges and the direction of cracks.
The researchers conducted an experiment consisted of 600 images in three classes:
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longitudinal, transverse, and crocodile cracking. A total number of 450 images were used
for training, and 150 images were used for validation and testing. The researchers noted
that the Mask R-CNN networks do not produce accurate masks with respect to detecting
the boundaries of the actual object. Thus, a Sobel filter was added to the CNN model to
reduce the errors in missing the boundaries and producing over segmentation. Their
findings conclude that the addition of the Sobel filter increased the mean average
precision score (mAP50) from 50% to 63.3%. These experimental results conclude that to
improve instance segmentation, it is critical to extract the boundary between the crack
and background of image. This will allow the Mask R-CNN model to learn faster even
with a smaller dataset.
2.3.15 Saleem et al. (2020)
A study conducted in 2019 by Saleem et al. (2019) investigated the construction
of a deep convolutional neural network for the use of instant crack detection to be used in
the construction of global crack maps. The authors propose a system, image capturing
and geo-tagging (ICGT) coupled with a Mask R-CNN model intended to stitch multiple
concrete damage images together and to geo-tag them with real-world coordinates.
To acquire images of concrete cracking Saleem et a. (2020) propose a unmanned
aerial vehicle (UAV) system to be controlled by a ICGT module. The ICGT module is
mounted on UAVs which contains an inertial mini sensor (IMU), GPS chip, and a 1DLIDAR sensor, which provides georeferencing information of gathered images. A PC
controlled robotic operating system (ROS) was created to connect the ICGT module to an
onboard mounted camera.
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To train the proposed Mask R-CNN model, Saleem et al (2020) implemented
images of concrete cracking from the Utah State University database SDNET2018 in
conjunction with images gathered from Google search queries. The authors acquired
1,073 images from the given database and labeled identified cracks. A multistage
learning training schedule was implemented by first initializing the model heads, the
continuing training on all subsequent model layers. The authors note that this procedure
allowed the model to learn expeditiously without failing in the initial training. Precision,
Accuracy, Recall, and F-Scores were chosen to be used as metrics to evaluate the models
detection and segmentation performance. The proposed training procedure yielded a
precision, accuracy, recall, and f-scores of 78.27%, 77.12%, 81.60% and 79.90%
respectively
To construct global crack maps of concrete members the authors utilize a slicing
and splicing method which slices large image resolution images taken by UAV into
smaller 512 by 512-pixel images. Subsampled images are ran through the Mask R-CNN
model, and subsequently spliced back together to form a continuous crack map. The
splicing algorithm uses the georeferenced data created by the ICGT module to project the
two-dimensional image onto a three-dimensional surface to account for image distortion.
It is important to note that this splicing algorithm combines prediction masks of adjacent
sliced images to form one continuous crack prediction mask.
Saleem et al (2020) subjected their proposed method to create a crack map on the
pier of a bridge. The authors yielded a 1.2 meter by 13-meter crack map of the selected
bridge pier. The results of the crack map resulted in some false positive predictions of
formwork indentations but were able to identify small cracks.
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2.4 Crack Detection Using Image Processing Techniques
2.4.1

Abdel-Qadar et al. (2003)
Abdel-Qadar et al. (2003) conducted an experiment using four algorithms to

detect crack edges in structural damage images. Fast Haar Transformation, Fast Fourier
Transformation, Sobel edge detection, and Canny edge detection were compared to one
another to determine the most efficient algorithm for detecting concrete cracks. The
algorithm’s ability to remove image noise and extract crack pixels that fall above a
predetermined intensity threshold was used to determine if correct detection was
achieved. It is important to note that the intensity threshold value is manually determined
and varies among the different edge detection transformations.
A total number of 50 images (640 by 480 pixels) of a concrete bridge containing
concrete and asphalt were used to conduct this experiment. The experiment concluded
that the Fast Haar Transformation was the best overall algorithm, achieving an accuracy
rate of 85% (43 out of 50 correct detections), followed by the Canny Edge Detector
(76%), Sobel Edge Detector (68%), and Fast Fourier Transformation (64%).
Undetected cracks were attributed mostly to the texture or noise of the images. It
is noted that the introduction of background materials would drastically reduce the
accuracy of the predictions.
2.4.2

Yamaguchi and Hashimoto (2009)
Yamaguchi and Hashimoto (2009) proposed a new method of concrete crack

detection using the concept of percolation. This procedure begins with setting a fixed
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window of size N by N and a max window size of M by M based on the image resolution
and crack size. The pixel located at the center of this fixed window is used as the focal
pixel. This pixel’s intensity or brightness value is used to calculate a threshold value to
determine if neighboring pixels fall into a candidate region. Intensity values of the eight
neighboring pixels, (referred to as the percolation region) surrounding the focal pixel are
then compared to the calculated intensity threshold value. If the neighboring pixels have
an intensity value below the focal pixel, the pixel is added to a candidate region. Once
the percolation region reaches the boundary of the fixed window, the size of the fixed
window is increased. Once the edge of max window is met or the percolation region has
values larger than the threshold value, the calculation is terminated. The resulting
percolation area is then characterized by a circularity function. This circularity function
returns a value from 0-1 which is used to determine how circular the percolation region
is. Using a threshold circularity value, a determination of whether the region is a crack or
not can be provided.
To test this crack detection algorithm, 60 images of dirty and clean cracked
concrete surfaces with a size of 500 by 500 pixels were used. By altering different
termination points in the algorithm, the authors were able to obtain a precision and recall
rate of the model to be 86% and 70%, respectively. This was compared to the waveletbased crack detection method which provided a precision and recall rates of 50% and
70%, respectively.
The results of the algorithm evaluation demonstrate that the algorithm yields
better results compared to the wavelet-based concrete crack detection method. The
results also show that the model can detect cracks in low lighted areas such as cracks
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under shadows. The accuracy of this algorithm is highly dependent of the threshold
values which is used in the termination of the algorithm. Thus, optimization of the
threshold value is needed to achieve accurate results.
2.4.3

Zhu et al. (2011)
Zhu et al. (2011) proposed a novel strategy to retrieve useful properties of

detected cracks such as width, length, and orientation for use in structural safety
evaluations after earthquake events. The authors used a percolation-based crack
detection algorithm introduced by Yamaguchi and Hashimoto (2009) to construct a crack
map of the structural surface. The detected cracks are then subjected to a topological
thinning procedure and distance transformation. These procedures yield crack skeletons
and the Euclidean distance transformation of each segmented crack. Zhu et al. (2011)
differentiate different crack segments by subjecting crack segments to a skeleton point
connectivity test. If one crack skeleton point is only connected to one other skeleton
point the crack segment grows by one to include the neighboring crack pixel. While, if
one crack skeleton point is connected to more than one adjacent skeleton point the crack
segment stops growing. This process breaks detected cracks at intersecting locations,
otherwise known as branch points. From these newly constructed crack segments, the
crack length is simply taken as the length of non-zero values in the crack segment
skeleton. Width values are calculated by superimposing the crack skeleton and Euclidean
distance transformation. By superimposing these two transformations, an indexed matrix
can be constructed that houses the Euclidean distance at each skeleton pixel location.
Average and max crack widths are calculated by doubling the average and max values of
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the indexed skeleton, respectively. Crack orientation was calculated by taking the
relative angle between the start and end points of the crack skeleton.
To test the proposed crack property strategy, the researchers gathered over 200
images (1600 by 1200 pixel resolution) of structures damaged in the 2010 Earthquake in
Haiti. Crack detection performance was measured by comparing detected cracks with
manually traced cracks used as ground truths. The experiment yielded an average
precision of 64.2%, an average error of 0.35% for maximum crack width, 2.21% error on
measured length, and an error of 3.29° on crack orientation, for the total number of 225
detected cracks.
2.4.4

Lim et al. (2014)
Lim et al. (2014) propose a robotic crack inspection system to construct a global

2D crack map for bridge deck inspection. Their system called ROCIM operates in three
distinct phases: (1) Navigation map building where the 2D map is created to localize the
robot, (2) Data collection where the robot navigates the bridge deck to capture surface
image data at predetermined locations, and the (3) Crack map generation, where cracks
are detected through a Laplacian of Gaussian (LoG) algorithm.
To evaluate the ROCIM model, Lim et al. (2014) conducted indoor and outdoor
experiments. Indoor experiments were conducted on a 4 meter by 2.5-meter wooden
floor panel with simulated cracks placed on the panel. The outdoor experiment was
conducted on a 3.5 meter by 2.5-meter section of a concrete bridge deck. The authors
note that successful crack detection was achieved. However, their method is dependent
on whether consistent lighting conditions can be maintained or not. Due to the robot
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having to stop to take pictures, the experiments were conducted over 20 minutes for the
indoor and outdoor experiments.
2.4.5

Kim et al. (2015)
Kim et al. (2015) investigated the use of UAV image-based crack detection using

a custom algorithm that they named as MorphLink-C. The algorithm segments cracks by
passing the original UAV image into several image processing layers. These layers
sharpen and select threshold input images while subjecting areas of low intensity to an
area restriction which filter out small areas. This process is also used to quantify crack
length and width.
The algorithm created by Kim et al. (2015) was evaluated by gathering images
from a bridge pier and comparing location and width measurements measured with a
crack gauge. Their results conclude that the crack width could be measured with an
accuracy percentage ranging between 3% to 50%. It is important to note that the
calculated crack width had an error percentage of 50% differed from the actual crack
width by 0.08 mm, which is within the 0.1 mm survey tolerance.
2.4.6

Prasanna et al. (2016)
Prasanna et al. (2016) present an automated crack detection algorithm STRUM

(spatially tuned robust modification classifier) to detect cracks using a robust line
segment detector. STRUM segments the components of crack pixels by filtering pixels
below a fixed percentage of the average intensity value in pixel neighborhoods called
blocks. The line segment features are extracted based on intensity, gradient, and scale-
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space identifiers to construct an appearance vector. This vector is used as an input to an
adaboost machine learning classifier which classify pixel blocks as cracks or non-cracks.
2.4.7

La et al. (2020)
Non-destructive evaluation (NDE) data can provide critical information for

structural health monitoring. La et al. (2020) developed an automatic NDE robot to
gather high resolution images, impact-echo data, ultrasonic surface wave, electrical
resistivity, and ground penetrating radar data for bridge deck inspections. These multiple
data will provide information on crack, delamination, elastic modulus, and corrosion
areas throughout the member. The robot uses two high resolution cameras and a 360
degree panoramic camera for image collection used in their image processing crack
detection program. These images were then stitched together to create a global highdefinition crack map. The crack detection algorithm feeds the entire stitched map into an
algorithm that calculates the gradient of the image intensity. The gradient can be
extended along the crack orientation using convolution calculations. After the gradient
crack detection process, cracks are cleaned and linked by removing noise and combining
crack segments to form a continuous crack.
This robotic NDE system was applied over 40 bridges in 7 different states. The
gradient crack detection algorithm was compared to the LoG filtering, Canny edge
detection, Haar wavelet transformations, and percolation-based crack detection. Ground
truth values were taken as the result from a manual crack inspection performed by a
skilled inspector. Crack locations of the aforementioned algorithms were compared to
the ground truth locations. The study concludes that the method proposed by Ayele et al.
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(2020) obtained the highest accuracy of detected crack compared to the ground truth.
Quantitative characteristics of detected cracks were also obtained, but no literature was
set forth to describe the method of quantification.
2.4.8

Won and Sim (2020)
Beyond the detection of cracks, limited number of studies has been conducted the

quantification of critical crack characteristics including location, number of cracks,
width, length, and orientation. Won and Sim (2020) conducted a study to gather such
crack information and present it in a global crack map. Data acquisition in this study
included using four machine vision cameras attached on a ground vehicle to create a
bridge map and localize the cracks detected from their algorithm.
To detect cracks, the authors proposed a crack hierarchy using crack-pixels and
crack-segments. Compared to other studies definitions of cracks, this method is stricter
by considering the dominating characteristics of the pixels, but more flexible to capture
various shapes of cracks. Their crack detection process is completed in two steps: (1)
detect crack-pixels by examining the local image patch centered at each pixel, and
determine the dominant orientation of the crack by using a circular histogram. Once the
crack orientation was determined, the gradient of pixel values to the perpendicular
direction of the orientation was computed, (2) The second step includes the formation of
crack-segments and classifying them into cracks and non-cracks. The crack-segments are
compared and linked if endpoints of the two crack-segments are close enough and the
average orientations of two crack-segments are comparable. The main purpose was of
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this study was to find primary transverse cracks on bridge decks that are full length and
full depth across the bridge deck.
The researchers used a rectangular patch centered at the crack center and rotated
the patch to align with the crack orientation in order to measure the detected crack
segments. If the intensity values of the neighboring pixels meet certain requirements set
forth by the researchers, a blending value is calculated to determine how much portion of
the composite pixel is a crack or non-crack pixel. These measurements were summed to
calculate the total width of the crack in pixel units.
To validate their entire framework, the research team tested their mapping and
crack detection pipeline on a Nebraska bridge. The acquisition speed of the vehicle was
20 mph. After applying localization and 3D mapping procedure, the authors were able to
construct a global 2D map of the bridge in interest. Their crack detection algorithm was
able to locate the locations of transverse cracks and create a global crack map. The
authors achieved a 95.5% classification accuracy. It is important though to note that the
accuracy of this method was not compared to any ground truth measurements or
locations.
The authors note that the system is easy to deploy and provides multiple
properties of cracks (average and max width, number of transverse cracks, crack spacing
and location of cracks in spatial and different time scales if multiple measurements are
made).
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2.5 Synthesis Studies
The study conducted by Dorafshan et al. (2019) compared the performance of
common edge detectors and deep convolutional neural networks (DCNN) for imagebased crack detection in concrete structures. Dorafshan et al. (2019) compares the
performance of image-processing based crack detection methods with artificial learning
approaches. The study uses a dataset of 100 images of concrete panels to simulate a
reinforced concrete bridge deck. The image resolution was 2592 by 4068 pixels. These
100 images were then subdivided into 180 images with 256 by 256-pixel resolution,
increasing the total number of images to 18,000 images. These sub-images were then
manually classified into two categories: with cracks (1,574) and without cracks (16,426).
The research first investigates the use of edge detection image processing
algorithms. These algorithms applies a filter which enhances the crack features to
improve the detection task. The paper employs four types of edge detectors in the spatial
domain: Roberts, Prewitt, Sobel, and Laplacian-of-Gaussian (LoG). Two of the types are
in the frequency domain: Butterworth and Gaussian. A two-level thresholding procedure
was introduced to achieve optimal segmentation of cracks in their dataset.
The study investigates the use of deep convolutional neural networks in the
classification of cracked images. The researchers implemented AlexNet deep
convolutional neural network consisted of five convolutional layers, three max pooling
layers, seven nonlinearity layers, two normalization layers, three fully connected layers,
two dropout layers, one softmax layer and one classification layer. This model was
trained in three different ways: Full training (FT), classified constructed learning (CL),
and transfer learning (TL). In FT mode, all training weights were assigned with random
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numbers and they were changed through training iterations. The CL mode will only
involve the last fully connected layer to be altered to match with the target labels. The
network then uses pre-trained weights and forms a classifier based on the training dataset.
In TL mode, the network must be retrained since both the classifier and weights must be
updated based on a new dataset.
The study used eight metrics to evaluate the performance of each crack detection
algorithm. The metrics are true positive rate (TPR), true negative rate (TNR), accuracy
(ACC), positive prediction rate (PPV), negative prediction rate (NPR), and the F1 score.
The researchers also implemented a missed crack width (MCW) metric and a
computational time (T) metric in their evaluation. MCW can be defined as the widest
crack width missed during detection.
The results of the edge detector algorithm analysis concluded that the LoG
accurately detected 79% of the crack pixels and had a PPV of 60%, while maintaining a
TNR of 99% which was the highest among all image processing techniques. LoG
method detected the finest crack among the IP methods achieving an MCW of 0.1mm.
When comparing the results from the deep-learning cases, the researchers found
that all three modes had an accuracy percentage of 97 or better. The TPR of the fully
trained mode (FT) was 20% lower than the transfer learning (TL) mode while the TL
mode only had a TNR of 1% lower than the fully trained mode. Combined with the
faster training time and MCW of 0.04 mm, the transfer learning mode of the Deep
Convolutional Neural Network (DCNN) was the recommended method for deep learning.
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When comparing the results of the deep learning to the edge detectors, the deep
learning models outperformed the traditional image processing techniques by a larger
margin. The DCNNs were able to achieve a TPR of almost 20% higher than image
processing (IP) techniques, while having 50% faster computation times and ability to
detect smaller cracks. This study indicated that DCNNs show a significant improvement
in performance regarding detecting cracks compared to edge detectors used in image
processing.

2.6 Summary
Based on the literature review that includes discussion on image processing
techniques and deep learning techniques in regards to detecting and quantifying concrete
cracks, it is clear that deep learning methods provide better results. While image
processing techniques may require less processing time, they must be tailored to each
dataset independently (Dorafshan et al., 2018), and only detect superficial defects. To
add to this discussion, these algorithms are particularly sensitive to lighting conditions at
the time of inspection (Lim et al., 2017). Deep learning convolutional neural networks
such as Mask R-CNN allow for the generalization of deep features enabling detection of
cracks that are not normally detected by human inspectors (Ayele et al., 2020). In
conjunction with deep learning, Kim et al. (2018) demonstrated that accurate crack
detection could be obtained with UAV image data which can be used to create a global
deterioration map. These cracks can be quantified in length and width measurements
with accuracy to the nearest 0.1mm (Kim et al., 2019). Lee et al. (2020) and Tan et al.
(2019) stated that a model able to detect and segment small cracks accurately under
varying lighting conditions and camera angles requires a large dataset of real-world field

32
photos. A dataset of this nature has not yet been examined in the literature discussed in
this section and requires further study.
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3 METHODOLOGY
3.1 Introduction
This study proposes a concrete crack detection pipeline using Mask R-CNN, an
instance segmentation deep learning model. The objective of this chapter is to outline the
methods and procedures that are used in the construction of the proposed automatic crack
detection and evaluation pipeline. Section 3.2 highlights image acquisition procedures
and construction of orthomosaic maps, Section 3.3 discusses the constructed databases
from data collected by this study and from literature sources, Section 3.4 discusses in
detail the architecture of the Mask R-CNN model, and training schedule, Section 3.5
explains how this study quantifies detected cracks, and Section 3.6 highlights the
construction of global crack maps and visualized results of the pipeline. A flowchart is
shown in Figure 3.1 to help visualize the steps of the crack detection and evaluation
pipeline used in this study.
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Figure 3.1: Crack Detection and Evaluation Pipeline

3.2 Data Collection and Database Construction
3.2.1

Data Acquisition
This study implements UAV’s and vehicle mounted machine-vision cameras for

image acquisition. The accuracy of the crack detection algorithm is dependent on the
resolution of images collected (Kalfarisi et al., 2020). The UAV utilized in this study is a
DJI Mavic Pro, having a 12-megapixel camera, 1/516 second shutter speed, 4mm focal
length, +/- 0.1m hover accuracy, and autonomous flight capabilities. An automated drone
flight is utilized to construct bridge orthomosaic maps, harnessing pre-defined way points
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and flight paths where images were collected. Autonomous flights were planned using
the DJI GS Pro – iPhone and iPad application. This app allows images to be taken at
regular intervals which ensure that high resolution images are taken with little or no
distortion, and that an overlap of 70% or greater of aerial images is achieved.

Figure 3.2: DJI Mavic Pro Drone
Bridge deck images were captured on Nebraska highway bridges with the consent
of the Nebraska Department of Transportation (NDOT), after the completion of a
thorough pre-flight checklist was completed. By working closely with the NDOT bridge
division, it was ensured that proper lane closures were conducted to ensure that the
Federal Aviation Administration (FAA) guidelines were not violated. Selected NDOT
bridges were given to the researchers to conduct UAV assisted bridge deck inspections.
Data collection was carried out using two FAA certified remote pilots and a visual
observer. Drone flights were planned when optimum natural lighting conditions were
possible, and when the wind speed was less than 20 mph. The data collection time of
bridge deck images varied as a function of the bridge’s length. The average data
acquisition time was 28 minutes.
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3.2.2

Orthomosaic Map Construction
For engineers and inspectors to be able to maintain a quantitative database of

bridge deck deterioration, deficiency maps of the bridge deck with geospatial coordinates
of structural damages would be useful (Ayele et al., 2020). Orthomosaic maps are an
extension of 3D photogrammetry that is formed by “stitching” two- dimensional images
together by relating image features and elevation data from UAV images formed from a
densified 3D point cloud. This point cloud can be converted into a digital surface model
(DSM) which is subjected to a series of holography transformations to construct an
orthorectified image. This orthorectification removes image perspective and creates a
uniform scale throughout the composite map (Hinzman et al., 2017). This study
implements the use of a commercial software, Pix4D for the construction of orthomosaic
maps. For proper orthorectification to occur, proper overlapping of images must be made
to relate image features, a 50% overlap of images is required, but 70% or greater overlap
of images is recommended. The benefit of constructing orthomosaic maps is that it can
be used to make measurements of structural or material damages from consistent
locations since the regions of interests are georeferenced in the map. This allows
monitoring damage progression both in spatial and temporal scales for multiple
measurements. The orthomosaic map constructed from the University of Nebraska Lincoln (UNL) research team (Won and Sim, 2020) with in-house algorithms is
highlighted in Figure 3.3. Due to the long post-processing time required in creating maps
based on the algorithms developed in previous research, a commercial software, Pix4D
was used as an alternative solution in this study. The reports generated from the Pix4D
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mapper are provided in Appendix B. The report includes details such as the time
required in generating these maps and information related to the map quality.

Figure 3.3: Orthomosaic Map of Bridge Deck Scanned by UNL Research Team
Won and Sim (2020)

3.3 Database and Implementation
Data in this study is gathered from existing and open-sourced projects, and
through independent data collection by the UNL research team as described in Section
3.2.1. From Figure 3.1, the input data takes the form of a subsampled image. Large
orthomosaic images of entire bridge decks are sliced into smaller lower-resolution
patches for the purposes of fine crack detection and memory load for image processing.
Saleem et al. (2020) states that slicing images preserves low level image features during
crack detection by increasing aspect ratio of the crack, and stated that slicing images into
lower resolution patches provides better accuracy in detecting minor cracks. Raw image
data in this study are sliced into 256 by 256 image patches. These images were used in
training, validation, and testing of the machine learning model. The output (predictions
from the model) were later merged together to form the original orthomosaic to create a
global crack map.
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3.3.1

Crack500
The Crack500 dataset created by researchers from the Temple University (Zhang

et al., 2016, Yang et al., 2020) were used for initially training the Mask R-CNN model.
The dataset contains 500 images that have resolution of 2000 by 1500 pixels. These
images were subsampled into 256 by 256-pixel resolution images in this study to be
utilized in training. The total number of images used in this study from this dataset is 728
images.
3.3.2

SDNET2018
The SDNET2018 database contains 230 concrete cracking images that was

gathered at the System, Material, and Structural Health (SMASH) laboratory at Utah
State University (Maguire et al., 2018) using a 16-megapixel camera. Of the 230 original
images, there are 54, 72, and 104 images which are images of bridge decks, walls, and
pavements, respectively. Each original image was segmented into 256 by 256-pixel
images to result in creating over 56,000 images. Within the three categories of structural
members, images were then categorized into images that contain cracks and those that do
not have cracks. Due to the scope of this study, images only with bridge decks were used
in training. The total number of images used from this dataset is 1,624 images.
3.3.3

UAV Dataset
To gather real-world images of concrete structure, the researchers collected

images of cracks from bridges decks in Nebraska by implementing the procedures
highlighted in section 3.2.1. The images gathered using the procedure highlighted in
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section 3.2.1 is referred to as the UAV dataset. Images gathered from the NDOT bridges
S075-17596 and S075-17062 were stitched together to form an orthomosaic map. The
orthomosaic map was then subsampled into 256 by 256-pixel images. The total number
of bridge deck images collected with an Unmanned Aerial Vehicle (UAV) from bridges
S075-17596 and S075-17062 was 252 and 85 images, respectively. In addition, a total
number of 1,025 images with 3,000 by 4,000 pixels was collected from bridge
U1825D2201 located near the Peter Kiewit Institute building on the University of
Nebraska Omaha campus (coordinates: 41° 14' 41.64"N, 96° 1' 13.08"W). These images
were subsequently subsampled into 256 by 256-pixel images. An orthomosaic map of
the full deck was not able to be constructed for this bridge due to the high volume of
traffic on the bridge during data collection which is in violation of the FAA “Operations
over People” regulations which requires an FAA part 107 waiver. Therefore, the 1,025
images that were used to be subsampled were manually selected by the research team
from the images of the bridge deck and bridge pier.
The images gathered from the constructed UAV dataset vary greatly between one
another with respect to different image features. These image features are aspects of each
dataset that make them unique and reflect additional features that the Mask R-CNN
Model will need to learn. Table 3.1 reflects varying image features for each respective
bridge.
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Table 3.1: UAV Dataset Summary Table
Bridge ID

Number of UAV Images

Unique Image Features

S075-17596

252

Patching

S075-17062

85

Asphalt

U1825D2201

100

Map (Pattern) Cracks

Figures 3.4-3.6 shown below visualize the distinct image features between each
bridge gathered in the UAV dataset.

Figure 3.4: Deck Patching on Bridge S075-17596
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Figure 3.5: Asphalt Overlay on Bridge S075-17602

Figure 3.6: Map (Pattern) Cracks and Patches on Bridge U1825D2201
3.3.4

Won and Sim (2020)
The UNL research team (Won and Sim, 2020) gathered images of transverse

cracks on a concrete bridge deck from a Nebraska bridge using vehicle mounted
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machine-vision cameras. The research team used an independently coded in-house
stitching algorithm to construct the orthomosaic map. The images collected from this
study was subsampled into 3,364 images with a resolution of 256 by 256 pixels. All
subsampled images were saved into bitmap (.bmp file extension) files to ensure that all
high-resolution pixel data is preserved.

3.4 Masked Region-Based Convolutional Neural Network
3.4.1

Model Architecture
Over the last several years, dramatic advances have been made in the field of

computer vision (Attard et al., 2019). These advances have been primarily driven by
Region Proposal Networks (RPN), Fast/Faster Region Convolutional Networks (R-CNN;
Girshick, 2015), and Fully Convolutional Networks (FCN; Ren et al, 2015). This
research utilizes Mask and Region-Based Convolutional Neural Networks (Mask RCNN; He et al, 2017) to obtain instance segmentation of concrete cracks. Instance
segmentation aims to target objects of interest in an image and provide pixel-level
location information of each individual object instance, constructing object masks (Lee et
al., 2019) in order to make measurements of cracks additional to the detection tasks. As a
result, the masks detected can then be subjected to light post-processing operations to
calculate important crack characteristics to aid in determining the structural health of the
structure of interest.
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Figure 3.7: Mask R-CNN Model Flowchart. Adapted from Kim and Cho (2020)
3.4.1.1 Convolutional Neural Networks and Feature Pyramid Network
A Convolutional Neural Network (CNN) is a deep learning algorithm used in
object classification applications that is optimized to analyze image features. CNNs
operate by converting the input image or tensor into a 3-dimensional series of neurons,
where each dimension relates to the dimension of the image, and number of
convolutional kernels or filters. CNN takes an order 3 tensor in the form of an image and
preforms a series of calculations; these calculation processes are called layers (Wu,
2017). The CNN backbone architecture used in this study is the ResNet-101 (Xie et al.,
2017), containing 101 convolutional layers. Convolutional layers extract image features
by preforming calculations with sliding or convolving a series of filters containing
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learnable weights and biases over the input image. The filters used in this study is in the
form of a 3 by 3 matrix, correlating to the three dimensions of the input image. The dot
product of the filter and corresponding image parts are taken and used to construct a
feature map, which is in the form of a 2-dimensional matrix. A feature map houses
spatial information of an input image such as edges, shapes, and corners, et cetera.
From the results and recommendations from other studies (Attard et al., 2019, He
et al., 2017), the ResNet-101 was used in conjunction with a Feature Pyramid Network
(FPN). FPNs discussed in detail in research conducted by Lin et al. (2017) uses feature
maps created in the CNN as an input and restores spatial information lost in downsampling portion of the CNN to better represent objects at different scales. The FPN
completes this task by adding an additional feature pyramid to the standard feature
extraction pyramid. This second-level pyramid takes high-level features in the first
pyramid and feeds them into the lower level of pyramids. The combination of low and
high-level features are combined using bottom-up and top-down pathways shown in
Figure 3.4. The top-down pathway increases higher resolution features by up sampling
features with little spatial information but are semantically strong. These features are
then enhanced using lateral connections between layers. These connections bond feature
maps of the identical spatial size from the bottom-up and top-down pathways.
3.4.1.2 Region Proposal Network and RoIAlign
After the CNN constructs the feature map of an input image, Mask R-CNN uses a
Region Proposal Network (RPN) to generate bounding box proposals and an “objectness”
which reflects how much a detected object resembles a desired object. The RPN takes
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the form of a small fully connected network that slides an n-by-n window over the
convolutional feature map. At each sliding window location, the RPN simultaneously
makes k region proposals. These rectangular region proposals referred to as anchors are
boxes centered on the sliding window of fixed size and fixed aspect ratios. From the
research conducted by Ren et al. (2015), three scales and three aspect ratios were used
yielding k=9 anchors at each sliding window location. Anchors are used to generate
multiple candidate boxes at each sliding window location. This is subsequently fed into
two proceeding layers: a regression layer and a classification layer, which have 4k and 2k
elements, respectively. The elements of the regression layer represent the horizontal and
vertical coordinates of the top left corner of the bounding boxes, and the width and height
of the anchors. Elements of the classification layer correspond to the object/non-object
classes of the anchors.
Using the object proposals outputted from the RPN, Mask R-CNN refines the
bounding boxes and makes candidate classifications using the RoIAlign. The RoIAlign
is a major difference from the Faster R-CNN framework and Mask R-CNN framework
replacing the RoIPool layer. This feature map operation extracts a small feature map
from each Region of Interest (RoI) created from the RPN. While the RoIPool quantifies
stride values when mapping small feature maps which results in misalignment between
the RoI and the extracted features, the RoIAlign solves this issue by mapping features
extracted from the RoI using bilinear interpolation for computing point locations, which
results in no quantification and properly aligns the extracted features with the input
values. The features extracted by the RoIAlign are used as an input to a fully connected
layer where bounding boxes are refined using a box-regression layer, and classifications
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are made with the objects in the bounding boxes using a softmax layer. This research
utilizes two class outputs: background, and crack.
3.4.1.3 Mask Generation
Another major difference between the Faster R-CNN and Mask R-CNN is the
introduction of a Mask generation branch. This branch preforms a binary pixel-to-pixel
classification of feature map pixels, determining the spatial layout of the object in the
bounding box. It is important to note that the mask branch of the algorithm runs in
parallel to the classification layer. This decoupling allows the network to generate masks
for every class without competition. He et al. (2017) noted that the accuracy of the mask
is not affected when considering the object class.
3.4.1.4 Loss Functions
To properly train the layers of Mask R-CNN, loss functions are used to calculate
prediction errors and to update gradients which are internally used to revise weights in
the neural network. This constant updating of weights allows for proper generalization
and optimization of the Mask R-CNN model. To properly generalize the model, the
regression and classification layers of the RPN, the object classification branch, the
object detection branch, and mask branch use loss functions during the training process.
The loss function of the multi-task Mask R-CNN is defined as follows:
(3.1)
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and

where,

are combined functions for both the regional proposal network

stage and the object classification stage.

is the log loss for a true class u which is

defined as:
(3.2)
,....

where,

over K+1 classes, p is a softmax function calculated over K+1

outputs of the classification layer in the fully connected layer. Girshick (2015) defines
as

the localization loss, which measures the difference between the coordinates

of the predicted bounding box and the ground truth bounding box and employs a loss
algorithm

as follows:

(3.3)
where,

(3.4)

,

where,
and

,

,
,

,
,

(Girshick, 2015). Since,

indicates the coordinates of the ground truth bounding box
are the coordinates of the corrected prediction bounding box
is generated independently of class, it is defined as the

average cross-entropy loss of each RoI mask (Lee et al., 2019).
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3.4.2

Mask R-CNN Training

3.4.2.1 Labeling Ground Truths
To generate ground truth values used to train the Mask R-CNN algorithm, images
in the datasets described in section 3.3 were annotated with the online software Labelbox.
Labelbox is an industry constructed training data platform designed to annotate images
used specifically in artificial intelligence applications. Sliced dataset images were
uploaded to Labelbox and with images containing cracks, a polygon was drawn around
the edge of the crack, an example of this is shown in Figure 3.8. In this research it is
especially important to make sure that the annotated labels follow the exact crack edges,
because the research tasks include making measurements of detected cracks, and the
predicted mask (identified by the model) will be used in quantifying crack properties.

(a)

(b)

Figure 3.8: Unlabeled (a) and Labeled Crack (b)
When labeling more complex cracks such as crocodile cracks, or cracking that
diverts into two or more branches, these branches were labeled independently. By
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labeling the branches of diverting cracks independently, the general shape of the crack
was kept consistent throughout the entire training process yet preserving crack shape
features. An example of labeling a diverting crack is shown below in Figure 3.9.

(a)

(b)

Figure 3.9: Labeling of Diverting Cracks
Because the scope of this study is aimed to only detecting and measuring cracks, a
labeled pixel can have one of the two class designations: background or crack. This
presents two types of label creation, semantic and instance. Semantic segmentation
creates a binary two-dimensional matrix where each pixel is labeled as crack or
background while instance segmentation creates a N-dimensional matrix, where N
corresponds to the number of crack instances, and each pixel in the Nth dimension
corresponds to background or crack for the Nth crack instance. Exporting labels in an
instance manner plays an important role in the construction of the bounding box created
in the RPN. By not differentiating each crack instance known as semantic segmentation,
the resulted bounding box can be oversized as shown in Figure 3.10(b) containing both
cracks as a single element. This could have potential problems for the model to detect
arbitrary cracks with various shapes. Because of this, labels are created in a per instance
manner.
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(a)

(b)

Figure 3.10: Instance Segmentation Label (a) and, Semantic Segmentation Label (b)
3.4.2.2 Training Schedule
Due to the relatively small dataset outlined in Section 3.3, the Mask R-CNN
model was trained using a transfer learning technique. Transfer learning is defined as
systematic reuse of a developed model. The study conducted by Dorafshan et al. (2019)
trained a machine learning model and received an accuracy above 97% by implementing
transfer learning technique in the training process and concluded that transfer learning
improves the detection results compared to training the model end-to-end. The studies
Mask R-CNN model was initially pre-trained using the weights trained from the COCO
dataset (Len et al., 2014). The COCO dataset is a large-scale object detection,
segmentation, and captioning dataset containing 328,000 images with 91 object
categories and 2,500,000 object instances.
Using the transfer learning technique, this studies Mask R-CNN model was
trained twice, once using sequential training, and the other case by training with all
training images after a sufficient amount of data was collected. Because the data for this

51
study was collected sequentially, the model was subsequently trained after each sub
dataset was acquired. The model was first sequentially trained using the procedure
shown in Figure 3.11. This studies Mask R-CNN implemented transfer learning by
initializing training weights to the pretrained COCO weights. Using the pretrained
COCO weights a trial-and-error technique was conducted on the Crack500 dataset to
optimize model hyperparameters for use in further trainings. After the addition of
subsequent datasets, the model was tuned to aid in the improvement of detection and
segmentation results. Tuning refers to a series of altering hyperparameters of the model
to properly adjust the model to be adequate with training crack data. Hyperparameters
include the number of epochs, steps per epoch, learning rate, anchor sizes, and the
confidence level. The number of epochs indicates the number of passes through the
entire dataset in which the algorithm has completed. Steps per epoch describes the
number of batch iterations conducted for each training epoch. Learning rate controls the
magnitude of changes completed for each model weights. Confidence level quantifies
the level of uncertainty in the model and dictates whether or not a prediction is provided.

Figure 3.11: Sequential Training Procedure Flowchart
Optimizing the hyperparameters is an important step in the training procedure,
because if the hyperparameters are selected incorrectly, the model will underfit or overfit.
Model overfitting is a concept within data science when the machine learning algorithm
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fits exactly or too closely to the training data. Overfitting can occur when the model is
trained for too many epochs, the sample data is too complex, or limited data are used for
training, validation, and testing. Overfitting will let the model memorize the training data
including even “noise” or background information. If the model overfits, the model is
unable to generalize image information and will be unable to conduct predictions on an
unseen dataset with high accuracy. Model underfitting can also describe the model’s
inability to generalize training data but unlike overfitting, this is a stage when the model
is unable to learn the relationship between image features and the ground truth.
Overfitting and underfitting can be determined by examining the prediction loss of the
model on both training and evaluation data. Figure 3.12 shows the best fit relationship
between model loss (error) and model complexity, highlighting the characteristics of both
under and overfitting.

Figure 3.12: Visual of Model Under and Overfitting
In addition to fine-tuning the model hyperparameters, a series of six
augmentations was applied to the data at each iteration. These augmentations include 90degree rotations of each image, flipping the images up and down, flipping the images left
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and right, and zero padding the four corners of the image. Zero padding refers to the
practice of surrounding an image matrix with zeros thus, preserving features that exist at
image boundaries. This procedure can help reduce the skew within the limited data
collection and increase the likeliness of the model to be able to generalize and improve
predictions.
Following the sequential training the Mask R-CNN model was then subsequently
retrained by combing all the datasets in Table 3.2, using the optimized hyperparameters
found in the sequential training procedure. Combined dataset training results were then
compared using evaluation metrics discussed in Section 3.4.3.
Training was carried out on an Ubuntu 16.04.06 LTS with four NVIDIA Tesla
V100 GPUs with 16 GB of registered memory on each GPU. Three of the GPU’s were
designated for training while the other was used for inference. An Intel Xeon E5-2698
CPU with 2.2GHz with 256 GB LRDIMM DDR4 system memory was used for the
training. Training was carried out on the datasets discussed in section 3.3 where data was
split in a portion with 64% of the data used for training, 16% for validation, and 20% for
testing. During the sequential training process, model validation datasets were updated
with the addition of images from previous training sessions validation sets. This ensures
that the model is retaining image information used in previous dataset trainings. Table 3.2
shown below highlights the number of images used for training, validation, and testing
for each dataset.
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Table 3.2: Training Dataset Split
Number of
Dataset

Labeled Sliced

Training

Validation

Testing

Images
Crack500

3,364

2,153

538

673

SDNET 2018

812

520

130

162

UAV Dataset

9,494

6,076

1,520

1,898

3,108

1,989

497

622

16,778

10,738

2,684

3,355

Won and Sim
(2020)
Total

3.4.3

Model Evaluation and Performance Measures
To evaluate the trained model, several well-known performance metrics in the

field of pattern recognition were implemented. Of the implemented metrics, precision,
recall, and F-score are utilized. The image ground truth mask created from labeling is
superimposed on the predicted mask and each pixel is analyzed and compared. Pixels
can be categorized as true positive (TP), false negative (FN), false positive (FP), and true
negative (TN) as represented in a confusion matrix in Figure 3.13. The relevant pixels
where the ground truth crack exists would be associated with TP and FN cases from the
predictions where TP represents that the ground truth crack pixel has been correctly
predicted as a crack pixel while FN denotes that the model predicted a ground truth crack
pixel to be a non-crack pixel. If there are no ground truth crack pixels in an image, where
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the model correctly predicts that there are no crack pixels, this would be the TN case,
while FP would be the case when a ground truth non-crack pixel is identified as a crack
pixel. From these classifications on a pixel level, the metrics outlined above can be
calculated for each image. And the statistics for the entire dataset can be analyzed based
on these metrics.

Figure 3.13: Confusion Matrix
Precision is an evaluation metric that reflects the ratio of the number of correctly
detected crack pixels (TP) to the total number of returned positive detections (model
predicting that there are cracks). This metric reflects how closely the detection
(prediction) can match the ground truth. Because, this research aims to make
measurements of crack widths and the location of detected cracks, precision will be an
important metric in this study. Recall is defined as the ratio between the number of
correctly detected crack pixels (TP) to the number of ground truth crack pixels. This
metric reflects how closely the ground truth cracks can be detected (predicted) by the
model. In order words, if there are twenty ground truth cracks, and the model detects ten
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cracks, the recall score will be 50-percent. Since not all cracks but only a few are
measured in a field inspection (for concrete members), the precision would be a more
important metric than the recall score in this research when the scope is limited to
concrete members.
F-score or Sorensen-Dice coefficient is a metric that is calculated from the
precision and recall metrics and reflects the harmonic mean of the precision and recall.
The formulas for the described evaluation indicators are listed below.

(3.5)

(3.6)

(3.7)

3.5 Crack Quantification
The quantification of detected cracks from the Mask R-CNN algorithm allows the
engineers to make measurements of the change in cracks during the service life of the
structures. The properties that could be calculated from the detection are width, location,
length, and orientation. All post-processing to make such calculations were completed
using the MATLAB R2018b software, and the source code is listed in Appendix C.
3.5.1

Crack Combination
Due to the irregularity shown in cracks, the Mask R-CNN predictions can often

provide and output one ground truth crack as multiple cracks. This results in multiple
overlapping masks that represent a single crack. An example of this representation is
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shown in Figure 3.14(a). In order to have a single mask for a single ground truth crack,
multiple crack predictions from the Mask R-CNN model were merged together to form a
single continuous crack mask as highlighted in Figure 3.1 on Step 8.

(a)

(b)

Figure 3.14: Before Combining (a) and, After Combining (b) Multiple Cracks
Due to memory limitations of the MATLAB scripts used in the proposed pipeline,
cracks are only combined locally on each sliced image. This results in multiple
prediction segments comprising of a continuous crack that runs through multiple sliced
images.
3.5.2

Crack Width
Crack widths can provide important information in assessing the deterioration

level of concrete members. Therefore, this study aims to make not only detections from
the machine learning models but also to make measurements of the detected cracks which
will be helpful in evaluation of structural members. As discussed in Chapter 2, Feng et
al. (2020) and Kalfarisi et al. (2020) calculated crack widths by taking the quotient of the
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crack area and crack length. Although these authors obtained low error rates in these
calculations, this method assumes a constant width along the crack length. As crack
width is inevitably variable, this study utilizes an Euclidean Distance Transformation
(EDT) approach. This method was originally implemented by Zhu et al. (2011) and
yielded an absolute error rate of 0.35%.
In this study, the output from the deep-learning stage of the pipeline is a series of
JSON extension files corresponding to the sliced input images that contains pixel
locations ([x, y]) of the predicted crack segmentation. Each crack instance is
subsequently plotted and filled on a blank M by N image matching the size of the input
image size to preserve the original image aspect ratio. This ensures that the
measurements are accurate. The plot of the crack instance filled on a blank image results
in a binary fill with the detected crack in black and background in white as shown in
Figure 3.15.

Figure 3.15: Example of Binary Crack Fill Plot
After the binary crack fill plots are obtained, the Euclidean Distance
Transformation (EDT) is calculated for each binary crack fill. The EDT is defined as:
For a set S, the EDT is a non-negative scalar function L(x,y) where a pixel located at (x,y)
in set S and L(x,y) is the shortest distance from point (x,y) to the boundary S in pixel
units. In this study, the boundary refers to a non-crack pixel (i.e. white pixels in Figure
3.15), and the EDT is the shortest distance of a crack pixel (i.e. black pixels in Figure
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3.15) in pixel units. The EDT is calculated using the following Equation 3.8 (Ye, 2002),
which represents the distance between 2-pixel locations. The EDT will be archived in an
M by N matrix housing the Euclidean distances at each respective pixel location.

(3.8)

(a)

(b)

(c)

Figure 3.16: Binary Image (a), Matrix Form of Binary Image (b), and Euclidean
Distance Transformation of Binary Image (c)
Following the construction of the EDT for each binary crack plot, a crack skeleton
can be created from the binary crack fill. This skeleton is a binary one pixel-wide spine
that is equidistant to shape boundaries and runs for the entire length and shape of the
crack. An image skeletonization can be transformed into a region-based shape feature
representing the general form of the shape in question. Figure 3.17and Figure 3.18 is an
image of the EDT and the image skeletonization conducted for a single crack
respectively.
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Figure 3.17: Visualization of Euclidean Distance Transformation

Figure 3.18: Visualization of Image Skeleton
The EDT in Figure 3.17 shows a topological representation of the crack in
question, where the higher intensity pixels represent the larger EDT values. The high
intensity pixels or larger EDT values are linked together to create the crack skeleton
shown in Figure 3.18.
From the M by N binary image skeleton matrix, indices of the non-zero pixels can
be computed. Using locations of non-zero pixels in the skeleton, the EDT matrix can be
indexed to compute the Euclidean distance at each point along the spine of the crack. As
stated in the beginning of this section, the EDT distance in this study represents the
smallest radial distance from the crack skeleton to the edge of the crack. Because the
crack skeleton runs equidistant to object boundaries, the skeleton can be referred to as
approximately the centerline of the crack. By simply doubling the EDT values in the
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indexed skeleton an overall width in pixel units can be calculated. This calculation of
doubling the EDT value will result in a smaller crack width calculation, due to the EDT
value being the shortest radial distance to the object border.

Figure 3.19: Euclidean Distance Measurement on Crack Plot
3.5.3

Crack Length and Orientation
After calculating the skeleton outlined in Section 3.5.1, a tracking algorithm (Kim

et al., 2020) is implemented to calculate the length of the crack. Past studies by Feng et
al. (2020) and Kalfarisi et al. (2020) have taken the length of the crack as the total
number of pixels contained in the crack skeleton. This method does not take
directionality or orientation into account into account, providing a relatively small error
in estimations.
The tracking algorithm implemented by Kim et al. (2020) operates by finding the
end points of the skeleton, and as a next step, using one of these endpoints as the pixel of
interest, finds each of the eight cardinal directions surrounding the starting point to find
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the next pixel in the skeleton. If the neighboring pixel is orthogonal to the pixel of
interest, the length of the crack is increased by one pixel. If the neighboring skeleton
pixel is located diagonally from the pixel of interest, the crack length is increased by √2
pixels. This procedure is then carried out until the pixel of interest is equal to the
opposite end point of the skeleton. This tracking algorithm results in a crack length that
takes directionality of the crack into account. Figure 3.20shows the concept of the
tracking algorithm in a diagram.

Figure 3.20: Diagram of Tracking Algorithm
The crack orientation is an important characteristic that can help engineers
evaluate the crack type for various structural members. The inclined crack on a top
surface of the bridge deck may not be important but an inclined crack on bridge pier or
girder could be important if it is a structural crack. Depending on the structural member
that is being evaluated, the directionality of the crack could provide useful information to
structural engineers in identifying shear cracks that may be present.
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In this study, the crack orientation is calculated by finding the angle created
between the start and end points of the crack skeleton. This angle is then compared with
a circular histogram which relates the angle to the orientation of the crack. Figure 3.21
and Figure 3.22 depict the relationship between the angle and orientation of the cracks
found on bridge decks and bridge piers as an example. Yet, these cracks need further
evaluation to distinguish between a structural and material crack which may require more
information than just visual information. When the scope of the evaluation extends
beyond the detection of cracks on bridge decks as shown in Figure 3.21, the information
provided by these circular histograms can change and indicate other information of the
structural member if the plane of analysis changes.

Figure 3.21: Circular Histogram for Determining Crack Orientation on Bridge
Decks
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Figure 3.22: Circular Histogram for Determining Crack Orientation on a Bridge
Pier
3.5.4

Conversion of Pixel Units to Real-World Units

Measurements calculated up to this point have been in pixel-units. In order to provide
helpful information to structural engineers and bridge inspectors, a conversion factor
must be applied to make the pixel level measurements useful. This study utilizes the
Ground Sampling Distance (GSD) to convert pixel units to a metric or English unit. The
metadata information provided by the cameras can be used to convert pixel level
measurements into useful units. The height when these images were captured from either
a UAV or a ground vehicle with machine-vision cameras are known. Therefore, the GSD
can be calculated using the equations below.
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(3.9)

(3.10)

Figure 3.23: Ground Sampling Distance Diagram
The GSD (Equations 3.9 and 3.10) can simply be multiplied to the pixel-unit crack
measurements to obtain a crack property in metric or English units.

3.6 Global Crack Map Construction
Following the generation and data analysis of machine learning model
predictions, a global crack map can be produced as the final output. The key area of
interest in this research is to provide a crack map of the structure on a global scale to
allow engineers evaluate the entire structural member with one map. These global crack
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maps can be constructed over time to provide useful information such as the progression
of structural or material cracking in both temporal and spatial scales.
Pink boxes labeled in Figure 3.1 represent the output of the crack detection and
evaluation data pipeline. Step 20 indicates that the detected masks are numbered and
plotted on both sliced and blank images to create a global crack. Crack properties of the
numbered cracks on the result of Step 20 are exported through an Excel spreadsheet as
highlighted in Step 19. Since the orthomosaic map is georeferenced, the plotted crack
map constructed in Step 20 can be simply uploaded and overlaid on the original bridge
deck drawings with the use of AutoCAD. The exact stationing and positioning of cracks
in relation to properties of the bridge deck reinforcement provided in drawings can help
engineers obtain an even better understanding of the extent of bridge deck cracking.
Figure 3.24 on the subsequent page is a portion of the complete global crack map
generated through the procedures described above.
Because the crack width is calculated at every skeleton point along the length of
the crack, a heat map shown in Step 18 can be constructed. This 3D plot shows how the
width of the crack changes along its length. This map can be specifically useful when
used in conjunction with other nondestructive testing methods such as the ground
penetrating radar (GPR) data for data fusion (Pashoutani et al., 2021).
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Figure 3.24: Part of the Stitched Crack Map from the Won and Sim (2020) Dataset
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4 MASK R-CNN TRAINING RESULTS
4.1 Sequential Training Results
The sequential training procedure described in section 3.4.2.2 was conducted on
four datasets: Crack500, Bridge S075-17596, Bridge S075-17062, and Won and Sim
(2020). This sequential training procedure is conducted where datasets are trained using
updated model weights of previous training sessions. Dataset model hyperparameters
were initialized using fine-tuning described in the following subsection, to train the first
dataset (Crack500) in this procedure.
4.1.1

Model Hyperparameter Initialization
To begin the training procedures outlined in Chapter 3.4.2.2, several independent

trial training sessions were conducted to determine the optimum values for model
hyperparameters. The model was initially trained using the Crack500 dataset where
various model hyperparameters were optimized using a trial-and-error approach. Epochs,
steps per epoch (SPE), and anchor size are the hyperparameters chosen to iterate the trialand-error approach. In addition, image pre-processing via adjusting image exposure was
also conducted. Epochs are an important hyperparameter in this study because it reflects
how many iterations the model makes through training data. By optimizing this
parameter, the duration of training can be determined to reduce overfitting. Steps per
Epoch is the number of batch iterations before a single training epoch is considered to be
completed, allowing a chosen number of training images learned by the model before
model gradients are updated. In addition, model anchor size was optimized to determine
the best bounding box size created in the Regional Proposal Network (RPN). Since most
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cracks in the datasets outlined in Section 3.3 contain cracks of similar aspect ratios, an
optimum anchor box size can be selected for accurate crack detection. Other model
hyper parameters such as the learning rate and the weight decay were chosen from
literature (Attard et al. 2019, Lee et al. 2020, and Saleem et al. 2020). Training and
validation loss curves were generated from the training sessions for different
hyperparameters and were evaluated based on the relationship that best resemble an ideal
fit solution. An ideal fit solution is described as the decreasing relationship between the
validation loss and training iterations. Judgement can be made on how overfitted or
underfitted the model is, and how these parameters are affecting the model’s prediction
ability by trying out different hyperparameters. Table 4.1 lists the constant initial
hyperparameters during the iterative testing procedure. After each subsequent
hyperparameter has been tested, model configurations are updated based on which
parameter value yielded the validation loss curve closest to the ideal fit solution.
Training and validation loss curves are highlighted in Appendix A.
Table 4.1: Hyperparameter Values for Model Initialization
Hyperparameter

Value

Learning Rate

0.0001

Learning Momentum

0.9

Weight Decay

0.0001

Layers

All

Validation Steps

50

Weights

COCO

Confidence Level

0.8
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As stated previously, the optimized hyperparameters were chosen based on the
relationship shown in the validation loss curves. Validation loss curves that have a
downward trajectory as epoch increase is ideal, this indicates that the model is becoming
more accurate as the training continues. However, the validation loss curves shown in
Figures A.1- A.13 fluctuate greatly indicating that the model is overfitting with the
training data. This can be seen by the smooth decreasing relationship of the training loss
curves versus the sharp fluctuations of the validation loss curves. This could be
attributed to a small number of training instances.
Steps per epoch, number of epochs, and anchor size were updated from Table 4.1
based on Figures A.2 (b), A.8 (b), A.12 (b), and A.13 (b) respectively. The updated
values for model hyperparameters are tabulated in Table 4.2. Image preprocessing for
input images was conducted in advance after observing that the validation loss curves
were fluctuating. Following several independent training initialization sessions,
optimized model hyperparameters were re-selected and a new training session was
conducted utilizing aforementioned hyperparameters on the Crack500 dataset to begin the
sequential training procedure.
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Table 4.2: Optimized Model Hyperparameter Configurations
Hyperparameter

Value

Epochs

500

Steps Per Epoch

200

Validation Steps

50

Weights
Layers
Preprocessing

COCO
All
Yes

Anchor Size

[10,20,40,80,160]

Learning Rate

0.0001

Learning
Momentum
Weight Decay
Confidence Level

0.9
0.0001
0.8

From the training session conducted with the optimized model hyperparameters,
the model’s validation loss curve shown in Figure A.14 (b) has a decreasing relationship
indicating that the model is beginning to generalize crack feature information. Yet, the
magnitude and variance of the validation loss curve in Figure A.14 (b) indicates model
overfitting where the model is still struggling to precisely predict cracks in testing
images.
4.1.2

Bridge S075-17596 Dataset Training
To continue the sequential training procedure the model was subsequently trained

using images gathered from bridge S075-17596. This dataset was trained using the
weights obtained from the first step (Crack500 dataset) in the sequential training
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procedure. All other model hyperparameters remained constant to those obtained in the
Table 4.2. Training and validation loss curves are shown in Figure A.15.
Validation losses from Figure A.15 (b) contain large magnitude fluctuations,
indicating model overfitting. Because the model has only seen a small sample size of
input training data, training was continued with the revised model hyperparameters.
4.1.3

Bridge S075-17602 Dataset Training
To again follow the steps of the sequential training procedure, images of bridge

S075-17602 were subsequently trained using the weights obtained from section 4.1.2,
while all other model hyperparameters remained constant. Training and validation loss
curves are shown in Figure A.16.
Validation losses from Figure A.16 (b) still contained large magnitude
fluctuations, indicating model overfitting. At this point in the model training, a sufficient
number of input images have been trained to show that model hyperparameters need to be
adjusted to reduce training iterations.
4.1.4

Won and Sim (2020) Dataset Training
Because the amplitude of loss values fluctuation in Figure A.15 (b) and A.16 (b)

was large, a decision was made to change the number of training epoch from 500 to 200.
By making this adjustment, the model conducted less iterations through the training
dataset reducing the possibility of overfitting. Model hyperparameters are shown below
in Table 4.3, and subsequent training and validation loss curves can be found in Figure
A.17.
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Table 4.3: Model Hyperparameter Configurations for Won and Sim (2020) Dataset
Training
Hyperparameter

Value

Epochs

200

Steps Per Epoch

200

Validation Steps

50

Weights
Layers
Preprocessing

COCO
All
Yes

Anchor Size

[10,20,40,80,160]

Learning Rate

0.0001

Learning
Momentum
Weight Decay
Confidence Level

0.9
0.0001
0.8

From Figure A.17 (b), the fluctuation in validation loss has decreased
significantly compared to the training sessions conducted in Section 4.1.2 and 4.1.3. This
indicates that the model is starting to generalize crack information. The magnitude of the
validation loss fluctuation has decreased compared to the losses seen in Figure A.14-16.
With the volume over 10,000 training images used in dataset training and validation, a
decision was made to evaluate the model with metrics such as the precision, recall and FScores to assess the prediction being made by the trained model. A confusion matrix
shown in Figure 4.1 was generated and the evaluation metrics were calculated using
Equations 3.5 to 3.7. The metrics are tabulated in Table 4.4. Model predictions made on
test dataset images are shown in Figures 4.2 to 4.5 in comparison to the ground truth
masks to visually examine the evaluation results.
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Figure 4.1: Sequential Training Evaluation Confusion Matrix

Table 4.4: Evaluation Metrics of Sequential Training
Precision
(%)

Recall
(%)

F-Score
(%)

43.81

51.64

43.85

Figure 4.2: Sequential Training Prediction 1
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Figure 4.3: Sequential Training Prediction 2

Figure 4.4: Sequential Training Prediction 3

Figure 4.5: Sequential Training Prediction 4
4.1.5

Sequential Training Results
The Precision, recall and F-scores highlighted in Table 4.4 allude to poor model

prediction ability, which could be a result of multiple factors. One hypothesis is that the
model is only learning on a small subset of the training database at one time, resulting
model kernel weights to be updated to match features from each subsequent training
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dataset instead of the combination of all training datasets. Another possible explanation
for poor model performance could be linked to the high variability in training data. For
example, the Crack500 dataset was taken on concrete sidewalks, whereas images of
bridge S075-1062 were taken on a concrete bridge deck which contains lots of
inconsistencies such as deck patching, rubber crack filler, expansion joints and tine
marks. The large differences in these image datasets will create different histograms for
the model to learn, which is similar to solving a problem in a totally different domain,
and with limited data of similar features, the model may struggle to conduct accurate
predictions. Figure 4.6 illustrates many different features (expansion joint, patch of
repair, tine marks, other than cracks) observed in a bridge deck which will be difficult for
a model to learn without supervising the learning with labels of various features. These
various features will be different with the labelled cracks. However, on the pixel level,
these inconsistencies have very similar features to the cracks in which the model is trying
to detect, which leads to inaccurate model predictions.

Figure 4.6: Deck Inconsistencies on Bridge S075-17602
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4.2 Combined Dataset Training
To improve the model prediction accuracy, the model was re-trained using the
COCO weights with all six datasets shown in Table 3.2. This method of training
encompasses training on all images of all six datasets at one time. This training method
would allow the model to learn image features from all datasets at one time instead of
incrementally as previously done in sequential training. To prevent the sharp magnitude
of validation losses seen in the sequential training phase, epochs were lowered to 250 in
the combined dataset training. Model hyper parameters for combined training are
highlighted below in Table 4.5, and training and validation loss curves are shown in
Figure A.18.
Table 4.5: Model Hyperparameter Configurations for Combined Dataset Training
Hyperparameter

Value

Epochs

250

Steps Per Epoch

200

Validation Steps

50

Weights

COCO

Layers

All

Preprocessing
Anchor Size

Yes
[10,20,40,80,160]

Learning Rate

0.0001

Learning Momentum

0.9

Weight Decay
Confidence Level

0.001
0.8

Following the training, precision, recall and F-Scores shown in Table 4.6 were
calculated using the generated confusion matrix shown in Figure 4.7 to judge the
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prediction ability of the newly trained model. Actual model predictions with
accompanying evaluation metrics can be seen in Figures 4.8-11.

Figure 4.7: Combined Training Evaluation Confusion Matrix

Table 4.6: Combined Training Evaluation Scores
Precision
(%)

Recall
(%)

F-Score
(%)

32.87

22.69

23.90

Figure 4.8: Combined Dataset Training Prediction 1
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Figure 4.9: Combined Dataset Training Prediction 2

Figure 4.10: Combined Training Prediction 3

Figure 4.11: Combined Training Prediction 4
4.2.1

Won and Sim (2020) and Bridge U1825D2201 Dataset Combined Training
To increase the evaluation metrics highlighted in Table 4.6, a new independent

training session was conduction only on the Won and Sim (2020) dataset and images
gathered from Bridge U1825D2201. These two datasets were chosen separately due to
the concern that all six combined datasets did not have consistent features over the data.
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In order to increase the consistency regarding the image features, these two datasets
which have similarities were selected for a new trial training session. Because the chosen
datasets are both from bare concrete bridge decks with similar lighting conditions, and
comparable features on the deck, this new independent training was conducted to check if
the model can improve in terms of prediction without being overwhelmed with the
abundance of varying image features. This was to allow the model to learn and
generalize a smaller number of crack features instead of a number of unexpected features
that were not separately labelled. Training was conducted in a similar manner to the
training conducted in Section 4.2.1. COCO weights were utilized in training and the
number of epochs is set to 400 to ensure the model has had sufficient number of iterations
to generalize the crack features while still reducing the possibility of overfitting, while all
other model hyperparameters remain constant to those previously used. Training and
validation loss curves can be found in Figure A.19.
Following the updated combined training procedure, evaluation metrics were once
again calculated to gauge the model’s proficiency in detecting and segmenting cracks,
which are highlighted in Table 4.7. To visualize the evaluation scores shown in Table 4.7,
Figures 4.13-16 showcase model predictions alongside respective evaluation scores.
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Figure 4.12: Won and Sim (2020) and Bridge U1825D2201 Dataset Training
Evaluation Confusion Matrix

Table 4.7: Won and Sim (2020) and Bridge U1825D2201 Dataset Evaluation Scores
Precision
(%)

Recall
(%)

F-Score
(%)

16.57

5.18

5.95

Figure 4.13: Won and Sim (2020) and Bridge U1825D2201 Datasets Prediction 1
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Figure 4.14: Won and Sim (2020) and Bridge U1825D2201 Datasets Prediction 2

Figure 4.15: Won and Sim (2020) and Bridge U1825D2201 Datasets Prediction 3

Figure 4.16: Won and Sim (2020) and Bridge U1825D2201 Datasets Prediction 4

4.3 Multi-Stage Training
For the purpose of improving the model evaluation scores, a new training
schedule was implemented that followed the procedure introduced in the studies of
Saleem et al. (2020). Saleem et al. (2020) implemented a multi-stage training schedule
where the model heads were initialized before training all model layers. The model head
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refers to the fully connected layers in the network architecture. The model heads input
feature maps extracted by the CNN to perform bounding box regression and
classification. By implementing this multi-stage learning approach, the model heads is
initially trained to ground truth parameters, without the use of the CNN, which helped in
improving the model to detection tasks.
Following the procedures introduced in Saleem et al. (2020), training in this
section was conducted in two independent sessions. The first training was carried out on
the Won and Sim (2020) dataset to verify whether this procedure can improve the
evaluation scores. The second training was conducted on 5 datasets without including the
training data from bridge S075-17596 which had various features that confused the model
training in previous efforts. This ensured that the image features from the combined
training dataset were kept fairly constant. The initial model training hyperparameters
suggested by Saleem et al. (2020) are tabulated in Table 4.8.
Table 4.8: Saleem et al. (2020) Proposed Model Configurations

Hyperparameter

Value

Batch Size

4

Steps Per Epoch

1000

Weight Decay

0.001
Stage 1

Stage 2

Layers

Heads

All

Epochs

100

200

Validation Steps

50

200

Learning Rate

0.001

0.0001
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Using the configurations tabulated above, two sets of training and validation loss
curves were generated for each of the two sessions which can be seen in Figures A.20-23.
To verify the procedure presented by Saleem et al. (2020), predictions were produced and
evaluated using the weights from the first multi-stage training session using the Won and
Sim (2020) dataset.

Figure 4.17: Won and Sim (2020) Evaluation Confusion Matrix Following Saleem et
al. (2020) Procedure

Table 4.9: Evaluation Scores on Won and Sim (2020) Dataset Following Saleem et
al. (2020) Procedure
Precision
(%)

Recall
(%)

F-Score
(%)

67.33

63.84

63.44
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Figure 4.18: Won and Sim (2020) Dataset using Heads Initialization Prediction 1

Figure 4.19: Won and Sim (2020) Dataset using Heads Initialization Prediction 2

Figure 4.20: Won and Sim (2020) Dataset using Heads Initialization Prediction 3

Figure 4.21: Won and Sim (2020) Dataset using Heads Initialization Prediction 4
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The precision, accuracy and F-Scores presented in Table 4.9 show a considerable
increase in prediction ability of the trained model, validating the Saleem et al. (2020)
procedure. To further train the model to generalize cracks from numerous different
sources with varying field conditions, the second training session using five of the six
datasets presented in Table 3.1, where evaluation scores and respective model predictions
are shown below.

Figure 4.22: Combined Dataset following Saleem et a. (2020) Procedure Confusion
Matrix

Table 4.10: Evaluation Scores on Combined Dataset Training Following Saleem et
al. (2020) Procedure
Precision
(%)

Recall
(%)

F-Score
(%)

61.31

48.73

50.20

87

Figure 4.23: Combined Dataset Following Saleem et al. (2020) Procedure Prediction
1

Figure 4.24: Combined Dataset Following Saleem et al. (2020) Procedure Prediction
2

Figure 4.25: Combined Dataset Following Saleem et al. (2020) Procedure Prediction
3
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Figure 4.26: Combined Dataset Following Saleem et al. (2020) Procedure Prediction
4

4.4 Discussion of Results
Table 4.11 shows a comparison of the metrics between the different models
introduced in literature (Saleem et al. 2020, Kim and Cho, 2020 (a), and Attard et al.
2019) and the results of this study. Although the metrics are lower compared to previous
literature, while other studies focused on a limited and controlled dataset, this research
has included data from various sources (other studies, our own data collection using
UAVs, and ground vehicles) and the size of the dataset is much larger.
Table 4.11: Model Evaluation Metric Comparisons
Saleem et al.

Kim and Cho

Attard et al.

This Study

(2020)

(2020 (a))

(2019)

(2021)

Precision (%)

78.27

87.24

93.9

61.31

Recall (%)

81.60

87.58

77.5

48.73

F-Score (%)

79.90

85.72

84.89

50.20
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One possible explanation to the lower metrics of the trained model in this study
can be attributed to the nature of the labeling process. As previously stated in section
3.4.2.1, the exact outline of the crack was traced to form the ground truth polygon used in
training and evaluation applications. This was because unlike other studies that only
focused on the detection task, this study had a goal to measure the crack widths for
quantification and the entire width of the crack was labelled. While other studies were
only comparing a few pixels around the ground truth, this study were comparing the
ground truth masks with the predicted masks over the entire width. If the prediction
mask provided by the model “over-predicts” the cracks by only one pixel on either side
of the ground truth mask, the precision, recall, and F-score metrics will be affected more
compared to other studies and will drop the metrics resulting in a larger error. In other
words, the metrics that were used in this research was more harsh than the other studies.
A visualization of the discrepancy in labeling procedure shown is below in Figure 4.27.

(a)

(b)

Figure 4.27: Ground Truth Labeling of Cracks from Kim and Cho (2018) and This
Study (b)
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Cha et al. (2017) state that the performance of the CNN is drastically reduced
when trying to detect long and slender objects. The deconvolutional mask branch in the
Mask R-CNN architecture of this research outputs a 28 by 28 resolution mask. This
small resolution mask is likely to lose crack features during the convolution process.
Because of this potential data loss, the model is likely to struggle in providing a precise
segmentation of long and thin cracks. This is illustrated in Figures 4.21, 4.23 and 4.25.
Another possible explanation for the lower evaluation scores is the variability of
the training data. As mentioned in Section 4.1.5, this study implements training data with
a wide variety of training data with varying image features (one dataset was eventually
excluded from the final training session due to the large differences regarding the features
contained in the images collected). This differs from the published literature on this topic
where controlled, limited, and small datasets were evaluated which provided a high
precision, recall and validation scores. If more data that contains similar image features
to those implemented in this study are trained, evaluations metrics are likely to improve.
It is suggested for future studies to revise the evaluation metrics such as rather
comparing pixel level information throughout the entire mask, compare the width of the
predicted mask with the ground truth mask for cases where there is more than 50%
overlap between the predicted and ground truth masks. This will be a less constrained
evaluation metric while still serving the purpose of detecting and measuring the crack
widths to an accuracy that a structural engineer and inspector will appreciate.
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5 CASE STUDY
5.1 Introduction
A test subject bridge was selected for case study to evaluate the crack detection
pipeline outlined in Chapter 3 and to test out the trained model in Chapter 4 on a dataset
that the model has never seen. The case study bridge is located in Lincoln, Nebraska at a
longitude and latitude of 40.826574N -96.71509W. This bridge was selected because of
the significant number of transverse bridge deck cracks observed on the deck. The ID
maintained by the Lancaster County for this bridge is U142502103P. This bridge was
originally constructed in 1935 for traffic use as a part of the Works Progress
Administration. The original deck of this bridge was replaced in 1982 and was taken out
of service in 2000 due to the construction of a new bridge located directly to the south.
The bridge currently is owned by the Parks and Recreation department of Lincoln where
it serves as a pedestrian bridge to cross the Salt Creek. The 181-foot by 32-foot
pedestrian bridge was chosen as the testbed because of its deteriorating condition, notable
and visible transverse cracks, and easier access without traffic on the bridge.
One of the piers of the bridge and the bridge deck was scanned using a
commercial Unmanned Aerial Vehicle (UAV) to evaluate the robustness of the trained
model and the image pipeline in detecting and estimating the concrete crack widths. A
decision to evaluate the bridge pier was made to test the model crack detection and
segmentation ability on images of structural members other than bridge decks on which
the model was not originally trained for.
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(a)

(b)

Figure 5.1: Aerial Image (a) and Google Maps Image of Test Bridge U142502103P

5.2 Image Acquisition
Data was collected on August 21, 2021, using a DJI Mavic Pro Quadcopter.
Maximum wind speed was observed to be 12 mph and visibility was 10 miles. An FAA
certified remote pilot conducted the manual operations of the aircraft, while another FAA
certified remote pilot maintained the role of a visual observer to ensure safe flight of the
aircraft. Due to the test bridge location being in an Authorization Zone of Lincoln
Municipal Airport airspace, a flight permission license was filed and approved in advance
to adhere to the current FAA regulations.
An alternative autonomous flight planning software (UgCS) was utilized in data
collection. The flight plan was constructed according to the procedure outlined in
Chapter 3.2.1 and highlighted in Figure 5.2, where a total number of 858 images (3,000
by 4,000-pixel) were collected, taking 32 minutes to complete. Following the crack
detection and evaluation pipeline, an orthomosaic bridge deck map was constructed using
the 858 drone images resulting in a 68,879 by 7,647-pixel continuous image map of the
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entire bridge deck. The orthomosaic is divided into its respective spans for visualization
purposes in Figure 5.3.

Figure 5.2: UgCS Created Autonomous Flight Plan for Bridge Deck
Bridge pier images were collected by manually maneuvering the UAV flight at a
constant distance from the pier while ensuring to achieve sufficient overlap between the
collected pier images. Collection time for the 77 UAV images was 12 minutes. An
orthomosaic was constructed from the collected UAV images using the Orthoplane
function in Pix4D, resulting in a 7,597 by 5,383-pixel image of the entire bridge pier.
The result is shown in Figure 5.4.
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(a)

(b)
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(c)
Figure 5.3: West Span (a), Middle Span (b) and East Span (c) Orthomosaic of
Bridge U142502103P
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Figure 5.4: Orthomosaic of East Side of East Pier of Bridge U142502103P
Further details on orthomosaic generation and orthomosaic quality of the bridge
deck and pier can be found in Appendix B.

5.3 Model Prediction Evaluation
Model predictions were provided for both the bridge deck and pier by utilizing the
training weights from Section 4.3.1. Processing time was under 10 minutes for both the
bridge deck and pier predictions. A total number of 100 and 96 labels were created using
Labelbox for the bridge deck and pier, respectively, which can serve as the ground truth
in evaluation calculations for the crack predictions generated by the Mask R-CNN model.
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5.3.1

Bridge Deck
The 68,879 by 7,647-pixel bridge deck orthomosaic was subsampled into 6,873

images with a pixel resolution of 256 by 256. These subsampled images were used in the
crack detection and evaluation pipeline. Pipeline processing was carried out on a Dell
Inspiron 7573 laptop computer with 16 GB of RAM, and an 8th generation Intel Core i7
processor, which took 96 minutes. The completed stitched crack map is shown below in
Figure 5.5- 5.7, plotted on the bridge orthomosaic and over a white background to
emphasize crack locations. A few comparisons between the model prediction and ground
truth values are provided in Figures 5.8- 5.11.
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(a)

(b)
Figure 5.5: Raw Prediction Map (a) and Blank Prediction Map (b) on West Span of
Bridge U142502103P
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(a)

(b)
Figure 5.6: Raw Prediction Map (a) and Blank Prediction Map (b) on Middle Span
of Bridge U142502103P
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(b)
(a)
Figure 5.7: Raw Prediction Map (a) and Blank Prediction Map (b) on Middle Span
of Bridge U142502103P
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Figure 5.8: Case Study Bridge Deck Prediction 1

Figure 5.9: Case Study Bridge Deck Prediction 2

Figure 5.10: Case Study Bridge Deck Prediction 3

Figure 5.11: Case Study Bridge Deck Prediction 4
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Figure 5.12: Case Study Bridge Deck Evaluation Confusion Matrix

Table 5.1: Bridge Deck Crack Detection Evaluation Scores
Precision
(%)

Recall
(%)

F-Score
(%)

68.43

70.18

67.67

The results of the bridge deck crack detection evaluation scores demonstrate
improvements in precision, recall and F-scores compared to the calculated metrics from
the training session in Table 4.9. It is important to note that this increase in evaluation
score could be attributed to the small number of labeled images and would may possibly
converge to the values in Table 4.9, if more evaluation images are used. However, the
precision, recall, and F-scores can also improve with more training, and by loosening the
evaluation metrics to rather make comparisons between the crack width calculations
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between the prediction and ground truth when more than 50% overlap is between the
detected crack and ground truth.
A large number of false positive instances were observed from the prediction
results as shown in Figure 5.13. However, although there were many false positive
instances, most of these prediction masks were very small in area compared to the true
positive detection instances. These extremely small prediction masks contain only five or
less mask polygon end points (pixels).

(a)

(b)

Figure 5.13: False Positive Crack Predictions
Among the false positive predictions that do not fall into the category described
above include bridge features that closely resemble cracks. These features include
expansion joints, manual saw cuts, and bridge span construction boundaries as shown in
Figure 5.14.

104

(a)

(b)

(c)

Figure 5.14: False Positive Predictions on Expansion Joint (a) Span Boundary (b),
and Saw Cut (c)
Although, there were high number of false positive detection instances, the model
still produced true positive crack masks that accurately followed the actual crack
boundaries as shown in Figure 5.15.
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Ground Truth
(a)

Model Prediction
(b)

Figure 5.15: Precise Boundaries on Crack Prediction
5.3.2

Bridge Pier
The bridge pier was evaluated in a similar manner to the bridge deck where the

7,597 by 5,383-pixel image was subsampled into 609 images with a pixel resolution of
256 by 256. The stitched crack map is shown in Figure 5.16, while comparisons between
pier crack predictions and ground truths are shown in Figures 5.17- 5.20.
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(a)

(b)
Figure 5.16: Raw Prediction Map (a) and Blank Prediction Map (b) for Bridge
U142502103P Pier
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Figure 5.17: Case Study Bridge Pier Prediction 1

Figure 5.18: Case Study Bridge Pier Prediction 2

Figure 5.19: Case Study Bridge Pier Prediction 3

Figure 5.20: Case Study Bridge Pier Prediction 4
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Figure 5.21: Case Study Bridge Pier Evaluation Confusion Matrix
Table 5.2: Case Study Pier Evaluation Scores
Precision
(%)

Recall
(%)

F-Score
(%)

53.96

52.82

49.22

When examining the results of the model evaluation metrics, the results show a
decrease in precision, recall and F-scores in bridge pier predictions compared to the
calculated metrics from training results in Table 4.9 and the training results for the case
study bridge deck. This discrepancy could be attributed to the variance in image features
contained in the bridge pier versus those in the training dataset. For example, pier images
were collected the day after a thunderstorm, this resulted in various spots on the bridge
pier that have water marks, as well as images containing of birds’ nests which were not
features observed in the image datasets of bridge decks. However, the model still
performed well with these new images that contains different features. The model
detected vertical cracks in pier locations with water marks shown in Figure 5.22.

109

(a)

(b)

Figure 5.22: True Positive Detection on a Pier with Water Mark
If more bridge pier images are included in the training dataset, and various
features of these images included in future training, it is more likely that the precision,
recall, and F-scores of the model will be improved.

5.4 Crack Quantification Study
Six cracks on the bridge deck were selected and measured using a crack
comparator to evaluate the measurements of the crack detection conducted in the
proposed pipeline. Figures 5.23- 5.25 shows that the six cracks vary in width, length, and
orientation. These six cracks are located on different bridge spans. Crack width was
chosen to be the property for evaluation since crack widths are the main parameter that
are checked in inspections. Measurements were taken at numerous points along the
length of the crack. These multiple measurement predictions were averaged and
compared with the measured average crack widths. The number of measurements taken
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varied on the length of the crack. Measured average crack widths for selected cracks are
tabulated in Table 5.3.

Figure 5.23: Cracks 1, 2, and 3 on Middle Span of Case Study Bridge

111

Figure 5.24: Crack 4 on Eastern Span

Figure 5.25: Crack 5 and 6 on Western Span
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The Ground Sampling Distance (GSD) used in this case study was obtained from
two sources: one from the Pix4D software and the other through a manual procedure
adopted from Kim et al. (2018). As part of the orthomosaic generation process, Pix4D
uses image metadata to calculate the average GSD for the entire orthomosaic image.
Following the GSD calculation procedures introduced by Kim et al. (2018), a placard
containing a 3-inch by 3-inch black square was laid on the bridge deck during data image
acquisition as shown in Figure 5.26. The length of the black square was measured in
pixel-units to calculate the GSD. The GSD from Pix4D and the method introduced by
Kim et al. (2018) is 0.03 in/pixel and 0.028 in/pixel, respectively. Both GSD values were
used to estimate crack widths in the crack evaluation pipeline to determine the optimum
GSD calculation procedure.

Figure 5.26: Drone Image with GSD Placard
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As discussed in Chapter 3, Mask R-CNN predictions are carried out on individual
sliced images, and subsequently put back together to create a global crack map. A
consequence of current MATLAB pipeline code, masks of adjacent sliced images cannot
be merged to form one continuous crack. This results in a crack containing multiple
prediction segments along its length. Prediction segments and corresponding properties
were identified by their unique crack number, which was generated in the crack
evaluation pipeline, where crack widths were retrieved and averaged to calculate the
detected crack width. Figures 5.27- 5.32 are examples of model predictions on the cracks
selected for measurement.

Figure 5.27: Prediction on Crack 1

Figure 5.28: Prediction on Crack 2
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Figure 5.29: Prediction on Crack 3

Figure 5.30: Prediction on Crack 4

Figure 5.31: Prediction on Crack 5

Figure 5.32: Prediction on Crack 6
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Table 5.3: Calculated vs Measured Widths for Selected Cracks

Number of
Crack
Detected
Number
Crack
Segments

Average
Width
using
Pix4D
GSD (in)

Average
Width
using
methods of
Kim et al.
(2018)
GSD
(in)

Actual
Measured
Average
Width
(in)

Absolute
Pix4D
GSD
Error
(in)

Absolute
Manual
GSD
Error
(in)

1

12

0.128

0.119

0.086

0.042

0.033

2

4

0.154

0.144

0.030

0.124

0.114

3

8

0.146

0.136

0.128

0.018

0.008

4

19

0.173

0.162

0.161

0.012

0.001

5

34

0.181

0.169

0.139

0.042

0.038

6

1

0.183

0.171

0.021

0.162

0.150

Model predictions on test cracks in Section 5.4 capture the ground truth crack
boundary with good accuracy. However, the predictions on crack segments of the
identified cracks are not fully captured and sometimes missing. These missing prediction
segments decrease the model recall scores. However, because there are a significant
number of predictions along the length of the crack as shown in Figures 5.27, 5.30 and
5.31, there are sufficient data points to make crack width calculations. In a real-world
scenario, this would be similar where an inspector will only measure a few number of
spots identified for crack measurements rather than measuring throughout the entire
length of the crack.
If a sufficient number of cracks are detected and segmented through the model,
accurate crack width calculations can be made for data quantification. In this study, six
cracks with average widths ranging from 0.02 to 0.16 inches were used for data pipeline
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evaluation. This test concluded that the model was sufficient in detecting and measuring
cracks down to one-eighth of an inch. The Nebraska Bridge Element Inspection Manual
indicates that concrete cracks in reinforced concrete members is considered notable if the
average width is over 0.012 inches (NDOT, 2020), which is a smaller than the width this
model is able to accurately measure. Although the model is not capable of making
accurate measurements in the typical range of average crack widths observed in bridge
decks (20 – 40 mils: Case 2 and 6 in Table 5.3), it still is able to make close
measurements for larger cracks observed on the bridge deck as shown in Table 5.3. The
crack quantification procedure used in this study is highly dependent on the magnitude of
the GSD in member images. When the average width is greater than the ground sampling
distance, the model was able to accurately measure crack width to the nearest 0.001 inch.
To accurately measure cracks similar to those identified in Case 2 and 6, whose average
widths were smaller or equal to the GSD, the prediction mask requires to be one pixel
wide, which the Mask R-CNN is not designed for. Given the accuracy of measurements
on cracks made with widths greater than the ground sampling distance, it can be assumed
that the width calculations made on bridge pier predictions are accurate to 0.09 inches.
Although, the accuracy may drop depending on the crack width and the magnitude of the
GSD in images, the quantification can still assist the inspection process by providing
relative information of the crack widths that can identify larger cracks and provide
threshold values when visual inspection data is fused with other nondestructive testing
data.
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5.5 Discussion of Case Study Results
This case study presents the global crack deterioration maps for various members
of an aging concrete bridge that provides both detection and quantification of damage
using the image pipeline introduced in this study. Detection and segmentation results of
the bridge pier indicated that the model has the ability to produce segmentations on
images containing features that the model has not been trained on. However, if the
training data having similar image features to the pier would have been used for training
the model in advance, it is more likely that the prediction and segmentation results can
improve.
The crack map generated from the bridge deck resulted in over 5,000 crack
detection instances, much of them being false positive detections. These false detections
were small in area relation to the true positive detections. If the crack detections with
less than or equal to five mask edge points were removed from the analysis, a better
representation of the true bridge cracking would be observed. In addition, true positive
prediction and segmentation results on the bridge deck images resulted masks that
precisely follow the true crack boundaries, leading to accurate measurement to the 0.001
inch for large cracks above 80 mils. The procedure of crack property measurements is
only accurate to the value of the ground sampling distance. To achieve better accurate
crack measurements for smaller crack widths (< 80 mils), a smaller ground sampling
distance must be utilized.
One of the goals of this study as previously mentioned is to create an effective
means for detecting and quantifying concrete cracking on a member global scale. For the
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study into bridge U142502103P deck, the itemized time spent for different pipeline
components are highlighted in Table 5.4.
Table 5.4: Itemized Pipeline Computation Times for Bridge U142502103P Deck

Pipeline Component

Time
(min)

Data Collection

32

Orthomosaic Generation

120

Mask R-CNN Predictions

10

Crack Quantification

40

Total

202

From Table 5.4, the total time to gather images and construct a global crack map
using the proposed pipeline was just over 3 hours and 20 minutes (202 minutes). Given
the bridge deck was 5,792 square feet this equates to 0.035 minutes per square foot of
processing time, or 2.09 seconds per square foot. This can be compared to a typical full
day operation for completing of a manually constructed crack map. It is important to
note that the processing time in this study was completed using only one person, whereas
the typical full day operation is considering the efforts of several people.
This case study serves as a proof of concept and applicability to the construction
of global crack maps on deteriorating concrete structures. With addition of training
dataset images, and further fine-tuning of the Mask R-CNN model, crack deterioration
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maps with fewer false positive and false negative instances can be obtained and yield a
result that is more representative to the structures cracking condition.
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6 SUMMARY AND CONCLUSIONS
6.1 Overview of the Research
Many bridge decks in Nebraska and throughout the United States are aging and
deteriorating due to transverse cracks that provides path for chlorides, air, and water to
penetrate through and corrode the reinforcing bars. This will decrease the service life of
the bridge decks. Current measures for detecting and evaluating transverse cracks are
through manual inspection, where severity of the cracking and deterioration level is
defined based on the expertise of the inspecting engineer. Current literature has shown
promise in detecting cracks with artificial intelligence or computer vision approaches in
localized areas but have failed in applying this technology on a global scale, making
measurements out of the detection results, and finding meaningful cracks that is
connected to the deterioration of structures.
The objective of this research project is to develop a Mask and Region Based
Convolutional Neural Network (Mask R-CNN) based crack detection and quantification
(measuring cracks) pipeline to construct global crack maps to assist and track down the
cracks that matters in aging concrete members. The first phase of the research involved
in collecting and labeling thousands of images which was used in model training. This
was completed with the collection of over 16,000 images gathered from independent data
collection operations and from other literature. The second phase of this research
included training the Mask R-CNN model using the images gathered in the first phase.
Training was first conducted using a first of its kind sequential training schedule, where
the model was trained using dataset images containing similar image features before
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being updated and trained again. The second schedule adopted in this study involved
following a more conventional neural network training approach, where images of all
datasets were lumped together and trained. The third and final training schedule used in
this research was adopted from the work of other literature by Saleem et al. (2020), where
the model heads were trained first to initialize the early model layers, followed by
training all of the model layers. This third training schedule provided best results in
model training and predictions. The third phase of this research encompassed the
quantification of detected and segmented cracks. A series of MATLAB scripts was
written to perform a series of image analysis techniques to measure crack width, length,
and orientation.

6.2 Summary of Crack Detection and Segmentation Results
This study presented three distinct training schedules to train the Mask R-CNN
model for crack detection and segmentation purposes. These training schedules were
used on a dataset with over 16,000 testing images with highly variant image features;
image features include the presence of bridge deck patching, asphalt overlay, and tine
marks other than the cracks observed on bridge decks. Images containing these variant
image features comprise of a small proportion of the combined dataset. This study
concluded that the model training results varies based on the variance of the training
image features. In small datasets where training image features remain relatively
constant, the training and predictions set forth by Saleem et al. (2020) yielded results with
the highest precision, recall and F-scores. If small portion of the entire dataset includes
images with higher variance in image features, the sequential dataset training approach
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will yield the best evaluation scores. If datasets contain a higher number of variant image
features, the combined training schedule is recommended.
This study also concluded that the accuracy of the detection and segmentation
results on test images is highly dependent on the similarity of the test subject to the
training data images. In order to achieve a fully generalizable model, more image
training data should be gathered from structures with varying features, so the number of
variant image features is more representative of the entire dataset. Unless there will be
domain shift problems where the training model cannot generalize the various features
found in image datasets and will consider different features as a problem in a totally
different domain. In addition, the evaluation metrics for the crack detection problem can
be loosened towards the needs of typical inspection process where a few crack width
measurements that represent many of the cracks observed in the structure would serve the
inspection purpose. The trained model will possibly have higher precision and recall
scores if the evaluation metrics are geared towards the crack width comparison between
the predictions and the ground truth rather than the crack pixels where a slight difference
in pixel level counts can yield to a larger error which is not really important in civil
engineering applications on larger structures.

6.3 Summary of the Crack Quantification Results
Six cracks located on the deck of the case study bridge deck were manually
measured by a human inspector and compared to the results outputted from the crack
detection and evaluation pipeline. Quantification results show that cracks with average
widths above 0.080 inches were measured to the nearest 0.001 inch. However, cracks
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with average widths below 0.080 inch were subject to a higher percentage of error due to
the model’s inability to detect long and slender objects which led to “over-segmentation”
of smaller cracks. This study can conclude that the accuracy of crack measurements is
directly related to the magnitude of the ground sampling distance (GSD) in images. It
should be noted that the magnitude of accurately measurable cracks could be decreased if
a different data acquisition method was implemented, or the flight height of the current
method was decreased, as this would increase the image resolution and thus decrease the
GSD. A decrease in the magnitude of the GSD would result in a less slender object
where the model can precisely locate crack boundaries. In global crack maps as the
example provided in this study, the decrease in GSD would result in a much larger image
which would require more processing time. But, the measurement results from the model
prediction will improve and have better accuracy for smaller cracks. However, the crack
detection and evaluation pipeline introduced in this study can still provide guidelines for
future image data collection, data analysis, quantification, and data management
processes, and provide useful relative crack width information that can be used to track
temporal and spatial changes in the crack deficiencies found in bridge decks. In
summary, the proposed crack detection and evaluation pipeline presented in this study
was able to construct global crack maps of concrete members in a fraction of the time it
would take an inspector or team of inspectors to complete. Given the pipeline’s range of
applicability to various concrete infrastructures, this tool could eventually be used to
assist engineers of inspectors in evaluating cracks located on members that are not easily
accessible, such as piers or dams.
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6.4 Future Work
To further continue the investigation into the use of convolutional neural
networks for the application of structural health monitoring of concrete cracks, several
steps can be followed to advance this research further. The following requires more
study:
1. Revise the evaluation metrics that is more suitable to the structural
engineering applications with crack width measurements.
2. Acquisition of more training data including images with various features.
3. Label images with various features to include data that has different
information.
4. Rewrite model evaluation pipeline code in Python or an equivalent
language to overcome the memory and computational limitations of
MATLAB.
5.

Use newly coded model to construct a graphical user interface to display
constructed global crack map with relevant crack data. Allow this
interface to be able to filter cracks by width, length, pattern, and
orientation.

6. Label images and train model to detect and evaluate spalling of concrete
members.
7. Adapt and train model to detect and evaluate deficiencies on structural
members with varying base materials. This includes the investigation into
corrosion of structural steel connections.
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8. Investigation into the use of other neural network models for application
to accurately detect long and slender objects.
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APPENDIX A: TRAINING AND VALIDATION
LOSS CURVES
Steps Per Epoch

(a)

(b)
Figure A.1: Training (a), and Validation (b) Loss Curves for SPE = 100
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(a)

(b)
Figure A.2: Training (a), and Validation (b) Loss Curves for Steps per Epoch = 200
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(a)

(b)
Figure A.3: Training (a), and Validation (b) Loss Curves for Steps per Epoch = 300
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(a)

(b)
Figure A.4: Training (a), and Validation (b) Loss Curves for Steps per Epoch = 400
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(a)

(b)
Figure A.5: Training (a), and Validation (b) Loss Curves for Steps per Epoch = 500
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Epochs

(a)

(b)
Figure A.6: Training (a), and Validation (b) Loss Curves for Epochs = 100
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(a)

(b)
Figure A.7: Training (a), and Validation (b) Loss Curves for Epochs = 200
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(a)

(b)
Figure A.8: Training (a), and Validation (b) Loss Curves for Epochs = 500
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(a)

(b)
Figure A.9: Training (a), and Validation (b) Loss Curves for Epochs = 1000
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Anchor Size

(a)

(b)
Figure A.10: Training (a), and Validation (b) Loss Curves for Anchor Size=
[32,64,128,256,512]
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(a)

(b)
Figure A.11: Training (a), and Validation (b) Loss Curves for Anchor Size=
[40,80,160,320,640]
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(a)

(b)
Figure A.12: Training (a), and Validation (b) Loss Curves for Anchor Size =
[10,20,40,80,160]
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(a)

(b)
Figure A.13: Training (a), and Validation (b) Loss Curves after Image PreProcessing
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(a)

(b)
Figure A.14: Training (a), Validation (b) Loss Curves After Hyperparameter
Optimization
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Bridge S075-17596 Training

(a)

(b)
Figure A.15: Training (a), Validation (b) Loss Curves for Bridge S075-17596
Dataset
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Bridge S075-17602

(a)

(b)
Figure A.16: Training (a), Validation Loss Curves for Bridge S075-17062 Dataset
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Won and Sim (2020) Sequential Training

(a)

(b)
Figure A.17: Training (a), Validation (b) Loss Curves for Won and Sim (2020)
Dataset
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Combined Dataset Training

(a)

(b)
Figure A.18: Training (a) and, Validation (b) Loss Curves for Combined Dataset
Training
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(a)

(b)
Figure A.19: Training (a), and Validation (b) Loss Curves for Won and Sim (2020)
and Bridge U1825D2201 Combined Dataset Training
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Multi-Stage Learning

(a)

(b)
Figure A.20: Training (a) and Validation (b) Loss Curves for Won and Sim (2020)
on Heads Layer
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(a)

(b)
Figure A.21: Training (a) and Validation (b) Loss Curves for Won and Sim (2020)
on All Layers
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(a)

(b)
Figure A.22: Training (a) and Validation (b) Loss Curves of Combined Dataset on
Heads Layer
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(a)

(b)
Figure A.23: Training (a) and Validation (b) Loss Curves of Combined Dataset on
All Layers
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APPENDIX B: PIX4D QUALITY REPORTS
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