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Abstract— We consider a class of discrete optimization prob-
lems that aim to maximize a submodular objective function
subject to a distributed partition matroid constraint. More
precisely, we consider a networked scenario in which multiple
agents choose actions from local strategy sets with the goal of
maximizing a submodular objective function defined over the
set of all possible actions. Given this distributed setting, we
develop Constraint-Distributed Continuous Greedy (CDCG), a
message passing algorithm that converges to the tight (1 −
1/e) approximation factor of the optimum global solution
using only local computation and communication. It is known
that a sequential greedy algorithm can only achieve a 1/2
multiplicative approximation of the optimal solution for this
class of problems in the distributed setting. Our framework
relies on lifting the discrete problem to a continuous domain
and developing a consensus algorithm that achieves the tight
(1−1/e) approximation guarantee of the global discrete solution
once a proper rounding scheme is applied. We also offer
empirical results from a multi-agent area coverage problem to
show that the proposed method significantly outperforms the
state-of-the-art sequential greedy method.
I. INTRODUCTION
Recently, the need has arisen to design algorithms that
distribute decision making among a collection of agents
or computing devices. This need has been motivated by
problems from statistics, machine learning and robotics.
These problems include:
• (Density estimation) What is the best way to estimate
a non-parametric density function from a distributed
dataset? [1]
• (Non-parametric models) How should we summarize
very large datasets in a distributed manner to facilitate
Gaussian process regression? [2]
• (Information acquisition) How should a team of mobile
robots move in order to acquire information about
an environmental process or reduce uncertainty in a
mapping task? [3]
Research toward solving the problems posed in these appli-
cations has resulted in a large body of work on topics such
as sensing and coverage [4]-[5], natural language processing
[6], and learning and statistics [7]-[8]. Inherent to all of these
applications is an underlying optimization problem that can
be expressed as
maximize f(S) (1a)
subject to S ⊆ Y,S ∈ I (1b)
where f is a submodular function (i.e. it has a diminishing-
returns property), Y is a finite ground set of all decision
variables, and I is a family of allowable subsets of Y . In
words, the goal of (1) is to pick a set S from the family
of allowable subsets I that maximizes the submodular set
function f . A wide class of relevant objective functions such
as mutual information and weighted coverage are submodu-
lar; this has motivated a growing body of work surrounding
submodular optimization problems [9]-[10].
Intuitively, it is useful to think of the problem in (1) as a
distributed n-player game. In this game, each player or agent
has a distinct local strategy set of actions. The goal of the
game is for each agent to choose at most one action from its
own strategy set to maximize a problem-specific notion of
reward. Therefore, the problem is distributed in the sense that
agents can only form a control policy with the actions from
their local, distinct strategy sets. To maximize reward, agents
are allowed to communicate with their direct neighbors in a
bidirectional communication graph. In this way, we might
think of these agents as robots that collectively aim to solve
a coverage problem in an unknown environment by com-
municating their sensing actions to their nearest neighbors.
Throughout this work, we will refer to this multi-agent game
example to elucidate our results.
In this paper, our aim is to study problem (1) in a dis-
tributed setting, which we will formally introduce in Section
III; this setting differs considerably from the centralized
setting, which has been studied thoroughly in past work
(see [11]). Notably, the distributed setting admits a more
challenging problem because agents can only communicate
locally with respect to a communication graph. Therefore de-
signing an efficient communication scheme among agents is a
concomitant requirement for the distributed setting, whereas
in the centralized setting, there is no such desideratum.
A. Related work
The optimization problem in (1) has previously been stud-
ied in settings that differ significantly from the setting studied
in this paper. In particular, [11] addresses this problem in a
centralized setting and shows that a centralized algorithm
can obtain the tight (1− 1/e) approximation of the optimal
solution. In this way, [11] is perhaps the closest to this paper
in that both manuscripts introduce algorithms that obtain the
tight (1 − 1/e) guarantee for problem (1) with respect to a
particular setting. However, the setting of [11] is inherently
centralized, whereas our setting is distributed.
Another similar line of work concerns the so-called
“master-worker” model. In this framework, agents solve a
distributed optimization problem such as (1) by exchanging
local information with a centralized master node. However,
this setting also differs from the setting studied in this work
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in that our results assume an entirely distributed setting with
no centralized node [12]-[13].
Fundamentally, the optimization problem posed in (1)
is NP-hard. However, near-optimal solutions to (1) can
be approximated by greedy algorithms [14]-[15]. In the
distributed context, the sequential greedy algorithm (SGA)
has been rigorously studied in [16]. This work poses (1)
as a communication problem among agents distributed in
an directed acyclic graph (DAG) working to optimize a
global objective function. The authors of [16] offer upper
and lower bounds on the performance of SGA based on the
clique number of the underlying DAG. Building on this, [17]
analyzes the communication redundancy in such an approach
and proposes a distributed planning technique that randomly
partitions the agents in the DAG. On the other hand, [18]
extends the work of [16] to a sequential setting in which
agents have limited access to the prior decisions of other
agents. Extensions of SGA such as the distributed SGA
(DSGA) have also been proposed. In particular, [19] poses
(1) as a multi-robot exploration problem and uses DSGA
to quantify the suboptimality incurred by redundant sensing
information.
Others have proposed novel algorithms with the goal of
avoiding the communication overhead incurred by deploying
SGA for a large number of agents. Instead of explicitly
solving (1), many of these algorithms seek to solve a
continuous relaxation of this problem [20], [21]. This con-
tinualization of the problem in (1) was originally introduced
in [11]. In particular, [9] proposes several gradient ascent-
style algorithms for solving a problem akin to (1) in which
each agent has access to a local objective function. Similarly,
novel algorithms have been developed for solving problems
such as unconstrained submodular maximization [22] and
submodular maximization with matroid constraints [11], [23]
by first lifting these problems to the continuous domain.
Another notable direction in solving problem (1) has been
to define an auxiliary or surrogate function in place of the
original submodular objective. For instance, [24] introduces
a distributed algorithm for maximizing a submodular auxil-
iary function subject to matroid constraints that obtains the
(1− 1/e) optimal approximation. This approach of defining
surrogate functions in place of the submodular objective
differs significantly from our approach.
B. Contributions
In this paper, we formulate the general case of maximizing
a submodular function subject to a distributed partition
matroid constraint in Problem 1. We then formulate the
continuous relaxation of this problem via the multilinear
extension in Problem 2. Both of these problems are formally
defined in Section III. To this end, we study the special
case of this optimization problem in which each agent can
compute the global objective function and the gradient of the
objective function; however we assume that each agent only
has access to a local, distinct set of actions. Considering these
constraints, we develop Constraint-Distributed Continuous
Greedy (CDCG), a novel algorithm for solving the contin-
uous relaxation of the distributed submodular optimization
problem that achieves a tight (1 − 1/e) approximation of
the optimal solution, which is known to be the best possible
approximation unless P = NP. We offer an analysis of
the proposed algorithm and prove that it achieves the tight
(1 − 1/e) approximation and that its error term vanishes at
a linear rate.
Previous work on the distributed version of this problem
can approximate the optimal solution to within a multiplica-
tive factor of 1/2 via the SGA or DSGA [16], [17], [11].
Algorithms for slightly different settings, such as the setting
of [9] in which each node has access to a local objective
function which is averaged to form a global objective func-
tion, can also achieve the (1−1/e) approximation. Similarly,
[11] shows that it is possible to achieve the optimal (1−1/e)
approximation in the centralized setting. However, to the
best of our knowledge the CDCG algorithm presented in this
paper is the first algorithm that is guaranteed to achieve
the (1 − 1/e) approximation of the optimal solution in this
distributed setting. The proofs of all lemmas and theorems in
this work will be included in the arxiv version of this paper.
II. PRELIMINARIES
We review the notation used throughout this paper in
Section II-A and state definitions in Section II-B that are
necessary for the problem formulations in Section III.
A. Notation
Throughout this paper, lowercase bold-face (e.g. v) will
denote a vector, while uppercase bold-face (e.g. W) will
denote a matrix. The ith component of a vector v will be
denoted vi; the element in the ith row of the jth column of a
matrix W will be denoted by wij . The inner product between
two vectors x and y will be denoted by 〈x,y〉 and the
Euclidean norm of a vector v will be denoted by ||v||. Given
two vectors x and y, we define x ∨ y = max(x,y) as the
(vector-valued) component-wise maximum between x and y;
similarly, x∧y = min(x,y) will denote the component-wise
minimum between x and y. We will use the notation 0n to
denote an n-dimensional vector in which each component
is zero; similarly 1n will denote an n-dimensional vector in
which each component is one. Calligraphic fonts will denote
sets (e.g. Y). Given a set Y , |Y| will denote the carnality of
Y , while 2Y will denote the power set of Y . 1Y : Y 7→ {0, 1}
will represent the indicator function for the set Y . That is,
1Y is the function that takes value one if its argument is an
element of Y and takes value zero otherwise.
B. Background
Let Y be a finite set and let f : 2Y 7→ R+ be a set
function mapping subsets of Y to the nonnegative real line.
In this setting, Y is commonly referred to as the ground set.
The function f is called submodular if for every A,B ⊆ Y ,
f(A ∩ B) + f(A ∪ B) ≤ f(A) + f(B).
In essence, submodularity amounts to f having a so-called
diminishing-returns property, meaning that the incremental
value of adding a single element to the argument of f is no
less than that of adding the same element to a superset of
the argument. To illustrate this, we will slightly overburden
our notation by defining
f(x|A) := f(A ∪ {x})− f(A)
as the marginal reward of x given A. This gives rise to an
equivalent definition of submodularity. In particular, f is said
to be submodular if for every A ⊆ B ⊆ Y and ∀x ∈ Y\B,
f(x|B) ≤ f(x|A).
Throughout this paper, we will consider submodular func-
tions that are also monotone, meaning that for every A ⊆
B ⊆ Y , f(A) ≤ f(B), and normalized so that f(∅) = 0.
In practice, one often encounters a constraint on the allow-
able subsets of the ground set Y when maximizing a sub-
modular objective function. Concretely, if I is a nonempty
family of allowable subsets of the ground set Y , then the
tuple (Y, I) is a matroid if the following criteria are satisfied:
(1) (Heredity) For any A ⊂ B ⊂ Y , if B ∈ I, then A ∈ I.
(2) (Augmentation) For any A,B ∈ I, if |A| < |B|, then
there exists an x ∈ B\A such that A ∪ {x} ∈ I.
Furthermore, if Y is partitioned into n disjoint sets
Y1, . . . ,Yn, then (Y, I) is a partition matroid if there exists
positive integers α1, . . . , αn such that
I ≡ {A : A ⊆ Y, |A ∩ Yi| ≤ αi ∀i = 1, . . . , n}.
Partition matroids are particularly useful when defining the
constraints of a distributed optimization problem because
they can be used to describe a setting in which a ground
set Y of all possible actions is written as the product of
disjoint local action spaces Yi.
The notion of submodularity can be extended to the
continuous domain [25]. Consider a set X = ∏ni=1 Xi, where
Xi is a compact subset of R+ for i ∈ {1, . . . , n}. We call a
continuous function F : X → R+ submodular if ∀x,y ∈ X ,
F (x ∨ y) + F (x ∧ y) ≤ F (x) + F (y).
As in the discrete case, we say that a continuous function F is
monotone if ∀x,y ∈ X , x  y implies that F (x) ≤ F (y).
Furthermore, if F is differentiable, we say that F is DR-
submodular, where DR stands for “diminishing-returns,” if
the gradients are antitone. That is, ∀x,y ∈ X , F is DR-
submodular if x  y implies that ∇F (x) ≥ ∇F (y).
III. PROBLEM STATEMENT
Given the aforementioned applications which emphasize
the utility of maximizing submodular functions subject to
distributed partition matroid constraints, we formulate the
main problem of this paper:
Problem 1 (Submodular Maximization Subject to a
Distributed Partition Matroid Constraint). Consider a
collection of n agents that form the set N = {1, . . . , n}. Let
f : 2Y 7→ R+ be a normalized and monotone submodular
function and let Y1, . . . ,Yn be pairwise disjoint partition of
a finite ground set Y , wherein each agent i ∈ N can only
choose actions from its local strategy set Yi. Consider the
partition matroid (Y, I), where
I := {S ⊆ Y : |Yi ∩ S| ≤ 1 for i = 1, . . . , n}. (2)
The problem of submodular maximization subject to a dis-
tributed partition matroid constraint is to maximize f by
selecting a set S ⊆ Y from the family of allowable subsets
so that S ∈ I. Formally:
maximize f(S) (3a)
subject to S ∈ I (3b)
In effect, the distributed partition matroid constraint in
Problem 1 enforces that each agent i ∈ N can choose at
most one action from its local strategy set Yi. Note that
in this setting, each agent can only choose actions from its
own local strategy set. Therefore, this problem is distributed
in the sense that agents can only determine the actions taken
by other agents by directly communicating with one another.
A. Sequential greedy algorithm
It is well known that the sequential greedy algorithm
(SGA), in which each agent i ∈ N chooses an action
sequentially based on
yi = arg max
y∈Yi
f(y|Si−1) (4)
where Si−1 = {y1, . . . ,yi−1}, approximates the optimal
solution to within a multiplicative factor of 1/2 [16]. The
drawbacks of this algorithm are twofold. Firstly, as we will
show, it is possible to achieve the (1 − 1/e) approximation
of the optimal solution. Secondly, as its name suggests, SGA
is sequential in nature and therefore it scales very poorly in
the number of agents. That is, each agent must wait for each
of the previous agents to compute their contribution to the
optimal set S∗.
B. Continuous Extension of Problem 1
Sequential algorithms such as SGA can only achieve a 1/2
approximation of the optimal solution. To achieve the best
possible (1− 1/e) approximation of the optimal solution, it
is necessary to extend Problem 1 to the continuous domain
via the so-called multilinear extension of the submodular
objective function f [14]. Thus, the method we use in this
work to achieve the tight (1 − 1/e) approximation relies
on the continualization of Problem 1. Importantly, it has
been shown that Problem 1 and the optimization problem
engendered by lifting Problem 1 to the continuous domain
via this multilinear extension yield the same solution [11].
Furthermore, by applying proper rounding techniques, such
as those described in Section 5.1 of [9] and in [11] and [26]
to the continuous relaxation of Problem 1, one can obtain
the tight (1− 1/e) approximation for Problem 1.
Therefore, our approach in this paper will be to lift
Problem 1 to the continuous domain. We formulate this
problem in the following way:
Problem 2 (Continuous Relaxation of Problem 1).
Consider the conditions of Problem 1. Define the DR-
submodular continuous multilinear extension F : X 7→ R+
of the objective function f in Problem 1 by
F (y) :=
∑
S⊆Y
f(S)
∏
i∈S
yi
∏
j 6∈S
(1− yj) (5)
and let P ⊆ X be the matroid polytope
P := conv{1S : S ∈ I}
where I is the family of sets defined in (2). The continuous
relaxation of Problem 1 is formally defined by
maximize F (y) (6a)
subject to y ∈ P (6b)
Problem 2 is distributed in the sense that each agent i ∈ N
is associated with its own distinct continuous strategy space
Pi. Formally, the set Pi is defined as
Pi := conv{1S : S ⊆ Ii} (7)
where Ii := {S ⊆ Y : |Yi ∩ S| ≤ 1}. In this way, P =
∩ni=1Pi. These sets Pi play similar roles in Problem 2 as the
sets Yi do in Problem 1.
Note that Problem 2 is nonconvex, and therefore cannot be
solved by classical convex solvers or algorithms. Further, we
assume that each agent i ∈ N can compute the multilinear
extension F of the submodular objective function f in (3a)
and the gradient of F .
IV. CONSTRAINT-DISTRIBUTED CONTINUOUS GREEDY
In this section, we present Constraint-Distributed Contin-
uous Greedy (CDCG), a decentralized algorithm for solving
Problem 2. The pseudo-code of CDCG is described in Al-
gorithm 1. At a high level, this algorithm involves updating
each agent’s local decision variable based on the aggregated
belief of a small group of other agents about the best control
policy. In essence, inter-agent communication within small
groups of agents facilitates local decision making.
For clarity, we introduce a simple framework for the inter-
agent communication structure. In CDCG, agents i ∈ N =
{1, . . . , n} share their decision variables yi with a small
subset of local agents in N . To encode the notion of locality,
suppose that each agent i ∈ N is a node in a bidirectional
communication graph G = (N , E) in which E denotes the
set of edges. Given this structure, we assume that each agent
i ∈ N can only communicate its decision variable yi with
its direct neighbors in G. Let us denote the neighbor set of
agent i ∈ N by Ni. Then the set of edges E can be written
{(i, j) : j ∈ Ni}. We adopt this notation for the remainder
of this paper.
A. Intuition for CDCG algorithm
The goal of CDCG at a given node i ∈ N is to learn
the local decision variable yi. CDCG is run at each node
in i ∈ N to assemble the collection {yT1 , . . . ,yTn } where
T is a given positive integer; this collection represents an
approximate solution to Problem 2 and guarantees that each
agent contributes at most one element to the solution. Then,
by applying proper rounding techniques to each element of
the collection such as those discussed in [9], [11], and [26],
we obtain a solution to Problem 1. In the proceeding sections,
we show that this solution achieves the tight (1 − 1/e)
approximation of the optimal solution.
In the analysis of CDCG, we add the superscript t to the
vectors vti and y
t
i defined in Algorithm 1. This superscript
denotes the iteration number so that yti and v
t
i represent
the values of the local variables yi and vi at iteration t ∈
{1, . . . , T} respectively.
B. Description of steps for CDCG
From the perspective of node i ∈ N , CDCG takes two
arguments: nonnegative weights wij for each j ∈ Ni ∪ {i}
and a positive integer T . The weights wij correspond to the
ith row in a doubly-stochastic weight matrix W and T is the
number of iterations for which the algorithm will run. The
weight matrix W is a design parameter of the problem and
must fulfill a number of technical requirements that are fully
described in Appendix A [9]. Before any computation, the
local decision variable yi is initialized to the zero vector.
Computation proceeds in T rounds. In each round, the first
step is to calculate the gradient of the multilinear extension
function F evaluated at the local decision variable yt−1i from
the previous iteration.
In line 3 of Algorithm 1, we calculate the ascent direction
vti at iteration t in the following way:
vti = arg max
x∈Pi∩Ci
〈∇F (yt−1i ),x〉 .
Intuitively, one can think of vti as the vector from the set
Pi ∩ Ci that is most aligned with ∇F (yt−1i ). To define the
set Ci, first define the set Ji as the set of indices of the
elements in Y that correspond to elements in Yi. Then
Ci :=
{
x ∈ R|Y|+ : xj = 0 ∀j 6∈ Ji
}
. (8)
Using this notation, we can equivalently define Pi by
Pi =
{
x ∈ R|Y|+ :
∑
j∈Ji
xj ≤ 1
}
.
Next, in line 4 of Algorithm 1, yi is updated; in particular,
we set
yti =
∑
j∈Ni∪{i}
wijy
t−1
j +
n
T
vti .
In this way, the governing principle is to collaboratively
accumulate the local belief about the optimal decision yt−1i
and to then move in the approximate direction of steepest
ascent from this point.
After T rounds of computation at each node i ∈ N , we
obtain a local decision variable yTi at each node. By applying
proper rounding techniques, we obtain a decision variable for
each agent i ∈ N . Rounding in a decentralized manner is
discussed in Section 5.1 of [9]. The rounding techniques of
[9] build on “pipage rounding” [11] and “swap rounding”
[26], which are both centralized rounding techniques. The
Algorithm 1 CDCG at node i
Require: Weights wij for j ∈ Ni ∪ {i} and T ∈ Z++
1: Initialize local vectors y0i = 0|Y|
2: for t = 1, 2, . . . , T do
3: vti ← arg maxx∈Pi∩Ci
〈∇F (yt−1i ),x〉
4: yti ←
∑
j∈Ni∪{i}
wijy
t−1
j +
n
T
vti
5: end for
6: Round to obtain a solution to Problem 1
collection of these decision variables form the set S∗, which
represents our solution to Problem 1.
V. CONVERGENCE ANALYSIS
The main result in this paper is to show that in the dis-
tributed setting of Problem 2, CDCG achieves a tight (1−1/e)
multiplicative approximation of the optimal solution. The
following theorem summarizes this result.
Theorem 1. Consider the CDCG algorithm described in
Algorithm 1. Let y∗ denote the global maximizer of the
optimization problem defined in Problem 2, and assume that
a positive integer T and a doubly-stochastic weight matrix
W are given. Then provided that the assumptions outlined
in Appendix A hold, for all nodes i ∈ N , the local variables
yTi obtained after T iterations satisfy
F (yTi ) ≥
(
1− 1
e
)
F (y∗)− LD
2
2T
− LD
2(n2 + n3/2) + n3/2DG
T (1− β) . (9)
Succinctly, Theorem 1 means that the sequence of local
iterates generated by CDCG achieves the optimal approxima-
tion ratio (1 − 1/e) and that the error term vanishes at a
linear rate of O(1/T ). That is,
F (yTi ) ≥
(
1− 1
e
)
F (y∗)−O
(
1
T (1− β)
)
,
which implies that each agent reaches an objective value
larger than (1−1/e−)y∗ after O(1/) rounds of communi-
cation. Previous work can only guarantee an objective value
of (1/2)y∗ [16]. The proof of this result will be provided in
the arxiv version of this paper.
VI. SIMULATION RESULTS
To evaluate the proposed algorithm, we consider a multi-
agent area coverage problem. In this setting, each agent
i ∈ N is constrained to move in a two-dimensional grid.
We assume that each agent has a finite radius r so that
it can observe those grid points that lie with a square
with sidelength 2r + 1. The objective is for the agents to
collectively maximize the cardinality of the union of their
observation sets of grid points. In other words, given an
initial configuration, the problem is to choose an action for
each agent that maximizes the overall coverage of the grid.
Consider an initial configuration of n agents in states yi ∈
Z2 for i ∈ {1, . . . , n} with the dynamic constraint yt+1i =
yti + u
t
i, where u
t
i is a control input from a discrete set
U = {(0, 1), (0,−1), (−1, 0), (1, 0), (0, 0)}. Elements from
this set represent the admissible actions for each agent in
the two-dimensional grid.
In our simulation, we compared the performance of SGA
against CDCG on the coverage task posed above for a variable
number of agents. For simplicity, we assumed that the
underlying communication graph G used in CDCG was fully
connected and that each value in the weight matrix W was
1/n. A random initialization for each agent’s position and the
coverages achieved by CDCG and SGA are shown in Figures
1a, 1b, and 1c respectively. We compared the performance of
these algorithms across ten random initializations of starting
locations for the agents; the mean performance of each
algorithm and the respective standard deviations are shown
in Figure 1d. In each trial, we ran both algorithms 50 times,
each of which produced a control input ui for each agent.
For each initialization, we ran CDCG for T = 100 iterations.
We also compared the coverages achieved by CDCG and
SGA for a setting in which each agent’s starting position
is the center of the grid. The results of this experiment are
shown in Figure 1e. We ran both algorithms a total of 15
times; we ran CDCG for T = 100 iterations. Interestingly,
SGA converges to a local maximum in this problem, whereas
CDCG achieves the optimal value.
VII. CONCLUSION
In this work, we described an approach for achieving
the optimal approximation to a class of submodular opti-
mization problems subject to a distributed partition matroid
constraint. The algorithm we proposed outperforms the se-
quential greedy algorithm in two senses:
(1) CDCG achieves the tight (1 − 1/e) approximation for
the optimal solution whereas SGA can only achieve a
1/2 approximation.
(2) CDCG imposes a limited communication structure on
this problem, which allows for significant gains via par-
allelization. SGA is sequential in nature and therefore
is not parallelizable.
We showed empirically via an area coverage simulation with
multiple agents that CDCG outperforms the sequential greedy
algorithm.
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APPENDIX A
ASSUMPTIONS FOR THEOREM 1
Consider the continuous relaxation of Problem 1 that was
described in Section III-B. We assume that the Euclidean
distance between elements of the convex set P are uniformly
bounded, i.e. that
||x− y|| ≤ D ∀x,y ∈ P. (10)
This is a trivial consequence of the multilinear extension
F , since P is contained in the unit cube. Furthermore, we
assume that the gradient of the multilinear extension F of the
objective function f in Problem 1 is L-Lipschitz continuous,
i.e. that
||∇F (x)−∇F (y)|| ≤ L ||x− y|| ∀x,y ∈ P (11)
so that ||∇F (x)−∇F (y)|| ≤ LD ∀x,y ∈ P by (10).
Again, this is not a limiting assumption, because the domain
of F is compact, which implies the Lipschitzness of F . Also,
we assume that the norm of the gradient of F is bounded
over P , i.e. that
||∇F (x)|| ≤ G ∀x ∈ P, (12)
which again follows from the compactness of the domain of
F . It is then easy to show that (12) and the multivariable
mean value theorem imply that F is G-Lipschitz continuous
over P .1 Finally, it will be prudent to mention that for the
multilinear extension F of any monotone and submodular
function f , it holds that F (0) ≥ 0 and〈∇F (y¯t),y∗〉 ≥ F (y∗)− F (y¯t) (13)
For justification, see [11].
Now consider the communication framework described
in Section IV and the weight matrix W. This matrix is a
parameter that is designed to match the criteria and setting
of a given application. We assume that the weights used
in CDCG are nonnegative so that wij ≥ 0 ∀i, j ∈ N ;
furthermore, if node j 6∈ Ni, then wij = 0. Also, we
assume that the weight matrix W is doubly stochastic and
symmetric, and that (I−W) = span(1n). The assumptions
made about W are similar to those described in [9].
Lastly, consider that past work has studied the case in
which the objective function is distributed [9]. However, our
setting is one in which the problem is distributed in the
constraints rather than the objective. Therefore, we assume
that each agent has access to an oracle for computing the
objective submodular function f .
APPENDIX B
PRELIMINARY LEMMAS
In this appendix, we offer proofs of lemmas that support
the proof of Theorem 1.
1Note that in this case, since F is the multilinear extension of f ,
assumptions (10), (11), and (12) all hold. Moreover, the constants L, D, and
G all depend on the maximum singleton value of f . For further justification,
see [20]-[21].
2
In general, the goal of Lemma 1 is to show that the local
decision variable yi for each agent i ∈ N converges to the
mean y¯ = 1n
∑
i∈N yi. Then, in Lemma 2, we show that
these means are Cauchy, meaning that for a sufficiently large
number of iterations T , the distance between y¯t and y¯t+1
becomes arbitrarily small. Together, Lemma 1 and Lemma 2
establish that for a sufficiently large number of iterations, the
set of nodes come to a consensus for the optimal decision.
Lemmas 4 and Lemma 5 are technical results used in the
proof of Theorem 1.
Lemma 1. For any iteration t ≤ T where T ∈ Z++,
it follows that the Euclidean distance between the local
variable yti at node i ∈ N and the mean of the local
variables y¯t can be bounded by∣∣∣∣yti − y¯t∣∣∣∣ ≤ n3/2DT (1− β)
where β is the magnitude of the eigenvalue of W that among
all eigenvalues in σ(W) has the second largest magnitude.
Proof. Define ycon :=
[
y1; . . . ; yn
] ∈ Rnp and vcon :=[
v1; . . . ; vn
] ∈ Rnp as the concatenations of the local
variables yti and descent directions vi in CDCG. The update
rule in step 2 in Algorithm 1 leads to the expression
ytcon =
n
T
t−1∑
s=0
(W ⊗ I)t−1−s vscon (14)
Next, if we premultiply both sides of (14) by the matrix
(
1n1
†
n
n ⊗ I), which is the Kronecker product of the matrices
1n1
†
n
n ∈ Rn×n and I ∈ Rp×p, we obtain(
1n1
†
n
n
⊗ I
)
ytcon =
n
T
t−1∑
s=0
[(
1n1
†
n
n
Wt−1−s
)
⊗ I
]
vscon.
(15)
The left hand side of (15) can be simplified to(
1n1
†
n
n
⊗ I
)
ytcon = y¯
t
con (16)
where ytcon =
[
y¯t; . . . ; y¯t
]
. Combining (16) and the equality
1n1
†
nW = 1n1
†
n, we can write (15) as
y¯tcon =
n
T
t−1∑
s=0
(
1n1
†
n
n
⊗ I
)
vscon. (17)
Using the expressions in (14) and (17), we can derive an
upper bound on the difference ||ytcon − y¯tcon|| by∣∣∣∣ytcon − y¯tcon∣∣∣∣ = nT
∣∣∣∣∣
∣∣∣∣∣
t−1∑
s=0
[(
Wt−1−s − 1n1
†
n
n
)
⊗ I
]
vscon
∣∣∣∣∣
∣∣∣∣∣
≤ n
T
t−1∑
s=0
∣∣∣∣∣∣∣∣Wt−1−s − 1n1†nn
∣∣∣∣∣∣∣∣ · ||vscon||
≤ nD
T
∣∣∣∣∣∣∣∣Wt−1−s − 1n1†nn
∣∣∣∣∣∣∣∣ , (18)
2The proofs for Lemmas 1 and 2 are similar to those that originally
appeared in [9].
where the first inequality follows from the Cauchy-Schwartz
inequality and the fact that the norm of a matrix does
not change if we Kronecker it by the identity matrix. The
second inequality holds because ||vtcon|| ≤ D. Note that the
eigenvectors of the matrices W and Wt−1−s are the same
for all s = 0, . . . , t− 1. Therefore, the largest eigenvalue of
Wt−1−s is 1 with eigenvector 1n and the second largest
magnitude of the eigenvalues is βt−1−s, where β is the
second largest magnitude of the eigenvalues of W. Also
note that because 1n is an eigenvector of Wt−1−s, it follows
that all of the other eigenvectors of Wt−1−s are orthogonal
to 1n since W is symmetric. Hence we can bound the
norm
∣∣∣∣Wt−1−s − (1n1†n)/n∣∣∣∣ by βt−1−s. Applying this
substitution to the right hand side of (18) yields
∣∣∣∣ytcon − y¯tcon∣∣∣∣ ≤ nDT
t−1∑
s=0
βt−1−s
≤ nD
T (1− β) . (19)
Since ||ytcon − y¯tcon||2 =
∑n
i=1 ||yti − y¯t||2, we find that∣∣∣∣ytj − y¯t∣∣∣∣ ≤ n∑
i=1
∣∣∣∣yti − y¯t∣∣∣∣
≤ √n
(
n∑
i=1
∣∣∣∣yti − y¯t∣∣∣∣2
)1/2
≤ n
3/2D
T (1− β) (20)
where inequality (20) follows from (19). 
Lemma 2. For any iteration t ≤ T for T ∈ Z++, the
Euclidean distance between the means y¯t and y¯t−1 of the
local variables yti and y
t−1
i respectively for i ∈ N at
consecutive iterations t and t− 1 can be bounded by∣∣∣∣y¯t − y¯t−1∣∣∣∣
2
≤ D
T
. (21)
Proof. Averaging both sides of the update rule for yti of
Algorithm 1 across the set of agents i ∈ N yields the
following expression for y¯t:
y¯t =
1
n
n∑
i=1
∑
j∈Ni∪{i}
wijy
t−1
j +
1
T
n∑
i=1
vti . (22)
Since wij = 0 if j 6∈ Ni ∪ {i}, we can rewrite the RHS of
(22) in the following way:
y¯t =
1
n
n∑
i=1
n∑
j=1
wijy
t−1
j +
1
T
n∑
i=1
vti
=
1
n
n∑
j=1
yt−1j
n∑
i=1
wij +
1
T
n∑
i=1
vti
=
1
n
n∑
j=1
yt−1j +
1
T
n∑
i=1
vti (23)
where (23) follows since WT1 = 1. Rearranging (23), it
follows that ∣∣∣∣y¯t − y¯t−1∣∣∣∣ = 1
T
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
vti
∣∣∣∣∣
∣∣∣∣∣ ≤ DT
Note that because the Euclidean distance between points of
the polytope P are assumed to be bounded, ||∑ni=1 vti || ≤ D.
The expression in (21) follows. 
Corollary 3. Let T ∈ Z++. Then the vector y¯ = 1n
∑n
i=1 yi
is in the constraint set P ∀t ≤ T .
Proof. In Lemma 1 we proved that yti converges to y¯
t. We
show that y¯t ∈ P by induction. Because we assign y0i = 0,
it is clear that y¯0 ∈ P . Now as inductive hypothesis, we
assume that y¯t−1 is in P . Observe that we can write y¯t =
y¯t−1+(1/T )
∑n
i=1 v
t
i . Thus by the inductive hypothesis and
the fact that
∑n
i=1 v
t
i ∈ P ∀t ≤ T , it follows that y¯t is a
convex combination of elements of P . That is, we can write
y¯t = (1/T )
∑t
k=1
∑n
i=1 v
k
i +(1−t/T )0. Therefore y¯t ∈ P ,
and so yti converges to a point in P . 
Lemma 4. Let F be the multilinear extension of a monotone
submodular function f : 2Y 7→ R where Y is a discrete
ground set. Then
max
v∈Pi∩Ci
〈∇F (yi),v〉 = max
x∈Pi
〈[∇F (yi)]ci ,x〉 (24)
where [∇F (y¯i)]ci denotes the projection of ∇F (yi) onto the
set Ci.
Proof. Consider the definitions of Pi and Ci in (7) and (8)
respectively. Maximizing 〈∇F (yi),v〉 over v ∈ Pi ∩ Ci
results in the same value as maximizing the inner product of
the projection of ∇F (yt−1i ) onto the set Ci over x ∈ Pi. 
Lemma 5. Let F be the multilinear extension of a monotone
submodular function f : 2Y 7→ R where Y is a discrete
ground set. Then∣∣∣∣∣
∣∣∣∣∣∇F (y¯t)−
n∑
i=1
[∇F (yti)]Ci
∣∣∣∣∣
∣∣∣∣∣ ≤ n3/2DLT (1− β) (25)
Proof. Observe that∣∣∣∣∣
∣∣∣∣∣∇F (y¯t)−
n∑
i=1
[∇F (yti)]Ci
∣∣∣∣∣
∣∣∣∣∣
≤
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
([∇F (y¯t)]
Ci
− [∇F (yti)]Ci)
∣∣∣∣∣
∣∣∣∣∣
≤
n∑
i=1
∣∣∣∣∣∣[∇F (y¯t)]
Ci
− [∇F (yti)]Ci∣∣∣∣∣∣ (26)
≤
n∑
i=1
∣∣∣∣∇F (y¯t)−∇F (yti)∣∣∣∣ (27)
≤ n
3/2DL
T (1− β) (28)
where (26) follows from the triangle inequality, (27) follows
by the definition of the set Ci, and (28) follows from the
assumption that ∇F is L-Lipschitz continuous and from
Lemma 1. 
APPENDIX C
PROOF OF THEOREM 1
This Appendix establishes the main result of this paper.
Proof. Due to the assumption that ∇f is L-Lipschitz,
F
(
y¯t+1
)− F (y¯t)
≥ 〈∇F (y¯t) , y¯t+1 − y¯t〉− L
2
∣∣∣∣y¯t+1 − y¯t∣∣∣∣2
≥ 〈∇F (y¯t) , y¯t+1 − y¯t〉− LD2
2T 2
(29)
where (29) follows from Lemma 2. Now consider that the
inner-product term on the RHS of (29) can be written in the
following way:〈∇F (y¯t) , y¯t+1 − y¯t〉
=
〈
∇F (y¯t) , 1
T
n∑
i=1
vt+1i
〉
=
1
T
n∑
i=1
[ 〈∇F (y¯t)−∇F (yti),vt+1i 〉
+
〈∇F (yti),vt+1i 〉 ]. (30)
Here (30) follows from the linearity of inner products and
then from adding and subtracting ∇F (yti). Our immediate
goal is to bound (30) from below. To do so, consider that by
the Cauchy-Schwartz inequality,〈∇F (y¯t)−∇F (yti),vt+1i 〉
≤ ∣∣∣∣∇F (y¯t)−∇F (yti)∣∣∣∣ · ∣∣∣∣vt+1i ∣∣∣∣
≤ LD ∣∣∣∣y¯t − yti∣∣∣∣ (31)
≤ n
3/2LD2
T (1− β) (32)
where (31) is due to the assumption that ∇F is L-Lipschitz
continuous and (32) follows from Lemma 1. Next, because
vt+1i is defined as the argmax between ∇F (yti) and vectors
x ∈ Pi ∩ Ci in the Step 3 of Algorithm 1 and by Lemma 4
we have
〈∇F (yti),vt+1i 〉 ≥ 〈[∇F (yti)]Ci ,y∗〉. (33)
By Lemma 5, if we let  = n
3/2DL
T (1−β) , we can conclude that
−1 +∇F (y¯t) ≤
n∑
i=1
[∇F (yti)]Ci ≤ ∇F (y¯t) + 1. (34)
By construction, y∗  0 since y∗ ∈ P . Then we can infer
from (34) that〈
n∑
i=1
[∇F (yti)]Ci ,y∗
〉
≥ 〈−1,y∗〉+ 〈∇F (y¯t),y∗〉 .
(35)
Our goal is to bound (35). To do this, consider that ||y∗|| ≤
D by (10) and 〈1,y∗〉 = ||y∗||1 since y∗  0. Since
||y∗||1 ≤
√
n ||y∗||2, we have 〈1,y∗〉 ≤ D
√
n. Thus by
replacing  = n
3/2DL
T (1−β) , we conclude that〈
n∑
i=1
[∇F (yti)]Ci ,y∗
〉
≥ 〈∇F (y¯t),y∗〉 − n
2D2L
T (1− β)
≥ F (y∗)− F (y¯t)− n
2D2L
T (1− β) .
(36)
Altogether, we have shown via (32), (33), and (36) that (30)
can be bounded by
〈∇F (y¯t),yt+1i − yti〉
≥ 1
T
[
F (y∗)− F (y¯t)− LD
2(n2 + n3/2)
T (1− β)
]
. (37)
Furthermore, (37) and (29) imply that
F
(
y¯t+1
)− F (y¯t) ≥ 1
T
[
F (y∗)− F (y¯t)]
− LD
2(n2 + n3/2)
T (1− β) −
LD2
2T 2
(38)
Rearranging (38), we obtain
F (y∗)− F (y¯t+1) ≤
(
1− 1
T
)[
F (y∗)− F (y¯t)]
+
LD2(n2 + n3/2)
T (1− β) +
LD2
2T 2
. (39)
By applying the inequality in (39) for t = 0, 1, . . . , T − 1,
we find
F (y∗)− F (y¯T )
≤
(
1− 1
T
)T [
F (y∗)− F (y¯0)]
+
T−1∑
i=0
[
LD2(n2 + n3/2)
T (1− β) +
LD2
2T 2
]
(40)
≤ 1
e
[
F (y∗)− F (y¯0)]+ LD2(n2 + n3/2)
T (1− β) +
LD2
2T
(41)
where to derive (41) we used (1−1/T )T ≤ 1/e. Now recall
that we set y0i = 0. Since we assume that F (0) ≥ 0 ∀i ∈ N ,
it follows that
F (y¯T ) ≥
(
1− 1
e
)
F (y∗)− LD
2(n2 + n3/2)
T (1− β) −
LD2
2T
.
(42)
Now by the assumption made in (12), F is G-Lipschitz
continuous and therefore∣∣F (y¯T )− F (yTi )∣∣ ≤ G ∣∣∣∣y¯T − yTi ∣∣∣∣
≤ n
3/2DG
T (1− β) (43)
where (43) follows from Lemma 1. Thus by combining the
results in (42) and (43) we find that ∀i ∈ N ,
F (yTi ) ≥
(
1− 1
e
)
F (y∗)− LD
2
2T
− LD
2(n2 + n3/2) + n3/2DG
T (1− β)
and the claim in (9) follows. 
