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SPECTRA OF OVERLAPPING WISHART MATRICES AND THE GAUSSIAN
FREE FIELD
IOANA DUMITRIU AND ELLIOT PAQUETTE
Abstract. Consider a doubly-infinite array of iid centered variables with moment conditions,
from which one can extract a finite number of rectangular, overlapping submatrices, and form
the corresponding Wishart matrices. We show that under basic smoothness assumptions, centered
linear eigenstatistics of such matrices converge jointly to a Gaussian vector with an interesting
covariance structure. This structure, which is similar to those appearing in [7], [6], and [14], can be
described in terms of the height function, and leads to a connection with the Gaussian Free Field
on the upper half-plane. Finally, we generalize our results from univariate polynomials to a special
class of planar functions.
1. Introduction
Alongside Wigner matrices, Wishart matrices are the oldest family of random matrices, tracing
their name to a 1928 Biometrika paper by the statistician John Wishart [23]. In the centered
version, Wishart matrices take the form W = Σ1/2XXTΣ1/2, where X is a n ×m matrix of i.i.d.
variables (often standard normals) with mean 0 and variance 1, and Σ is them×m positive-definite
covariance matrix. For the purposes of this paper, we will only consider the “null” case, i.e. when
Σ = Im (the identity matrix), but we will not make normality assumptions on the entries of the
matrix X.
One of the main use of Wishart matrices has been to model sample covariance matrices; as such,
their eigenvalue and eigenvector statistics (for simplicity we will refer to them as eigenstatistics)
have been used to devise likelihood estimation models, and hence have been the object of study
by a large community and from different perspectives. In the last couple of decades, interest has
been particularly high in the fact that many of these eigenstatistics exhibit universal behavior, i.e.
their asymptotics do not depend on the distribution of the entries of X (starting with universality
of the fluctuation of the largest eigenvalue, [21], [18], [5], central limit theorems for linear statistics
[3], to full universality away from the edge [22]).
The simplest and most widely-known of these eigenstatistics is the empirical eigenvalue distri-
bution, with density given by
σWn =
1
n
n∑
i=1
δλi ,
where λ1, . . . , λn are the n eigenvalues of the matrix W . If one scales down the eigenvalues by n,
the scaled version of the empirical spectral distribution converges in probability to the well-known
Marcˇenko-Pastur distribution σMP ([17], [15]). One can interpret this as follows: a sequence of
random distributions, corresponding to densities σWn , converges to a fixed distribution, σMP ; this
defines a sort of zero-dimensional process.
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This convergence phenomenon can be analyzed and refined, by examining the fluctuations from
σMP . To this end, for a function f , one may define the (centered) linear statistic f of a matrix W :
XWf := tr(f(W ))− E tr(f(W )) =
m∑
i=1
f(λi)− Ef(λi) ,
where λ1, . . . , λm are the eigenvalues ofW and E denotes expectation over the ensemble. Aside from
trying to understand a deep and important mathematical phenomenon, the asymptotic properties
of centered linear statistics for sample covariance matrices have interesting potential applications
[19].
The centered linear statistics of Wishart matrices have been shown to have Gaussian fluctuations
([15], [8], [3], [2], [20]). More specifically, they converge to a Gaussian process on the real line; that
is, for sufficiently smooth test functions f, the linear statistics converge (without rescaling) to
normal variables with computable covariance structure1. Such a Gaussian process can be seen as a
one-dimensional process on the real line.
It is therefore a natural question to ask if this deep phenomenon can be extended further, and
if by digging a bit more one might uncover a two-dimensional process as a limit. This seems to be
indeed the case, as we shall show here; toward this purpose one must add one more dimension, and
focus on “overlapping” matrices. Investigations of the joint eigenvalue distributions (or statistics
thereof) in overlapping matrices have sometimes been called “minor processes” ([12], [10]).
This question has been shown to have affirmative answer in the context of Wigner ensembles
[7], β-Jacobi ensembles [6], and d-regular graphs [14]. More specifically, the covariance of these
linear statistics was observed by Borodin to be expressible in terms of the 0-boundary Gaussian
free field [7]. He showed that the linear statistics of submatrices of a single Wigner behave like path
integrals of test functions against a family of correlated Gaussian free fields (i.e., two-dimensional
objects). In this vein, our objective here is two-fold: we will describe the asymptotics of linear
statistics of eigenvalues of Wishart matrices formed from picking (overlapping) submatrices of a
single large matrix, and we will show convergence of a large class of “planar” centered linear
statistics to spatial averages of the (two-dimensional) Gaussian free field.
To this end, we define an infinite array of random variables Zi,j, i ≥ 1 and j ≥ 1.We allow for Zi,j
to be an independent family of real, complex or quaternion random variable, corresponding to the
classical β = 1, 2, 4 trichotomy. In all cases, all components (e.g. ℜZi,j and ℑZi,j) of the variable
are mutually independent. Assume further that the variables are centered and have moments
E |Zi,j |2 = 1, E |Zi,j|4 = 1 + 2
β
, and sup
i,j
E |Zi,j|k <∞, k ∈ N.(1)
These are chosen to agree with the standard real, complex and quaternion gaussian variables.
Remark 1.1. By a standard truncation argument, it is possible to relax the assumptions on
moments higher than 4 to supi,j E|Zi,j|4+ǫ <∞ or even to a Lindeberg type condition on the 4-th
moment (see e.g. [20]). The 4th moment condition is necessary for obtaining the Gaussian free field
as a limit, as we will show in Section 2.
From this infinite matrix, we extract rectangular submatrices Bi for i = 1, . . . , k with sizes
mi(L) × ni(L) that overlap on mi,j(L) rows and ni,j(L) columns. From these submatrices, we
form the Wishart matrices Wi := B
∗
iBi/L for i ∈ [k], and we study the limiting behavior of
(XW1xp1 ,X
W2
xp2 , . . . ,X
Wk
xpk ) for natural numbers pi provided that all of intersection parameters scale
with L.
1Although not specifically for Wishart ones, this covariance structure has been shown in some cases to be universal,
provided the limiting support of the eigenvalues is an interval, e.g. [13].
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Our first result explores the distributional limits of these centered linear statistics, which can be
viewed as a generalization of known distributional limit theorems for centered linear statistics of a
single matrix (i.e., when W1 =W2).
Proposition 1.2. Suppose that miL → µi, niL → νj and that
mi,jni,jL2
minimjnj
→ θi,j, for all 1 ≤ i, j ≤ k.
It follows that (XW1xp1 ,X
W2
xp2 , . . . ,X
Wk
xpk ) converges in the sense of moments to a centered Gaussian
vector (ξ1, ξ2, . . . , ξk) with covariance
Eξiξj =
pi · pj
βπ2
∮ ∮
(µi+νi+2ℜζi)pi−1(µj+νj+2ℜζj)pj−1Kθi,j (ζi, ζj)
ℑζi
ζi
ℑζj
ζj
dζi dζj,
where the contours are semicircles in H centered at the origin with radii
√
µiνi, respectively,
√
µjνj,
and where Kθi,j (ζi, ζj) = log
∣∣∣ θi,j−ζiζj
θi,j−ζiζ¯j
∣∣∣ .
Similar covariance structures appear in the work of Borodin on minors of Wigner matrices [7],
of Borodin and Gorin in the case of β-Jacobi matrices [6], and of Johnson and Pal in the case of
adjacency matrices of regular graphs [14]. Further, the exact limiting process has a description
in terms of the same correlated Gaussian free fields. We will explain how this theorem can be
reformulated in terms of the distributional convergence of the height function. In this way, this
proposition can be seen as an analogue of what Borodin proves for Wigner matrices (Theorem 2
of [7]).
There are two key ingredients in this approach: the first one, as mentioned, is establishing
and explaining the connection to the Gaussian free field via the height function. The second is
the introduction of planar test functions. We present the connection in Section 1.1, we give the
necessary definitions and our main result in Section 1.2, and we sketch the outline of the proof
and give the “main ingredients” (supporting results) in Section 1.3. The rest of the paper is then
dedicated to proving the main ingredients.
1.1. The Height Function. Without loss of generality (as rows and columns are interchangeable),
we only study the case where all matrices come from the upper left corner of a matrix G of size
[µL] × [νL] with entries Zi,j. For any y ≥ 0 define B(y) as having entries B(y)(i, j) = Zi,j, for
1 ≤ i ≤ [yµL] and 1 ≤ j ≤ [yνL] . Symmetrize B(y) by taking W (y) = B(y)∗B(y)/L. As we will
only consider the fluctuations of these matrices, the order of the symmetrization is inconsequential;
hence we may assume µ ≥ ν, as in the other case the order of symmetrization may be switched.
For an interval I ⊆ R, let NW (y)I be the number of eigenvalues of W (y) in I. Define the scaled
centered height function to be the integer-valued function on R× [0, 1] given by
H(x, y) = N
W (y)
[x,∞) − EN
W (y)
[x,∞).
As we have that H(x, y)→ 0 almost surely as |x| → ∞, we have that for any f ∈ Cb(R) Lipschitz,∫
R
f(x)H(x, y) dx = X
W (y)
f ′ ,
using integration by parts.
From the Marcˇenko-Pastur law, we expect that all increases of the height function occur for x
and y in R× [0, 1] such that (√µ−√ν)2 ≤ xy ≤ (√µ+√ν)2. We will define a coordinate chart of
this region of the plane to map it correctly to the upper half plane. Let Ω−1(z) : H→ H be given
by
Ω−1(z) := (x(z), y(z))
x(z) = |z| (µ+ ν) + 2√µνℜz
y(z) = |z|.
3
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Figure 1. The bijection Ω−1
This can be seen to bijectively map concentric semicircles centered at 0 to horizontal line segments
in the support of the Marcˇenko-Pastur law (see Figure 1). We can now reinterpret Proposition 1.2 in
terms of convergence of H to the pullback GΩ of the Gaussian free field under Ω. This can be defined
as a random Schwarz distribution GΩ acting on C∞c (H), for which all
∫
f(z)GΩ(z)|dz|2 := 〈f,GΩ〉
are normally distributed and
Cov(
〈
f,GΩ〉 , 〈g,GΩ〉) = ∫
H2
f(z1)g(z2)KΩ(z1, z2)|dΩ(z1)|2|dΩ(z2)|2,
where KΩ(z1, z2) =
1
2π log
∣∣∣Ω(z1)−Ω¯(z2)Ω(z1)−Ω(z2)
∣∣∣ is the Green’s function for the upper half plane composed
with the coordinate chart Ω. The Gaussian free field, while being too rough to be a function, is
sufficiently regular that it is also possible to define its action on rougher test functions. Especially,
we can define ∫
H2
f(x, y)GΩ(x, y) dxdρ(y)
for probability measures ρ and we can formally recast Proposition 1.2 as showing a form of finite-
dimensional marginal convergence of H to GΩ(z). Namely, we show in this paper that for some
class of test functions f (to be defined later),
(2)
∫
H2
f(x, y)H(x, y) dxdρ(y) ⇒ 1√
2βπ
∫
H2
f(x, y)GΩ(x, y) dxdρ(y)
Remark 1.3. It may be tempting to conclude that H ◦ Ω−1 converges to the standard Gaussian
free field. This does not follow in a natural sense from Proposition 1.2. The difficulty lies in the
behavior of the derivative of Ω−1(z), which is singular along the real axis. If we integrate H ◦Ω−1
against a test function in H2, along a semicircle of radius y, we get∫ π
0
f(yeiθ)(H ◦Ω−1)(yeiθ)ydθ =
∫ θ=π
θ=0
(f ◦Ω)(x, y)H(x, y) dx
2
√
µν sin θ
.
where we have changed variables so that cos θ = x−(µ+ν)y2y√µν . To apply Proposition 1.2, we need
(f ◦Ω)(x, y)/ sin θ to be a polynomial in x, which puts an awkward set of boundary conditions on
the class of functions for which we can prove weak convergence in probability.
1.2. Planar test functions. The test functions in (2) are to a certain extent unsatisfactory: they
are of the form f(x)δ(r− y) for δ the standard Dirac delta function; they have a planar definition,
but are still one-variable objects. As mentioned before, the Gaussian free field is a two-dimensional
object; we would like to apply it to bona fide two-dimensional functions.
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We take a step in this direction; note that this is the first time when a class of (actual) two-
dimensional functions appears in a Gaussian free field convergence theorem in this context; previous
results ([7], [6], [14]) involved exclusively univariate polynomial functions multiplied by δ(r − y).
Let ψ(x, y) be a two-dimensional function. We define the centered linear statistic Xψ by
Xψ :=
∫ ∞
0
X
W (y)
ψ(·,y) dy ,
for those functions ψ for which this makes sense. Note that W (y) is a step function, and hence this
integral is a finite weighted sum of linear statistics.
We need to consider measures which are sufficiently smooth in the x coordinate to have a limit
in this scaling, and thus we choose to examine test functions of the form ψ(x, y)ρ(y) where ψ is a
Borel-measurable function and ρ is a compactly supported measure.
The precise regularity in the x coordinate we require is in terms of the fractional Sobolev norms.
Define the norm ‖·‖s by
‖φ‖s =
∫
R
(1 + k)2s|φˆ(k)|2 dk,
with φˆ the Fourier transform
φˆ(k) =
1
2π
∫
R
e−ikxφ(x) dx.
For a fixed, compactly supported probability measure ρ, we define the norm
‖ψ(x, y)‖2s,ρ :=
∫ ∞
0
‖ψ(·, y)‖2s dρ(y).
We may now state our main theorem for planar linear statistics.
Theorem 1.4. With β = 1, for any ψ and any compactly supported probability measure ρ for which
‖∂xψ‖s,ρ <∞ for some s > 32 , the centered linear statistic∫
H
ψ(x, y)H(x, y)dxdρ(y)
converges in distribution to a centered normal ξ with variance given by Var ξ = Var
〈
ψρ,GΩ〉 .
Remark 1.5. The proof given here works as well for β = 2 or 4, however we rely on a variance bound
of [20] which is explicitly proven only for β = 1 (see [20], Proposition 1.7). Notably, Shcherbina’s
proof is not hinging on the fact that β = 1; although not explicitly written down, it can be verified
with a little work that it is also applicable to β = 2, 4 . Thus it can be used in conjunction with
our proof to yield results similar to Theorem 1.4 for complex or quaternion entries.
1.3. Outline of proof for Theorem 1.4. Our approach to this theorem is by a density argument.
We begin by showing the statement for a large class of polynomial test functions.
The first step was Proposition 1.2; we then extend the results to planar functions of the type
discussed in the previous section, as follows. Let ρ be a probability measure with compact support
on [0,∞) and consider linear statistics Xf⊗ρ defined by
Xf⊗ρ :=
∫ ∞
0
X
W (y)
f dρ(y).(3)
We ignore the trivial case where ρ = δ0. In terms of this, we prove a version of the finite dimensional
marginal convergence, and a generalization of Proposition 1.2.
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Proposition 1.6. Fix polynomials p1, p2, . . . , pk and compactly supported probability measures
ρ1, ρ2, . . . , ρk. The vector of linear statistics (Xp1⊗ρ1 , . . . ,Xpk⊗ρk) converges in distribution to a
mean 0 Gaussian vector (ξ1, ξ2, . . . , ξk) with covariance
Eξiξj =
2µν
βπ
∫
H2
p′i(x(rie
iθi))p′j(x(rje
iθi))K(rie
iθi , rje
iθj ) dMi,j ,
where dMi,j is the measure given in polar coordinates by
dMi,j = ri sin θirj sin θjdθidθjdρi(ri)dρj(rj).
.
We then show that the height function has a type of a priori stability in the sense that the
standard deviation of a linear statistic can be controlled by a suitable seminorm of the test function.
Fractional Sobolev norms are particularly useful in this regard. Previous work of Shcherbina shows
that this norm can be used to control the variance of a linear statistic of a single sample covariance
matrix [20].
Proposition 1.7. Let β = 1 and let Q be an m(L)×L submatrix of G such that m(L)/L→ c ≥ 1.
For every s > 32 , there is a constant Cs > 0 so that
VarX
Q∗Q/L
φ ≤ Cs ‖φ‖2s
for all L ≥ 1 and all φ.
See Proposition 4 and Lemma 2 of [20].
As a consequence, we also get a similar type of bound that holds for any planar test statistic.
As a simple application of Jensen’s inequality, we will show that for general planar statistics:
Lemma 1.8. For every s > 32 , there is a constant Cs > 0 sufficiently large that
VarXψρ ≤ Cs ‖ψ‖2s,ρ .
As it stands, the functions in Proposition 1.6 do not actually have finite ‖·‖s,ρ norm, as polyno-
mials do not have finite ‖·‖s norm. Thus, the last step involves truncating the polynomials with
suitable cutoff functions, after which point, we will obtain a dense class of functions, and we may
then prove Theorem 1.4.
The rest of the paper is structured as follows: Sections 2 and 3 deal with the proofs of Propositions
1.2 and 1.6; specifically, Section 2 contains the calculation of the covariance only, while Section 3
contains the calculation of the other moments as well as the proofs of the two Propositions. Finally,
Section 4 presents the extension argument and finishes the proof of Theorem 1.4.
2. Covariance Calculation
The goal of this section is to calculate the limiting covariance XW1
xk
and XW2
xk
. We will do the
calculation fully for the β = 1 case and point out the differences for β = 2 and β = 4 along the
way.
Notably, in this section we do not assume the exact 4th moment condition on Zi,j given in (1);
we assume existence of the 4th order moment instead. We will see how the exact form of the 4th
moment necessary for obtaining the Gaussian free field in the limit emerges from the context.
Throughout, we will use the following notation. Define
N ek(γ) :=
∑
T
γe(T )
Nok (γ) :=
∑
T
γo(T ),
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where the sums are over all rooted plane trees T with k edges. The statistics e(T ) and o(T ) are
the number of vertices in these plane trees at even and odd depth from the root. The polynomials
Nok (γ) are precisely the Narayana polynomials, for all k ≥ 0. The N ek(γ) polynomials are also the
Narayana polynomials for all k > 0, while N e0 (γ) = γ (see [9, Remark p.176] or [16]).
From these definitions, we may take advantage of the well-known generating function for Narayana
polynomials
F (z, γ) :=
∞∑
z=0
zkNok (γ) =
z (1− γ) + 1−
√
(z (1− γ) + 1)2 − 4 z
2z
.
Recall that a centered trace of a power of B∗1B1,
XW1
xk
= tr (B∗1B1)
k − E tr (B∗1B1)k ,
can be written as a sum over closed walks of length 2k on the complete bipartite graph K(N,N).
Let Sk be those closed walks so that
XW1
xk
=
∑
w∈Sk
Z[w],
where we formally represent a walk as w : [2k]→ N and define
Z[w] :=
k∏
i=1
Zw(2i−1),w(2i)Zw(2i+1),w(2i) − E
k∏
i=1
Zw(2i−1),w(2i)Zw(2i+1),w(2i).
The covariance of XW1
xk
and XW2
xl
is therefore given by
EXW1
xk
XW2
xl
=
∑
w1∈Sk
w2∈Sl
EZ[w1]Z[w2].
If any edge is visited only once by w1 and w2, then its contribution to the covariance is 0, as taking
expectations causes the term to vanish. Thus, all contributing pairs of walks cover every edge at
least twice. Also, if the walks w1 and w2 have disjoint edge supports, then by the independence of
Z[w1] and Z[w2], the contribution of such pairs (w1, w2) to the covariance is 0.
As each walk traces out a connected graph, and the graph sum of the two walks has at most
k+ l+2 vertices. In the extreme case, the graph is a forest with two trees, the paths have disjoint
edge supports, and the contribution of these paths to the covariance is 0. If the support of the pair
has k + l + 1 vertices, the walks share a vertex and not an edge, and the contribution is again 0.
Further, walks that cover strictly fewer than k + l vertices provide a negligible contribution, as for
any pair of walks, |EZ[w1]Z[w2]| = O(L−k−l), but there are only O(Lk+l−1) many walks on k+ l−1
or fewer vertices. Thus, the only terms that contribute to the limit are those pairs of walks that
cover exactly k + l vertices and necessarily traverse a common undirected edge of K(N,N).
The pairs of walks of this form arise in one of two ways. The first possibility is that both of the
pairs are depth first search walks of some trees that cover a common edge. The second is that both
walks cover a unicyclic graph, traversing the cycle once and making excursions along trees that are
attached to this cycle. The cycle must be common to both walks to ensure that it is traversed twice
by the union of walks. This much is identical to what occurs for Wigner matrices, see [1, Lemma
2.1.33] for proofs.
The pairs of walks of the first type provide a contribution that is, to first order in L,
T1 := L
−k−l [
E|Z1,1|4 − 1
] ∑
Tk ,Tl
k · l ·m1,2n1,2me(Tk)−11 no(Tk)−11 me(Tl)−12 no(Tl)−12 .
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This expression follows from a simple counting argument. There are k · l ways to glue the rooted
trees Tk and Tl together along an edge, since having picked an edge from either tree, there is exactly
one choice of orientation to pick so that roots are an even number of steps apart. Having glued the
two trees together, there are asymptotically
m1,2n1,2m
e(Tk)−1
1 n
o(Tk)−1
1 m
e(Tl)−1
2 n
o(Tl)−1
2
ways to label the vertices of the paths. From the limiting relationships for the “m” and “n”
sequences, we have that
(4) T1 → νk1 νl2
(
E|Z1,1|4 − 1
)
(θν1ν2) · k · l
∑
Tk,Tl
γ
e(Tk)
1 γ
e(Tl)
2 .
The contribution of the pairs of unicyclic walks is, to first order in L,
(5) T2 := L
−k−l
∞∑
r=4,
r even
1
r/2
2
(
m1,2n1,2
m1m2
)r/2
nk1n
l
2
∑
µ|=k−r/2
λ|=l−r/2
∑
Tµ1 ,...,Tµr
Tλ1 ,...,Tλr
k · l ·
(
m1
n1
)ℓ1 (m2
n2
)ℓ2
,
where ℓ1 = e(Tµ1)+o(Tµ2)+e(Tµ3)+ · · ·+o(Tµr), where ℓ2 = e(Tλ1)+o(Tλ2)+e(Tλ3)+ · · ·+o(Tλr),
and where µ and λ are r-compositions of k − r/2 and l − r/2 respectively.
This contribution of the paths glued along their common r-cycle can be counted by the following
procedure.
(1) Mark one of the “m”-side vertices of w1 cycle to break symmetry. There are r/2 choices for
this mark, and after removing this mark, we will have overcounted exactly r/2-fold.
(2) At each of the r-vertices of the cycle, choose the number of edges for the pendant tree that
will dangle from this vertex. These choices are µ and λ respectively.
(3) Orient the w2 path cycle to either match the orientation of w1 or to oppose it, for an extra
factor of 2.
(4) Choose the starting step for each of the walks. The walks have 2k, respectively, 2l steps,
but only steps originating at an “m”-side vertex can be starting locations. Thus, there are
k · l many such choices.
(5) Label the vertices. For a given choice of trees, there are asymptotically
m
r/2
1,2 n
r/2
1,2m
ℓ1−r/2
1 n
k−ℓ1
1 m
ℓ2−r/2
2 n
k−ℓ2
2
many ways to label the paths.
Remark 2.1. The only place where the cases β = 2, 4 differ from β = 1 is in the contribution of
paths whose cycles are aligned in the same direction. In the complex case, this contributes a factor
of Z2i,j to Z[w1]Z[w2], which vanishes in expectation. Thus, for β = 2, only pairs of paths whose
cycles are counter-aligned (aligned in opposite direction) contribute to the covariance, so that the
contribution of step (3) should be replaced by 1. In the quaternionic case, one has EZ2i,j = −12 , so
that the contribution of step (3) should be replaced by 1+ (−12)r. Thus, in the complex case, T2 is
halved, and the calculations that follow for the real case are directly applicable. In the quaternion
case, the calculations that follow need some minor modifications to show the covariance carries the
desired 1β =
1
4 factor.
These limiting formulae will now be recast in terms of generating functions and Narayana poly-
nomials. From the generating function for the Narayana polynomials, this may be written as
T1 → νk1νl2
(
EZ41,1 − 1
)
(θν1ν2) · k · l
[
zk1z
l
2
]
F (z1, γ1)F (z2, γ2),
where [zk1z
l
2] denotes the z
k
1z
l
2 coefficient of the followingseries.
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For T2, we begin by rewriting the limiting expression in terms of the Narayana polynomials,
(6)
∑
Tµ1 ,...,Tµr
Tλ1 ,...,Tλr
(γ1)
ℓ1 (γ2)
ℓ2 =
(
N eµ1(γ1)N
o
µ2(γ1)N
e
µ3(γ1) · · ·Noµr(γ1)
) (
N eλ1(γ2)N
o
λ2(γ2)N
e
λ3(γ2) · · ·Noλr(γ2)
)
.
In (5), this is expression is summed over all compositions which may be recast efficiently in terms
of coefficient extraction from products of generating functions. Explicitly,
(7)
∑
µ|=k−r/2
λ|=l−r/2
r/2∏
i=1
N eµ2i−1(γ2i−1)N
e
µ2i(γ2i−1)N
e
λ2i−1(γ2i)N
e
λ2i(γ2i)
=
[
z
k−r/2
1 z
l−r/2
2
] (
G(z1, γ1)
r/2G(z2, γ2)
r/2
)
,
where G(z, γ) = F (z, γ)(γ − 1 + F (z, γ)) is the product of the generating functions for Nok (γ) and
N ek(γ), respectively. Summing over all r and reindexing the sum, this shows that (5) can be written
as
T2 → k · l · νk1 νl2
∞∑
r=2
2 (θν1ν2)
r
r
[
zk−r1 z
l−r
2
]
(G(z1, γ1)
rG(z2, γ2)
r)
=
[
zk1z
l
2
]
k · l · νk1νl2
∞∑
r=2
2 (θν1ν2)
r
r
(zr1G(z1, γ1)
rzr2G(z2, γ2)
r)
= −
[
zk1z
l
2
]
2k · l · νk1 νl2 · φ (θν1ν2 · z1G(z1, γ1)z2G(z2, γ2)) ,
where φ(z) = log(1− z) + z, and provided that |θν1ν2z1G(z1, γ1)z2G(z2, γ2)| < 1.
Define y1 = z1G(z1, γ1) and define y2 analogously. From elementary operations, it can be checked
that
z−11 =
γ1 + (1 + γ1)y1 + y
2
1
y1
.
This allows the coefficient extraction to be represented in terms of contour integrals as
T2 → −ν
k
1ν
l
22k · l
(2πi)2
∮ ∮
φ (θν1ν2y1y2)
zk+11 z
l+1
2
dz1 dz2,
where the contours for z1 and z2 wind once around the origin in the positive orientation and have
|θν1ν2y1y2| < 1. This same notation can be used to write the limiting covariance for T1. It can be
verified that F (z, γ) = 1+ zG(z, γ), so that the limiting expression, in terms of a contour integral,
is
T1 →
νk1ν
l
2
(
EZ41,1 − 1
)
(θν1ν2)k · l
(2πi)2
∮ ∮
1
zk+11 z
l+1
2
(1 + y1)(1 + y2)dz1 dz2.
As both k, l > 0, iterating the integration and applying the residue theorem shows this is equal to
T1 →
νk1 ν
l
2
(
EZ41,1 − 1
)
(θν1ν2)k · l
(2πi)2
∮ ∮
1
zk+11 z
l+1
2
y1y2 dz1 dz2.
This is also easily argued combinatorially in terms of coefficient extraction and the relation between
F (z, γ) and G(z, γ).
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Changing the integration to be over y1 and y2, the two limiting expressions become
T1 →
(
EZ41,1 − 1
) νk1νl2k · l
(2πi)2
∮ ∮
θν1ν2y1y2
zk−11 z
l−1
2
(
1− γ1
y21
)(
1− γ2
y22
)
dy1 dy2.(8)
T2 → −ν
k
1ν
l
22k · l
(2πi)2
∮ ∮
φ (θν1ν2y1y2)
zk−11 z
l−1
2
(
1− γ1
y21
)(
1− γ2
y22
)
dy1 dy2.(9)
After summing these two terms, we split the resulting covariance into two expressions WCovk,l and
WEk,l, the first representing the contribution of the free field and the other contributing an error
term that vanishes when the matrix entries agree with the Gaussian’s 4th moment.
WCovk,l := −ν
k
1ν
l
22k · l
(2πi)2
∮ ∮
log (1− θν1ν2y1y2)
zk−11 z
l−1
2
(
1− γ1
y21
)(
1− γ2
y22
)
dy1 dy2,(10)
WEk,l :=
(
EZ41,1 − 3
) νk1νl2k · l
(2πi)2
∮ ∮ θ
µ1µ2
y1y2
zk−11 z
l−1
2
(
1− γ1
y21
)(
1− γ2
y22
)
dy1 dy2.(11)
We emphasize that the contours are any that wind once positively around y1 = 0 and y2 = 0, and
keep
|θν1ν2y1y2| ≤ 1 .(12)
Note in the proof below that equality in the above is allowable.
Lemma 2.2. The two expressions above are equivalent to
WCovk,l =
k · l
π2
∮ ∮
(µ1+ν1+2ℜζ1)k−1(µ2+ν2+2ℜζ2)l−1K(ζ1, ζ2)ℑζ1
ζ1
ℑζ2
ζ2
dζ1 dζ2,
respectively,
WEk,l = −
(
EZ41,1 − 3
) k · l
π2
θ
ν1ν2µ1µ2
∮ ∮
(µ1+ν1+2ℜζ1)k−1(µ2+ν2+2ℜζ2)l−1 (ℑζ1)
2
ζ1
(ℑζ2)2
ζ2
dζ1 dζ2.
Here K(ζ1, ζ2) = log
∣∣∣ θ−1−ζ1ζ2
θ−1−ζ1ζ¯2
∣∣∣, and the contours are semicircles centered at 0 in the upper half
plane of radii
√
µiνi for i = 1, 2.
Proof. We start by noting that, for a variable ξ = Reiθ, 1 − R2
ξ2
= 2ℑ(ξ)ξ . We will now choose the
integration curves in (10) to be the circles |y1| = √γ1, respectively, |y2| = √γ2. Note that for this
choice of curves to be allowable it suffices that
θν1ν2
√
γ1
√
γ2 = θ
√
µ1ν1ν2µ2 < 1 .
In the case that θ
√
µ1ν1ν2µ2 = 1, we may take circles of slightly smaller radius and take the limits
as the contours’ radii go to
√
γi respectively. By the integrability of the logarithmic singularity, a
dominated convergence argument shows that the formula holds in this case as well. So as long as
condition (12) is satisfied, the results of this lemma will be valid.
With this choice of curves, (10) becomes
WCovk,l = −ν
k
1ν
l
22k · l
(2πi)2
∮ ∮
|yi|=√γi
i=1,2
log (1− θν1ν2y1y2)
zk−11 z
l−1
2
ℑ(y1)
y1
ℑ(y2)
y2
dy1 dy2 ;
note now that νizi = µi+νi+2νℜyi for i = 1, 2. Split the integral into four parts, corresponding to the
choice of upper or lower semicircle for each one of y1 and y2, and note that we can transform each of
these integrals in an integral over the cartesian product of upper semicircles. This transformation
does not in any way affect z1 and z2, as only the real parts are involved in the zis.
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Similarly, one obtains that
WEk,l =
(
EZ41,1 − 3
) νk1νl2k · l
(2πi)2
∮ ∮
|yi|=√γi
i=1,2
θ
µ1µ2
y1y2
zk−11 z
l−1
2
ℑ(y1)
y1
ℑ(y2)
y2
dy1 dy2 .
Note, crucially, that if |y| = R, the transformation y 7→ y¯, which takes upper semicircle into the
lower one and vice-versa, has the property that
ℑy
y
dy =
ℑ(¯y)
y¯
dy¯ ,
as yy¯ = R2 implies dy/y = −dy¯/y¯, and ℑy = −ℑy¯.
As in [7], note that
2 log
∣∣∣∣1− θν1ν2y1y21− θν1ν2y1y¯2
∣∣∣∣ = log (1− θν1ν2y1y2)− log (1− θν1ν2y1y¯2)
− log (1− θν1ν2y¯1y2) + log (1− θν1ν2y¯1y¯2)
Similarly, we note that
4ℑ(y1)ℑ(y2) = (y1 − y¯1)(y2 − y¯2) = y1y2 − y¯1y2 − y1y¯2 + y¯1y¯2 .
Finally, because the transformation y 7→ y¯ reverses direction (and neutralizes the minus signs in
the above identities), we can conclude that the double integral over the full circles can be rewritten,
in the case of WCovk,l, as
WCovk,l =
νk1ν
l
2k · l
π2
∮ ∮
|yi|=√γi
ℑyi>0
i=1,2
1
zk−11 z
l−1
2
log
∣∣∣∣1− θν1ν2 · y1y21− θν1ν2 · y1y¯2
∣∣∣∣ ℑ(y1)y1
ℑ(y2)
y2
dy1 dy2 ;
and in the case of WEk,l, as
WEk,l = −
(
EZ41,1 − 3
) νk1νl2k · l
π2
∮ ∮
|yi|=√γi
ℑyi>0
i=1,2
1
zk−11 z
l−1
2
(ℑ(y1))2
y1
(ℑ(y2))2
y2
dy1 dy2 .
When the 4th moment condition in (1) is fulfilled, WEk,l disappears. Its presence when this
condition is not fulfilled introduces a correction to the Gaussian free field.
After one final change of variables yi 7→ ν−1i ζi, dividing the top and bottom of the fraction under
the logarithm by θ (in the expression for WCovk,l), the lemma (under the 4th moment condition
in 1) is proved. 
3. Polynomial CLTs
In this section, we will show how the central limit theorems for polynomial test functions (Propo-
sitions 1.2 and 1.6) are derived. The principal difficulty for both is the covariance calculation, made
in the previous section. The remainder of the work is to show that the limiting mixed moments
agree with that of a Gaussian. Note that this proof is essentially a minor modification to the
corresponding proof for a single Wigner matrix (see (2.1.46) of [1] and the development thereafter),
and so we do not belabor the details.
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Proof of Proposition 1.2. As in Section 2, we recall that a centered trace of a power,
X
Wj
xpj
= tr
(
B∗jBj
)pj − E tr (B∗jBj)pj ,
can be written as a sum over closed walks of length 2pj on the complete bipartite graph K(N,N).
Let Sj be those closed walks so that
X
Wj
xpj
=
∑
w∈Sj
Z[w],
where we formally represent a walk as w : [2pj ]→ N and recall that
Z[w] =
pj∏
i=1
Zw(2i−1),w(2i)Zw(2i+1),w(2i) − E
pj∏
i=1
Zw(2i−1),w(2i)Zw(2i+1),w(2i).
Explicity, Sj is the set of all closed walks with 2j steps on K(Mj , Nj) starting on the Mj side,
where Mj and Nj are the respective row indices and column indices of Bj in the infinite array
(Zi,j). Without loss of generality, we assume that all such Mj and Nj are contained in [L].
The method of proof will be the computation of moments. If suffices to show that for each word
m ∈ [k]l , the mixed moments satisfy
E
l∏
j=1
X
Wm(j)
x
pm(j)
=
{
o(1) if l is odd,
o(1) +
∑
G
∏
{a,b}∈E(G) EX
Wm(a)
x
pm(a)
X
Wm(b)
x
pm(b)
if l is even,
where the sum is over all graphs G that are perfect matchings on the vertices [k] and where E(G)
is the edge set of this graph. By Lemma 2.2 it will then follow that this moment converges to the
desired Gaussian moments.
Consider a fixed collection of walks (w1, w2, . . . , wl) ∈
∏l
i=1 Sm(i). Define the support of this
collection of walks to be the subgraph of K(L,L) that contains precisely those edges traversed by
the walk. Call two tuples of walks isomorphic, if it is possible to permute [L] to realize one in terms
of the other.
There are exactly 2p directed edges (with multiplicity) used by (w1, w2, . . . , wl), where
p :=
l∑
i=1
pm(i).
If somewhere in this collection of walks there is an edge which is traversed only once (in total, by
all the walks), then it follows that
E
l∏
i=1
Z[wi] = 0,
and hence it suffices to consider only those tuples that cover every edge at least twice. Thus, there
are at most p distinct undirected edges used by these walks. Note that the moments up to any
fixed order of Lpj · Z[wj] can be bounded uniformly over all words, all 1 ≤ j ≤ k, and all L ≥ 1.
Hence, we have the estimate
E
l∏
i=1
Z[wi] = O(L
−p),
which holds uniformly over all choices of words from
∏l
i=1 Sm(i). Now, if any tuple covers an edge
more than twice, then it follows there are O(Lp−1) vertex choices that yield isomorphic tuples, and
hence the contribution is negligible.
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Thus, we may consider the case that every edge of the support is used exactly twice by the whole
collection of walks. Recall that the dependency graph with vertices [l] is given by the edge set
E = {(i, j) : Z[wi] is not independent of Z[wj]}.
If in this dependency graph there is an isolated vertex i, then the corresponding variable Z[wi] is
independent of all the other Z[wj], and hence E
∏l
i=1 Z[wi] = 0. Thus, we assume every vertex in
the dependency graph has an incident edge.
Let c be the number of connected components of the dependency graph. It can be seen that an
upper bound for the number of vertex choices yielding an isomorphic tuple of walks is O(Lp+c−⌈l/2⌉),
as each edge in a spanning tree of the dependency graph forces another vertex choice to be lost (see
[1, Lemma 2.1.34]). The only relevant tuples of walks, then, are those whose dependency graphs
are perfect matchings. From this realization, it is straightforward to argue that the Wick formula
holds asymptotically, with an error of O(L−1/2).
It is instructive to note that the only difference between the situation here and the statement for
a single Wishart matrix is that the number of vertex choices depends on the sizes of the submatrices
chosen. However, as all dimensions scale linearly with L, the needed O(Lp+c−⌈l/2⌉) estimate still
holds.

We proceed to the proof for planar test functions, which again uses the method of moments, first
establishing the covariance convergence and then proving the needed form of the moments. The
covariance calculation can be seen to follow from Lemma 2.2 together with the following elementary
lemma.
Lemma 3.1. There is a constant Ck,l so that for all 0 ≤ y, z ≤M,∣∣∣EXWyxk XWzxl
∣∣∣ ≤ Ck,l.
The convergence in the covariance limit can in fact be made uniform over 0 ≤ y, z ≤ M, and
hence this lemma is an immediate consequence. Thus, we skip its proof and turn to the extension
to planar functions.
Proof of Proposition 1.6. From Lemma 3.1, it follows that for any polynomials pi and pj there is a
constant C so that ∣∣∣EXWypi XWzpj
∣∣∣ ≤ C
for all 1 ≤ i, j ≤ k and all 0 ≤ y, z ≤ M, where M is sufficiently large to contain the supports of
all probability measures ρj . Now we notice that
EXpi⊗ρiXpj⊗ρj =
∫ ∞
0
∫ ∞
0
EX
Wy
pi X
Wz
pj dρi(y)dρj(z),
on account of Xpi⊗ρi and Xpj⊗ρj being finite linear combinations of linear statistics. Note that
pointwise convergence of the integrand to the desired quantity follows from Lemma 2.2. The
convergence of the integral to the desired quantity now follows by dominated convergence.
It remains to show that the variables are Gaussian, which follows in a nearly identical fashion to
Proposition 1.2. To see this, define Sj(y) to be all closed walks on K([µyL], [νyL]) starting from
the [µyL] side and having length 2j. Now we can write
Xxpi⊗ρi =
∫ ∞
0
∑
w∈Si(y)
Z[w] dρi(y),
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which is again a finite sum of linear statistics. In particular, we can write
Xxpi⊗ρi =
∑
w∈Si(M)
αρi [w]Z[w],
where αρi [y] = ρi([y
∗,M ]), for y∗ is the smallest non-negative real so that w is a walk onK([µyL], [νyL]).
As all these coefficients are uniformly bounded by 1, the remainder of the proof is now identical to
the proof of 1.2. 
4. Extension argument
The main purpose of this section is to prove Theorem 1.4. We commence with the proof of
Lemma 1.8.
Proof of Lemma 1.8. Recall that for all 0 < y < 1, W (y) = B(y)∗B(y)/L with B(y) a [yµL] ×
[yνL] submatrix of the [µL] × [νL] matrix G. It is possible to construct sequences mi(L) for
i = 1, 2, . . . , ⌊ 1ν ⌋ with mi(L)/L→ µ/ν and mi(L)× L submatrices Qi,L of G so that
{B(y) : y > 0, L ∈ N} ⊆ {Qi,L : i = 1, 2, . . . , ⌊ 1ν ⌋, L ∈ N} .
Hence by Proposition 1.7, there is a constant Cs > 0 so that
VarX
Wy
φ ≤ Cs
∥∥φ ◦D[Lνy]/L∥∥2s ,
where Dt is the dilation x 7→ tx. For any t in a compact set K, it is easily checked that there is a
C = C(K) > 0 so that
‖φ ◦Dt‖2s ≤ C ‖φ‖2s .
Let K be the support of ρ. By the prior reasoning, we have that there is a constant C˜s > 0 so
that
VarX
Wy
φ ≤ C˜s ‖φ‖2s
for all y ∈ K. The proof now follows from Jensen’s inequality:
VarXψρ = Var
∫ ∞
0
X
W (y)
ψ(·,y) dρ(y)
≤
∫ ∞
0
VarX
W (y)
ψ(·,y) dρ(y)
≤
∫ ∞
0
C˜s ‖ψ‖2s dρ(y) = C˜s ‖ψ‖2s,ρ .

Proof of Theorem 1.4. We begin with a truncation argument. Let δ > 0 be a constant to be
determined later and set
Zˆi,j = Zi,j1
{
|Zi,j | < L1/2−δ
}
.
Let Gˆ be the [µL]× [νL] upper left corner of (Zˆi,j)i,j≥1. As ρ is compactly supported, we may find
a K > 0 so that [0,K] contains its support. From the moment hypotheses on Z,
P
[
|Zi,j | ≥ L1/2−δ
]
≤ E|Zi,j|
4+ǫ
L(1/2−δ)(4+ǫ)
.
By making δ > 0 sufficiently small, we may make this bound o(L2).
Define Bˆ(y) to be the submatrix of Gˆ where i, j run over [yµL]×[yνL]. This is the exact analogue
of B(y), and we have that
P
[
∃y ∈ [0,K] : Bˆ(y) 6= B(y)
]
→ 0
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as L → ∞, since {Bˆ(y)}y≤K depends on at most O(L2) entries of G. Thus, it follows that the
conclusion of Proposition 1.6 holds for Bˆ(y) as well. Further, it suffices to prove the theorem for
the matrix of truncated variables Gˆ, as then the conclusion holds for G.
From hereon, we will assume that we have already replaced G by Gˆ to lighten the notation. We
wish to extend the test functions in Proposition 1.6 to non-polynomial test functions, in particular
to measures ψ(x, y)ρ(y) where ψ has finite ‖·‖s,ρ norm.
Let ‖·‖op denote the operator norm of a finite dimensional rectangular matrix. It is well known
that B(K) has operator norm O(L1/2); by Theorem 9.13 of [4], there is a constant C so that with
probability going to 1, ‖B(K)‖op ≤ C
√
L. Thus in addition, the median ‖B(K)‖op is at most
√
L.
As ‖·‖op is 1-Lipschitz (with respect to the Frobenius norm on the matrix), convex, and the entries
of B(K) are supported on [−L1/2−δ, L1/2−δ ] we have the following consequence of Talagrand’s
inequality (see [1, Theorem 4.4.10]):
(13) P
[
‖B(K)‖op > (C + t)
√
L
]
≤ C exp(−L2δt2/C)
where we have increased C if necessary and t ≥ 0 is arbitrary. Hence by interlacing of singular
values (see [11]), all eigenvalues of {W (y)}y≤K are supported on [0, (C+t)2], with failure probability
at most C exp(−L2δt2/C).
For any M ≥ C, let τM : R → R be any C∞ compactly supported cutoff function that is 1 on
[−M,M ]. Then p(x)τM (x) ∈ Hs.Moreover, as we can bound |p(x)| ≤ C ′(1+x)d for some C ′, d > 0,
we have
E
∣∣XpτM⊗ρ −Xp⊗ρ∣∣ ≤ LC ′E [(1 + ‖W (K)‖2op)d1{||W (K)||op ≥M}]
≤ LC ′
∫ ∞
M
d(1 + t)d−1P
[
‖W (K)‖2op > t
]
dt
≤ LC ′′
∫ ∞
M
(1 + t)d exp(−L2δt/C ′′) dt,
for some other constant C ′′ > 0. As L → ∞, this goes to 0. Therefore, the conclusion of Proposi-
tion 1.6 extends to measures of the form p(x)τM (x)ρ(y).
Similarily, the CLT can be seen to hold for test functions of the form p(x)τM (x)1 {y ≤ r} ρ(y).;
write Ψp,M,r := p(x)τM (x)1 {y ≤ r} .
The collection {Ψp,M,r}p,M,r is easily seen to have dense span in the space {ψ : H→ R, ‖ψ‖s,ρ <
∞}, as p varies over all polynomials, M varies over [C,∞) and r varies over (0,∞). It now follows
from Lemma 1.8 and Proposition 3 of [20] that the desired CLT holds for Xψ(x,y)ρ(y) for any ψ for
which ‖ψ‖s,ρ <∞.

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