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Abstract
With the help of a radially invariant vector field, we derive inequalities
of the Hardy kind, with no boundary terms, for W 1,p functions on bounded
star domains. Our results are not obtainable from the classical inequalities
for W 1,p0 functions. Unlike in W
1,p
0 , our inequalities admit maximizers that
we describe explicitly.
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1. Introduction
Let 1 ≤ p < n and let u ∈ C∞0 (Ω) where Ω is a C
1 bounded domain in
R
n. Then∥∥∥∥ u|x|
∥∥∥∥
Lp(Ω)
≤ cp,n‖∇u‖Lp(Ω) (1)
where cp,n = p/ (n− p) . The inequality (1) is a version of the wellknown
Hardy’s inequality. It is interesting, obviously, if the origin belongs to Ω.
The constant cp,n in (1) is found to be optimal [3], yet not attained in the
corresponding Sobolev space W 1,p0 (Ω). This is a motivation to look for a
remainder term. A substantial improvement of (1) when p = 2 was obtained
by Brezis and Vazquez [5] who proved the inequality(∫
Ω
|∇u|2dx−
(
n− 2
2
)2 ∫
Ω
u2
|x|2
dx
) 1
2
≥
C(q, n)
|Ω|
1
q
−n−2
2
(∫
Ω
|u|qdx
) 1
q
, (2)
1
1 < q < n/(n − 2), with the constant C(q, n) optimal when Ω is a ball cen-
tered at the origin and q = 2, but again, never achieved in H10 (Ω). Similar
improvements for Hardy’s inequalities where a nonnegative correction term
is introduced followed this result ([4], [6, 7],[13], [25]). But these mainly tar-
geted versions of (1) that involve the distance from the boundary as opposed
to the distance from the origin or treated the corresponding Lp cases. Filip-
pas and Tertikas [12] optimized (2), in a certain sense, in terms of correction
terms and showed that the best constants in their improvements can not
be achieved in H10 (Ω). Later, N. Ghoussoub, A. Moradifam [14] character-
ized radially symmetric potentials V and best constants c(V ) for the Hardy
inequality∫
Ω
|∇u|2dx−
(
n− 2
2
)2 ∫
Ω
u2
|x|2
dx ≥ c(V )
∫
Ω
V (|x|)|u|2dx, u ∈ H10 (Ω).
These results were furthered in ([2],[8, 9, 10], [15], to name a few).
The unattainability of the aforementioned optimal constants persists re-
gardless of the behaviour of W 1,p0 functions near the boundary. Notice that
(1) does not hold for functions constant on Ω, and therefore not true for
all u ∈ W 1,p (Ω) . Any inequality of the Hardy type for u ∈ W 1,p (Ω) will
certainly involve a boundary term.
The discussion above invokes a question: Does the inequality (1) hold
true on a space larger than (or different from) W 1,p0 (Ω) on which the con-
stant cp,n, or a bigger one, is optimal and achieved ?
Recently S. Machihara et al. [20] gave variants of (1) on the ball B(R) =
{x ∈ Rn : |x| < R}, valid for H1 functions, namely
∫
B(R)
∣∣∣u(x)− u(R x|x|)∣∣∣2
|x|2
dx ≤
(
2
n− 2
)2 ∫
B(R)
∣∣∣∣ x|x| · ∇u
∣∣∣∣
2
dx, n ≥ 3, (3)
∫
B(R)
∣∣∣u(x)− u(R x|x|)∣∣∣2
|x|2
∣∣∣log R|x|∣∣∣2
dx ≤ 4
∫
B(R)
∣∣∣∣ x|x| · ∇u
∣∣∣∣
2
dx, n = 2. (4)
The novelty in inequalities (3) and (4) lies in obtaining inequalities of Hardy
type on balls for a function u ∈ H1 (Rn) with no boundary terms. Observe
the identity
x · ∇u
(
R
x
|x|
)
= 0.
2
This idea is celebrated in [16, 17], [21, 22, 23, 24].
First we show that (3) can not be obtained from (1) directly, and neither
can (4) be deduced from the inequality ([18]):∫
Ω
|u(x)|n
|x|n
(
log M
|x|
)n dx ≤
(
n
n− 1
)n ∫
Ω
∣∣∣∣ x|x| · ∇u
∣∣∣∣
n
dx, M = sup
Ω
|x|, (5)
that holds for all u ∈ W 1,n0 (Ω), n ≥ 2. Precisely, if v(x) := u(x)− u (x/|x|)
then v is not necessarily inH1 (B(1)) whenever u ∈ H1 (Rn) . In fact u (x/|x|)
is not always in L2 (B(1)) when u ∈ L2 (Rn). See Proposition 1.
Second, with the help of a vector field f satisfying a particular boundary
value problem, we extend inequalities (3) and (4) to bounded C1 star-shaped
with respect to the origin domains. This is easy for inequalities like (1)
obtainable from their analogues on balls:
Since cp,n is independent of Ω, then a standard proof [3] implies∫
B(R)
|u|p
|x|p
dx ≤ cpp,n
∫
B(R)
|∇u|pdx, u ∈ H10 (B(R)). (6)
Set R = maxx∈Ω |x| and simply extend u ∈ H
1
0 (Ω) to
u¯(x) :=
{
u(x), x ∈ Ω;
0, otherwise.
Then u¯ ∈ H10 (B (maxx∈Ω |x|)) and (1) follows from (6). This extension by
zero argument ([18], Remark 1.3) does not work for inequalities (3) and (4).
The term u(Rx/|x|) that grants v zero “trace” on ∂B(R) becomes idle and
the field x/|x| needs to be replaced by another radially invariant field that
will definitely depend on the domain. As a result, spherical coordinates used
in [20] can be no longer helpful. As with (3) and (4), by Proposition 1, our
inequalities are unobtainable from (1) when 1 ≤ p < n, n ≥ 3 or from (5) in
the critical case p = n ≥ 2.
Finally, sharpness and equality are discussed using a method different
from Ioku et al.’s in [16], [17]. The case p = 1 missing in [17] is also recovered.
We actually identify maximizers for our inequalities in W 1,p. We show how
exactly the existence of these maximizers depends on both f and the domain.
3
2. Main results
Proposition 1. Let n ≥ 2, 1 ≤ p < n, and assume u ∈ Lp (Rn). Then
v(x) := u(x) − u (x/|x|) needs not belong to Lp (B(1)). Moreover, u ∈
W 1,p (Rn), does not guarantee v ∈ W 1,p (B(1)).
Proof. Fix x0 ∈ R
n with |x0| = 1. Let 0 ≤ γ ≤ 1 denote a cutoff function
with γ(x) = 1 for 3
4
< |x| < 5
4
and γ = 0 for |x| < 1
2
and |x| > 3
2
. Let
u(x) :=
γ(x)
|x− x0|α
, α > 0.
We have∫
Rn
|u|p dx .
∫
1
2
≤|x|≤ 3
2
dx
|x− x0|pα
.
∫
|x|≤1
dx
|x|pα
.
Thus u ∈ Lp(B(1)) if α < n
p
. Whereas, using spherical coordinates,
∫
B(1)
∣∣∣∣u
(
x
|x|
)∣∣∣∣
p
dx =
∫
1
2
≤|x|≤1
dx
| x
|x|
− x0|pα
≈
∫
|ω|=1
dω
|ω − x0|pα
which converges iff α < n−1
p
. This excludes v from Lp (B(1)) for α ≥ n−1
p
.
Also∫
Rn
|∇u|p dx .
∫
1
4
≤||x|−1|≤ 1
2
|∇γ|p
|x− x0|pα
dx+
∫
1
2
≤|x|≤ 3
2
|γ|p
|x− x0|p(α+1)
dx
. 1 +
∫
|x|≤1
dx
|x|p(α+1)
,
whence u ∈ W 1,p (Rn) whenever α < n−p
p
. Meanwhile
∇
(
u
(
x
|x|
))
=
1
|x|
(∇u)
(
x
|x|
)
−
x · (∇u)
(
x
|x|
)
|x|3
x
=
1
|x|
(
(∇u)
(
x
|x|
)
−
x
|x|
· (∇u)
(
x
|x|
)
x
|x|
)
=
1
r
[(∇u) (ω)− (rˆ · (∇u) (ω)) rˆ] =
1
r
∇ωu (ω)
4
in spherical coordinates. Consequently∫
B(1)
∣∣∣∣∇u
(
x
|x|
)∣∣∣∣
p
dx ≈
∫
|ω|=1
|∇ωu (ω)|
p dω =
∫
|ω|=1
dω
|ω − x0|p(α+1)
.
Therefore v /∈ W 1,p(B(1)) for any α ≥ (n− p− 1)/p.
The upcoming lemma provides an implemental estimate of weak deriva-
tives.
Lemma 2. ([3]) Let 1 ≤ p ≤ ∞ and g ∈ W 1,p (Ω→ R). Then |x · ∇|g|| ≤
|x · ∇g|.
Theorem 3. Let n ≥ 3, 1 ≤ p < n, and let u ∈ W 1,p(Ω) where Ω is a
bounded C1 domain star-shaped with respect to the origin in Rn. Suppose
f ∈ C1
(
Ω¯0 → R
n
)
∩ L∞ (Ω→ Rn) solves the boundary value problem{
(x · ∇) f(x) = 0, x ∈ Ω0;
f(x) = x, x ∈ ∂Ω
(7)
where Ω0 denotes Ω \ {0}. Then∫
Ω
|u− u ◦ f |p
|x|p
dx ≤
(
p
n− p
)p ∫
Ω
∣∣∣∣ x|x| · ∇u
∣∣∣∣
p
dx. (8)
Proof. The proof is standard. By density [1], we may argue assuming u ∈
C1
(
Ω¯
)
. Let F (x) := |u(x)− u(f(x))|p/|x|p. Then, for x 6= 0, we have
F (x) = −|u(x)− u(f(x))|p ∇
(
1
|x|
)
·
x
|x|p−1
= −∇ · (F (x) x) + (n− (p− 1))F (x) + pF
p−1
p (x)
x
|x|
· ∇|u(x)− u(f(x))|
which we rewrite as
F (x) =
1
n− p
∇ · (F (x) x)−
p
n− p
F
p−1
p (x)
x
|x|
· ∇|u(x)− u(f(x))|. (9)
Now, choose ǫ > 0 such that Ω ⊃ B(ǫ). Then
I(ǫ) :=
∫
B(ǫ)
F (x) dx . ‖u− u ◦ f‖p
L∞(Ω) ǫ
n−p. (10)
5
The estimate (10) helps isolate the singularity so that, if ν is the outward
pointing normal on Ω, then the divergence theorem yields
J(ǫ) :=
∫
Ω\B(ǫ)
∇ · (F (x) x) dx = −
∫
|x|=ǫ
|u(x)− u(f(x))|p
|x|p−1
dS(x), (11)
as assumption (7) ensures∫
∂Ω
F (x) x · ν(x)dS(x) = 0.
And from (11) follows the estimate
|J(ǫ)| . ‖u− u ◦ f‖p
L∞(Ω)ǫ
n−p. (12)
In addition, applying Ho¨lder’s inequality
|K(ǫ)| :=
∣∣∣∣
∫
Ω\B(ǫ)
F
p−1
p (x)
x
|x|
· ∇|u(x)− u(f(x))| dx
∣∣∣∣
≤
(∫
Ω\B(ǫ)
F (x) dx
)1− 1
p
(∫
Ω\B(ǫ)
∣∣∣∣ x|x| · ∇ |u(x)− u(f(x))|
∣∣∣∣
p
dx
) 1
p
. (13)
But Lemma 2 affirms the pointwise estimate
|x · ∇ |u(x)− u(f(x))|| ≤ |x · ∇ (u(x)− u(f(x)))| , x ∈ Ω0. (14)
Also, from (7) follows
x · ∇u(f(x)) = (∇u) (f(x)) · (x · ∇) f = 0, x ∈ Ω0. (15)
Returning with (14) and (15) to (13) implies
|K(ǫ)| ≤
(∫
Ω\B(ǫ)
F (x) dx
)1− 1
p
(∫
Ω\B(ǫ)
∣∣∣∣ x|x| · ∇u
∣∣∣∣
p
dx
) 1
p
. (16)
Integrating (9) over Ω we get∫
Ω
F (x) dx = I(ǫ) +
1
n− p
J(ǫ)−
p
n− p
K(ǫ). (17)
Finally, by (10), limǫ→0+ I(ǫ) = 0. Similarly limǫ→0+ J(ǫ) = 0 from (12).
And since |∇u|p ∈ L1(Ω), then, using the dominated convergence theorem in
(16), we deduce (8) from (17).
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Remark 1. Star-shapedness of the domain Ω with respect to the origin is
necessary for a nontrivial vector field f to satisfy 7.
Theorem 4. Consider Ω and f of Theorem 3. Let M := supΩ |x| and
assume u ∈ W 1,n(Ω) with n ≥ 2. Then∫
Ω
|u− u ◦ f |n
|x|n
(
log M
|x|
)n dx ≤
(
n
n− 1
)n ∫
Ω
∣∣∣∣ x|x| · ∇u
∣∣∣∣
n
dx. (18)
Proof. Invoking the density argument [1], we may take u ∈ C1
(
Ω¯
)
. Since,
for x ∈ Ω0,
(n− 1)
|u(x)− u(f(x))|n
|x|n
(
log M
|x|
)n = |u(x)− u(f(x))|n∇ ·

 x
|x|n
(
log M
|x|
)n−1


= ∇ ·

 |u(x)− u(f(x))|n
|x|n
(
log M
|x|
)n−1 x

+
−n
|u(x)− u(f(x))|n−1
|x|n−1
(
log M
|x|
)n−1 x|x| · ∇|u(x)− u(f(x))|.
The rest resembles the proof of Theorem 3 once the components (19)-(21)
below are recognized:
∫
B(ǫ)
|u(x)− u(f(x))|n
|x|n
(
log M
|x|
)n dx . ‖u− u ◦ f‖nL∞(Ω)(
log M
ǫ
)n−1 → 0, as ǫ→ 0+. (19)
∫
∂Ω
|u(x)− u(f(x))|n
|x|n
(
log M
|x|
)n−1 (x · ν) dx = 0, (20)
−
∫
Ω\B(ǫ)
∇ ·

 |u(x)− u(f(x))|n
|x|n
(
log M
|x|
)n−1 x

 dx
=
∫
|x|=ǫ
|u(x)− u(f(x))|n
|x|n−1
(
log M
|x|
)n−1dS(x) . ‖u− u ◦ f‖
n
L∞(Ω)(
log M
ǫ
)n−1 → 0, as ǫ→ 0+,
(21)
7
an implication of the divergence theorem.
3. Applications
1- On ellipsoids
Let a := (ai) ∈ R
n
+ and let |.|a denote the norm |x|a := (
∑n
i=1 a
2
ix
2
i )
1
2 ,
x = (xi) ∈ R
n. Consider the open ellipsoid Ea := {x : |x|
2
a < 1}. The
essentially bounded field fa(x) := x/|x|a is smooth on Ea \ {0} and satisfies
(7) with Ω = Ea. Therefore, if u ∈ W
1,p(Ea), 1 ≤ p < n, n ≥ 3, then∫
Ea
|u− u ◦ fa|
p
|x|p
dx ≤
(
p
n− p
)p ∫
Ea
∣∣∣∣ x|x| · ∇u
∣∣∣∣
p
dx
by Theorem 3. Moreover, applying Theorem 4, if u ∈ W 1,n(Ea) with n ≥ 2
then ∫
Ea
|u− u ◦ fa|
n
|x|n
(
log Ma
|x|
)n dx ≤
(
n
n− 1
)n ∫
Ea
∣∣∣∣ x|x| · ∇u
∣∣∣∣
n
dx
where Ma := supx∈Ea |x| = 1/mini ai.
2- On star-shaped domains
Let the C1 domain C be such that 0 ∈ C and C is star-shaped w.r.t. 0.
Suppose ∂C has the representation r = r(ω) in spherical coordinates. Then
C and
f(x) := r(
x
|x|
)
x
|x|
fulfill all prerequisites of both Theorems 3 and 4.
4. Sharpness and maximizers
Back to Theorems 3 and 4. If u ∈ W 1,p(Ω) ∩ C(Ω¯) and f is such that
u ◦ f ∈ W 1,p(Ω), then u − u ◦ f ∈ W 1,p0 (Ω). Hence, by (15), the sharpness
of the inequalities (1) and (5) then assure the optimality of the constants in
(8) and (18), respectively. Equality in (8) is clear for constant u, for which
both sides vanish. The same applies to (18). In fact if u is radially invariant
in Ω then u(x) = u(f(x)) and x.∇u = 0, in which case both sides of (8) and
8
(18) are zero.
Let us investigate all candidates for radially varying maximizers of (8).
As intuited from Proposition 1, the existence of a maximizer in W 1,p(Ω)
depends on f and the geometry of Ω. Now, equality in (8) requires equality
in (13) which necessitates the existence of a λ > 0 such that
F
1
p (x) = λ
∣∣∣∣ x|x| · ∇ |u(x)− u(f(x))|
∣∣∣∣ = λ
∣∣∣∣ x|x| · ∇u(x)
∣∣∣∣ , p > 1, (22)
for almost every x ∈ Γ with Γ := {x ∈ Ω0 : u(x)− u(f(x)) 6= 0}. Comparing
(22) against (8) with an equality implies
λ =
p
n− p
,
and (22) becomes
x · ∇w(x) = ±
n− p
p
w(x), w(x) = u(x)− u(f(x)), a.e. Γ (23)
or equivalently
x · ∇
(
|x|∓
n−p
p w(x)
)
= 0 a.e. Γ.
Thus a maximizer of (8), if exists, has to satisfy
u(x) = u(f(x)) + |x|±
n−p
p ψ (x)
for some ψ that solves
x · ∇ψ = 0
(
equivalently
∂
∂|x|
ψ = 0
)
on Γ. (24)
By this radial invariance of ψ in Ω, we can write ψ(x) = ψ(x/|x|), after
extending it radially, wherever necessary, to the unit ball. Moreover, with a
sufficiently small η > 0, one can fit B(η) inside Ω. So if u(x) = u(f(x)) +
|x|−
n−p
p ψ (x) then both sides of (8) dominate∫
B(η)
|ψ(x)|n
|x|n
dx =
∫
Sn−1
|ψ(ω)|ndω
∫ η
0
1
r
dr = +∞
9
unless ψ = 0. Therefore, for u to maximize (8), it must satisfy
u(x) = u(f(x)) + |x|
n−p
p ψ(x) a.e. Ω, (25)
assuming u− u ◦ f 6= 0 a.e. Ω.
Recall that (8) lacks nontrivial maximizers when u − u ◦ f ∈ W 1,p0 (Ω).
To avoid that, take an ψ ∈ C
(
Ω¯0
)
that satisfies (24). If |x|
n−p
p ψ ∈ W 1,p(Ω)
then u − u ◦ f ∈ W 1,p(Ω) ∩ C
(
Ω¯0
)
. However u(x) − u(f(x)) 6= 0 for every
x ∈ ∂Ω, for otherwise ψ vanishes identically on ∂Ω which, by (24), implies ψ
vanishes on Ω¯0. So assume ψ ∈ C
(
Ω¯0
)
henceforth.
A nontrivial maximizer of (8) cannot be in Crad(Ω¯0), the space of contin-
uous in the radial direction functions on Ω¯0. Indeed, since f ∈ C(Ω¯0) and
f(x) = x on ∂Ω, then for a function u ∈ Crad(Ω¯0) that verifies (25), we would
have u(x)− u(f(x)) = 0 on ∂Ω. Let
φ(x) :=
{
|f(x)|
n−p
p ψ(x), in Ω0;
0, on ∂Ω.
Then φ ∈ C (Ω0), and is evidently radially invariant in Ω0. Since f 6= 0 in
Ω0, then φ /∈ Crad(Ω¯0). Define
ξ(x) := |x|
n−p
p ψ(x) + φ(x), x ∈ Ω¯0. (26)
Notice that either ξ /∈ Crad(Ω¯0), or else ξ is identically zero. Since
ψ(f(x)) = ψ(x), φ(f(x)) = 0
for every x ∈ Ω0, then
ξ(f(x)) = |f(x)|
n−p
p ψ(x) = φ(x) in Ω0
and ξ satisfies (25). (See Figure A).
p
x
-
O
(The origin)
Ω
Figure A: f(x) = f(p) = p, ξ(f(x)) = ξ(p) = |p|
n−p
p ψ(p).
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Thus, (26) provides a maximizer of (8) for all 1 ≤ p < n as long as f and
ψ are such that ψ ∈ L∞(Ω), |x|
n−p
p ψ, |f |
n−p
p ψ are in W 1,p(Ω). For these
maximizers, both sides of (8) equal∫
Ω
|ψ|p
|x|2p−n
dx ≤ ‖ψ‖p
L∞(Ω)
∫
Ω
1
|x|2p−n
dx <∞
for all 1 ≤ p < n. Interestingly, since ξ /∈ Crad(Ω¯0) then ξ− ξ ◦ f cannot be a
W 1,10 (Ω) function. This is because ξ − ξ ◦ f ∈ C(Ω0) \ C(Ω¯0) and, although
ξ(x) − ξ(f(x)) = 0, for every x ∈ ∂Ω, its trace |x|
n−p
p ψ 6= 0 on ∂Ω. See
Example 1.
Iterating this approach, maximizers of (18), if exist, verifiably take the
form
u(x) = u(f(x)) + ψ(x)
(
log
M
|x|
)−n−1
n
a.e. Ω (27)
with an ψ that satisfies (24), and will be momentarily further determined.
Observe that we excluded the functions u(x) = u(f(x)) + ψ(x)
(
log M
|x|
)n−1
n
with which both sides in (18) diverge. Indeed, for 0 < η < M small enough,
both sides of (18) dominate∫
B(η)
|ψ(x)|n
|x|n log M
|x|
=
∫
Sn−1
|ψ(ω)|n
∫ η
0
1
r log M
r
drdω = +∞.
With u in (27), both sides of (18) equal
IΩ :=
∫
Ω
|ψ|n
|x|n
(
log M
|x|
)2n−1 dx.
Whether IΩ converges is a little tricky. Let’s find ψ that makes IΩ converge.
Such ψ undoubtedly depends on ∂Ω where the logarithmic singularity lies.
The radial invariance of ψ, and the radial symmetry of its factor suggest
writing IΩ in spherical coordinates. So, let ∂Ω be given by r = r(ω). Since
Ω is C1 then r(ω) ∈ C1(Sn−1). And since 0 ∈ Ω then there exists r0,Ω > 0
such that r(ω) ≥ r0,Ω on S
n−1. Therefore
IΩ =
∫
Sn−1
∫ r(ω)
0
|ψ(ω)|n
r
(
log M
r(ω)
)2n−1 drdω = 12n− 2
∫
Sn−1
|ψ(ω)|n(
log M
r(ω)
)2n−2 dω.
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Let ψ ∈ C(Ω¯0). If Λ := {x ∈ ∂Ω : |x| = M} has positive Lebesgue surface
measure, S(Λ), and ψ 6= 0 on Λ, then IΩ is ill-defined. Suppose that Λ is, in
addition, simply connected. Then, for IΩ to be well-defined, ψ must vanish
in the cone with apex at 0 and base on Λ. Obviously Λ = ∂Ω iff Ω = B(M).
Thus, the inequality (18) on balls admits no maximizers.
Assume that S(Λ) = 0. We need |ψ|n to decrease at least as fast as the
now radially invariant logarithmic factor (log (M/r(ω)))(2n−2) when r(ω) →
M . Luckily, if g(t) := (1− t)nα/ (log (1/t))2n−2, with α ≥ (2n−2)/n, 0 < t <
1, then g ∈ C (]0, 1[)∩L∞ ([b, 1]), for any fixed b > 0. Also if h(x) := r(x)/M ,
x ∈ Sn−1, then h ∈ C (Sn−1), and consequently g ◦ h ∈ C(Sn−1). This urges
the choice ψ(x) = (M − r(x/|x|))α, x ∈ Ω0, for which IΩ converges. Suppose
η(x) :=


(
M − r
(
x
|x|
))α(
log
M
|x|
)−n−1
n
, in Ω0;
0, on ∂Ω.
(28)
Then η(f(x)) = 0 for every x ∈ Ω¯0 and we get
η(x)− η(f(x)) =
(
M − r
(
x
|x|
))α(
log
M
|x|
)−n−1
n
, x ∈ Ω0.
Hence, if ∂Ω has the representation r = r(x/|x|) with r(x/|x|) < M , S−a.e
on ∂Ω, then η in (28) is a maximizer of (18) for all n ≥ 2, provided we choose
α ≥ (2n−2)/n large enough that η ∈ W 1,n(Ω). Observe here that η−η◦f ∈
C(Ω0)\Crad(Ω¯0), with its trace (M − r (x/|x|))
α (logM/|x|)−
n−1
n > 0, S−a.e
∂Ω. Thus η − η ◦ f /∈ W 1,10 (Ω) where (18) has no maximizers. See Example
2.
5. Examples
Example 1. Let n ≥ 3, and define on the ellipsoid Ea in Section 3 the
functions ψ(x) = x1/|x|a and
φ(x) :=
{
|fa(x)|
n−p
p ψ(x) = (|x|/|x|a)
n−p
p ψ(x), in Ea \ {0};
0, on ∂Ea.
Since φ, ψ ∈ L∞(Ea) and are both weakly differentiable, and since
max
{∣∣∣∣∇ |x||x|a
∣∣∣∣ ,
∣∣∣∣∇ x1|x|a
∣∣∣∣ , ∣∣∣∇|x|n−pp ∣∣∣
}
.a
1
|x|
, x 6= 0,
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then ξ(x) = |x|
n−p
p ψ + φ is in W 1,p(Ea) for all 1 ≤ p < n. We note that
ψ ∈ C∞(E¯a \ {0}) and ξ /∈ Crad(E¯a \ {0}). We also find
ξ(fa(x)) = |fa(x)|
n−p
p ψ(x) = φ(x), in Ea \ {0}.
Consequently
ξ(x)− ξ(fa(x)) = |x|
n−p
p ψ(x), in Ea \ {0}.
Moreover∫
Ea
|ξ − ξ ◦ fa|
p
|x|p
dx =
(
p
n− p
)p ∫
Ea
∣∣∣∣ x|x| · ∇ξ
∣∣∣∣
p
dx
=
∫
Ea
|x|n−p|ψ|p
|x|p
dx ≤
1
ap1
∫
Ea
dx
|x|2p−n
<∞
for all 1 ≤ p < n.
Example 2. Again, consider the ellipsoid Ea. Using spherical coordinates,
∂Ea has the representation
r = r(ω) = |ωa|
−1, ωa := (a1ω1, ..., anωn) .
Losing no generality, let a1 = mini ai, a2 = maxi ai so that Ma = 1/a1 and
1 ≤
Ma
r(ω)
≤Maa2, for every ω ∈ S
n−1.
Assume that a1 < ai for every 2 ≤ i ≤ n. Then r(ω) = Ma precisely at the
two points p± = (±1/a1, 0, ..., 0). Fix α ≥ (2n− 2)/n, and let
ψ(x) =


(
Ma − r
(
x
|x|
))α
, in Ea \ {0};
0, on ∂Ea.
Then ψ ∈ C∞(E¯a \ {0}) ∩ L
∞(Ea). Computations show that
η(x) = ψ(x)
(
log
Ma
|x|
)−n−1
n
13
satisfies∫
Ea
|η − η ◦ fa|
n
|x|n
(
log Ma
|x|
)n dx =
(
n
n− 1
)n ∫
Ea
∣∣∣∣ x|x| · ∇η
∣∣∣∣
n
dx = IEa
where
IEa =
∫
Ea
|ψ|n
|x|n
(
log Ma
|x|
)2n−1 dx = Mna2n− 2
∫
Sn−1
(
1− r(ω)
Ma
)nα
(
log Ma
r(ω)
)2n−2 dω,
which converges since r(ω) ≥ a−12 > 0 uniformly, and its integrand is the
composite of the continuous bounded functions ω 7→ r(ω)/Ma = 1/ (Ma|ωa|),
and
x 7→
{
(1− x)nα/ (log (1/x))2n−2 , 0 < x < 1;
0, x = 1.
Evidently η ∈ L∞(Ea) when α ≥ (n − 1)/n. Let us check ∇η ∈ L
n(Ea) for
all n ≥ 2. For all x ∈ Ea \ {0}, we have
|∇ψ| = α
(
Ma − r
(
x
|x|
))α−1 ∣∣∣∣∇ |x||x|a
∣∣∣∣ .a,α ψ
α−1
α
|x|
.
Thus∫
Ea
|∇η|ndx .a,α,n
∫
Ea
ψn
|x|n
(
log Ma
|x|
)2n−1dx+
∫
Ea
ψ
n(α−1)
α
|x|n
(
log Ma
|x|
)n−1dx
=
Mna
2n− 2
∫
Sn−1
(
1− r(ω)
Ma
)nα
(
log Ma
r(ω)
)2n−2 dω + M
n(α−1)
α
a
n− 2
∫
Sn−1
(
1− r(ω)
Ma
)n(α−1)
α
(
log Ma
r(ω)
)n−2 dω <∞
for all α ≥ n/2. Noteworthily, η ∈ C(Ea) \ Crad(Ω¯0), and η − η ◦ f = η has
positive trace. Hence η − η ◦ f /∈ W 1,10 (Ea).
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