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Abstract
The subtyping rules for intersection types traditionally employ a tran-
sitivity rule (Barendregt et al. 1983), which means that subtyping does
not satisfy the subformula property, making it more difficult to use in
filter models for compiler verification. Laurent develops a sequent-style
subtyping system, without transitivity, and proves transitivity via a se-
quence of six lemmas that culminate in cut-elimination (2018). This arti-
cle develops a subtyping system in regular style that omits transitivity and
provides a direct proof of transitivity, significantly reducing the length of
the proof, exchanging the six lemmas for just one. Inspired by Laurent’s
system, the rule for function types is essentially the β-soundness prop-
erty. The new system satisfies the “subformula conjunction property”:
every type occurring in the derivation of A <: B is a subformula of A
or B, or an intersection of such subformulas. The article proves that the
new subtyping system is equivalent to that of Barendregt, Coppo, and
Dezani-Ciancaglini.
1 Introduction
Intersection types were invented by Coppo, Dezani-Ciancaglini, and Salle to
study normalization in the lambda calculus [15]. Subsequently intersection types
have been used for at least three purposes:
1. in type systems [40, 37, 12, 13, 33, 4, 31, 11, 21, 1],
2. in precise static analyses [47, 35, 30, 45], and
3. in the denotational semantics for a variety of lambda calculi [14, 16, 17,
25, 2, 24, 26, 42, 18, 3, 8].
The motivation for this article comes from the third use of intersection types,
in denotational semantics. We are interested in constructing filter models for
the denotational semantics of functional programming languages in support of
mechanized compiler verification. Section 2 describes how that research moti-
vates the results in this article.
There are many intersection type systems; perhaps the best-known them is
the BCD intersection type system of Barendregt et al. [7]. For this article we
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α, β ::= U | c0 | c1 | c2 | · · · atoms
A,B,C,D ::= α | A→ B | A ∩B types
Figure 1: Intersection Types
A ≤ B
(refl)
A ≤ A
(trans)
A ≤ B B ≤ C
A ≤ C
(inclL)
A ∩B ≤ A
(inclR)
A ∩B ≤ B
(glb)
A ≤ C A ≤ D
A ≤ C ∩D
(→)
C ≤ A B ≤ D
A→ B ≤ C → D
(→∩)
(A→ B) ∩ (A→ C) ≤ A→ (B ∩ C)
(Utop)
A ≤ U
(U→)
U ≤ C → U
Figure 2: Subtyping of Barendregt, Coppo, and Dezani-Ciancaglini (BCD).
focus on the BCD system, following the presentation of Barendregt et al. [8].
We conjecture that our results apply to other intersection type systems that
include the (→∩) rule for distributing intersection and function types.
The BCD intersection type system includes function types, A → B, inter-
section types, A∩B, a top type, U, and an infinite collection of type constants.
Figure 1 defines the grammar of types.
The BCD intersection type system includes a subsumption rule which states
that a term M in environment Γ can be given type B if it has type A and A is
a subtype of B, written A ≤ B.
Γ ⊢M : A A ≤ B
Γ ⊢M : B
Figure 2 reviews the BCD subtyping system. Note that in the (trans) rule,
the type B appears in the premises but not in the conclusion. Thus, the BCD
subtyping system does not satisfy the subformula property. For many other
subtyping systems, it is straightforward to remove the (trans) rule, modify the
other rules, and then prove transitivity. Unfortunately, the (→∩) rule of the
BCD system significantly complicates the situation. One might hope to omit
the (→∩) rule, but it plays an import role in ensuring that the filter model
produces a compositional semantics.
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2 Motivations from Verified Compilation
Our interest in intersection type systems stems from our work on mechanized
correctness proofs for compilers for functional programming languages. We are
exploring whether denotational semantics can streamline such proofs compared
to the operational techniques such as those used to prove the correctness of
CakeML [27, 34]. In particular, we are constructing filter models because they
are relatively straightforward to mechanize in a proof assistant compared to
traditional domain theory [9, 19]. In a filter model, the meaning of a program
M is the set of all types that can be assigned to it by an intersection type
system:
JMK = {A | ∅ ⊢M : A}
Most type systems are much too coarse of an abstraction to be used as filter
models. Intersection type systems are special in that they can completely char-
acterize the runtime behavior of a program. To catch a glimpse of how filter
models work, consider the meaning of the identity function in the λ-calculus.
Jλx. xK = {c0 → c0, c1 → c1, c2 → c2, . . .}
If one takes each type constant ci to represent a singleton type for the number
i, then the set of types assigned to the identity function starts to look like
the graph of the function. Indeed, filter models are closely related to graph
models [43, 22, 39, 8].
One of the standard compiler transformations that we are interested in ver-
ifying is common subexpression elimination [20, 6, 46]. For example, this trans-
formation would replace the duplicated (f x) terms in the following
M = λf. λh. λx. h (f x) (f x)
with a single instance of (f x) that is let-bound to a variable y:
M ′ = λf. λh. λx. let y = (f x) in h y y
Unfortunately, M and M ′ are not denotationally equal according to most filter
models because filter models allow function graphs that represent arbitrary re-
lations. The above transformation depends on (f x) producing the same result
every time, but a filter model associates arbitrary graphs with parameter f .
To solve this problem, one needs to restrict the graphs to only allow ap-
proximations of functions. This can be accomplished by requiring every entry
in a function’s graph to be “consistent”. Two entries are consistent, written
(A → B) ∼ (A′ → B′), when either A 6∼ A′ or A ∼ A′ and B ∼ B′. Two
type constants are consistent when they are equal. One would then hope to
prove that for any term M , if Γ ⊢ M : C and Γ ⊢ M : C′, then C ∼ C′ as
long as C, C′, and Γ are self consistent. A key lemma needed for that proof is
that consistency is upward closed with respect to subtyping: if A ∼ B, A <: C,
B <: D, then C ∼ D.
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This brings us back to the transitivity rule and the subformula property. The
proof of the above lemma hits a snag in the cases where A <: C and B <: D
are derived using the transitivity rule. The intermediate type is not guaranteed
to be self consistent. We explored adding this guarantee to the transitivity rule,
but it caused a significant increase in obligations elsewhere in our proofs. By
some serendipity, around that time Laurent [29] published a subtyping system
that removes the transitivity rule and satisfies the subformula property. Lau-
rent developed a sequent-style subtyping system, written Γ ⊢ B, where Γ is
a sequence of types A1, . . . , An. The intuition is that A1, . . . , An ⊢ B corre-
sponds to A1∩· · ·∩An ≤ B. This system satisfies the subformula property and
is equivalent to the BCD system. To prove this, Laurent establishes six lem-
mas that culminate in cut-elimination, from which transitivity follows. Laurent
mechanized these proofs in Coq.
We immediately used Laurent’s result to complete a filter model for ISWIM [28,
38, 23] and mechanized the results in the Isabelle proof assistant [44].
A year later we began to port this filter model to the Agda proof assistant.
We needed several variations on the filter model to give semantics to differ-
ent languages, including ones that are call-by-value and call-by-name, and to
the different intermediate languages used in our compiler. The availability of
dependent types in Agda promised to make our development more reusable.
However, we still found it tedious to repeat Laurent’s proof of transitivity for
each of the filter models, and in the process we developed an intuition that the
sequent-style system and the six lemmas were not necessary.
The present article discusses how we were able to import the key feature
from Laurent’s system, the rule for subtyping between function types, into the
BCD subtyping system, replacing the function (→), distributivity (→∩), and
transitivity (trans) rules. We then prove transitivity without the sequence of six
lemmas, instead using one lemma that has been used previously to prove the in-
version principle for subtyping of function types [8]. The new subtyping system
does not technically satisfy the subformula property but it satisfies what we call
the subformula conjunction property: every type occurring in the derivation of
A <: B is a subformula of A or B or an intersection of such subformulas. This
property is enough to ensure that if A and B are self consistent, then so are all
the types that appear in the derivation of A <: B. Thus, the new subtyping
system is suitable for mechanizing filter models.
3 Road Map
The rest of this article is organized as follows. We discuss two recent develop-
ments regarding subtyping for intersection types in Section 4. We present our
new subtyping system in Section 5, prove transitivity in Section 6, and prove its
equivalence to BCD subtyping in Section 7. We conclude the article in Section 8.
The definitions and results in this article have been machine checked in Agda,
in the file agda/TransSubInter.agda in the following repository.
https://github.com/jsiek/denotational_semantics
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4 Recent Developments
There has been a recent flurry of interest in subtyping for intersection types.
We begin by discussing two algorithms that effectively satisfy the subformula
property. We then discuss issues surrounding subtyping and transitivity in the
Scala language.
Bi et al. [10] present a subtyping algorithm that satisfies the subformula
property and proves that it is equivalent to BCD subtyping. Their system is
based on the decision procedure of Pierce [36] and takes the form L ⊢ A ≺: B,
where L is a queue of types that are peeled off from the domain of the type on
the right. So the judgment L ⊢ A ≺: B is equivalent to A ≤ L → B where
L → B is defined as
[]→ B = B
(L, A) → B = L → (A→ B)
The proof of transitivity for this system is an adaptation of Pierce’s but it
corrects some errors and introduces more lemmas concerning an auxiliary notion
called reflexive supertypes.
Muehlboeck and Tate [31] develop a framework for obtaining subtyping al-
gorithms for systems that include intersection and union types and that are
extensible to other types. To decide A ≤ B their algorithm converts A to
disjunctive normal form and then applies a client-supplied function to each col-
lection of literals. To obtain a system equivalent to BCD, including the →∩
rule, the client side function saturates the collection of literals by applying →∩
(left to right) as much as possible.
These two algorithms were developed for the purposes of type checking pro-
gramming languages, and not for the construction of filter models, so the goals
are somewhat different. In short, the algorithms introduce complications for the
sake of efficiency, which would be undesirable for use in a filter model.
Research on the Scala programming language [32] has led to the development
of the Dependent Object Types (DOT) calculus, which includes path-dependent
types and intersection types [5, 4]. The interplay between path-dependent types,
subtyping, and transitivity in DOT has proved a challenge in the proof of type
soundness. Nevertheless, Rompf and Amin [41] prove the inversion principle
for function types using a “pushback” lemma that reorganizes any subtyping
derivation such that the last rule to be applied is never transitivity. Applying
such a lemma exhaustively might provide an alternative route to transitivity
for the new subtyping system presented in this article. Conversely, the new
subtyping system might enable the addition of distributivity of function and
intersection types to DOT. However, we suspect that the pushback approach
would encounter difficulties if applied to the original BCD subtyping rules.
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5 A New Subtyping System
Our new subtyping system relies on a few definitions that are given in Fig-
ure 3. These include the partial functions ∩dom(A) and ∩cod(A), the top(A)
and topInCod(A) predicates, and the relations A A B and A F B. The ∩dom(A)
and ∩cod(A) partial functions return the domain or codomain if A is a function
type, respectively. If A is an intersection A1 ∩ A2, then ∩dom(A) is the inter-
section of the domain of A1 and A2. If A is an atom, ∩dom(A) is undefined.
Likewise for ∩cod(A). For example, if A = (A1 → B1) ∩ · · · ∩ (An → Bn),
then ∩dom(A) = A1 ∩ · · · ∩ An and ∩cod(A) = B1 ∩ · · · ∩Bn. When ∩dom(A)
or ∩cod(A) appears in lemma or theorem statement, we implicitly assume that
A is a type such that ∩dom(A) and ∩cod(A) are defined. The top(A) pred-
icate identifies types that are equivalent to U. (See Proposition 3(5).) The
topInCod(A) predicate identifies types that have U in their codomain. The re-
lations A A B and A F B enable the treatment of a sequence of intersections
B1 ∩ · · · ∩ Bn (modulo associativity and commutativity) as if it were a set of
types {B1, . . . , Bn}, where each Bi is an atom or a function type. We say that
A is a part of B if A A B and we say that B contains A if A F B.
Proposition 1.
If A ∩B F C, then A F C and B F C.
The new intersection subtyping system, with judgments of the form A <:
B, is defined in Figure 4. First, it does not include the (trans) rule. It also
replaces the (refl) rule with reflexivity for atoms (reflα). The most important
rule is the one for function types (→′), which subsumes (→) and (→∩) in BCD
subtyping. The (→′) rule essentially turns the β-soundness property into a
subtyping rule [8]. The (→′) rule says that a type A is a subtype of a function
type C → D if a type contained in A, call it B, has domain and codomain
that are larger and smaller than C and D, respectively. The use of containment
enables this rule to absorb uses of (inclL) and (inclR) on the left. The side
conditions ¬ top(B) and ¬ topInCod(D) are needed because of the (U→′) rule,
which in turn is needed to preserve types under η-reduction. In the many
systems that do not involve η-reduction, the (U→′) rule can be omitted, as well
as these side conditions. The rules (lbL) and (lbR) adapt (inclL) and (inclR) to a
system without transitivity, and have appeared many times in the literature [48].
The (U→′) rule generalizes the (U→) rule, replacing the U on the left with any
type A, because for transitivity, any type is below U. The (U→′) rule replaces
the U in the codomain on the right with any type D that is equivalent to U.
Before moving on, we take note of some basic facts regarding the <: relation
and the top(A) predicate.
Proposition 2 (Basic Properties of <:).
1. (reflexivity) A <: A
2. If A <: B ∩ C, then A <: B and A <: C.
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∩dom(A),∩cod(A)
∩dom(A→ B) = A
∩dom(A ∩B) = ∩dom(A) ∩ ∩dom(B)
∩cod(A→ B) = B
∩cod(A ∩B) = ∩cod(A) ∩ ∩cod(B)
A A B
α A α A→ B A A→ B
A A B
A A B ∩ C
A A C
A A B ∩ C
A F B
A F B = ∀C.C A A implies C A B
top(A)
top(U)
top(B)
top(A→ B)
top(A) top(B)
top(A ∩B)
topInCod(D)
topInCod(D) = ∃AB.A→ B A D and top(B)
Figure 3: Auxiliary Definitions
A <: B
(reflα) α <: α
(lbL)
A <: C
A ∩B <: C
(lbR)
B <: C
A ∩B <: C
(glb)
A <: C A <: D
A <: C ∩D
(→′)
C <: ∩dom(B) ∩cod(B) <: D
A <: C → D
B F A
¬ top(D)
¬ topInCod(B)
(Utop)
A <: U
(U→′)
A <: C → D
top(D)
Figure 4: The New Subtyping System
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3. If A <: B and C A B, then A <: C.
4. If A <: B and C F B, then A <: C.
Proof.
1. The proof of reflexivity is by induction on A. In the case A = A1 → A2,
we proceed by cases on whether top(A2). If it is, deduce A1 → A2 <:
A1 → A2 by rule (U→′). Otherwise, apply rule (→′)
2. The proof is by induction on the derivation of A <: B ∩ C.
3. The proof is by induction on B. In the case where B = B1 ∩ B2, either
C A B1 or C A B2, but in either case part 2 of this proposition fulfills the
premise of the induction hypothesis, from which the conclusion follows.
4. The proof is by induction on C, using part 3 of this proposition in the
cases for atoms and function types.
Proposition 3 (Properties of top(A)).
1. If top(A) then top(∩cod(A)).
2. If top(A) and B A A, then top(B).
3. If top(A) and B F A, then top(B).
4. If top(A) and A <: B, then top(B).
5. If top(A), then B <: A.
Proof.
1. The proof is a straightforward induction on A.
2. The proof is also a straightforward induction on A.
3. The proof is by induction on B. The cases for atoms and function types
are proved by part 2 of this proposition. In the case for B = B1 ∩ B2,
from B1 ∩ B2 F A, we have B1 F A and B2 F A (Proposition 1). Then
by the induction hypotheses for B1 and B2 we have top(B1) and top(B2),
from which we conclude that top(B1 ∩B2).
4. The proof is by induction on the derivation of A <: B. All of the cases
are straightforward except for rule (→′). In that case we have B = B1 →
B2 and some A
′ such that A′ F A, B1 <: ∩dom(A′), ∩cod(A′) <: B2,
¬ top(B2), and ¬ topInCod(A′). From the premise top(A) and part 3 of
this proposition, we have top(A′). Then by part 1 we have top(∩cod(A′)).
By the induction hypothesis for ∩cod(A′) <: B we conclude that top(B).
5. The proof is a straightforward induction on A.
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Next we turn to the subtyping inversion principle for function types. The
idea is to generalize the rule (→′) with respect to the type on the right, allowing
any type that contains a function type. The premises of (→′) are somewhat
complex, so we package most of them into the following definition.
Definition 4 (factors). We say C → D factors A if there exists some type B
such that B F A, C <: ∩dom(B), ∩cod(B) <: D, and ¬ topInCod(B).
Proposition 5 (Inversion Principle for Function Types).
If A <: B, C → D A B, and ¬ top(D), then C → D factors A.
Proof. The proof is a straightforward induction on A <: B.
6 Proof of Transitivity of Subtyping
Our proof of transitivity relies on the following lemma, which is traditionally
needed to prove the inversion principle for function types. (In our system this
lemma is not needed to prove the inversion principle because the rule (→′) is
already quite close to the inversion principle.) The lemma states that if every
function type C → D in A factors B, then ∩dom(A) → ∩cod(A) also factors B.
Lemma 6. If
• for any C D, if C → D A A and ¬ top(D), then C → D factors B, and
• ¬ topInCod(A),
then ∩dom(A) → ∩cod(A) factors B.
Proof. The proof is by induction on A.
• Case A is an atom. The statement is vacuously true.
• Case A = A1 → A2 is a function type. Then we conclude by applying the
premise with C and D instantiated to A1 and A2 respectively.
• Case A = A1 ∩ A2. By the induction hypothesis for A1 and for A2, we
have that ∩dom(A1) → ∩cod(A1) factors B and so does ∩dom(A2) →
∩cod(A2). So there exists B1 and B2 such that B1 F B, ¬ topInCod(B1),
∩dom(A1) <: ∩dom(B1), ∩cod(B1) <: ∩cod(A2) and similarly for B2. We
need to show that ∩dom(A) → ∩cod(A) factors B. We choose the witness
B1 ∩ B2. Clearly we have B1 ∩ B2 F B and ¬topInCod(B1 ∩ B2). Also,
we have
∩dom(B1) ∩ ∩dom(B2) <: ∩dom(A1) ∩ ∩dom(A2)
and
∩cod(A1) ∩ ∩cod(A2) <: ∩cod(B1) ∩ ∩cod(B2)
Thus, we have that ∩dom(B1∩B2) <: ∩dom(A) and ∩cod(A) <: ∩cod(B1∩
B2), and this case is complete.
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We now turn to the proof of transitivity, that if A <: B and B <: C, then
A <: C. The proof is by well-founded induction on the lexicographical ordering
of the depth of B, the size of B, and then the size of C. To be precise, we define
this ordering as follows.
〈A,B,C〉 ≪ 〈A′, B′, C′〉 =
depth(B) < depth(B′)
or depth(B) ≤ depth(B′) and size(B) < size(B′)
or depth(B) ≤ depth(B′) and size(B) ≤ size(B′)
and size(C) < size(C′)
where size(A) is
size(α) = 0
size(A→ B) = 1 + size(A) + size(B)
size(A ∩B) = 1 + size(A) + size(B)
and depth(A) is
depth(α) = 0
depth(A→ B) = 1 +max(depth(A), depth(B))
depth(A ∩B) = max(depth(A), depth(B))
Theorem 7 (Transitivity of <:). If A <: B and B <: C, then A <: C.
Proof. The proof is by well-founded induction on the relation ≪. We proceed
by cases on the last rule applied in the derivation of B <: C.
Case (reflα) We have B = C = α. From the premise A <: B we immediately
conclude that A <: α.
Case (lbL) So B = B1 ∩ B2, A <: B1 ∩ B2, and B1 <: C. We have A <: B1
(Proposition 2 part 2), so we conclude that A <: C by the induction
hypothesis, noting that 〈A,B1, C〉 ≪ 〈A,B,C〉 because depth(B1) ≤
depth(B) and size(B1) < size(B).
Case (lbR) So B = B1 ∩ B2, A <: B1 ∩ B2, and B2 <: C. We have A <: B2
(Proposition 2 part 2), so we conclude that A <: C by the induction
hypothesis, noting that 〈A,B2, C〉 ≪ 〈A,B,C〉 because depth(B2) ≤
depth(B) and size(B2) < size(B).
Case (glb) We have C = C1 ∩ C2, B <: C1, and B <: C2. By the induction
hypothesis, we have A <: C1 and A <: C2, noting that 〈A,B,C1〉 ≪
〈A,B,C〉 and 〈A,B,C2〉 ≪ 〈A,B,C〉 because size(C1) < C and size(C2) <
C. We conclude A <: C1 ∩ C2 by rule (glb).
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Case (→′) So C = C1 → C2, ¬top(C2), and there exists B′ such that C1 <:
∩dom(B′), ∩cod(B′) <: C2, B′ F B, and ¬topInCod(B′). From A <: B
and B′ F B, we have A <: B′ (Proposition 2 part 4). Thus, for any
B1 → B2 A B′, B1 → B2 factors A (Proposition 5). We have satisfied the
premises of Lemma 6, so ∩dom(B′) → ∩cod(B′) factors A. That means
there exists A′ such that A′ F A, ¬ topInCod(A′), ∩dom(B′) <: ∩dom(A′),
and ∩cod(A′) <: ∩cod(B′). Then by the induction hypothesis, we have
C1 <: ∩dom(A
′) and ∩ cod(A′) <: C2
noting that
〈C1,∩dom(B
′),∩dom(A′)〉 ≪ 〈A,B,C〉
and
〈∩cod(A′),∩cod(B′), C2〉 ≪ 〈A,B,C〉
because depth(∩dom(B′)) < depth(B) and depth(∩cod(B′)) < depth(B).
We conclude that A <: C1 → C2 by rule (→′) witnessed by A′.
Case (Utop) We have C = U and conclude A <: U by rule (Utop).
Case (U→′) We have C = C1 → C2 and top(C2). We conclude A <: C1 → C2
by rule (U→′).
7 Equivalence with BCD Subtyping
Having proved (trans), we next prove (→) and (→∩) and then show that A <: B
is equivalent to A ≤ B.
Lemma 8 (→). If C <: A and B <: D, then A→ B <: C → D.
Proof. Consider whether top(D) or not.
Case top(D) We conclude A→ B <: C → D by rule (U→′).
Case ¬ top(D) Consider whether top(B) or not.
Case top(B) So top(D) (Prop. 3 part 4), but that is a contradiction.
Case ¬ top(B) We conclude that A→ B <: C → D by rule (→′).
Lemma 9 (→∩). (A→ B) ∩ (A→ C) <: A→ (B ∩ C)
Proof. We consider the cases for whether top(B) or top(C).
Case top(B) and top(C) Then top(B ∩ C) and we conclude that (A → B) ∩
(A→ C) <: A→ (B ∩C) by rule (U→′).
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Case top(B) and ¬ top(C) We conclude that (A → B) ∩ (A → C) <: A →
(B∩C) by rule (→′), choosing the witness A→ C and noting that C <: B
by way of Proposition 3 part 5 and C <: C by Proposition 2 part 1.
Case ¬ top(B) and top(C) We conclude that (A → B) ∩ (A → C) <: A →
(B ∩ C) by rule (→′), this time with witness A → B and noting that
B <: B by Proposition 2 part 1 and B <: C by way of Proposition 3 part
5.
Case ¬, top(B) and ¬ top(C) Again we apply rule (→′), but with witness (A→
B) ∩ (A→ C).
We require one more lemma.
Lemma 10. A ≤ ∩dom(A) → ∩cod(A).
Proof. The proof is by induction on A.
Now for the proof of equivalence
Theorem 11 (Equivalence of the subtyping relations).
A <: B if and only if A ≤ B.
Proof. We prove each direction of the if-and-only-if separately.
A <: B implies A ≤ B We proceed by induction on the derivation of A <: B.
Case (reflα) We conclude α ≤ α by (refl).
Case (lbL) By the induction hypothesis we have A ≤ C. By (inclL) we
have A ∩B ≤ A. We conclude that A ∩B ≤ C by (trans).
Case (lbR) By the induction hypothesis we have B ≤ C. By (inclR) we
have A ∩B ≤ B. We conclude that A ∩B ≤ C by (trans).
Case (glb) By the induction hypothesis we have A ≤ C and A ≤ D, so
we conclude that A ≤ C ∩D by (glb).
Case (→′) By the induction hypothesis we have C ≤ ∩dom(B) and also
∩cod(B) ≤ D. From B F A we have A ≤ B. Then by Lemma 10
we have B ≤ ∩dom(B) → ∩cod(B). Also, we have ∩dom(B) →
∩cod(B) ≤ C → D by rule (→). We conclude that A ≤ C → D by
chaining the three prior facts using (trans).
Case (Utop) We conclude that A ≤ U by (Utop).
Case (U→′) We have A ≤ U and U <: C → U. Also, C → U ≤ C → D
because U <: D follows from top(D). Thus, applying (trans) we
conclude A ≤ C → D.
A ≤ B implies A <: B We proceed by induction on the derivation of A ≤ B.
Case (refl) We conclude A <: A by Prop. 2 part 1.
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Case (trans) By the induction hypothesis, we have A <: B and B <: C.
We conclude that A <: C by Theorem 7.
Case (inclL) We have A <: A (Prop. 2 part 1), and therefore A∩B <: A
by rule (lbL).
Case (inclR) We have B <: B (Prop. 2 part 1), and therefore A∩B <: B
by rule (lbR).
Case (glb) By the induction hypothesis, we have A <: C and A <: D,
so we conclude that A <: C ∩D by (glb).
Case (→) By the induction hypothesis, we have C <: A and B <: D.
We conclude that A→ B <: C → D by Lemma 8.
Case (→∩) We conclude that (A → B) ∩ (A → C) <: A → (B ∩ C) by
Lemma 9.
Case (Utop) We conclude that A <: U by rule (Utop).
Case (U→) We have top(U), so U <: C → U by rule (U→′).
8 Conclusion
In this article we present a new subtyping relation A <: B for intersection types
that satisfies a property similar to the subformula property. None of the rules
of the new subtyping relation are particularly novel, but the fact that we can
prove transitivity directly from is surprising! We prove that the new relation is
equivalent to the subtyping relation A ≤ B of Barendregt, Coppo, and Dezani-
Ciancaglini.
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