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Abstract
A continued fraction in the complex plane is a discrete expansion having approximants fFng for n = 1; 2; : : : : There
is a naturally derived function F(t), continuous and piecewise dierentiable for t > 0, such that F(n) = Fn for each n.
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The study of continued fractions (CFs) begins with periodic CFs, whose convergence theory is
entwined with that of elementary dynamical systems. A periodic CF is merely an iteration of a
single bilinear transformation. Often overlooked at this fundamental stage is a continuous, piecewise
dierentiable function, unique in the context to be described in this paper, that in a sense generates
the periodic CF which provides an underlying structure from which one may select the various
approximants of the discrete expansion. There is a natural extension of this function for any CF,
piecewise continuous and dierentiable in a positive real variable t, that gives the approximants of
the CF upon setting t = 1; 2; 3; : : : :
Computer graphs of these functions provide insight into a hidden nature of CFs, and sometimes
show geometrical patterns underlying odd distributions of approximates. Fig. 1 shows a smooth
function having a discontinuity between two consecutive approximants that jump from positive to
negative values. Such points might be considered virtual singularities of the CF.
Derivative bounds for this function may reect the actual convergence rate of the CF. In addition,
when CFs are ‘close’ to being periodic, and this can occur for both limit periodic and non-limit
periodic CFs, F(t) is ‘close’ to being a continuous exponential function.
0377-0427/99/$ - see front matter c© 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. The continuization of the CF 21 −
2
1
2
−
2
1
3
−    ; Limfn = f elliptic.
In the discussion that follows all material relating to classical CF theory can be found in excellent
books by Jones and Thron [2] and Lorentzen and Waadeland [3]. Articles such as Geronimo and
Van Assche [1] describe constructive procedures for nding nth approximants of continued fractions.
1. Periodic continued fractions
Continued fractions (CFs) are perturbations of iterations. Indeed, periodic CFs are simple iterations
of bilinear transformations having the following form:
The periodic CF
a
b−
a
b−
a
b−    has traditional approximants given by
fFn(0)g; where F1(z) :=f(z) = a=(b− z); and Fn(z) :=Fn−1(f(z)): (1.1)
It is easily veried that f(z) = a=(b − z), having nite xed points  and , may be written
f(z) = =(+  − z), and that one may then write
1
f(z)−  =
K
z −  −
1

; K =


;
where  and  are chosen so that jj=jj61. Upon iteration, this leads to
1
Fn(z)−  =
Kn
z −  −
1

(1 + K + K2 +   + Kn−1) = K
n
z −  −
1

S(n); (1.2)
with S(n) = n if K = 1, and S(n) = (1− Kn)=(1− K) if K 6= 1.
Eq. (1.2) can be rewritten as
Fn(z) = +
1
[Kn=(z − )]− (1=)S(n) : (1.3)
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Fig. 2. The continuization of the CF Ln( 1+z1−z ) =
2z
1 −
12Z2
3 −
22Z2
5 −    for z = 1 + 2i. Center is at 0.3 + 2.3i. Scale is
enhanced.
Fig. 3. The continuization of the divergent (period 2) periodic CF 2+i1 −
2−i
1 −
2+i
1 −
2−i
1 −    .
If K > 0 in Eq. (1.3), the iteration formula (1.3) uniquely determines a function continuous and
piecewise dierentiable in a variable t > 0:
Ft(z) = +
1
[Kt=(z − )]− (1=)S(t) for t > 0: (1.4)
with S(t) = t if K = 1; and S(t) = (1− Kt)=(1− K) if K 6= 1:
Thus, for z = 0 and K 6= 1,
Ft(0) = F(t) = +
 − 
1− (=)t+1 :
Hence jK j> 1) F(t)!  as t !1.
And, for z = 0 and K = 1; Ft(0) = F(t) = (1− (1=(1 + t))). Hence F(t)!  as t !1.
Thus Eq. (1.4) is a self-generating interpolation formula for periodic CFs. When K is negative or
complex, the formulas remain valid by restricting the exponential terms to principal values with the
logarithmic branch cuts along the negative real axis. Some examples are given in Figs. 1{6. The
remainder of this paper is devoted to developing and exploring a natural extension of this formula
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Fig. 4. The continuization of the CF 23 −
6
5 −    − n(n+1)2n+1 −    ;Limfn = f parabolic. n = 100. Singularities
t  4:74; 15:43; : : : :
Fig. 5. Continuization of the CF 23 −
10
7 −    − n(n
2+1)
n2+n+1 −    ;Limf = f hyperbolic.
Fig. 6. The continuization of the CF 2i2+i −
3
2 i
3
2 +i
−    −
n+1
n i
n+1
n +i
−    : Limfn = f elliptic (convergent), center z = i, n= 12.
to all CFs of the form
a1
b1 −
a2
b2 −    :
This general structure reduces in the periodic case discussed above to Eq. (1.4).
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2. Development of the theory
One must rst describe general CFs as periodic CFs were described in Eq. (1.1).
The CF
a1
b1 −
a2
b2 −
a3
b3 −    has modied approximants given by fFn(z)g; where
F1(z) :=f1(z) = a1=(b1 − z); and Fn(z) :=Fn−1(fn(z)); fn(z) = an=(bn − z): (2.1)
In order to determine the continuous function F(t) mentioned above, a sequence of ‘continuizing’
or ‘bridging’ functions fn(t)g will be constructed, with n(t) varying from a value of 0 when
t = n− 1 to a value an=bn when t = n. Thus Fn−1(n(t)) will vary from Fn−1(0) to Fn(0) as t varies
from n−1 to n. Only one such sequence fn(t)g will arise in a natural manner. For implementation
of the theorem it is desirable to express certain denitions in terms of both Kn, the counterpart of K ,
and its inverse, hn.
Theorem 2.1. Suppose the functions fn(z)=an=(bn−z) have xed points n and n. Let Kn=n=n;
jnj6jnj; and hn = K−1n . For n− 16t6n and Kn = 1; set
n(t) = n
t + 1− n
t + 2− n : (2.2)
For n− 16t6n and Kn 6= 1; set
n(t) = n
Kn−1−tn − 1
Kn−2−tn − 1
= n
ht+1−nn − 1
ht+2−nn − 1
: (2.3)
Dene F(t) :=Fn−1(n(t)) for n− 16t6n; n= 2; 3; : : : :
Then F(t) is a function that is continuous for t > 0; except perhaps at isolated singularities; and
has the property that; for n= 1; 2; : : : ;
F(n) = Fn(0) =
a1
b1 −
a2
b2 −    −
an
bn
=
11
1 + 1 −
22
2 + 2 −    −
nn
n + n
:
F(t) is piecewise dierentiable on (n− 1; n); with
DtFn−1(n(t)) =
n Log(Kn)(Kn − 1)Kn−t−2n
(Kn−t−2n − 1)2
n−1Y
j=1
jj
(j + j − Uj+1(t))2
=
−n Log(hn)(1− hn)ht+1−nn
(1− ht+2−nn )2
n−1Y
j=1
jj
(j + j − Uj+1(t))2 ; (2.4)
where Uj(t)=fj fj+1     fn−1(n(t)) for j=2; 3; : : : ; n−1 and Un(t)=n(t). Furthermore; when
an = a=  and bn = b= + ; Eq: (2:5) follows:
F(t) = Ft(0) = +
1
[Kt=(−)]− (1=)S(t) ;
S(t) =
8><
>:
t if K = 1;
1− Kt
1− K if K 6= 1:
304 J. Gill / Journal of Computational and Applied Mathematics 105 (1999) 299{309
Proof. The strategy of the proof is to derive n(t), the continuizing function, for n − 16t6n,
where n is arbitrary but xed, using a simple comparison involving periodic CFs. This expression
then extends in a completely natural manner to non-periodic CFs. From Eq. (1.4),
F(t) = Ft(0) = +
1
[Kt=(−)]− (1=)S(t) ; (2.5)
where S(t) = t if K = 1 and S(t) = (1 − Kt)=(1 − K) if K 6= 1, for n − 16t6n. For an = a = 
and bn = b= + ,
Fn−1(n(t)) = F(t) =

+  −

+  −    −

+  − n(t) (2.6)
when n− 16t6n. From Eq. (1.3),
F(t) = Fn−1(n(t)) = +
1
[Kn−1=(n(t)− )]− (1=)S(n− 1) for n− 16t6n: (2.7)
Comparing Eqs. (2.5) and (2.7), simple algebra gives
n(t) = 
"
1 +
Kn−1
S(n− 1)− S(t)− Kt
#
(2.8)
where K = =; jj6jj;
S(t) =
8><
>:
t if K = 1;
1− Kt
1− K if K 6= 1:
For general CFs of the type described in the hypotheses of Theorem 2.1 one replaces  by n;  by n,
and K by Kn in Eq. (2.8). That is to say:
n(t) := n
"
1 +
Kn−1n
Sn(n− 1)− Sn(t)− Ktn
#
;
Sn(t) =
8><
>:
t if Kn = 1
1− Ktn
1− Kn if Kn 6= 1
for n− 16t6n:
Algebraic simplication for the two cases Kn = 1 and Kn 6= 1 gives Eqs. (2.2) and (2.3). Note that
n(n− 1) = 0 and n(n) = nn=(n + n).
It is next shown that F(t) is continuous at t = n, provided the CF is nite there. When
n− 16t6n; F(t) can be expressed as
F(t) =
11
1 + 1 −
22
2 + 2 −    −
n−1n−1
n−1 + n−1 − n(t) :
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So that
F(n−) =
11
1 + 1 −
22
2 + 2 −    −
n−1n−1
n−1 + n−1 − n(t) ;
F(n+)=
11
1 + 1 −
22
2 + 2 −    −
n−1n−1
n−1 + n−1 − [(nn=(n + n − n+1(t)))] :
From Eqs. (2.2) and (2.3), Limt!n−n(t) = nn=(n + n) and Limt!n+n(t) = 0.
Therefore
Lim
t!n− F(t) =
11
1 + 1 −
22
2 + 2 −    −
nn
n + n
= F(n):
Also,
Lim
t!n+ F(t) =
11
1 + 1 −
22
2 + 2 −    −
nn
n + n
= F(n):
Thus F(t) is continuous at each n provided the traditional CF has no singularity there. F(t) is
obviously continuous for other values of t > 0, when no isolated singularities exist at these values
of t. The formula for DtF(t); n − 1<t<n, comes from F(t) = Fn−1(n(t)) = f1  f2     
fn−1(n(t)).
The derivative DtF(t) is the instantaneous rate of change of the continuized CF at n− 1<t<n,
and may be closely linked with the rate at which the approximants of the CF are changing. I.e., for
certain values of t one may have jdF=dtj  jF=tj,
In a special case one can say more about the internal structure of n(t).
Theorem 2.2. One may write n(t) = Cn(t)nn=(n + n); where
Cn(t) =
8>>><
>>>:
1 + Kn
Kn
1− Kn−1−tn
1− Kn−2−tn
if K 6= 1;
2
1− n+ t
2− n+ t if K = 1:
If Kn>1; Cn(t) increases from 0 to 1 on the interval n− 16t6n.
Proof. Simple algebra conrms the existence and forms of Cn(t). In both cases dCn(t)=dt > 0:
Examples show that F 0(n) rarely exists for n = 2; 3; : : : for a CF that is not periodic. However,
computer graphics frequently show what appears to be a smooth curve in the t{y plane when
graphing y=F(t), a real-valued function, particularly when the CF is limit-periodic. In this regard,
we have
Theorem 2.3. Set DtF(n+) = limt!n+ DtF(t) and DtF(n−) = limt!n− DtF(t). Then
DtF(n−)− DtF(n+) = DZfn(0)(	n+1 −	n)
n−1Y
j=1
aj
(bj − fj+1      fn(0))2 ;
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where
hn = K−1n = n=n and 	n = n
hn Log (hn)
1− hn :
Proof. Eq. (2.4) can be used to obtain
DtFn(n+1(n+)) =
an
b2n
n+1
Log(hn+1)
hn+1 − 1
n−1Y
j=1
aj
(bj − fj+1      fn(0))2 ;
DtFn−1(n(n−)) = n
hn Log(hn)
(1− hn)(1 + hn)2
n−1Y
j=1
aj
(bj − fj+1      fn(0))2 ;
from which the conclusion follows.
It is not dicult to show that jz log(z)j6 and jz log(z)=(1− z)j6 2 on jzj61.
Thus 	n is bounded if n is bounded. jDtF(n−) − DtF(n+)j is 0 for periodic CFs and is small
for CFs in which an  a and bn  b.
Next, a substantial, though partial answer is given to the question of when Limt!1 F(t) =
Limn!1 Fn(0)= the traditional value of the CF.
Theorem 2.4. Suppose the CF described in Theorem 2:1 is limit periodic; with an ! a and bn !
b(n ! ; n ! ); jKnj= jn=nj and jK j= Lim jKnj> 1. Then
Lim
t!1 F(t) = Limn!1 Fn(0):
Proof. This requires a variation of the following result from [4]: Set hn =K−1n . When jhnj< 1 and
jhj= Lim jhnj< 1, Limn!1 Fn(z) = Limn!1 Fn(0) for z 6=  = Lim n.
By carefully following the proof due to Magnus and Mandell [3] one nds that more than the
results of that paper can be deduced. In the notation of this paper, the following is inferred: if there
exists P> 0 such that jn(t)− j>P for all t > some t, then
Lim
n!1Fn−1(n(t)) = Limn!1Fn(0); (n− 16t6n):
Thus, to prove Theorem 2.3 one merely need show that there exist such constants P> 0 and t.
From Eq. (2.3):
jn(t)− nj=
n h
t+1−n
n − 1
ht+2−nn − 1
− n
= jnj jn − njjnht+1−nn − nj
=
jn − nj
jht+2−nn − 1j
>
jn − nj
1 + jhnj >
1
2
jn − nj>M > 0
for some positive M , provided n is large enough.
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Thus there exists a P> 0 such that jn(t)− j>jn(t)− nj − jn − j>P, for suciently large
n and t >n− 1 = t.
3. An application
Next, let us look at an application of theory to a category of CFs related to the classical Pringsheim
theorem. A case in which the derivative of F(t) reects the actual rate of change of the CF will
be presented.
Theorem 3.1. If
jnj>max
 jnj
1− 2jnj ;
1 + jnj
j1− jnj

;
where jnj< 12 ; then the CF
a1
b1 −
a2
b2 −   =
11
1 + 1 −
22
2 + 2 −   
converges to a value ; where jj61. Also; Limt!1 F(t) = ; and if n− 1<t<n;
jDtF(t)j6jnjj1− hnjjhn Log(hn)j jhnj
s
(1− jhnjs+1) :
n−1Y
j=1
jjjj
(jj + jj − 1)2 ;
where hn = n=n and s := t + 1− n (0<s< 1).
Proof. It is rst shown that the hypotheses imply the Pringsheim criterion, jbnj> 1 + janj:
jnj> 1 + jnj1− jnj ) jnj − jnj> 1 + jnnj:
Then
jn + nj>jnj − jnj> 1 + jnnj ) jbnj> 1 + janj:
Now, the modied CF
a1
b1 −
a2
b2 −    −
an
bn − zn =
11
1 + 1 −
22
2 + 2 −    −
nn
n + n − zn
converges to  provided jznj< 1. Hence one must show that jn(t)j< 1:
jn(t)j = jnj
K
n−1−t
n − 1
Kn−2−tn − 1
= jnj
 hsn − 1hs+1n − 1
6jnj 1 + jhnjs1− jhnjs+1
6 jnj 21− jhnj<1 , jnj>
jnj
1− 2jnj ; s := t + 1− n;
(jnj< 12 ) jhnj< 1 :
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The expression for the derivative bound comes directly from Theorem 2.1, using the fact that all
such modied approximants of CFs satisfying the Pringsheim criteria lie in the unit disk centered
at the origin.
A priori truncation bounds follow from the derivative expression in Theorem 3.1
Theorem 3.2. Suppose that; for n− 16t6n; jDtF(t)j<rn. Then
(i) jFn − Fn−1j<rn and (ii) jFn − j<
1X
j=n
rj:
Proof. (i) Follows from jF(n)− F(n− 1)j6 R nn−1 jF 0(t)jdt < rn: (ii) follows easily from (i).
Example 3.1. Set n=1=n. Then the rst hypothesis of Theorem 3.1 is met if jnj<
p
2− 1. The
derivative bound assumes the form
jDtFn−1(n(t))j6j1− 2njj2n Log(2n)j
jnj2s−1
(1− jnj2s+2)2
n−1Y
j=1
1j + 1j
− 12 :
Set this last expression =D(s; n). For each n, D(s; n), as a function of s, is maximized over the
interval [0; 1] at s= 0 (06s61 corresponds to n− 16t6n). Set n = 1=3n. Then the CF
1
3 + 13
− 1
6 + 16
− 1
9 + 19
−   
has approximants Fn(0). Actual dierences and a priori estimates are
jF2(0)− F1(0)j= 1:53 10−2; D(0; 2) = 1:13 10−1; D(0:5; 2) = 1:79 10−2;
jF3(0)− F2(0)j= 2:92 10−4; D(0; 3) = 3:40 10−3; D(0:5; 3) = 3:70 10−4;
jF4(0)− F3(0)j= 2:73 10−6; D(0; 4) = 4:36 10−5; D(0:5; 4) = 3:59 10−6:
4. Additional results
When the n are close to  and the n are close to , the CCF F(t) should be ‘close’ to
G(t)=+(−)=(1−(=)t), a simple continuous exponential function. In fact, if maxfjn−j; jn−
jg<, it can be shown that jF(t)−G(t)j<C for t > 0, where C is a constant whose existence
depends upon the imposition of several other conditions on F(t) and G(t), and whose derivation
is elementary, although nontrival. The reader is asked to simply accept the plausibility of such a
conclusion.
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