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Abstract
The generalized Kazhdan–Lusztig polynomials for the finite dimensional irreducible representations of
the general linear superalgebra are computed explicitly. The result is then applied to prove a conjectural
character formula put forward by van der Jeugt et al. in the late 80s. We simplify this character formula
to cast it into the Kac–Weyl form, and derive from it a closed formula for the dimension of any finite
dimensional irreducible representation of the general linear superalgebra.
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1. Introduction
Formal characters of finite dimensional irreducible representations of complex simple Lie su-
peralgebras encapsulate rich information on the structure of the representations themselves. In
his foundational papers [6–9] on Lie superalgebras, Kac raised the problem of determining the
formal characters of finite dimensional irreducible representations of Lie superalgebras, and de-
veloped a character formula for the so-called typical irreducible representations. However, the
problem turned out to be quite hard for the so-called atypical irreducible representations. In the
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duces the correct formal characters for the singly atypical irreducible representations [17], but
fails for the multiply atypical irreducibles (e.g., the trivial representation is multiply atypical).
Since then much further research was done on the problem. For the orthosymplectic super-
algebra osp2|2n, van der Jeugt [13] constructed a character formula for all finite dimensional
irreducible representations (which are necessarily singly atypical). There were also partial re-
sults and conjectures in other cases. Particularly noteworthy is the conjectural character formula
for arbitrary finite dimensional irreducible representations of glm|n put forward by van der Jeugt,
Hughes, King and Thierry-Mieg [16], which was the result of extensive research carried out
by the authors over several years period. Their formula withstood the tests of large scale com-
puter calculations for a wide range of irreducible representations. However, the full problem of
determining the formal characters of finite dimensional irreducible representations of Lie super-
algebras remained open until 1995 when Serganova [11,12] used a combination of geometric and
algebraic techniques to obtain a general solution.
Serganova’s approach was based on ideas from Kazhdan–Lusztig theory. She introduced some
generalized Kazhdan–Lusztig polynomials, the values of which at q = −1 determine the formal
characters of finite dimensional irreducible representations of Lie superalgebras. Serganova’s
work was further developed in the papers [2–4,15,18]. Particularly important is the work of
Brundan, who developed a very practicable algorithm for computing the generalized Kazhdan–
Lusztig polynomials by using quantum group techniques. This enables him to gain sufficient
knowledge on the generalized Kazhdan–Lusztig polynomials to prove the conjecture of [15] on
the composition factors of Kac-modules.
In this paper, we shall further investigate Brundan’s algorithm and implement it to compute the
generalized Kazhdan–Lusztig polynomials for the finite dimensional irreducible representations
of the general linear superalgebra. A closed formula is obtained for the generalized Kazhdan–
Lusztig polynomials, which is essentially given in terms of the permutation group of the atypical
roots (see Theorem 3.23 for details).
The formula for the generalized Kazhdan–Lusztig polynomials is quite explicit and easy to
apply. It leads to a relatively explicit character formula for all the finite dimensional irreducible
representations (see Theorem 4.1). By analysing this formula we prove that the conjecture of van
der Jeugt et al. [16] holds true for all finite dimensional irreducible glm|n-modules.
A general fact in the context of Lie superalgebras is that the character formula constructed by
using Kazhdan–Lusztig theory is always in the form of an infinite sum. This makes the character
formula rather unwieldy to use for, e.g., determining dimensions of finite dimensional irreducible
representations. Therefore, it is highly desirable to sum up the infinite series to cast the character
formula into the Kac–Weyl form. This is done in Theorem 4.9.
Equipped with Theorem 4.9 we are able to work out the dimension of any finite dimensional
irreducible representation of glm|n, and the result is given by the closed formula of Theorem 4.16.
In the special case of singly atypical irreducible representations, our dimension formula repro-
duces what one obtains from the Bernstein–Leites character formula [14].
In proving Theorem 3.23 on the Kazhdan–Lusztig polynomials we have introduced the notion
of heights of a weight with respect to its atypical roots. This notion proves to be very useful. All
the results in this paper can be presented using this concept. In particular, the Kazhdan–Lusztig
polynomial Kλ,μ(q) depends only on the heights of λ and μ with respect to their atypical roots;
furthermore, the equivalence of categories between a block of atypicality r for glm|n and the
maximally atypical block of glr|r stated in [12] can be understood in terms of the heights (see
Remark 3.2).
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on glm|n, which will be used throughout the paper. In Section 3 we investigate the generalized
Kazhdan–Lusztig polynomials for finite dimensional irreducible glm|n-modules. The main re-
sult of this section is Theorem 3.23, which gives an explicit formula for the Kazhdan–Lusztig
polynomials. In Section 4 we first use Theorem 3.23 to prove the conjectural character formula
of van der Jeugt et al. [16] (see Theorem 4.2), then we re-write the formula into the Kac–Weyl
form (see Theorem 4.9). Finally we derive from Theorem 4.9 a closed formula for the dimen-
sion of any finite dimensional irreducible representation of the general linear superalgebra (see
Theorem 4.16).
2. Preliminaries
We explain some basic notions of Lie superalgebras here and refer to [5,7,16] for more details.
We shall work over the complex number field C throughout the paper. Given a Z2-graded vector
space W = W0¯ ⊕W1¯, we call W0¯ and W1¯ the even and odd subspaces, respectively. Define a map[ ] :W0¯ ∪ W1¯ → Z2 by [w] = i¯ if w ∈ Wi¯ . For any two Z2-graded vector spaces V and W , the
space of morphisms HomC(V ,W) (in the category of Z2-graded vector spaces) is also Z2-graded
with HomC(V ,W)k¯ =
∑
i¯+j¯=k¯ HomC(Vi¯ ,Wj¯ ). We write EndC(V ) for HomC(V ,V ).
Let Cm|n be the Z2-graded vector space with even subspace Cm and odd subspace Cn. Then
EndC(Cm|n) with the Z2-graded commutator forms the general linear superalgebra. To describe
its structure, we choose a homogeneous basis {va | a ∈ I }, for Cm|n, where I = {1,2, . . . ,m+n},
and va is even if a m, and odd otherwise. The general linear superalgebra relative to this basis
of Cm|n will be denoted by glm|n, which shall be further simplified to g throughout the paper. Let
Eab be the matrix unit, namely, the (m+ n)× (m+ n)-matrix with all entries being zero except
that at the (a, b) position which is 1. Then {Eab | a, b ∈ I } forms a homogeneous basis of g, with
Eab being even if a, bm, or a, b >m, and odd otherwise. For convenience, we define the map
[ ] : I → Z2 by
[a] =
{
0¯ if a m,
1¯ if a >m.
Then the commutation relations of the Lie superalgebra can be written as
[Eab,Ecd ] = Eadδbc − (−1)([a]−[b])([c]−[d])Ecbδad .
The upper triangular matrices form a Borel subalgebra b of g, which contains the Cartan
subalgebra h of diagonal matrices. Let {a | a ∈ I } be the basis of h∗ such that a(Ebb) = δab.
The supertrace induces a bilinear form ( , ) :h∗ × h∗ → C on h∗ such that
(a, b) = (−1)[a]δab.
Relative to the Borel subalgebra b, the roots of g can be expressed as a −b, a = b, where a −b
is even if [a]+ [b] = 0¯ and odd otherwise. The set of the positive roots is Δ+ = {a − b | a < b},
and the set of simple roots is {a − a+1 | a <m+ n}.
We denote I 1 = {1,2, . . . ,m} and I 2 = {1,2, . . . , n}. We also set δζ = ζ˙ for ζ ∈ I 2, where
we use the notation
ζ˙ = ζ +m.
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Δ+0 = {i − j , δζ − δη | 1 i < j m, 1 ζ < η n},
Δ+1 =
{
i − δζ | i ∈ I 1, ζ ∈ I 2
}
.
The Lie algebra g admits a Z2-consistent Z-grading
g = g−1 ⊕ g0 ⊕ g+1, where g0 = g0¯ ∼= gl(m)⊕ gl(n) and g±1 ⊂ g1¯,
with g+1 (respectively g−1) being the nilpotent subalgebra spanned by the odd positive (respec-
tively negative) root spaces. We define a total order on Δ+1 by
i − δζ < j − δη ⇐⇒ ζ − i < η − j or ζ − i = η − j but i > j. (2.1)
An element in h∗ is called a weight. A weight λ ∈ h∗ will be written in terms of the δ-basis
as
λ = (λ1, . . . , λm | λ1˙, . . . , λn˙) =
∑
i∈I1
λii −
∑
ζ∈I 2
λζ˙ δζ , (2.2)
where we have adopted an unusual (but convenient) sign convention for λi ’s. Thus λi = (λ, i),
called the ith entry of λ for i ∈ I 1, and λζ˙ = (λ, δζ ), called the ζ˙ th entry of λ for ζ ∈ I 2. A weight
λ is called
integral ⇐⇒ λi, λζ˙ ∈ Z for i ∈ I 1, ζ ∈ I 2; (2.3)
dominant ⇐⇒ 2(Λ,α)/(α,α) 0 for all positive even roots α of g, namely,
λ1  · · · λm, λ1˙  · · · λn˙. (2.4)
Denote by P (respectively P+) the set of integral (respectively dominant integral) weights. Using
notation (2.2), P coincides with the set of the m|n-tuples of integers, thus P is also denoted
by Zm|n, and P+ by Zm|n+ .
Let ρ0 (respectively ρ1) be half the sum of positive even (respectively odd) roots, and let
ρ = ρ0 − ρ1. Then
ρ0 = 12
(
m∑
i=1
(m− 2i + 1)i +
n∑
ζ=1
(n− 2ζ + 1)δζ
)
= 1
2
(m− 1,m− 3, . . . ,1 −m | 1 − n,3 − n, . . . , n− 1),
ρ1 = 12
(
n
m∑
i=1
i −m
n∑
ζ=1
δζ
)
= 1
2
(n, . . . , n | m, . . . ,m),
ρ = ρ′ − m+ n+ 1
2
1, where ρ′ = (m, . . . ,2,1 | 1,2, . . . , n), 1 = (1, . . . ,1 | 1, . . . ,1).
(2.5)
Y. Su, R.B. Zhang / Advances in Mathematics 211 (2007) 1–33 5For all purposes, we can replace ρ by ρ′. Therefore, from here on we shall denote
ρ = (m, . . . ,2,1 | 1,2, . . . , n). (2.6)
Let W = Symm × Symn be the Weyl group of g, where Symm is the symmetric group of degree m.
We define the dot action of W on P by
w ·μ = w(μ+ ρ)− ρ for w ∈ W, μ ∈ P. (2.7)
An integral weight λ is called
◦ regular or non-vanishing (in sense of [5,16]) if it is W -conjugate under the dot action to a
dominant weight (which is denoted by λ+ throughout the paper);
◦ vanishing otherwise (since the right-hand side of (2.13) is vanishing in this case, cf. (4.8)).
Obviously,
λ is regular ⇐⇒
{
λ1 +m, λ2 +m− 1, . . . , λm + 1 are all distinct, and
λ1˙ + 1, λ2˙ + 2, . . . , λn˙ + n are all distinct. (2.8)
Let λ in (2.2) be a regular weight. A positive odd root i − δζ is an atypical root of λ if
(λ+ ρ, i − δζ ) = (λi +m+ 1 − i)− (λζ˙ + ζ ) = 0. (2.9)
Denote by Γλ the set of atypical roots of λ (cf. (3.1) and (3.2)):
Γλ =
{
i − δζ
∣∣ (λ+ ρ, i − δζ ) = 0}. (2.10)
Set r = #Γλ. We also denote #λ = r , called the degree of atypicality of λ. A weight λ is called
◦ typical if r = 0;
◦ atypical if r > 0 (in this case λ is also called an r-fold atypical weight).
Let V =⊕μ∈h∗ Vμ be a weight module over g, where
Vμ =
{
v ∈ V | hv = μ(h)v, ∀h ∈ h} with dimVμ < ∞,
is the weight space of weight μ. The character chV is defined to be
chV =
∑
μ∈h∗
(dimVμ)eμ, (2.11)
where eμ is the formal exponential, which will be regarded as an element of an additive group
isomorphic to h∗ under μ → eμ. Then chV is an element of the completed group algebra
ε =
{ ∑
∗
aμe
μ
∣∣∣ aμ ∈ C, aμ = 0 except μ is in a finite union of Qλ}, (2.12)μ∈h
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Qλ =
{
λ−
∑
α∈Δ+
iαα ∈ h∗
∣∣∣ iα ∈ Z+}.
For every integral dominant weight λ, we denote by V (0)(λ) the finite dimensional irreducible
g0-module with highest weight λ. Extend it to a g0 ⊕ g+1-module by putting g+1V (0)(λ) = 0.
Then the Kac-module V (λ) is the induced module
V (λ) = Indgg0⊕g+1 V (0)(λ) ∼= U(g−1)⊗C V (0)(λ).
Denote by V (λ) the irreducible module with highest weight λ (which is the unique irreducible
quotient module of V (λ)).
The following result is due to Kac [8,9]:
Theorem 2.1. If λ is a dominant integral typical weight, then V (λ) = V (λ), and
chV (λ) = chV (λ) = L1
L0
∑
w∈W
(w)ew(λ+ρ), (2.13)
where (w) is the signature of w ∈ W , and
L0 =
∏
α∈Δ+0
(
eα/2 − e−α/2), L1 = ∏
β∈Δ+1
(
eβ/2 + e−β/2). (2.14)
Since any finite dimensional irreducible g-module is either a typical module or is a tensor
module of V (λ) with a one dimensional module for some λ ∈ P+, in the rest of the paper there
is no loss of generality in restricting our attention to integral weights λ.
3. Kazhdan–Lusztig polynomials
3.1. The height vectors and the c-relationship
Let λ ∈ h∗ be an r-fold atypical dominant integral weight:
λ = (λ1, . . . ,
γr
λmr , . . . , λi, . . . ,
γ1
λm1, . . . , λm | λ1˙, . . . , λn˙1, . . . , λζ˙ , . . . , λn˙r , . . . , λn˙), (3.1)
with the set of atypical roots (cf. (2.9), (2.10) and (2.1))
Γλ = {γ1, . . . , γr}, where γ1 = m1 − δn1 < · · · < γr = mr − δnr , (3.2)
and mr < · · · < m1, n1 < · · · < nr . We call γs the sth atypical root of λ for s = 1, . . . , r . For
convenience, we introduce the notation λρ for the ρ-translation of λ:
λρ = λ+ ρ. (3.3)
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define the atypical tuple of λ
atyλ =
(
λ
ρ
n˙1
, . . . , λ
ρ
n˙r
)= (λn˙1 + n1, . . . , λn˙r + nr) ∈ Zr , (3.4)
and call the sth entry of atyλ the sth atypical entry of λ for s = 1, . . . , r . We also define the
typical tuple of λ
typλ ∈ Zm−r|n−r (3.5)
to be the element obtained from λρ by deleting all entries λρms , λ
ρ
n˙s
for s = 1, . . . , r . Thus all
entries of typλ, called the typical entries of λ, are distinct by (2.8).
Definition 3.1. Corresponding to each atypical root γs of λ, we define the γs -height of λ (the
height of λ with respect to the sth atypical root)
hs(λ) = λms − ns + s for s = 1, . . . , r. (3.6)
We also introduce the height vector of λ and the height of λ respectively:
h(λ) = (h1(λ), . . . , hr (λ)), ∣∣h(λ)∣∣= r∑
s=1
hs(λ). (3.7)
Remark 3.2. The concept of heights of a weight with respect to its atypical roots is very use-
ful. The Kazhdan–Lusztig polynomials are completely determined by the height vectors of the
weights involved, see Theorem 3.23. Also, Theorem 2.6 and Proposition 2.7 in [11] state an
equivalence Φ of categories from a block Fm|nχ for glm|n with central character χ of atypi-
cality #χ = r to the maximally atypical block F r|r
χ ′ (i.e., #χ ′ = r) for glr|r . For any irreduc-
ible object V (λ) in Fm|nχ , the corresponding irreducible glr|r -module Vr|r (λ′) = Φ(V (λ)) has
highest weight λ′ = (h′(λ) | h(λ)), where h(λ) is the height vector of λ defined by (3.7) and
h′(λ) = (hr(λ),hr−1(λ), . . . , h1(λ)).
Example 3.3. Suppose λ is the weight
λ = (7,64,5,53,32,3,2,21,0 ∣∣ 1,21,3,42,4,53,74,7) ∈ Z9|8+ , (3.8)
where we put a label t over a pair of entries to indicate that they are the entries associated with
the t th atypical root. Then
λρ = (16,14,12,11,8,7,5,4,1 | 2,4,6,8,9,11,14,15),
atyλ = (4,8,11,14),
typλ = (16,12,7,5,1 | 2,6,9,15),
h(λ) = (1,1,2,3), (3.9)
where the underlined integers in λρ are entries of atypical tuple atyλ.
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μ λ ⇐⇒ #μ = #λ, atyμ  atyλ and typμ = typλ, (3.10)
where the partial order “” on Zr is defined for a = (a1, . . . , ar ), b = (b1, . . . , br ) ∈ Zr by
a  b ⇐⇒ ai  bi, ∀i ∈ [1, r]. (3.11)
Here [1, r] is the special case with i = 1 and j = r of
[i, j ] =
{ {k ∈ Z | i  k  j} if i  j ,
∅ otherwise, for i, j ∈ Z. (3.12)
Now suppose μ is another r-fold atypical dominant integral weight with atypical roots:
γ ′1 = m′1 − δn′1 < · · · < γ ′r = m′r − δn′r . (3.13)
We define (cf. (3.19) below)
s(λ,μ) = hs(λ)− hs(μ) = λms −μm′s + n′s − ns for s ∈ [1, r], (3.14)
and define the length between λ and μ to be
(λ,μ) =
r∑
s=1
s(λ,μ) =
∣∣h(λ)∣∣− ∣∣h(μ)∣∣. (3.15)
(In general (λ,μ) is not necessarily non-negative, but when μ λ, it is indeed non-negative.)
Remark 3.4. The height |h(λ)| of λ turns out to be the absolute length (λ) defined by Brundan
in [2, §3-g], and the length (λ,μ) coincides with the length (μ,λ) defined in [2, §3-g].
For 1 s  t  r , we denote
ds,t (λ) = ht (λ)− hs(λ) = λmt − λms − nt + ns + t − s. (3.16)
The fact that ds,t (λ) is non-negative is not obvious, but one can observe that it is the number of
integers between the sth atypical entry λρn˙s and the t th atypical entry λ
ρ
n˙t
which are not entries
of λρ , namely (cf. (3.18), (3.12) and (3.19))
ds,t (λ) = #
([
λ
ρ
n˙s
, λ
ρ
n˙t
]∖
Set
(
λρ
))
. (3.17)
Because of this fact, we call ds,t (λ) the distance between two atypical roots γs and γt of λ.
Hereafter we shall use the notation
Set(μ) = the set of the entries of a weight μ. (3.18)
One can generalize (3.17) to obtain the following proposition.
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μ
ρ
n˙′s
 λρn˙t , we have
#
([
μ
ρ
n˙′s
+ 1, λρn˙t
]∖
Set(typλ)
)= ht (λ)− hs(μ)+ t − s. (3.19)
Proof. By (3.6) and the fact that λρms = λρn˙s , the right-hand side of (3.19) is equal to
λn˙t +mt − (μn˙′s +m′s)+ 2(t − s) = λρn˙t −μ
ρ
n˙′s
− (m′s −mt + nt − n′s)− 2(s − t).
Thus (3.19) is equivalent to
#
([
μ
ρ
n˙′s
+ 1, λρn˙t
]∩ Set(typλ))= m′s −mt + nt − n′s + 2(s − t). (3.20)
Note from (3.10) that typλ = typμ. By (2.4), (2.8) and (3.1), in λρ (respectively μρ ), the number
of typical entries to the left of entry λρm˙t (respectively μ
ρ
m′s
) is mt − 1 − r + t (respectively
m′s − 1 − r + s). Thus the number of typical entries to the left of the entry μρm′s which are in
[μρ
m′s
+ 1, λρmt ] is m′s − mt + s − t . Similarly, the number of typical entries to the right of the
entry μρ
m′s
which are in [μρ
n˙′s
+ 1, λρn˙t ] is nt − n′s + s − t . Hence we obtain (3.20). 
For any two distinct atypical roots γs and γt , there exist unique positive even roots αst and βst
such that (αst , βst ) = 0, and the composite of the actions of the Weyl group elements σαst , σβst ,
respectively corresponding to reflections with respect to these even roots, send γs to γt , namely,
γt = σαst σβst (γs). In terms of explicit formulae, we have
αst = mt − ms , βst = δns − δnt ∈ Δ+0 for 1 s < t  r. (3.21)
The concept of c-relationship defined below was first introduced in [5] from a different point of
view.
Definition 3.6. For s  t , we say that two atypical roots γs , γt of λ are c-related [5] (or con-
nected [15]) if s = t or ds,t (λ) < t − s, and are strongly c-related if γr , γr+1 are c-related for all
r such that s  r < t .
The relation ds,t (λ) < t − s has the nice interpretation that
the distance ds,t (λ) between two atypical roots is smaller than
the number t − s of atypical roots between them.
It is also equivalent to
λmt − λms < nt − ns, (3.22)
or in terms of weights,
2(λ,αst ) + 2(λ,βst ) < 2(ρ,αst ) + 2(ρ,βst ) . (3.22)′
(αst , αst ) (βst , βst ) (αst , αst ) (βst , βst )
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cs,t (λ) =
{
1 if the atypical roots γs , γt of λ are c-related,
0 otherwise,
cˆs,t (λ) =
{
1 if cs,s(λ) = cs,s+1(λ) = · · · = cs,t (λ) = 1,
0 otherwise.
(3.23)
Then two atypical roots γs, γt of λ are strongly c-related if and only if cˆs,t (λ) = 1. Note also that
c-relationship is reflexive and transitive but not symmetric as ct,s(λ) is not defined when t > s.
Example 3.7. Let λ be the weight in (3.8). By (3.22),
c1,2(λ) = 1 since λm2 − λm1 = 3 − 2 < 4 − 3 = n2 − n1;
c1,3(λ) = 1 since λm3 − λm1 = 5 − 2 < 6 − 2 = n3 − n1;
c1,4(λ) = 1 since λm4 − λm1 = 6 − 2 < 7 − 2 = n4 − n1; and
cs,t (λ) = 0 for any other pair (s, t).
Thus
cˆ1,2(λ) = cˆ1,3(λ) = cˆ1,4(λ) = 1 and cˆs,t (λ) = 0 for any other pair (s, t).
Remark 3.8. If λ is regular but not necessarily dominant, we shall generalize the notions c, cˆ, d ,
h to λ by defining them with respect to the dominant weight λ+. For instance, cs,t (λ) = cs,t (λ+).
Sometimes even if λ is not regular but lexical (in the sense of Definition 3.9), one can still define
the c-relationship by using the distance (3.16).
3.2. Lexical weights
Let λ be an r-fold atypical regular weight (not necessarily dominant) with the set Γλ =
{γ1, . . . , γr} of atypical roots ordered according to (3.2). We call λ lexical if its atypical tuple
atyλ is lexical in the following sense:
Definition 3.9. An element a = (a1, . . . , ar ) ∈ Zr is called lexical if
a1  · · · ar . (3.24)
The two sets Pr and P Lexr to be defined below will be frequently used throughout this section.
Definition 3.10. We denote by Pr the set of r-fold atypical regular weights λ of the form
(3.1) such that the atypical roots of λ can be ordered as in (3.2) and that the typical tuple
typλ ∈ Zm−r|n−r+ is dominant as a weight for glm−r|n−r .
We denote by P Lexr the subset of Pr consisting of the lexical weights of Pr .
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The r-tuple associated with λ ∈ P Lexr defined below was first introduced in [15].
Definition 3.11. Define the r-tuple (k1, . . . , kr ) of positive integers associated with λ ∈ P Lexr in
the following way: each ks is the smallest positive integer such that
(λ+ θtktγt )+ ksγs is regular for all t = s + 1, s + 2, . . . , r and θt ∈ {0,1}. (3.25)
The following lemma gives a way to compute ks ’s. For λ ∈ P Lexr and s ∈ [1, r], we set
maxλs = max
{
p ∈ [s, r] ∣∣ cˆs,p(λ) = 1} (3.26)
to be the maximal number p ∈ [s, r] satisfying the condition that the pth atypical root γp of λ is
strongly c-related to γs . One immediately sees that
maxλt maxλs for any t with s  t maxλs . (3.27)
Lemma 3.12. Let λ ∈ P Lexr .
(1) For s ∈ [1, r], ks is the integer such that λρn˙s + ks is the (maxλs +1 − s)th smallest integer
bigger than λρn˙s and not in the entry set Set(λ
ρ), i.e.,
ks = min
{
k > 0
∣∣ #([λρn˙s , λρn˙s + k]∖Set(λρ))= maxλs +1 − s}. (3.28)
(2) The tuple (kr , . . . , k1) is the lexicographically smallest tuple of positive integers such that
for all θ = (θ1, . . . , θr ) ∈ {0,1}r , λ +∑rs=1 θsksγs is regular. Thus (kr , . . . , k1) is the tuple
satisfying [2, Main Theorem].
Proof. (1) Denote by k′s the right-hand side of (3.28). Obviously, k′r is the smallest positive
integer such that λ+ k′rγr is regular because for any 0 < k < k′r , by definition the integer λρn˙r + k
which is equal to λρmr +k already appears in the entry set Set(λρ) and thus λ+k′rγr is not regular
by (2.8).
If s < r , by induction on maxλs , it is straightforward to see that λ
ρ
n˙s
+ k′s is the smallest integer
(bigger than λρn˙s ) which is not in Set(λρ + θtk′t γt ) for θt ∈ {0,1} and s < t  r . Thus k′s is the
smallest positive integer satisfying (3.25).
(2) Similarly, λρn˙s + k′s is also the smallest integer (bigger than λ
ρ
n˙s
) which is not in Set(λρ +∑r
t=s θt k′t γt ) for θ = (θs, . . . , θr ) ∈ {0,1}r+1−s , i.e., (k′r , . . . , k′s) is the lexicographically small-
est tuple of positive integers such that for all θ = (θs, . . . , θr ) ∈ {0,1}r+1−s , the weight λ +∑r
t=s θt k′t γt is regular. 
Lemma 3.12(1) allows us to compute ks by the following procedure.
Procedure 3.13. First set S = Set(λρ). Suppose we have computed kr , . . . , ks+1. To compute ks ,
we count the numbers in the set S starting with λρn˙s until we find a number, say k, not in S. Then
ks = k − λρn˙s . Now add k into the set S, and continue.
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(3,2,2,14) (cf. (3.9)).
Remark 3.15. If λ ∈ Pr (not necessarily in P Lexr ), we can still compute ks by the above pro-
cedure with the modification that the ks ’s are computed not in the order s = r, . . . ,1, but in
the following order: each time we compute ks with λρn˙s being the largest among all those λ
ρ
n˙i
’s
such that the corresponding ki ’s have not yet been computed. For example, if λ is the weight
λ = (7,3,5,8,−1,3,2,6,0 | 1,6,3,0,4,8,4,7) ∈ Z9|8+ , then
λρ = (16,114 ,12,143 ,42,7,5,81,1 ∣∣ 2,81,6,42,9,143 ,114 ,15), (3.29)
and (k3, k4, k1, k2) = (3,2,2,14) (cf. Example 3.14).
3.4. Raising operators
Following [2], we define the raising operator Rms,n˙s on Pr by
Rms,n˙s (λ) = λ+ ksγs for λ ∈ Pr and s ∈ [1, r], (3.30)
where γs , ks are defined in (3.2) and Definition 3.11 respectively. Obviously, for λ,μ ∈ P Lexr ,
μ = Rms,n˙s (λ) ⇒ typλ = typμ (cf. (3.5)). (3.31)
Denote N = {0,1, . . .}, and let θ = (θ1, . . . , θr ) ∈ Nr . We define
R′θ (λ) =
(
R
θ1
m1,n˙1
◦ · · · ◦Rθrmr ,n˙r (λ)
)+
, (3.32)
where in general μ+ denotes the unique dominant element which is W -conjugate under the dot
action to μ (cf. (2.7)).
Let μ ∈ Pr be another weight with atypical roots γ ′s = m′s − δn′s , 1 s  r , being as in (3.13).
Then we have (cf. [2, §3-f])
μ λ ⇐⇒ #μ = #λ =: r, and ∃θ ∈ Nr with R′θ (μ) = λ. (3.33)
For convenience, we denote
μ≺≺λ if typμ = typλ and max
{
μ
ρ
n˙′s
| s ∈ [1, r]}min{λρn˙s | s ∈ [1, r]}. (3.34)
3.5. Definitions of Sλ and Sλ,μ
The symmetric group Symr of degree r acts on Zr by permuting entries. This action induces
an action on Pr given by
σ(λ) = (λ1, . . . ,
atypical entries permuted
λm
σ−1(r) , . . . , λi , . . . , λmσ−1(1) , . . . , λm | λ1˙, . . . ,
atypical entries permuted
λn˙
σ−1(1) , . . . , λζ˙ , . . . , λn˙σ−1(r) , . . . , λn˙),
(3.35)
Y. Su, R.B. Zhang / Advances in Mathematics 211 (2007) 1–33 13for σ ∈ Symr and λ ∈ Pr . With this action on Pr , the group Symr can be regarded as a subgroup
of W , such that every element is of even parity. Thus we also have the dot action
σ · λ = σ(λ+ ρ)− ρ for σ ∈ Symr . (3.36)
Definition 3.16. Let λ,μ ∈ P Lexr . Define Sλ to be the subset of the symmetric group Symr con-
sisting of permutations σ which do not change the order of s < t when the atypical roots γs and
γt of λ are strongly c-related. That is,
Sλ = {σ ∈ Symr | σ−1(s) < σ−1(t) for all s < t with cˆs,t (λ) = 1}, (3.37)
where cˆs,t (λ) is defined in (3.23). We also define Sλ,μ to be the subset of Sλ consisting of
permutations σ such that μ σ · λ, namely
Sλ,μ = {σ ∈ Sλ | μ σ · λ}. (3.38)
For convenience, we denote
S˜λ,μ = {σ ∈ Symr | μ σ · λ}. (3.39)
Thus Sλ,μ = Sλ ∩ S˜λ,μ.
Example 3.17. If λ is the weight in (3.8), then Sλ = {σ ∈ Sym4 | σ(1) = 1} ∼= Sym3 is a subgroup
of Sym4 (however in general Sλ is not a subgroup).
Let (σ ) denote the normal length function on Symr , namely
(σ ) =
r∑
s=1
(σ, s), where (3.40)
(σ, s) = #{t > s | σ(t) < σ(s)} for s = 1, . . . , r. (3.41)
For any subset B ⊂ Symr , we define the q-length function of B by
B(q) =
∑
σ∈B
q(σ ). (3.42)
Proposition 3.18. Let λ,μ ∈ P Lexr with μ λ. We have
Symr (q) = (1 + q)
(
1 + q + q2) · · · (1 + q + · · · + qr−1)= r∏
s=1
qs − 1
q − 1 ,
Sλ(q) =
r∏
s=1
(
qs − 1)/ r∏
s=1
(
qmax
λ
s −s+1 − 1),
S˜λ,μ(q) = (1 + q + · · · + qr−ir )(1 + q + · · · + qr−1−ir−1) · · · = r∏ qs+1−is − 1
q − 1 , (3.43)s=1
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is = min
{
i ∈ [1, r] ∣∣ μρ
n˙′s
 λρn˙i
} for s ∈ [1, r]. (3.44)
Proof. First we compute S˜λ,μ(q). Elements σ ∈ S˜λ,μ can be easily described as follows (cf. Ex-
ample 3.20): for each s = r, . . . ,1, suppose for all t > s, σ(t) have been chosen, then σ(s) can
be any of s− is +1 integers r, r −1, . . . , is which have not yet been taken by the σ(t)’s for t > s.
We order the elements of {r, . . . , is}\{σ(r), . . . , σ (s + 1)} in descending order, and denote by
{r, . . . , is}\
{
σ(r), . . . , σ (s + 1)}= {x1 > · · · > xs−is+1}. (3.45)
Then each choice of σ(s) = xk for k = 1, . . . , s − is + 1 contributes k − 1 to the length (σ ).
Thus we have (3.43). Since Symr = S˜λ,μ for any λ,μ ∈ P Lexr with μ≺≺λ (cf. (3.39)), and when
μ≺≺λ, all is ’s are equal to 1, we obtain (3.43), which is a well-known formula.
Consider Sλ defined in (3.37), which can be re-written as
Sλ = {σ ∈ Symr | σ−1(s) < σ−1(t) for all s, t with s < t maxλs }.
Since for each s = 1, . . . , r , we cannot change the order of s and t for s < t  maxλs , we shall
remove the factor 1 + q + · · · + qmaxλs −s from Symr (q). Thus we obtain (3.43). 
Similar to (3.43), we also have
S˜λ,μ(q) =
r∏
s=1
qs+1−js − 1
q − 1 , where js = max
{
j ∈ [1, r] ∣∣ λρn˙s  μρn˙′j } for s ∈ [1, r]. (3.43)′
3.6. The q-length function of Sλ,μ
Elements σ ∈ Sλ,μ can be described in the following way (cf. the proof of Proposition 3.18
and Example 3.20):
Description 3.19. For s = r, . . . ,1, each σ(s) can be any one of the numbers r, r − 1, . . . , is
which has not yet been occupied by σ(t) for some t > s (cf. (3.45)), with an additional condition
that if cˆa,b(λ) = 1 for some a < b such that b has not yet been chosen, then σ(s) = a.
We can associate each σ ∈ Sλ,μ with a graph defined as follows: Put r weighted points at the
bottom such that the sth point (which will be referred to as point s−) has weight μρ
n˙′s
. Similarly
we put r weighted points on the top such that the sth point (which will be referred to as point s+)
has weight λρn˙s . Two points s
+ and t+ on the top are connected by a line if and only if cˆs,t (λ) = 1,
in this case we say that the two points are linked. Note that if s+ is linked to t+, then s+ is linked
to p+ for all p with s < p < t (cf. (3.27)). Each σ ∈ Symr can be represented by a graph which
is obtained by drawing a line (denoted by L(s)) between the bottom point s− and the top point
σ(s)+ for each s ∈ [1, r]. The length (σ ) is simply the number of crossings in the graph.
Then σ ∈ Sλ,μ if and only if the weight of σ(s)+ is not less than the weight of s− for each s, and
in the case L(t) crosses L(s), the two points σ(s)+ and σ(t)+ on the top cannot be linked, i.e.,
a graph with the part is not allowed. See the example below.
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μ = (7,4,44,43,2,1,12,11,0 ∣∣ 1,11,12,2,4,43,44,7), and so
μρ = (16,12,11,10,7,5,4,3,1 | 2,3,4,6,9,10,11,15), (cf. (3.9)). (3.46)
Thus μ λ. The elements of S˜λ,μ correspond to the following graphs:
4
1+
3
1−
−−8
2+
4
2−
1
10
3−
1
3+
1
11
4−
4
4+
,
4
1+
3
1−
−−8
2+
4
2−
1
10
3−

1
3+
1
11
4−

4
4+
,
4
1+

3
1−
−−8
2+
4
2−

1
10
3−
1
3+
1
11
4−
4
4+
,
4
1+

3
1−
−−8
2+
4
2−

1
10
3−

1
3+
1
11
4−

4
4+
.
We see that i4 = i3 = 3, i2 = i1 = 1 (where is ’s are defined in (3.44)), thus S˜λ,μ(q) =
(1 + q4−3)1(1 + q2−1)1 = (1 + q)2, which agrees with the above graphs.
The elements of Sλ,μ are represented by the first two of the above graphs. Thus
Sλ,μ(q) = 1 + q.
Now let us compute the q-length function Sλ,μ(q). First we introduce a family of q-
functions Zq(x;b) defined on the set of pairs (x, b) of lexical r-tuples x = (x1, . . . , xr ),
b = (b1, . . . , br ) ∈ Zr satisfying 1 bs  s for s ∈ [1, r], i.e.,
x1  x2  · · · xr, b1  b2  · · · br and 1 bs  s, ∀s ∈ [1, r]. (3.47)
Definition 3.21. Define the q-function Zq(x;b) as follows: Set Zq(x;b) = 0 if (3.47) is not
satisfied, and define Zq(x;b) inductively on r by
Zq(x1;1) = 1, Zq(x1, x2;1, b2) = 1 + θ(x2 − x1 − 1)θ(1 − b2)q, (3.48)
Zq(x;b) = Zq
(
x1, . . . , xr−1;b(r−1)
)
+
r−1∑
i=br
θ(xi+1 − xi − 1)Zq
(
x1, . . . , xi−1, xi+1 − 1, . . . , xr − 1;b(r−1)
)
qr−i , (3.49)
where b(r−1) = (b1, . . . , br−1), and θ(x) is the step function defined by
θ(x) =
{1 if x  0,
0 otherwise.
Note that there are only finitely many functions Zq(x;b) for each fixed r . To see this, for any
lexical x ∈ Zr and for 1 s  t  r , we define cs,t (x) and cˆs,t (x) analogous to (3.23) and (3.23)
by
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{1 if t = s or xt − xs < t − s,
0 otherwise,
cˆs,t (x) =
{1 if cs,s(x) = cs,s+1(x) = · · · = cs,t (x) = 1,
0 otherwise,
(3.50)
and define xˆ = (xˆ1, . . . , xˆr ) with
xˆs = #
{
p ∈ [1, s − 1] ∣∣ cˆp,s(x) = 0} for s ∈ [1, r]. (3.51)
Then one can prove that xˆ is lexical and 0 xˆs < s for s ∈ [1, r], and
Zq(x;b) = Zq(xˆ;b).
Thus there are only finitely many functions Zq(x, b) for each fixed r .
Proposition 3.22. Let λ,μ ∈ P Lexr with μ λ. Denote
bλ,μ = (i1, . . . , ir ) ∈ Zr , where is = min
{
i ∈ [1, r] ∣∣ λρn˙s  μρn˙′i} for s ∈ [1, r],
namely is is defined in (3.44). Let h(λ) be the height vector of λ defined in (3.7). Then the
q-length function of Sλ,μ is given by
Sλ,μ(q) = Zq
(
h(λ);bλ,μ). (3.52)
Proof. The proposition follows from Description 3.19 and Definition 3.6. 
3.7. Generalized Kazhdan–Lusztig polynomials
Let Kλ,μ(q) be the Kazhdan–Lusztig polynomial defined in [11], and lμ,λ(q) that defined
in [2]. Then by [2, Corollary 3.39],
Kλ,μ(q) = lμ,λ
(−q−1)= ∑
θ∈N#λ: R′θ (μ)=λ
q |θ |, where |θ | =
#λ∑
s=1
θs, (3.53)
for dominant weights λ, μ.
Recall the definition of the length (λ,μ) given in (3.15). One of the main results of this paper
is the following.
Theorem 3.23. Suppose λ, μ are dominant weights. Then Kλ,μ(q) = 0 if and only if μ λ and
in this case
Kλ,μ(q) = q(λ,μ)
∑
σ∈Sλ,μ
q−2(σ ) = q(λ,μ)Sλ,μ(q−2), (3.54)
where Sλ,μ is defined by (3.38), and Sλ,μ(q) is the q-length function of Sλ,μ defined in (3.42)
and can be determined by (3.52).
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lustrate the concept of the length (λ,μ). Suppose λ is given in (3.8) and μ given in (3.46).
By (3.14),
1(λ,μ) = 2 − 1 + 2 − 2 = 1, 2(λ,μ) = 3 − 1 + 3 − 4 = 1,
3(λ,μ) = 5 − 4 + 6 − 6 = 1, 4(λ,μ) = 6 − 4 + 7 − 7 = 2.
Thus (λ,μ) = 7.
A weight λ is said to be
◦ totally disconnected if cs,t (λ) = 0 for all pairs (s, t) with s < t ;
◦ totally connected if cs,t (λ) = 1 for all pairs (s, t) with s  t .
From Theorem 3.23, one immediately obtains
Corollary 3.25. Let λ,μ ∈ P Lexr with μ λ, and let Sλ(q), S˜λ,μ(q) be as in Proposition 3.18.
We have
(1) If λ is totally connected, then Kλ,μ(q) = q(λ,μ).
(2) If λ is totally disconnected, then Kλ,μ(q) = q(λ,μ)S˜λ,μ(q−2).
(3) If μ≺≺λ (recall (3.34)), then Kλ,μ(q) = q(λ,μ)Sλ(q−2).
3.8. Proof of Theorem 3.23
Using notations as above, we set (cf. (3.53))
Θλμ =
{
θ ∈ Nr | R′θ (μ) = λ
}
, where r = #λ.
In the three lemmas below, we shall establish a bijection between Θλμ and Sλ,μ. Theorem 3.23 is
then a simple consequence of this bijection.
First let us define a map
Θλμ → S˜λ,μ : θ → σθ (3.55)
in the following way. Suppose θ ∈ Θλμ, i.e. (cf. (3.13) for notations m′s , n′s ),
λ = R′θ (μ) =
(
R
θ1
m′1,n˙′1
◦ · · · ◦Rθr
m′r ,n˙′r
(μ)
)+
. (3.56)
We denote
μ(r) = μ, μ(s−1) = Rθs′ ′
(
μ(s)
)
for s = r, r − 1, . . . ,1. (3.57)ms,n˙s
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In fact (we use the notation kμ(s,i)s to denote the integer ks defined in (3.25) with λ replaced
by μ(s,i))
Ks =
θs∑
i=1
kμ
(s,i)
s , where μ(s,0) = μ(s), μ(s,i) = Rm′s ,n˙′s
(
μ(s,i−1)
)
. (3.58)
Thus
μ(0) = μ+
r∑
s=1
Ksγ
′
s . (3.59)
Since λ = (μ(0))+ and both λ and μ(0) are regular, there exists a σ ∈ Symr uniquely determined
by θ , such that (cf. (3.35) and (3.36))
atyμ(0) = σ(atyλ) = atyσ ·λ, i.e.,
(
μ(0)
)ρ
n˙s
= λρn˙σ(s) for s ∈ [1, r] (cf. (3.4)). (3.60)
By (3.59), atyμ  atyμ(0) = atyσ ·λ, and by (3.10) and (3.33), typμ = typλ. But typλ = typσ ·λ
(typical tuples are invariant under the dot action of Symr , cf. (3.5), (3.35) and (3.36)). Thus
μ σ · λ by (3.10), i.e., σ ∈ S˜λ,μ by definition (3.39). We denote σ by σθ . Thus we obtain the
map (3.55).
Lemma 3.26. The map (3.55) is an injection. More precisely, suppose σ ∈ Symr such that σ = σθ
for some θ = (θ1, . . . , θr ) ∈ Θλμ, then such θ is unique and is given by
θs = θ ′s − 2(σ, s) (cf. (3.41)), where (3.61)
θ ′s = #Qs, Qs =
[
μ
ρ
n˙′s
+ 1, λρn˙σ(s)
]∖
Set(typλ) for s = r, r − 1, . . . ,1. (3.62)
Thus by (3.19)), θ ′s is in fact θ ′s = hσ(s)(λ)− hs(μ)+ σ(s)− s.
Proof. The proof of the lemma is divided into the following cases.
Case 1: s = r . We want to prove θr = θ ′r . Note that each time when we apply Rm′r ,n˙′r to μ, the
r th entry μρ
n˙′r
of the atypical tuple atyμ reaches an integer in the set Qr (cf. (3.28) and (3.30)),
and no integer in this set Qr can be skipped. Thus after applying θ ′r times, this entry reaches the
integer λρn˙σ(r) (it is an entry of atyλ, thus not in the typical entry set Set(typλ)), and μ becomes
μ(r−1) (cf. (3.57)). Thus θr = θ ′r .
One can also use the following arguments to prove θr = θ ′r : The integer λρn˙σ(r) is the r th entry
of the atypical tuple atyμ(r−1) , which by definitions (3.30) and (3.32) and by (3.28), is equal to the
θr th smallest integer bigger than μρn˙′r and not in Set(typλ). But by the definition of θ
′
r in (3.62),
λ
ρ
n˙σ(s)
is the θ ′r th smallest integer bigger than μ
ρ
n˙′r
and not in Set(typλ). Thus θr = θ ′r .
Case 2: s = r − 1 and σ(r − 1) < σ(r). We want to prove θr−1 = θ ′r−1. There are two possi-
bilities to consider.
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n˙′r−1
= λρn˙σ(r−1) . Then μ(r−2) = μ(r−1) and we obviously have θr−1 =
0 = θ ′r−1. We are done.
Subcase 2.ii: Suppose μρ
n˙′r−1
< λ
ρ
n˙σ(r−1) . Note that λ
ρ
n˙σ(r−1) < λ
ρ
n˙σ(r)
. Also note that
Set
((
μ(r−1)
)ρ)= (Set(μρ)∖{μρ
n˙′r
})∪ {λρn˙σ(r)} (3.63)
(recall the ρ-translated notation in (3.3) and note that the only difference between μ(r−1) and μ is
their r th atypical entries). We observe that λρn˙σ(r−1) is not an entry of the typical tuple typμ = typλ
because of the regularity of λ, it is not the t th entry of the atypical tuple atyμ either for any
t  r − 1 because of the assumption that μρ
n˙′r−1
< λ
ρ
n˙σ(r−1) . Thus λ
ρ
n˙σ(r−1) is not in (3.63). But it is
in the set [(
μ(r−1)
)ρ
n˙′r−1
,
(
μ(r−1)
)ρ
n˙′r
]= [μρ
n˙′r−1
, λ
ρ
n˙σ(r)
]
. (3.64)
Hence there is at least an integer in (3.64) but not in (3.63). By Definition 3.6, the (r − 1)th and
r th atypical roots of μ(r−1) are not c-related.
Similarly, the (r − 1)th and r th atypical roots of μ(r−1,i) (cf. (3.58)) are not c-related for all
i with 1  i < θ ′r−1. Thus by the arguments in Case 1, we need to apply the raising operator
Rm′r−1,n˙′r−1 to μ
(r−1) exactly θ ′r−1 times in order to obtain μ(r−2). So θ ′r−1 = θr−1.
Case 3: s = r − 1 and σ(r − 1) > σ(r). We want to prove θr−1 = θ ′r−1 − 2. Note that(
μ(r−1)
)ρ
n˙′r−1
= μρ
n˙′r−1
<μ
ρ
n˙′r

(
μ(0)
)ρ
n˙′r
= λρn˙σ(r) < λ
ρ
n˙σ(r−1) (cf. (3.60)) (3.65)
(recall that λ, μ are dominant). Thus we need to apply Rm′r−1,n˙′r−1 to μ
(r−1) at least once.
Suppose after applying i times of Rm′r−1,n˙′r−1 to μ
(r−1) (i can be zero), the (r − 1)th entry
(μ(r−1))ρ
n˙′r−1
of the atypical tuple atyμ(r−1) reaches an integer, say p, such that
p < λ
ρ
n˙σ(r)
but
[
p,λ
ρ
n˙σ(r)
]⊂ Set(λρ). (3.66)
By (3.65), such i must exist since the (r − 1)th entry will finally reach the integer λρn˙σ(r−1) .
Note that p and λρn˙σ(r) are respectively the (r − 1)th and r th entries of atyμ(r−1,i) (cf. (3.58)).
Thus by (3.66) and Definition 3.6, the (r − 1)th and r th atypical roots of μ(r−1,i) are c-related.
Then by (3.28) and (3.30), when we apply Rm′r−1,n˙′r−1 to μ
(r−1,i)
, the (r −1)th entry of atyμ(r−1,i)
reaches an integer in the set[
λ
ρ
n˙σ(r)
+ 1, λρn˙σ(r−1)
]∖
Set(typμ(r−1,i) ) =
[
λ
ρ
n˙σ(r)
+ 1, λρn˙σ(r−1)
]∖
Set(typλ) (3.67)
(recall that Set(typμ(r−1,i) ) = Set(typλ)), such that an integer in this set is skipped. So
#
([
λ
ρ
,λ
ρ ]∖Set(typλ)) 2. (3.68)n˙σ (r) n˙σ (r−1)
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cˆσ (r),σ (r−1)(λ) = 0 if σ(r − 1)− σ(r) = 1 (cf. (3.23)). (3.69)
Note that λρn˙σ(r) is in Qr−1 = [μ
ρ
n˙′r−1
+ 1, λρn˙σ(r−1)]\Set(typλ) by (3.65), but not in the set (3.67).
Thus we have in fact skipped two integers in the set Qr−1. Therefore
θr−1 = θ ′r−1 − 2 if σ(r − 1) > σ(r).
Case 4: The general case. In general, when we apply Rm′s ,n˙′s to μ
(s) in order to obtain μ(s−1),
for each t > s with σ(t) < σ(s) the above arguments show that we have to skip two integers in
the set Qs . Therefore we have (3.61) and the lemma. 
Lemma 3.27. The image of the map (3.55) is contained in Sλ,μ, i.e., if σ = σθ for some θ ∈ Θλμ,
then
cˆσ (t),σ (s)(λ) = 0 if σ(t) < σ(s) for any t > s. (3.70)
Proof. Let p be the number such that σ(p) is minimal among those σ(u) with u < t and σ(u) >
σ(t). Then p = s or σ(p) < σ(s). Definition (3.23) means that the relation cˆσ (t),σ (p)(λ) = 0
implies the relation (3.70). Thus it suffices to prove cˆσ (t),σ (p)(λ) = 0.
For any p′ with σ(t) σ(p′) < σ(p), by the choice of p, we have p′  t and so p′ >p. Thus
the arguments in the proof of Lemma 3.26 show that when we apply Rm′p,n˙′p to μ
(p) in order to
obtain μ(p−1), we need to pass over the integer λρn˙σ(p′) and skip another integer for all such p
′
.
Hence there are at least 2(σ (p) − σ(t)) integers in the set [λρn˙σ(t) , λ
ρ
n˙σ(p)
]\Set(typλ) (cf. (3.68)).
This means that there are at least σ(p) − σ(t) integers in the set [λρn˙σ(t) , λ
ρ
n˙σ(p)
]\Set(λρ) (since
there are exactly σ(p)− σ(t) integers in [λρn˙σ(t) , λ
ρ
n˙σ(p)
] which are entries of atypical tuple atyλ),
which implies that cσ(t),σ (p)(λ) = 0 by (3.23) and so cˆσ (t),σ (p)(λ) = 0 (cf. (3.69)). 
Lemma 3.28. The map (3.55) is a bijection between Θλμ and Sλ,μ.
Proof. For any σ ∈ Sλ,μ, we define θs as in (3.61). We want to prove
θs  0 for s = 1, . . . , r. (3.71)
Suppose t > s such that σ(t) < σ(s). So
cˆσ (t),σ (s)(λ) = 0. (3.72)
Denote
Xs,t =
{
p > s | σ(t) σ(p) < σ(s)} and xs,t = #Xs,t .
First we prove by induction on σ(s)− σ(t) that
#
([
λ
ρ
,λ
ρ ]∖Set(λρ)) xs,t . (3.73)n˙σ (t) n˙σ (s)
Y. Su, R.B. Zhang / Advances in Mathematics 211 (2007) 1–33 21If σ(s)−σ(t) = 1, then (3.73) follows from (3.72) and Definition 3.6 (note that obviously σ(s)−
σ(t) xs,t ).
In general set p′ = xs,t and we write the set {σ(p) | p ∈ Xs,t } in ascending order:{
σ(p) | p ∈ Xs,t
}= {σ(t1) < σ(t2) < · · · < σ(tp′)}, (3.74)
where t1 = t and σ(tp′) < σ(s). Since cˆσ (t),σ (s)(λ) = 0, by Definition 3.6, there exists some
number, denoted by σ(i), lies in between σ(t) and σ(s), i.e.,
σ(t) < σ(i) σ(s), (3.75)
such that cσ(t),σ (i)(λ) = 0, that is,
#
([
λ
ρ
n˙σ(t)
, λ
ρ
n˙σ(i)
]∖
Set
(
λρ
))
 σ(i)− σ(t) (cf. (3.17)). (3.76)
Now we prove (3.73) by induction on σ(s)− σ(t) in two cases.
Case 1: Suppose i ∈ Xs,t , say i = tp′′ for some 1 <p′′  p′. Then
#
([
λ
ρ
n˙σ(t
p′′ )
, λ
ρ
n˙σ(s)
]∖
Set
(
λρ
))
 xs,tp′′  p
′ − p′′ + 1, (3.77)
where the first inequality follows from the inductive assumption that (3.73) holds for tp′′ since
σ(s)− σ(tp′′) < σ(s)− σ(t), and the second from the fact that tp′′, tp′′+1, . . . , tp′ ∈ Xs,tp′′ . Then(3.73) follows from (3.77) and (3.76) (with i replaced by tp′′ ) by noting that σ(tp′′) − σ(t) 
p′′ − 1 (cf. (3.74)) and that p′ = xs,t .
Case 2: Suppose i /∈ Xs,t . This means that i < s. Let p′′ be the minimal integer with 1 
p′′  p′ such that σ(tp′′) > σ(i). Then σ(s)− σ(tp′′) < σ(s)− σ(t) and so (3.77) holds again in
this case by the inductive assumption. Furthermore since σ(i)− σ(t) < σ(s)− σ(t) (cf. (3.75)),
the inductive assumption also gives
#
([
λ
ρ
n˙σ(t)
, λ
ρ
n˙σ(i)
]∖
Set
(
λρ
))
 xi,t  p′′ − 1, (3.78)
where the last inequality follows from the fact that
t1, . . . , tp′′−1 ∈
{
p > i | σ(t) σ(p) σ(i)}= Xi,t
(recall that i < s). Now (3.73) follows from (3.78) and (3.77). This completes the proof of (3.73).
Now set p = (σ, s) and write{
t > s | σ(t) < σ(s)}= {s1, s2, . . . , sp | σ(s1) < σ(s2) < · · · < σ(sp) < σ(s)}. (3.79)
(Then the left-hand side of (3.79) is in fact the set Xs,s1 , cf. (3.74).) Thus (3.73) means that the
set [
λ
ρ
n˙ , λ
ρ
n˙
]∖
Set
(
λρ
) (3.80)σ(s1) σ (s)
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μ
ρ
n˙′s
+ 1, λρn˙σ(s)
]∖
Set(typλ) (3.81)
has cardinality  2p, because
μ
ρ
n˙′s
< μ
ρ
n˙′si
 λρn˙σ(si ) < λ
ρ
n˙σ(s)
,
i.e., we have p more elements λρn˙σ(si ) with i ∈ [1,p] which are not in the first set (3.80) but in the
second set (3.81).
Then (3.62), (3.41) and the fact that (3.81) has cardinality  2p show that θ ′s  2p and so
θs  0. (In fact if p > 0 then θs  1 since in this case there exists at least one more integer λρn˙σ(s)
which is in [μρ
n˙′s
+ 1, λρn˙σ(s)]\Set(typλ).) This proves (3.71).
Now we define μ(0) as in (3.57). Then the arguments in the proof of Lemma 3.26 show that
(3.60) holds, i.e., (μ(0))+ = λ. Thus θ ∈ Θλμ and σ = σθ . Therefore θ → σθ is a bijection between
Θλμ and Sλ,μ. 
Proof of Theorem 3.23. Finally we return to the proof of Theorem 3.23. By (3.15), (3.20),
(3.40) and (3.62), we have
|θ | =
r∑
s=1
θ ′s −
r∑
s=1
(σ, s) = (λ,μ)− (σ ).
Now (3.54) follows from (3.53). 
4. Character and dimension formulae
As mentioned in the introduction, this section contains three main results: the proof of the
conjecture due to van der Jeugt et al., the construction of a Kac–Weyl type character formula,
and the derivation of a dimension formula.
We shall continue to use notations in the previous sections. Moreover, we define
m(Λ)λ = #SΛ,λ (4.1)
to be the cardinality of the set SΛ,λ (cf. (3.37)). Then m(Λ)λ = SΛ,λ(1) (cf. (3.42)).
For any weight λ ∈ P , we define what is called the Kac-character of λ:
χKac(λ) = L1
L0
∑
w∈W
(w)ew(λ+ρ). (4.2)
Namely, χKac(λ) is defined by the right-hand side of (2.13). Thus it is the character of the Kac-
module V (λ) when λ is dominant.
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As an immediate consequence of Theorem 3.23, we have
Theorem 4.1. The formal character chV (Λ) of the finite dimensional irreducible g-module
V (Λ) is given by
chV (Λ) =
∑
λ∈P+: λΛ
(−1)(Λ,λ)m(Λ)λχKac(λ), (4.3)
where P+ is the set of dominant integral weights, the length (Λ,λ) is defined in (3.15), and the
partial order “” is defined in (3.10).
Proof. This follows from (3.54), (4.1) and [12, Lemma 3.4], which states
chV (Λ) =
∑
λ∈P+
KΛ,λ(−1)χKac(λ). 
One can re-write (4.3) to obtain the conjecture of van der Jeugt et al. To state it, we need to
introduce the following notations.
Let λ as in (3.1) be an r-fold atypical weight (not necessarily dominant) with atypical roots
ordered as in (3.2): γ1 < · · · < γr . We define the normal cone with vertex λ:
CNormλ =
{
λ−
r∑
s=1
isγs
∣∣∣ is  0
}
. (4.4)
We also define CTrunλ , which was referred to as the truncated cone with vertex λ in [16], to be
the subset of CNormλ consisting of weights μ such that the sth entry of the atypical tuple atyμ
(cf. (2.9)) is smaller than or equal to the t th entry of atyμ when the atypical roots γs , γt of λ
(not μ) are strongly c-related for s < t . Namely (recall the ρ-translated notation in (3.3))
CTrunλ =
{
μ ∈ CNormλ
∣∣ μρn˙s  μρn˙t if cˆs,t (λ) = 1 for s < t}. (4.5)
For λ = Λ−∑rs=1 isγs ∈ CNormΛ , we denote
|Λ− λ| =
r∑
s=1
is (called the relative level of λ). (4.6)
As an application of Theorem 4.1 we prove the following character formula which was a
conjecture put forward by van der Jeugt, Hughes, King and Thierry-Mieg in [16] as the result of
in depth research carried out by the authors over several years time.
Theorem 4.2.
chV (Λ) =
∑
λ∈CTrunΛ
(−1)|Λ−λ|χKac(λ). (4.7)
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χKac(λ) = 0 if λ is vanishing (i.e., not regular). (4.8)
Note that for any weight λ in the truncated cone CTrunΛ or in the set
RΛ := {μ ∈ P+ | μΛ}
(
cf. the right-hand side of (4.3)), (4.9)
we have the equality of the typical tuples:
typλ = typΛ (cf. (3.5)). (4.10)
Thus λ is uniquely determined by the atypical tuple atyλ (cf. (2.9)). Clearly for any μ ∈ CTrunΛ ,
it is either vanishing (so χKac(μ) = 0) or is W -conjugate under the dot action to some unique
λ ∈ RΛ, where the latter fact is equivalent to the existence of a unique σ ∈ Symr satisfying
atyσ ·μ = atyλ (cf. (3.35) and (3.36)). If σ(t) < σ(s) for some 1 s < t  r . Then
μ
ρ
n˙σ(t)
= λρn˙t > λ
ρ
n˙s
= μρn˙σ(s) .
Thus cˆσ (t),σ (s)(Λ) = 0 by (4.5). Therefore σ ∈ SΛ by (3.37). Obviously atyλ = atyσ ·μ  atyσ ·Λ
(cf. (3.11)), i.e., σ ∈ SΛ,λ by definitions (3.38) and (3.10) and the fact that atyσ ·Λ = atyΛ = atyλ
(cf. (4.10)). Conversely, for any λ ∈ RΛ and σ ∈ SΛ,λ, there corresponds to a unique μ ∈ CTrunΛ
such that atyσ ·μ = atyλ.
For any λ ∈ RΛ, let λ˜ ∈ CTrunΛ ∩ W · λ be the (unique) lexical weight in the sense of Defini-
tion 3.9. Then
χKac(μ) = χKac(λ˜) for μ ∈ CTrunΛ ∩W · λ, (4.11)
since CTrunΛ ∩W · λ˜ = CTrunΛ ∩ Symr · λ˜, and elements of Symr correspond to elements of W with
even parity (cf. (3.35) and (3.36)).
The above arguments have in fact shown that the right-hand side of (4.7) is equal to∑
λ∈P+: λΛ
(−1)|Λ−λ|
∑
σ∈SΛ,λ
χKac(λ˜) =
∑
λ∈P+: λΛ
(−1)|Λ−λ|m(Λ)λχKac(λ˜). (4.12)
By (4.3), what remains to prove is the following: if w(λ˜ρ) = λρ for w ∈ W , λ ∈ RΛ, then
(−1)|Λ−λ| = (−1)(Λ,λ)(w). (4.13)
Note that in order to obtain λρ from λ˜ρ by moving all entries λ˜ρms , λ˜
ρ
n˙s
for s = 1, . . . , r to suitable
positions step by step, each time exchanging nearest neighbor entries only, the total number of
movements is N =∑rs=1 Ns , where
Ns = #
([
λ˜
ρ
n˙s
+ 1,Λρn˙s
]∩ Set(typΛ)) (cf. notation (3.18)).
To see this, note that λ˜ is obtained from Λ by subtracting some atypical roots (cf. (4.4)). Thus the
entries λ˜ρms , λ˜
ρ
of λ˜ρ , which seat at the positions ms , n˙s of Λ should be moved to appropriaten˙s
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these two entries is obviously Ns .
From (3.15) and (3.14), we have |Λ − λ| = ∑rs=1(Λn˙s − λn˙s ) = (Λ,λ) + N . But
(w) = (−1)N , we obtain (4.13). 
4.2. Definitions of λ↑ and Cr
Our purpose is to re-write (4.7) into a finite sum. Since the sum over the truncated cone CTrunΛ
in (4.7) is difficult to compute, we want to change this sum into several sums over some normal
cones CNormμ by making use of the fact that the Kac-character χKac(λ) is Symr -invariant under
the dot action (cf. (3.35) and (3.36)), as a sum over a cone CNormμ is easy to compute.
This will be done in two steps.
First we need to introduce more notations. Define another partial order “” on CNormΛ such
that for λ,μ ∈ CNormΛ ,
μ λ ⇐⇒ every entry of μ the corresponding entry of λ. (4.14)
Definition 4.3. For λ ∈ CNormΛ , denote by λ↑ ∈ CNormΛ the maximal lexical weight (cf. (3.24))
which is  λ, namely,
λ↑ = max
{
μ ∈ CNormΛ | μ λ, and μ is lexical
}
. (4.15)
Thus we have the equality of typical tuples: typλ↑ = typλ (cf. (3.5)) and the entries of atypical
tuple atyλ↑ (cf. (3.4)) are defined by
(λ↑)ρn˙s = min
{
λ
ρ
n˙t
| s  t  r} for s = 1, . . . , r.
Denote by CLexiλ , called the lexical cone with vertex λ, the subset of the truncated cone CTrunλ
(cf. (4.5)) consisting of lexical weights (cf. (3.24)), namely
CLexiλ =
{
μ ∈ CTrunλ | μ is lexical
}= {μ ∈ CNormλ | μ is lexical}, (4.16)
where the last equality follows from the fact that when μ is lexical the condition in (4.5) is
automatically satisfied.
Our first step is to change the sum over CTrunΛ in (4.7) to several sums over some lexical
cones CLexi(σ ·Λ)↑ (see Proposition 4.4).
The proof of Theorem 3.23 (cf. the arguments of proving (4.12)) and (4.8) show that (4.7) can
be re-written as
chV (Λ) =
∑
σ∈SΛ
∑
λ∈CLexiΛ : λσ ·Λ,λ regular
(−1)|Λ−λ|χKac(λ). (4.17)
The definition of λ↑ in (4.15) shows that we have the equality of the following two sets of regular
weights: {
λ ∈ CLexiΛ | λ σ ·Λ, λ is regular
}= {λ ∈ CLexi(σ ·Λ)↑ | λ is regular}. (4.18)
Thus (4.17) leads to the following.
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chV (Λ) =
∑
σ∈SΛ
∑
λ∈CLexi
(σ ·Λ)↑
(−1)|Λ−λ|χKac(λ). (4.19)
The second step is to change the sum over the lexical cone CLexi(σ ·Λ)↑ in (4.19) to several sums
over the normal cones CNorm(π ·(σ ·Λ)↑)↑ . This will be achieved by Lemma 4.6 below.
Definition 4.5. Denote by Cr the subset of Symr consisting of permutations π which can be
written as a product of cyclic permutations of the form
π = (1,2, . . . , i1)(i1 +1, i1 +2, . . . , i1 + i2) · · · (i1 + · · · + it−1 +1, i1 + · · · + it−1 +2, . . . , r),
(4.20)
where i1, . . . , it are positive integers such that
∑t
s=1 is = r (namely, (i1, . . . , it ) is a composition
of r).
For convenience, we denote by C′r the set of compositions of r , and denote
πi = π which is defined by (4.20) for i = (i1, . . . , it ) ∈ C′r . (4.21)
Associated to π , there is the multi-nomial coefficient(
r
π
)
= r!
i1! · · · it ! , (4.22)
which will also be denoted by
(
r
i
)
.
4.3. A technical lemma
The following technical lemma is crucial in obtaining our character formula in Theorem 4.9.
Lemma 4.6. Let λ ∈ CLexiΛ . We have
∑
μ∈CLexiλ
(−1)|Λ−μ|χKac(μ) = 1
r!
∑
π∈Cr
(
r
π
)
(−1)(π)
∑
μ∈CNorm
(π ·λ)↑
(−1)|Λ−μ|χKac(μ), (4.23)
where (π) is the length of π (cf. (3.40)), namely (π) =∑ts=1(is − 1) for π in (4.20).
Proof. For any subset S of CNormΛ , denote by Sreg the regular weights of S. We define
χ sum(S) :=
∑
(−1)|Λ−μ|χKac(μ). (4.24)
μ∈S
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χ sum(S) = χ sum(Sreg). (4.25)
Note that any element μ ∈ CNormΛ is uniquely determined by the atypical tuple atyμ (cf. (3.4)),
thus there is a bijection
ϕ :λ+
r∑
s=1
Zγs → Zr , ϕ(μ) = atyμ =
(
μ
ρ
n˙1
, . . . ,μ
ρ
n˙r
)
. (4.26)
For simplicity, we use g = ϕ(λ) = (g1, . . . , gr ) to represent λ (and transfer all terminologies
to g). Then the normal cone CNormλ defined in (4.4) and the lexical cone CLexiλ defined in (4.16)
correspond to the following sets respectively:
CNormg =
{
x = (x1, . . . , xr ) ∈ Zr | xs  gs, s = 1, . . . , r
}
,
CLexig =
{
x ∈ Zr | x1  x2  · · · xs and xs  gs, s = 1, . . . , r
}
. (4.27)
We define the half-lexical cone with vertex λ:
CHalfg =
{
x ∈ Zr | x2  · · · xs and xs  gs, s = 1, . . . , r
}
(i.e., we relax the condition of x1  x2, cf. (4.16) and (4.27)). Define
N (g1, . . . , gr ) = χ sum
(CNormg ), L(g1, . . . , gr ) = χ sum(CLexig ),
Hg1(g2, . . . , gr ) = χ sum
(CHalfg ), (4.28)
which are the sign sums of Kac-characters over the normal cone CNormg , the lexical cone CLexig
and the half-lexical cone CHalfg respectively (cf. (4.24)). Then (4.23) is equivalent to
L(g1, . . . , gr ) = 1
r!
∑
i∈C′r
(
r
i
)
(−1)(i)N (gi), (4.29)
where gi is defined by
gi =
( i1︷ ︸︸ ︷
g1, . . . , g1,
i2︷ ︸︸ ︷
gi1+1, . . . , gi1+1, . . . ,
it︷ ︸︸ ︷
g∑t−1
s=1 is+1, . . . , g
∑t−1
s=1 is+1
) (4.30)
for i = (i1, . . . , it ). This is because from the definition (4.15), one can easily check
gi = ϕ
(
(πi · λ)↑
) (cf. (4.21) and (4.26)). (4.31)
Denote
g(s) = (g1, . . . , g1, gs+1, . . . , gr ) = g|g2=···=gs=g1 ∈ Zr ,
g′(s) = (g1, . . . , g1, gs+1, . . . , gr ) ∈ Zr−1
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Hg1
(
g′ (1)
)= r∑
s=1
L(g(s)). (4.32)
To see this, observe that for any regular weight x = (x1, . . . , xr ) ∈ CHalfg (cf. (4.25)), there is a
unique s ∈ [1, r] such that
x2 < · · · < xs < x1 < xs+1 < · · · < xr. (4.33)
So x is Symr -conjugate (thus under the inverse mapping ϕ−1, it is Symr -conjugate under the dot
action, cf. (3.35), (3.36)) to
(x2, . . . , xs, x1, xs+1, . . . , xr ) ∈ CLexig(s) since x1 < g1.
Conversely every regular weight of CLexi
g(s)
is Symr -conjugate under the dot action to a unique
weight x of CHalfg satisfying (4.33). This proves (4.32).
By (4.32), we obtain
L(g) = L(g(1))=Hg1(g′ (1))− r∑
s=2
(−1)s−1 1
s(s − 1)Hg1
(
g′ (s)
)
. (4.34)
Since the first variable x1 in CHalfg does not relate to any other variable, when g1 is fixed,
Hg1(g′ (s)) is in fact L(g′ (s)) with respect to the r − 1 variables g2, . . . , gr . By the inductive
assumption on r that (4.29) holds for r − 1, we have
Hg1
(
g′ (s)
)= 1
(r − 1)!
∑
j∈C′r−1
(
r − 1
j
)
(−1)(j)N (g(s)(1,j)), s = 1, . . . , r, (4.35)
where
(1, j) =
{
(1, j1, j2, . . .) if s = 1,
(j1 + 1, j2, . . .) otherwise, for j = (j1, j2, . . .) ∈ C
′
r−1.
Thus (1, j) is a composition of r . For i ∈ C′r , g(s)i is defined by (4.30) with g2, . . . , gs being set
to g1. Thus each g(s)(1,j) has the form gi for some i ∈ C′r , and
g
(s)
(1,j) = gi
⇐⇒
{
i1 = 1, j = (i2, i3, . . .) if s = 1, or
i1  s, 1 + j1 + · · · + js = i1 and (js+1, js+2, . . .) = (i2, i3, . . .) otherwise.
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1
i2!···it !bs,i1 , where b0,i1 = 0 and
bs,i1 =
1
i1! −
1
1!(i1 − 1)! +
1
2!(i1 − 2)! − · · · + (−1)
i1−s 1
s!(i1 − s)! for 1 s  i1.
Using this in (4.34), we obtain that the coefficient of N (gi) in L(g) is 1i1!···it ! . This proves (4.29)
and the lemma. 
Remark 4.7. Note that a special case of (4.29) is when g1 = · · · = gr . In this case we have
L(g1, . . . , g1) = 1
r!N (g1, . . . , g1)
(
cf. definition (4.28)). (4.36)
Remark 4.8. Using notation (4.24), formula (4.19) can be written as
chV (Λ) =
∑
σ∈SΛ
χ sum
(CLexi(σ ·Λ)↑). (4.37)
We also have
χ sum
(CNormλ )= ∑
σ∈Symr
χ sum
(CLexi(σ ·λ)↑) for λ ∈ CNormΛ . (4.38)
To prove (4.38), note that the derivation of (4.37) from formula (4.7) does not depend on how
cˆs,t (λ)’s are defined. Thus if we simply regard cˆs,t (λ) as zero for all s, t , then CTrunλ coincides
with CNormλ , and Sλ becomes Symr . Hence (4.38) can be regarded as a special case of (4.37).
Formula (4.23) can be re-written as
χ
(CLexiλ )= ∑
π∈Cr
1
r!
(
r
π
)
(−1)(π)χ(CNorm(π ·λ)↑). (4.39)
Thus formula (4.39) is the inverse formula of (4.38).
4.4. Kac–Weyl type formula
While the character formulae (4.3) and (4.7) are very useful for understanding structural
features of irreducible g-modules, they are not easy to use for purposes like determining the
dimensions of irreducibles. For such purposes, a Kac–Weyl type formula is more desirable. We
now derive such a formula.
For any weight λ ∈ P and any subset Γ ⊂ Δ+1 , we define
χBLΓ (λ) = L−10
∑
w∈W
(w)ew(λ+ρ0)
∏
β∈Δ+1 \Γ
(
1 + e−w(β)), (4.40)
by using the Bernstein–Leites formula [1], where L0, L1 are defined by (2.14). For any λ ∈ CNormΛ
(not necessarily regular), by (4.24) and the definition of the Kac-character χKac(Λ) in (4.2), we
have
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(CNormλ )= (−1)|Λ−λ|L1L0 ∑
w∈W
(w)w
( ∑
0i1,...,ir<∞
(−1)
∑r
s=1 is eλ+ρ−
∑r
s=1 isγs
)
= (−1)|Λ−λ|L1
L0
∑
w∈W
(w)w
(
eλ+ρ∏r
s=1(1 + e−γs )
)
= (−1)|Λ−λ|χBLΓΛ (λ), (4.41)
where ΓΛ = {γ1, . . . , γr} defined in (2.10) is the set of atypical roots of Λ (cf. (3.2)). In deriving
the last equality one has made use of the expression of L1 in (2.14).
This together with (4.37) and (4.23) (or (4.39)) proves
chV (Λ) =
∑
σ∈SΛ,π∈Cr
1
r!
(
r
π
)
(−1)|Λ−(π ·(σ ·Λ)↑)↑|+(π)χBLΓΛ
((
π · (σ ·Λ)↑
)
↑
)
. (4.42)
Thus we obtain the following theorem.
Theorem 4.9. The formal character chV (Λ) of the finite dimensional irreducible g-module
V (Λ) is given by
chV (Λ) =
∑
σ∈SΛ,π∈Cr
1
r!
(
r
π
)
(−1)|Λ−(π ·(σ ·Λ)↑)↑|+(π) 1
L0
×
∑
w∈W
(w)w
(
e(π ·(σ ·Λ)↑)↑+ρ0
∏
β∈Δ+1 \ΓΛ
(
1 + e−β)) (4.43)
where notations SΛ, λ↑, Cr are defined by (3.37), (4.15) and Definition 4.5 (see also (2.10),
(2.14), (4.6), (3.40) and (4.22) for other notations).
Example 4.10. Consider the irreducible gl3|2-module V (Λ) with highest weight Λ = (2,0,0 |
0,0). Then Λρ = (5,2,1 | 1,2) and the degree of atypicality is 2. In this case, SΛ = {1} and
C2 = Sym2. Since σ ∈ SΛ is always 1, the first sum in Theorem 4.9 only runs over the two ele-
ments of Sym2, and the formula becomes the sum of two Bernstein–Leites characters respectively
corresponding to the weights
(1) π(σ · (Λ)↑)↑ = π(Λ)↑ = Λ for π = 1; and
(2) π(σ · (Λ)↑)↑ = (2,−1,0 | 0,−1) for π = (12).
Remark 4.11. Let λ ∈ Λ +∑rs=1 Zγs . Denote the set of regular lexical weights which are  λ
by
Regλ =
{
μ ∈ λ+
r∑
Zγs
∣∣∣ μ λ, and μ is regular and lexical}. (4.44)
s=1
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entries by (cf. (4.15))(
λ↑
)ρ
n˙s
= (λ↑)ρn˙t (s) , where t (s) = max
{
t  s | cˆp,t (λ↑) = 1 for s  p  t
}
, (4.45)
for s = 1, . . . , r (note that although λ↑ is not necessarily regular, one can still define cˆp,t (λ↑)
as stated in Remark 3.8). Then Regλ↑ = Regλ. Thus in formula (4.18) (hence also in for-
mula (4.43)), for each σ ∈ SΛ, the (σ · Λ)↑ can be replaced by any lexical weight η with
(σ ·Λ)↑  η (σ ·Λ)↑. In particular, we have another character formula:
chV (Λ) =
∑
σ∈SΛ,π∈Cr
1
r!
(
r
π
)
(−1)|Λ−(π ·(σ ·Λ)↑)↑|+(π) 1
L0
×
∑
w∈W
(w)w
(
e(π ·(σ ·Λ)↑)↑+ρ0
∏
β∈Δ+1 \ΓΛ
(
1 + e−β)). (4.43)′
Remark 4.12. The main difference between (4.43) and (4.43)′ lies in that formula (4.43)′ keeps
the number of the distinct weights (π · (σ ·Λ)↑)↑ to be minimal. For example when Λ = 0, then
(π · (σ ·Λ)↑)↑ = 0↑ for all π ∈ Cr and σ ∈ SΛ = {1} (see Corollary 4.13). But all (π · (σ ·Λ)↑)↑
for σ = 1, π ∈ Cr are distinct (in this case (σ ·Λ)↑ = 0).
Corollary 4.13. If λ is totally connected (cf. definition after Theorem 3.23), then
ch(Λ) = 1
r!L0 (−1)
|Λ−Λ↑| ∑
w∈W
(w)w
(
eΛ
↑+ρ0 ∏
β∈Δ+1 \ΓΛ
(
1 + e−β))
= 1
r! (−1)
|Λ−Λ↑|χBLΓΛ
(
Λ↑
)
, (4.46)
where Λ↑ is defined by the way that Λ↑ + ρ is obtained from Λ + ρ by replacing all atypical
entries (cf. (3.4)) by the largest one. In particular, by taking Λ = 0 we obtain the following
denominator formula
L0 = 1
r0! (−1)
r0(r0−1)
2
∑
w∈W
(w)w
(
e0
↑+ρ0 ∏
β∈Δ+1 \Γ0
(
1 + e−β)), (4.47)
where r0 = min{m,n}, Γ0 = {γ 01 = m − δ1, . . . , γ 0r0 = m+1−r0 − δr0} and
0↑ =
r0∑
s=1
(r0 − s)γ 0s = (0, . . . ,0,1, . . . , r0 − 1 | r0 − 1, . . . ,1,0, . . . ,0)
(
cf. notation (2.2)).
Proof. If Λ is totally connected, then SΛ = {1} and (4.46) follows from (4.36) and (4.19) with
(σ · Λ)↑ replaced by Λ↑. Observe that when Λ = 0, we have chV (Λ) = 1 and ΓΛ = Γ0. Thus
we obtain (4.47). 
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Corollary 4.15. If Λ is totally disconnected (cf. definition after Theorem 3.23), then
ch(Λ) = 1
L0
∑
w∈W
(w)w
(
eΛ+ρ0
∏
β∈Δ+1 \ΓΛ
(
1 + e−β))= χBLΓΛ (Λ).
Proof. If Λ is totally disconnected, then SΛ = Symr and the result follows from the fact that
(4.23) is the inverse formula of (4.38) (cf. (4.41)). 
4.5. Dimension formula
An important application of Theorem 4.9 is the derivation of a dimension formula.
Theorem 4.16. The dimension dimV (Λ) of the finite dimensional irreducible g-module V (Λ) is
given by
dimV (Λ) =
∑
σ∈SΛ,π∈Cr
B⊂Δ+1 \ΓΛ
1
r!
(
r
π
)
(−1)|Λ−(π ·(σ ·Λ)↑)↑|+(π)
×
∏
α∈Δ+0
(α,ρ0 + (π · (σ ·Λ)↑)↑ −∑β∈B β)
(α,ρ0)
. (4.48)
Proof. The derivation of this dimension formula is essentially the same as that for the usual
Weyl dimension formula. Regard an element of ε (cf. (2.12)) as a function on h∗ such that the
evaluation of eλ on μ is eλ(μ) = e(λ,μ) for μ ∈ h∗. Then chV (Λ) ∈ ε is a function on h∗, and
dimV (Λ) = lim
x→0
(
chV (Λ)
)
(xρ0). (4.49)
In view of the formula (4.42) for chV (Λ), the right-hand side is known once we work out
limx→0 χBLΓ (λ)(xρ0) (cf. (4.40)) for all dominant λ.
Denote by chV0(μ) the usual Weyl character formula for the irreducible glm ⊕ gln-module
with highest weight μ. By using the formula∏
β∈Δ+1 \ΓΛ
(
1 + e−β)= ∑
B⊂Δ+1 \ΓΛ
e
−∑β∈B β,
we can rewrite χBLΓ (λ) as
χBLΓ (λ) =
∑
B⊂Δ+1 \ΓΛ
chV0
(
λ+ ρ0 −
∑
β∈B
β
)
.
Then the usual Weyl dimension formula can be used to obtain
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x→0χ
BL
Γ (λ)(xρ0) =
∑
B⊂Δ+1 \ΓΛ
∏
α∈Δ+0
(α,λ+ ρ0 −∑β∈B β)
(α,ρ0)
.
Using this in (4.49) and recalling (4.42), we complete the proof of the theorem. 
Remark 4.17. As far as we are aware, dimension formulae were only known for the singly
atypical modules [14] and for the tame modules [10].
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