Abstract. We consider numerical schemes for 2 × 2 hyperbolic conservation laws on graphs. The hyperbolic equations are given on the spatially one-dimensional arcs and are coupled at a single point, the node, by a nonlinear coupling condition. We develop high-order finite volume discretizations for the coupled problem. The reconstruction of the fluxes at the node is obtained using derivatives of the parameterized algebraic conditions imposed at the nodal points in the network. Numerical results illustrate the expected theoretical behavior.
Introduction
We are interested in the high order numerical discretization of flow problems on networks where the dynamics are governed by 2 × 2 systems of nonlinear hyperbolic partial differential equations. Among the many examples where such systems arise are traffic flow [24, 25, 29, 31] , production networks [21, 23, 30] , telecommunication networks [22] , gas flow in pipe networks [3, 11-13, 15, 16] or water flow in canals [4, 5, 28, 35] . Mathematically, flow problems on networks are boundary value problems where the boundary value is implicitly defined by a coupling condition. This condition is either physically or mathematically motivated and may consist of algebraic conditions coupling the flow in different arcs or may consist of ordinary differential equations. We are interested in finite-volume methods to resolve the hyperbolic dynamics. Most of the available finite volume methods solve the coupling condition explicitly [2, [8] [9] [10] . For the evolving state at the node, a Godunov-type scheme [2] or kinetic scheme [8] is applied to determine the fluxes at the cell interface. Those schemes are explicit in time and therefore the dynamics on different arcs decouple contrary to an implicit discretization (in time) [33] .
We develop a second-order finite volume scheme for general 2 × 2 hyperbolic systems on networks. The crucial point is the derivation of a suitable numerical flux at the nodal point where we apply high order reconstruction using temporal derivatives of the state at the node. We use a characteristic decomposition of the temporal derivative of the solution at the nodal point and estimate the outgoing information using spatial derivatives. This procedure has been applied to (pure) boundary value problems in the context of finite differences (and finite volumes) for example in [39] [40] [41] and mimics the Cauchy-Kowalewski theorem for sufficiently smooth solutions. It should be mentioned that also in [39] been developed for an arbitrary order of accuracy while we only discuss second-order schemes. We show that the derived scheme coincides with a second-order discretization in the case of two connected arcs, we validate the discretization by reformulating a classical boundary value problem using coupling conditions and we present numerical results for gas flow in pipe networks. The only other approach to high order coupling conditions on networks which we are aware of is [6] . Therein, additional ghost cells for each connected arc are introduced to recover a solution and the information on the temporal derivatives is obtained without characteristic decomposition. We discuss the relation between the schemes in Section 3.
Motivation and numerical scheme
As in [2, 3, 15, 16] we consider the following model for flows on graphs. This situation covers examples in gas pipe networks, traffic flow and water flow in open canals. We consider a single vertex connected to n arcs j = 1, . . . , n. The arcs extend to infinity hence they are parameterized by the interval [0, ∞). The vertex is located at x = 0 for all arcs.
Remark 2.1. The reduction of a network to a single vertex does cover the problem of an arbitrary large graph, since we assume the dynamics on the arcs to be hyperbolic conservation laws. The hyperbolicity conditions provides us with the property of a finite speed of information propagation. Therefore, the solution of the coupling problem at a vertex of the initial network is not coupled with the states at the other vertices.
For simplicity of the presentation, we assume that the flux f is the same on all connected arcs. Let f ∈ C 4 (R 2 ; R 2 ) and u j (x, t) : R + 0 × R + 0 → R 2 for j = 1, . . . , n where u j denotes the conserved variables on arc j. The dynamics of u j are governed by ∂ t u j + ∂ x f (u j ) = 0, t ≥ 0, x ≥ 0, (1) u j (x, 0) = u j,0 (x), x ≥ 0, (2) Ψ(u 1 (0+, t), . . . , u n (0+, t)) = 0, t ≥ 0, (3) where Ψ : R 2n → R n is the possibly nonlinear coupling condition. The situation is illustrated in Figure 1 .
We assume that Ψ fulfills a transversality condition (4) below:
which ensures well-posedness of problem (1) to (3) . Here,
is a steady state solution to (1) such that Ψ(û) = 0 and r 2 denotes the eigenvector to the second eigenvalue. We refer to [16, Definition 3.1] and [16, Theorem 3.2] for more details on the definition of the solution and assumption on the characteristic fields as well as the existence and uniqueness result. For convenience we recall the definition of a solution below. Let Ω ⊂ R 2 non-empty and open set. Letū := (ū 1 , . . . ,ū n ) ∈ Ω n . Let f ∈ C 4 (Ω; R 2 ) where for each = 1, . . . , n Df (ū ) admits a strictly negative λ 1 (ū ) and a strictly positive eigenvalue λ 2 (ū ), and each characteristic field is either genuinely nonlinear or linearly degenerated. Figure 1 . An example of the problem (1) to (3) in the case of n = 4 connected arcs. For simplicity the arcs are extend to x = +∞. On each arc the dynamics is governed by the nonlinear hyperbolic system (1) as indicated by the legend. The dynamics u i (0+, t) are coupled at a nodal point located at x = 0 by the nonlinear coupling conditions (3) indicated by the corresponding legend.
The condition at the junction is met: For a.e. t ∈ R + , Ψ (u(t, 0+)) = 0. The weak solution u is an entropy solution if for any convex entropy-entropy flux pair (η l , q l ), for all φ ∈ C ∞ c ]0, T [ × R + ; R + and for l = 1, . . . , n,
The main properties of a solution to the coupled problem are therefore as in a Cauchy problem. We have bounded variation, entropic solutions along arcs and the coupling condition is met a.e. in t.
Further, for a pointû j in the (close) vicinity ofū j we expect that the Jacobian of f , A j := Df (û j ), also admits a strictly negative λ j,1 and strictly positive eigenvalue λ j,2 with linearly independent (right) eigenvectors r j,1 and r j,2 , respectively. The associated characteristic fields are assumed to be either genuine nonlinear or linearly degenerate. We will use this notation throughout the manuscript. The dependence of the eigenvectors and eigenvalues onû j will be denoted by subindices as well as the corresponding fields i = 1, 2. A superindex ( = 1, 2) will be used to denote the component v of a vector v ∈ R 2 . Now we present the finite volume method [34, 36] which is employed to numerically solve (1)-(3). This is essentially based on the proof of the well-posedness.
Consider a regular (uniform) grid of cell size ∆x = x i+ 1 2
, where
is the interface point (between cell i − 1 and i, for x i+
analog) and time step ∆t = t m+1 − t m , chosen so that the CFL condition [19] λ max ∆t ≤ ∆x, where λ max is the largest wave speed, is satisfied. We assume the grid points are labeled by i ∈ N 0 and the time steps by m ∈ N 0 such that x 0 = ∆x 2 and t 0 = 0. Hence, the center of the first cell i = 0 in each arc is located at x 0 and the physical node is located at the boundary x = 0. For some compact domain Ω ⊂ R 2 such that u j,0 ∈ Ω and u j (x, t) ∈ Ω, we compute the spectral radius ρ of Df as
In addition the cell boundaries (interfaces) are denoted x i−1/2 , on the left, and x i+1/2 on the right such that ∆x = x i+1/2 − x i−1/2 . Sometimes the notation I i := [x i−1/2 , x i+1/2 ] will be used. The discretization is undertaken component-wise for each u j . Hence the cell average of u j in cell i at time t m is denoted by U m j,i and defined as
The evolution of the cell average over a single time-step, ∆t, is
, where the numerical flux across the cell interface in arc j is given by
) in which the exact solution to a Riemann problem posed at the cell boundary i + 1 2 is used to define the numerical flux (F j ) i+ 1 2 . Thus in the original Godunov's method a piecewise constant reconstruction
where the characteristic function χ(x) is defined in the usual way as
was applied as a numerical approximation for u j (x, t) at time t m . To generalize Godunov's method, the piecewise constant approximation (9) of the solution can be replaced by a more accurate representation. In this paper, we consider a piecewise linear approximation as e.g. employed in the MUSCL scheme [43] . Thus the reconstruction in (9) takes the form
where P i (x, t m ; U m j,· ) is a linear reconstruction in cell I i using data {U m j,· } in arc j such that
, for x ∈ I i . The slope σ m j,i in cell I i is also based on the data {U m j,· }. Note that σ m j,i = 0 recovers the first-order Godunov method. Furthermore, the upcoming second order reconstruction of the coupling at the vertex is independent of the chosen scheme solving the dynamics at an non-boundary cell. The following algorithm does not dependent on the slope reconstruction and therefore any other finite-volume based method could be employed, for example WENO or discontinuous Galerkin methods.
A slope limiter is applied to σ m j,i [38] . Again, any slope limiter might be employed and a simple choice of slopes is the minmod slope limiter based on
where the minmod function is defined as:
It can be noted that, just as in first-order Godunov method, a Riemann problem needs to be solved at the cell boundaries x i+1/2 since the reconstruction provides two values at the cell interfaces x i+1/2 which we denote by
which are values based on the polynomial
on the left of the interface and
on the right of the interface, respectively.
The coupling condition (3) at the vertex induces a boundary condition for equation (1) at x = 0. At time t m the cell averages in the first cell i = 0 of the connected arcs j are given by U m j,0 for all arcs j = 1, . . . , n. Condition (4) ensures the local invertibility at a state (û j ) n j=1 . Due to the differentiability of Ψ this property holds also in a neighborhood of this state. Due to the differentiability of f also the sign of the eigenvalues λ j, for = 1, 2 do not change in this neighborhood. Therefore, we condition (4) holds for (U m j,0 ) n j=1 provided U m j,0 −û j is sufficiently small. Unfortunately, there is no rigorous estimate the difference available. However, in the numerical simulations we did not encounter a case where condition (4) is not met.
Denote the κ−th Lax curve through the state u 0 for κ = 1, 2. by s → L κ (u o , s). The definition of a Lax curve can be found for example in [20] . In general, the Lax-curve through u 0 provides a parameterization of the admissible states that can be connected to u 0 by either a rarefaction wave or an Lax-admissible shock. Other entropy conditions are possible but we focus here, as in prior work, on the Lax-entropy condition [20] . Due to the requirement of u 0 being subsonic all states along the 2-Lax curve provide states such that the resulting Riemann problem admits waves of non-negative speed. We also refer to [7] for more details on the discussion of admissible Lax-curves and the solution to coupled problems.
Finally, solve for (s * 1 , . . . , s * n ) using, for example, Newton's method the nonlinear system
Note that a unique solution of (11) exists due to (4) . The boundary value U m+1 j,0 at time t m+1 is then given by equation (7) for i = 0 and with
. . , n}. This construction yields a first-order approximation to the coupling condition and the solution u j .
In order to obtain at least a first-order convergent scheme, we consider a reconstruct, evolve and average algorithm [36] . The finite-volume formulation of equation (1) is given by equation (7) and equation (8) . We proceed as follows:
]. This is a standard procedure and more details can be found, for example, in [32, 43] . We apply a reconstruction with slopes obtained by the minmod limiter for the cells i = 1, . . . , as discussed for equation (10) above.
In the first cell i = 0, we modify the reconstruction of the slope due to the absence of cell averages beyond the vertex since Instead, for U m j,−1 the procedure applied for the first-order case can be applied here, see equation (12) .
Denote the vector of the recovered slopes for both components by σ j,i = (σ 1 j,i , σ 2 j,i ) for i > 0. Using the above construction, we obtain the reconstruction
The previous reconstruction provides two values at the cell interfaces x i+ 
STEP3 Evaluate equation (8) using a predictor-corrector step [37] for all cells except for i = 0. This approach is also attributed to Hancock in [42, 43] . We split the flux as in a Lax-Friedrichs scheme
where a = λ max . Due to splitting the wave speeds of the fluxes f (u) ± au do not change sign across x i+ 1 2 . Using this fact and the midpoint rule at time t
, the evolution of the flux (8) is given by
Using Taylor expansion and the linear reconstruction (13), we obtain up to second order in space and time
STEP4 Evaluate the fluxes in cell i = 0. The only flux which needs to be evaluated is (
. Due to the construction of the boundary conditions in STEP2 the arising waves will have non-negative wave speed. Therefore,
Similarly, to STEP3 we evaluate
STEP5 Evolve the dynamics according to equation (7) for i = 1, . . . , to obtain the new cell averages at time t m+1 and proceed with STEP1.
To approximate the slopes σ j,0 we first calculate the piecewise constant information U j,−1 as given by (12) . This data can now be used to gain the σ j,0 in the same way as in STEP1. Currently, there is no estimate that the construction STEP2 to STEP4 will also guarantee the TVD property known for high-order finite volume schemes. The difference to a standard first-order method is STEP2 and STEP3. In order to determine the values v j (t m ), we proceed similarly to the discussion in equation (11) .
However, since we reconstruct the function u j (x, t m ) on arc j by a piecewise linear function, the value of u j (x, t m ) closest to the vertex at time t m is given by
Hence, we determine the vector s = (s 1 , . . . , s n ) ∈ R n by solving the possibly nonlinear equation (15) .
For U m j,0 sufficiently close toû and due to condition (4), the previous equation has a unique solution s. Hence we define
For the reconstruction in equation (14), we additionally need at least to recover also the slope (3) is supposed to hold true also for t ≥ t m . Hence, we obtain for sufficiently smooth solutions
Note that in in a neighborhood of the stateû we have
Therefore, we expect that only a part of the information of ∂ t u k (0+, t) is available at the vertex. Further, due to (16) we will have waves emerging from the vertex in short time.
We now approximate ∂ t u k (0+, t) for t > t m using a Roe-type scheme and compute the derivative A j of f at the new position v j (t m ). Let the constant matrix A j be defined by
Since f is strictly hyperbolic and for v j (t m ) in the neighborhood ofû, each A j is diagonalizable with eigenvalues λ j,1 < 0 and λ j,2 > 0 and corresponding linearly independent set of eigenvectors r j,1 = r 1 (v j (t m )) and r j,2 = r 2 (v j (t m )), respectively. Let R j := (r j,1 , r j,2 ).
For small values of t − t m ≥ 0, we approximate u j (0+, t) by a decomposition in eigenvectors
Further, we approximate the dynamics of ∂ t v j,1 (t) for small t − t m by
where we used the linear reconstruction of u j (x, t) on arc j and the super-index denotes the component ∈ {1, 2} of the vector. Then, we obtain from equation (17) 
Again, due to condition (4) the previous equation (20) has a unique solution for the n values ∂ t v 2 j (t m ), j = 1, . . . , n. Then, we set
A piecewise linear reconstruction of v j yields at time t = t m
We summarize the computations in the following Lemma.
Lemma 2.3. Consider a single node with n connected arcs and let t m be some positive time. Let Ψ ∈ C 2 (R 2n ; R n ) and letû j := U m j,0 − ∆x 2 be such that equation (4) holds true. Then, for v j (t) as in the previous construction, the coupling condition is satisfied up to second order in time, i.e.
Remark 2.4. Note that the construction is similar to the work [39] . Therein, this procedure has been applied to obtain high-order boundary values. The only difference lies in the fact that we do not have the boundary values at hand. Those are only given implicitly through the coupling condition Ψ and are obtained through solving a nonlinear system.
Remark 2.5. The current procedure has been presented for 2 × 2 conservation laws with states in the vicinity of a subsonic initial state U i,0 and i = 1, . . . , n. In the case of 2 × 2 conservation laws this leaves one degree of freedom for each attached arc i and therefore Ψ(·) ∈ R n . An extension of the procedure to k × k conservation laws is possible using the same ideas. However, in general, more coupling conditions will be required. In the k × k case we have for each Riemann problem at most k waves emerging. The number of conditions dependent on the initial data U i,0 ∈ R k . More precisely, let for each i in the vicinity of the initial data U i,0 ∈ R k be U i ( ≤ k) an = (i) dimensional subspace such that for each V i ∈ U i the solution to the Riemann problem with initial data U l = V i and U r = U i,0 allows for non-negative waves. Then, we require at least L conditions, i.e.,
Further, we require a transversality condition similar to (4) in order to ensure local invertibility.
Besides the (simple) example of the linear case we are only aware of one reference for a 3 × 3 system where this procedure has been discussed [18] . Remark 2.6. An extension to higher than second-order is also possible. In this case STEP2 has to be modified and higher temporal derivatives of Ψ need to be considered. Again, condition (4) will ensure invertibility of the linearized coupling conditions. Further, higher derivatives of the flux f have to be considered in order to obtain the highorder reconstruction of the state at the node. It is planned to study this case in future work.
Properties of the scheme in the linear case
In order to illustrate the properties of the scheme, we first consider the case of a single arc extending from −∞ to ∞. We drop for a moment in the index j. Also, assume that u ∈ R, f : R → R and is given by
Remark 3.1. We are aware, that this setting does not fit in the assuptions. Nevertheless represents the scalar advection case exactly our procedure applied on a linear 2×2 system that holds all postulated assumptions. Since the scaler advection is the transport within each charactersitic of the linear system.
Since a = c, we obtain f + (u) = cu, f − (u) = 0 and Df ± (u) = 1 2 (c ± a). The CFL condition gives c∆t ≤ ∆x. The numerical flux at the cell boundary is then given by
The scheme, therefore, takes the form:
One easily verifies that this method is second order accurate in space and time.
Further, we consider the scalar case n = 1 and two connected arcs j = 1, 2 with f 1 (u) = −c u, f 2 (u) = c u and c > 0. Note that in this case we may not apply the previous construction directly. In order to have consistency with the Cauchy problem we use as coupling condition Ψ Ψ(u 1 (0+, t), u 2 (0+, t)) = u 2 (0+, t) − u 1 (0+, t) = 0. (25) By transformation in x the problem
is equivalent to a Cauchy problem for y(x, t) with combined domain x ∈ R and t ≥ 0
In the following derivations, we show that the previous construction leads to a scheme of second order (24) in space and time for equation (27) . Clearly, the eigenvalues are λ = −c and λ = c for arcs j = 1, 2, respectively, and therefore for arc j = 1 the Laxcurve is a constant given by the state L 2 (û 1 , s 1 ) =û 1 . Hence, we do not prescribe any boundary condition for arc j = 1. In order to use a similar notation as above, we note that the admissible boundary states for arc j = 2 are given by
In arc j = 1, we have L 2 (û 1 , s 1 ) =û 1 . Hence, for the unknown s 2 the condition (15) becomes:
and equation (16) yields:
Repeating the computations (17) to (22) we obtain, for sufficiently smooth solution u 1 (0+, t),
Here, we also used the fact that on arc j = 1 and for sufficiently smooth u 1 , we have ∂ t u 1 (0+, t) − c∂ x u 1 (0+, t) = 0. Therefore, the linear reconstruction of v 2 (t) for t m+1 > t ≥ t m reads
The numerical flux in cell i = 0 is then given as
In order to compare the proposed method with a numerical discretization of equation (27) it suffices to consider the discretization of the first cell i = 0 of arc j = 2. The remaining cells are independent of the coupling condition and therefore the applied discretization coincide. In the first cell i = 0 of arc j = 2 we obtain from (30) and (14)
Suppose a discretization of equation (27) with i ∈ N and such that at x = 0 we have the location of the physical node and as before x i = ∆x 2 for i = 0 is the location of the center of the grid. The discretization (31) has to be compared with a corresponding second order discretization of equation (27) 
The construction of σ 2,0 and τ 0 are independent of the coupling condition and therefore σ 2,0 = τ 0 . In the continuous case we have y(−x, t) = u 1 (x, t) and therefore Y m i = U m
1,−i+1
for i < 0 and the slopes of the linear reconstruction of y and u 1 are related as σ 1,−i = −τ i+1 , i < 0. Hence, provided we use the same derivation of the slopes for U j,i and Y i we observe that the proposed discretization of the coupling condition leads to the same scheme as a discretization for the Cauchy problem (27) . In particular, the coupling condition does not lead to a reduction of reduction the scheme. The same construction with opposite roles for arcs one and two yields then the case c < 0. We summarize the findings in the following Lemma.
Lemma 3.3. Let n = 2 and consider for (x, t) ∈ R + 0 × R + the problem
with initial data given by (2) and coupling condition (25) . On an equidistant spatial grid (x i ), i ∈ N consider a piecewise linear reconstruction u j (x, t m ) for j = 1, 2. Consider furthermore the second-order MUSCL discretization (32) of equation (27) with initial data at time t = t m given by y(
Then, for c = a and j ≥ 0, the cell averages U Next, we consider the case of a linear system f (u) = Au with A ∈ R 2 strictly hyperbolic with λ 1 < 0 and λ 2 > 0. We denote by R = (r 1 , r 2 ) the matrix of the (right) eigenvectors to A. Further, consider the case of a single arc n = 1. Then, problem (1) - (3) is a boundary value problem for u 1 (x, t) with x ≥ 0 and boundary conditions induced by equation (3) . We prescribe as boundary condition t → b(t), b ∈ C 1 , in the second characteristic variable. In terms of Ψ, we obtain
On the time interval (t m , t m+1 ) we expect the linear construction in the second component v 1 (t) ∈ R 2 to be
We compare the presented approach to the approach presented in [6] . Due to the linearity of A, we have for anyû ∈ R 2
At first we discuss the reconstruction of STEP2. Due to the linear reconstruction in each cell, we have U m 1,0 − ∆x 2 σ 1,0 = u 1 (0+, t m ) + O(∆x) 2 . Equation (15), (16) and (33) yield
The slope
is computed using equation (17) to (22) . Equation (17) reads
and we approximate ∂ t u 1 (0+, t) by decomposition in characteristic variables to obtain
and according to (20) at time t m 0 = R
Due to (22) , we obtain for t − t m = O(∆x) the reconstruction
In [6] the following approach has been proposed to obtain a high order reconstruction of v 1 (t). We apply this procedure to a first-order scheme studied herein. The derivation of v 1 (t m ) is as above. However, there is a difference in the approximation of the derivative ∂ t v 1 (t m ). Instead of a characteristic decomposition, the value of the derivative is approximated using the Lax-curve to the linearized system, i.e., L 2 (∂ t u 1 (0+, t), s 1 (t)) = ∂ t u 1 (0+, t) + s 1 (t)r 2 , and the (real valued) unknown s 1 (t) at time t = t m is obtained as solution to equation (35) . In order to evaluate ∂ t u 1 (0+, t) the linearized equation, i.e., ∂ t u 1 (0+, t m ) = − λ 1 0 0 λ 2 σ 1,0 is used leading to an error of order O(∆x) 2 due to the spatial reconstruction of u 1 (x, t). Hence,
Finally, the reconstruction of v 1 (t) up to second order in time is given by
In characteristic variables Rv 1 (t), the difference of (36) and (37) is of order O(∆x) 2 in the recovered boundary condition. This is an error of the order of the scheme. However, in the presented approach no information on (R∂ t u 1 (0+, t)) 2 (being the outgoing characteristic) is needed and for small ∆t the resolution of b(t) is of order ∆t 2 2 instead of order (∆x) 2 = λ 2 max (∆t) 2 . The previous relation also holds true in a more general setting: Consider n connected arcs and denote the state at x = 0+ on arc k byû k = U m k,0 − ∆x 2 σ k,0 . Denote by A k = Df (û k ) and by R k = (r k,1 , r k,2 ) the matrix of (right) eigenvectors of A k . The superscript in u denotes the component of the respective vector u. Letû k,t beû k,t := −Aσ k,0 = ∂ tûk (0+, t m ) + O(∆x) 2 and let Ψ : R 2n → R n be a C 1 function with partial derivatives Ψ u k := D u k Ψ(û). Then, [6] requires to solve the following system for ξ = (ξ k ) k ∈ R n and reconstruct v(t) ∈ R n by
Due to condition (4) the matrix A ∈ R n×n defined by
is invertible and we obtain for the second component of 
the following equivalence
Summarizing, we observe that the previous computation of the second component of (20) and (22). Hence, the proposed method slightly improves the construction presented in [6] . Compared with [6] it also does not require during the construction information on (R −1 jû j,t ) 2 being the information on the outgoing characteristic on arc j.
Application to gas dynamics
We discuss the application of the method to gas dynamics in connected pipe systems. Those problems have been studied intensively in the past years and we refer e.g. to [2, 3, 13, [15] [16] [17] [18] for analytical and computational results. Here, we study a single node with n connected arcs and on each arc the dynamics are governed by the isentropic Euler equations (38) (or the p-system). We assume a subsonic stateû = (û j ) n j=1 is given such that condition (4) is fulfilled. The wave curves and properties of the isentropic Euler equations are well known [20] and they are given on arc j by
Here, p(·) ∈ C 2 is the pressure law which is supposed to be non-negative, strictly monotone increasing and convex, with e.g. p(ρ) = a 2 ρ being a model for isothermal gas. The subsonic region is the set Ω := {(ρ, q) : ρ > 0, λ 1 (ρ, q) < 0 < λ 2 (ρ, q)} where
and r 2 (ρ, q) = 1 λ 2 (ρ, q) .
The reversed 2-Lax curve exiting at (ρ,q) is given by
Different coupling conditions have been proposed in the literature [2] . Common to all is the conservation of mass flux across the node. Hence, the first component of Ψ reads
The remaining n − 1 conditions can be prescribed for example by the equality of the pressure
Remark 4.1. Let n = 2. Consider coupling condition (40) and the equality of momentum
We recover a solution (ρ,q)(x, t) to the Cauchy problem
byq(x, t) = −q 1 (−x, t) and byq(x, t) = q 2 (x, t) for x ∈ R + 0 . For details we refer to [14] .
For the reconstruction of v j (t) in STEP2, we collect the following elementary computations. Equation (15) is solved for s ∈ R n using Newton's method with L 2 (û, s) given by equation (39) and Ψ given by (40) and (41), respectively. This enables us to determine v j (t m ) according to (16) . In order to obtain ∂ t v j (t m ), we solve equation (19) with R j = (r 1 (v j (t m )), r 2 (v j (t m ))) . For the second component we note that
Further, forû := (v j (t m )) n j=1 we compute the vector
The previous computations enable us to solve equation (20) for ∂ t v 2 k (t m ) and hence to determine 
Computational results

Linear and node vs linear on a single arc.
Here we will show numerical results on a linear transport equation as (1) for a single arc (therefore, we drop the index j). The setup is a periodic domain x ∈ [0, 2π] (i.e. for the state u we have u(0, t) = u(2π, t), ∀t ≥ 0), as flux we set f ≡ 1, and the initial condition (2) is picked as u o (x) = sin(x). For the nodal solution on the domain [0, 2π] we coupled the arc with itself and we used φ as in (25) , i.e. Ψ(u(t, 0+), u(t, 2π−)) = u(t, 0+) − u(t, 2π−) = 0 ∀t ≥ 0. Furthermore, the Courant number is set to 0.9 and the following examples are grounded on a final time T = 10. For both scenarios we implementet a first order accurate Upwind scheme as well as a MUSCL scheme [43] , where we used the modified MUSCL scheme as in (31) in the coupled case. The following will illustrate both scheme in the spacial cyclic and in the nodal coupled case. The power k of N k = 2 k (the number of degrees of freedom of the spacial discretization) we plotted against log(e N k ) log (2) , where e N k is the L 1 error to the analytical solution for a given N k .
Here, Table 5 .1 contains the L 1 errors and convergence rate of the upper plots. N k and r k = log(e N k ) log(2) as above. The "Rate" columns are therefore r k − r k+1 of each error. The numerical results are in accordance with the theoretical prediction. We observe the second-order convergence of the MUSCL scheme with nodal coupling conditions as proven. In the case of two connected arcs the nodal problem is formally equivalent to a periodic problem. Numerically, we observe that the rates are almost equivalent to the implementation of a periodic MUSCL scheme. This indicates the validity of the presented approach. Table 1 . Comparison of convergence of the periodic boundary to the nodal coupled method 5.2. Gas dynamics. We compute the conservation law given by equation (38) and consider a comparison with a periodic case as well as a true network. The spatial domain is x ∈ [0, 2π] with u(0, t) = u(2π, t) ∀ t ≥ 0. For comparison we compute a second order MUSCL scheme with periodic boundary conditions to obtain ä truesolution. In order to compare the coupled case with the periodic case we consider two arcs j = 1 and j = 2. The domain of arc j = 1 is x ∈ [0, π] and the domain of arc j = 2 is [π, 2π]. They are coupled twice, once at x = 0 and at x = π. For reasons of visual comparison we depict density and flux on the full domain x ∈ [0, 2π]. In order to have consistency with the periodic situation we impose the following coupling condition: As first component of the coupling Ψ the conservation of mass (40) and as second component we use the conservation of momentum as suggested in Remark 4.1. The second condition leads to a true nonlinear coupling compared with the approach by [6] .
As initial data we set
The final time is T = 0.4. The chosen pressure law is p(ρ) = a 2 ρ with a = 5.
We compare the periodic standard second order solution U cyc = (ρ cyc , q cyc ) to the coupled solution U cc = (ρ cc , q cc ) in Figure 5 .2. We observe no difference between both solutions as expected. Next, we investigate the convergence rate in L 1 and L ∞ −norm.
The Table 5 .2 contains the L 1 errors and convergence rate of the coupled solution compared to the periodic case. N k = 2 k is the number of degrees of freedom due to the spatial discretization. The column "L 1 ρ" gives r ρ k = log( ρ cyc − ρ cc L 1 )/ log(2) and "L 1 q" r q k = log( q cyc − q cc L 1 )/ log(2) analogously. The "Rate" columns are therefore r k − r k+1 of each error of both quantities ρ and q. Table 2 . L 1 convergence of the periodic boundary to the nodal coupled method The Table 5 .3 contains the L ∞ errors and convergence rate of the coupled solution. The scenario is the same as in Table 5 .2 but all data are presented under the L ∞ norm. We observe here, that the scheme is first order only. This is due to the local first order accuracy of the TVD method at a local extremum [26] ). Finally, we compare the solution at time T = 1 with a solution obtained through a first-order scheme in Figure 1 . Here, we use the same implementation but all numerical slopes are equal to zero. As expected the first order scheme has a high diffusion leading to a diffusive behavior. This can in particular be seen in the evolution of the flux q which is significantly reduced close to local extrema. Summarizing, we observe that the presented method to obtain a coupled second-order scheme does yield the expected results. The solution does not differ from a periodic numerical solution, it reaches second-order convergence in L 1 and slightly smaller order in L ∞ . The relevance of the second-order is seen in Figure 1 where the numerical diffusion damps the local extrema in the flux q significantly in the case of the first-order scheme. Table 3 . L ∞ convergence of the periodic boundary to the nodal coupled method Figure 3 . Nodal case at T = 1 and for N = 1024 gridpoints computed with a first-order (dashed) and second-order MUSCL scheme (line). In the left figure we show the density ρ and in the right figure the flux q.
Gas dynamics -Y-junction.
Here we have a look at the setup as suggested in Section 2 for n = 3 (number of arcs attached to the node at x = 0). We consider a spatial domain, x ∈ [0, 2] for all arcs. For the boundary which is not adjacent to the coupled knot we implemented Neumann boundary conditions. The chosen coupling conditions are the conservation of mass (40) and conservation of momentum 4.1 as in the previous example.
The initial data are as follows: For the first arc j = 1 we set The Table 5 .4 contains the L 1 errors and convergence rate of the coupled solution compared to a numerical solution of higher discretization at each arc (j = 1, 2, 3). The errors and order are computed analogously to table 5.2. Since the initial data in arc j = 2 and j = 3 are identical we get coinciding data for those both arcs. Hence, we only show one data set in the convergence table below. We observe that also in the case of a network we obtain the second-order convergence rate with the suggested implementation of the scheme. From Figure 5 .3 we observe that the total mass is conserved since the sum of the fluxes at x = 0 equals zero. Also, the propagation of waves out of the node is visible; in particular, when considering at j = 3. Initially, there was constant data given and slowly a wave emerges due to the interaction at the nodal point. This wave moves out of the node and reaches the midpoint of the third arc at time t = 0.3. In the other arcs a similar behavior is present. Table 4 . L 1 convergence on a network with j = 1, . . . , 3 arcs Further examples of coupled dynamics would be shallow-water equations in open canals. Those are similar to the case of gas dynamics using as " pressure law " p(ρ) = ρ 2 . Due to the generality of the presented approach we do not expect any difference in the results compared with the shown examples. Among other examples for 2×2 conservation laws are traffic flow equations like the Aw-Rascle-Zhang model [1] . Coupling conditions for this model can be found e.g. in [24, 31] .
Conclusion
We presented a numerical method to implement coupling conditions in high-order finite volume schemes. The applied procedure is similar to the approach presented in [39] , see Remark 2.4. However, therein, a fixed boundary condition is considered, while here an additional nonlinear dependence between states on different arcs is imposed. This leads to implicit boundary conditions. The discussion treats the case of a single node connected to n arcs with nonlinear condition imposed at the node. The presented method is proved to be consistent in the case n = 2 with a high-order discretization of a Cauchy problem. The presented method shows the expected convergence behavior in the linear case as well as in the fully nonlinear case of gas dynamics with nonlinear coupling for multiple attached arcs. So far, only results for second-order and 2 × 2 hyperbolic conservation have been addressed. However, the general method is extendable to k × k conservation laws as well as higher order methods that will be discussed in future work.
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