


















simulation  allows  individual  parameters  to  be  systematically  perturbed  independently  of 
potentially  confounding  variables.  Each  study  typically  follows  a  four‐stage  process  of model 
construction, parameter determination, model  evaluation,  and model optimization. This  review 
critically evaluates  forward‐dynamics simulation models of maximal effort  sporting movements 
using a dynamical  systems  theory  framework. Organismic,  environmental,  and  task  constraints 




be used as  indicative  rather  than prescriptive  tools within a coaching  framework  to aid applied 
practice and understanding, although  researchers and practitioners should  continue  to consider 
concerns  resulting  from  dynamical  systems  theory  regarding  the  complexity  of  models  and 
particularly regarding self‐organization processes. 







have  mostly  adopted  a  reductionist  perspective  to  identifying  characteristics  (e.g., 
anthropometrics, strength, technique) associated with a performance outcome [2,3]. The 
inferential statistical approaches used typically either compare group means (e.g., elite vs. 
sub‐elite,  pre  vs.  post‐intervention)  or  assess  (intra‐  or  interindividual)  correlations 
between biomechanical characteristics and the performance outcome [3]. Application of 
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[4].  In  forward‐dynamics  simulation  modeling,  the  forces  driving  a  mathematically 
modeled  system  are  specified,  and  the  resulting  motion  is  calculated.  This  enables 
parameters to be perturbed in search of an “optimal” movement solution for the specific 
individual given various constraints and assumptions  [6,7]. The aim of  this paper  is  to 
provide a critical review of the literature related to forward‐dynamics simulation models 
of individual‐specific maximal effort sporting movements. A secondary aim is to provide 




involve  four  stages:  (1) model  construction;  (2)  parameter  determination;  (3)  model 





software packages utilizing Kane’s method  [16]  to model  the dynamical  system have 
become increasingly popular. To run the model, an iterative method (e.g., Euler method 
or Runge–Kutta) is used to advance the model dynamics over specified time intervals [17]. 
Model  outputs  comprise  time  histories  of  all  calculated  variables  (e.g.,  whole‐body 
orientation, linear and angular momentum, joint kinematics and/or kinetics, and possibly 
joint reaction forces). Once a model has been evaluated, typically by assessing how closely 
it  can  reproduce  the  recorded performances of  an  individual  [9],  it  can be  applied  to 
investigate cause and effect relationships and optimal individual performance [12,13,18–





movement  patterns  are  determined  by  the  process  of  self‐organization  [22]  and  the 






constraints  and  self‐organization  processes  channel  and  shape  the  outcome  of  the 
movement  and,  ultimately,  the  performance  [23,26,27]. Organismic  constraints  reside 
within the human system and can be subdivided into structural and functional organismic 
constraints.  Environmental  constraints  are  external  to  the  human  system,  and  task 
constraints  are  specific  to  the  task  being  performed  (e.g.,  its  rules  and  objectives) 
[25,26,28]. Such constraints restrict  the possible configurations  that a complex system’s 
many  degrees  of  freedom  can  adopt  [29].  In  a  forward‐dynamics  simulation,  these 
constraints are mathematically modeled using Newtonian mechanics and assumptions to 
create a dynamical  system  (a  system of mathematical  functions  that describe  the  time 
dependence of a point or points in geometric space). 
While model  evaluation provides  evidence  that a model  can  replicate a  recorded 
movement pattern,  it does not guarantee  that any  subsequently optimized movement 
patterns are valid solutions [30]. This has led dynamical systems theorists to debate the 
efficacy  of  forward‐dynamics  simulation  models  to  establish  cause  and  effect 
relationships or predict optimum  technique  [1,2]. While  forward‐dynamics  simulation 
models have been examined holistically using a dynamical systems framework  [1], the 
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mathematical representation of constraints and self‐organization processes [22,23] are yet 
to be  reviewed. These  representations will be critical  to  the accuracy of any predicted 






Within  dynamical  systems,  each  organismic  constraint  can  be  categorized  as  a 
structural  or  functional  constraint  [23].  Structural  constraints  tend  to  be  physical 
constraints  that  remain  relatively constant between each simulation  (e.g., height, body 
mass  and  composition,  segmental  inertia  properties,  joint  range  of  motion,  muscle 
properties), while functional constraints tend to refer to the time‐dependent behavioral 






For  instance, Pandy contrasted simple and complex models of walking  to show  that a 
simple model (an inverted double pendulum) was able to identify basic features of muscle 








It  is  often  claimed  that  the  simpler  the  model,  the  easier  it  is  to  quantify  the 
contribution  of  its  features  to  the  observed  effect  [14,34].  However,  in  reality,  the 
complexity  of  forward‐dynamics  simulation  models  are  more  often  limited  by 
computational  power  and  the  ability  to  construct  scientifically  robust  constraints. 
Forward‐dynamics simulation models investigating maximal effort sporting movements 
have,  therefore,  typically  represented  relatively  simple  planar  movements  such  as 
bilateral vertical  jumps where relatively little error is introduced by the assumptions of 
planar movement  [9,10]  or  bilateral  symmetry  [12,35,36].  Three‐dimensional  forward‐
dynamics models  have  been  restricted  to  angle‐driven models  [37]  or muscle‐driven 
models with muscle  parameters  either  scaled  from  values  in  the  literature  [32,33]  or 
determined via optimization [38,39]. This has limited their application to neuromuscular 
coordination,  internal  loading, and  injury  risk  [38–42],  rather  than  the optimization of 
maximal effort sporting performance. 
Anatomical Constraints 
Most  existing whole‐body  forward‐dynamics  simulation models  are  based  on  a 
system of linked rigid bodies. Each rigid segment typically represents a body segment and 
is defined using four inertial parameters: length, mass, mass center location and moment 
of  inertia.  To  determine  accurate  individual‐specific  inertial  parameters,  regression 
equations or geometric models have most frequently been used. The regression approach 
scales parameters from cadaver segments based on simple anthropometric measurements 
[43–45]. The  accuracy  of  this  approach  is dependent  on  the  similarity  of morphology 









densities  the  only  values  assumed  from  literature. While  segmental  densities  can  be 
adjusted within this method to ensure correct total body mass, this may not avoid errors 
within  individual  segments.  The  estimation  of  segmental  inertia  parameters may  be 
improved  through  scanning methodologies  such as dual‐energy X‐ray absorptiometry 
[49,50]. All necessary segmental inertia parameters can be obtained via a combination of 
areal density  and  the mass  associated with  each  component  (e.g.,  bone mineral,  lean 
tissue, fat tissue) [50]. These methods may be particularly feasible in future investigations, 
given  the  small  number  of  individuals  typically  participating  in  simulation  studies. 








a  complex  finite  element  model  was  required  to  investigate  individual  muscle 
contributions  to  the  movement  of  the  shoulder  [59].  While  the  effects  of  pin‐joint 
assumptions  are  yet  to  be  systematically  investigated  within  whole‐body  forward‐
dynamics simulation models, researchers should recognize that the use of pin joints may 
neglect the energy‐dissipative properties of in vivo compliant joint structures [60–62]. 
When  modeling  sporting  movements  involving  an  impact,  it  has  become 
increasingly common to represent the “wobbling mass” within body segments with large 
amounts of soft  tissue using a second rigid segment attached  to  the  first  (representing 
underlying  bone)  via  viscoelastic  springs  at  the  proximal  and  distal  ends  [63].  This 
represents post‐impact soft tissue displacement by enabling the wobbling mass to displace 
relative to the rigid segment and has been shown to reduce loading on the system by up 







but more recently, damped nonlinear passive springs have been used  [69]. As  it  is not 
possible to measure the viscoelastic stiffness and damping parameters for these springs, 
they are often determined using a model driven by experimentally recorded kinematics 
of  the  individual.  The  parameters  are  varied within  set  bounds  by  an  optimization 
algorithm to minimize kinetic and whole‐body kinematic differences between simulated 
and  experimental  performances  [66].  The  maximum  permissible  wobbling  mass 
displacement within shank, thigh and trunk segments during this approach have been 5.0 
cm,  7.5  cm  and  11.0  cm,  respectively  [13,36,60].  These  numbers  may  be  excessive, 









of  the  various  soft  tissue  elements  within  the  trunk  will  occur  synchronously.  The 
excessive compliance required within wobbling mass representations likely compensates 








simulation  models  using  a  muscle–tendon  complex  to  divide  the  force‐producing 






of  forward‐dynamics  simulation models has  seen  a macroscopic  approach  adopted  to 














[79,84,90].  Discontinuity  in  the  transition  from  eccentric  to  concentric  [82]  has  been 









the  parallel  elastic  component,  although  it  has  often  been disregarded  [8,9] due  to  it 
having an assumed minimal effect during functional joint ranges of motion [98]. 
The application of structural constraints based on the muscle–tendon complex within 
forward‐dynamics  simulation  models  of  maximal  effort  sporting  movements  have 
followed two alternative paths: muscle‐driven models and torque‐driven models. Muscle‐
driven models incorporate the effect of each muscle individually using the muscle–tendon 
complex  representation.  Although  muscle‐driven  models  have  been  widely  used  to 
investigate the function and contributions of individual muscles to different movements 
[99], their most frequently cited limitation is the difficult selection of realistic individual 
Appl. Sci. 2021, 11, 1450  6  of  21 
 
muscle parameters. Individual‐specific muscle parameters, which are required for each 











the  net  effect  of  all muscles  acting  across  a  joint,  using  a  rotational muscle–tendon 









contribution  of  individual  muscles.  Where  joint  reaction  forces  are  of  interest,  the 
individual‐specific joint torque can instead be applied as a single “lumped” linear muscle 
at  a  specified moment  arm  [105–107]. A major  advantage of  torque generators  is  that 





joint  angles  [79].  The  data  are  then  used  to  determine  parameters  for  each  torque 
generator’s contractile component as well as indirectly for the series elastic component. 
The contractile component torque profile is determined using an optimization algorithm 
to  vary  each  parameter  within  the  function  (i.e.,  force–length  and  force–velocity 
relationships)  between  physiological  upper  and  lower  bounds  identified  from  the 
literature, minimizing  the  difference  between measured  and  calculated  joint  torques 
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[114]. Monoarticular torque actuators at the hip may overestimate maximal flexion torque 
and  underestimate maximal  extension  torque  with  the  knee  extended,  compared  to 
biarticular representations [115]. 
An  alternative  approach  to  determining  contractile  and  series  elastic  component 





















commonly  been  applied  at  the  extremes  of  the  range  of motion  [10,13,120,121].  The 
specific  approach used has  included passive  elastic  joint moments via  an  exponential 
model  [120]  in  triple‐jumping  [10].  For  passive  restorative  torques  limiting  shoulder 





to  attempt  parameter  individualization,  given  the  potentially  injurious  nature  of 
experimentally recording passive elastic restorative torques. Nonetheless, range of motion 
constraints  must  be  incorporated  to  avoid  unrealistic  optimal  movement  solutions. 
Methods  in which restorative constraints ramp up  (rather  than employing hard  limits) 






generator  incorporated  within  the  system.  Typically,  a  time‐dependent  function  is 
employed  where  activation  varies  on  a  scale  from  0  (no  activation)  to  1  (maximal 
activation). This function is multiplied by the maximum voluntary muscle force (muscle‐
driven) or joint torque (torque‐driven) available at each time point, based on the kinematic 
joint conditions,  to determine  the  force or  torque exerted. Movements within  forward‐
dynamics simulation models are initiated and controlled via parameters within a function 
governing the activation profile of each muscle or torque actuator. This enables activation 
timings  to  be  varied  within  realistic  bounds  (e.g.,  guided  by  literature  or 
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electromyography)  to  optimize  performance  within  individual‐specific  strength 
capabilities [4]. 
While a  simple “bang‐bang” or “on–off” approach  to activation profiles has been 
adopted  [95,125–127],  instantaneous  changes  in  activation  result  in unrealistically  fast 
rates of  force development. This  is a  limitation as  the optimal performance of sporting 
movements has been shown to be sensitive to muscle activation rise times [32,128]. More 
recently, a ramped activation method has been employed, utilizing and varying a limited 
number of activation  level  rise and  fall onsets,  rates and magnitudes  [9,35,36]. Future 




sometimes  been  used  as  drivers  for  forward‐dynamics  simulation  models,  with  the 
resulting motion  specified by  the whole‐body mass center and orientation kinematics. 
Examples include aerial phases of high jumping [129], trampolining [37], and diving [130]. 
Where strength may  influence performance, constraints have occasionally  limited  joint 
torques  within  angle‐driven  models  to  prevent  unrealistic  movements  [58,131].  In 
instances where this approach is deemed suitable, angle‐driven models benefit from the 




torque‐driven  forward‐dynamics  simulation  models  of  maximal  effort  sporting 
movements,  particularly  where  actuator  strength  is  not  a  limiting  factor  and  the 
kinematics  at  the  joint  are  considered  to  have  a  negligible  effect  on model  outcomes 
[10,13].  While  it  is  possible  to  manipulate  the  joint  angle‐time  histories  within 





bilateral hip and shoulder  joint centers are coincident  (i.e.,  left and right  joints share a 




been deemed  acceptable  for models  of  running  and  jumping  [60,66,68,126,132],  it has 
limited  the  accuracy  of  the  predicted  ground  reaction  forces  and  distal  end‐point 
kinematics  in  cricket  fast  bowling  [118].  Felton  et  al.  overcame  this,  enabling  non‐
coincident hip and shoulder joint centers by driving the length and orientation of massless 
pelvis  and  shoulder  segments  (connecting  the  right  and  left  joint  centers)  using 
experimentally  recorded  time  histories  [118].  To  incorporate  lateral  side‐flexion,  the 
length of  the  torso plus head  segment was also driven using experimentally  recorded 
individual‐specific  time histories while  adjusting  segmental  inertia parameters  for  the 









surfaces  such  as  the  ground  or  sports  equipment  has  been  a  hinge  joint,  enabling 
rotational but not translational movement [134]. However, this method cannot facilitate 
the nonzero initial velocity of an impact with an external surface. While a hinge joint may 
be  appropriate  for  a  stationary  foot‐ground  contact  or  hand‐held  object,  alternative 
solutions  are  required  for  more  complex  interactions  involving  translation  between 
segment and external surface. 
The  most  common  solution  to  represent  interactions  with  external  surfaces  in 













somersault  vaulting  in  gymnastics, with  the  transition  between models  at  a  specified 
tangential velocity  [137]. This combined method was adopted  to  replicate  the visually 
observed sliding of hands across the vault surface prior to static friction. The two‐state 






recorded  kinematics, with  the  unknown  parameters  varied within  set  bounds  by  an 
optimization  algorithm  to  minimize  kinetic  and  whole‐body  kinematic  differences 
between simulated and experimental performances  [66]. The magnitude of compliance 
permitted  is  restricted  using  penalties within  the  optimization  process  cost  function. 
While  maximum  deformations  of  11.5  mm  and  12.7  mm  have  been  reported 
experimentally  at  the  shoe  sole  and  human  heel  pad,  respectively  [138],  simulation 
viscoelastic  foot‐ground  interfaces have been allowed up  to 56 mm of compliance, not 
only at  the heel but also at  the  toe and metatarsophalangeal  joint  [60]. This  increased 
compliance likely compensates for the lack of compliance elsewhere in the body, such as 
within  the medial  longitudinal  foot  arch  [139,140],  joint  structures  [61,62], or vertebra 
[141]. The effects of foot‐ground compliance limits on the ability of a whole‐body forward‐
dynamics  simulation  model  of  triple  jumping  to  match  experimentally  recorded 
performances  and  ground  reaction  forces  were  previously  investigated  [60].  It  was 
concluded  that  an  unrestricted  model  is  appropriate  for  simulating  kinematic 
performance, but compliance is required elsewhere in the link system (e.g., within joint 
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2.3. Task Constraints 
Application of  forward‐dynamics simulation models  to predict  individual‐specific 
optimum technique has been mostly limited to “closed” skills, where environmental and 
task constraints remain relatively constant [1,143]. Constraints relating to the task being 
represented  by  the  forward‐dynamics  simulation model  are  often  incorporated  using 
penalty functions within optimization algorithms [10,12,21,110,129]. Importantly, penalty 
functions should ramp‐up, rather than utilizing “all or nothing” penalties, increasing the 
likelihood  of  optimization  algorithms  converging  to  global  maxima  or  minima 
(depending on  the cost  function), which must not  incur any penalties. Examples have 
included linear, exponential, and logarithmic ramped penalty functions. Task constraints 
often involve  the ability to perform subsequent movements, which may or may not be 
simulated.  This  has  included  kinematics  linked  to  the  ability  to  regrasp  the  bar  in 
gymnastics [129], landing orientation for a subsequent phase of the triple  jump [10,21], 












coordination  tendencies  that  exist  (often  spontaneously  or  as  a  result  of  its  previous 
activity) in a movement system at the onset of learning [144]. Although these attractors 
have  been  observed  in  bimanual  coordination  tasks  [145–147],  the  greater degrees  of 
freedom  in  sporting movements makes  this methodologically  challenging  [1], and  the 
incorporation  of  such  pre‐existing  information  within  simulation  models  presents  a 
further challenge. The greatest influence of intrinsic dynamics may be in determining the 
likelihood of an individual adopting and reliably reproducing any theoretical optimum 
movement solution  [1]. This may be dependent upon both  the stability of  the attractor 
corresponding to the individual’s current technique and its proximity within the dynamic 
attractor  landscape  to  that  corresponding  to  the  theoretical  optimum  technique 
[1,2,22,147,148]. 
One related factor which has been incorporated into forward‐dynamics simulation 
representations of optimum performance,  albeit without  the  incorporation of  intrinsic 
dynamics,  is  the  stability  of  the  predicted  movement  pattern.  Given  that  inherent 
intraindividual variability  in movement and activation patterns prevents recurrence of 
the  same  exact  movement,  the  optimal  movement  pattern  predicted  by  a  forward‐




angle‐time  histories  varied  according  to  experimentally  recorded  intraindividual 
variation [151]. The movement solution deemed optimal was the one which maximized 
success within this noisy environment. A similar approach has subsequently been used to 
quantify  the margin  for  error  in movement  timing  [152,153],  as well  as  the  effect  of 
constraints  such  as  strength  and  variability  on margin  for  error  [154]. Applying  this 
approach to muscle or torque actuator activation timings could enable inherent movement 
variability to be included within the optimization process of muscle‐driven and torque‐
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experimental  performance  data  given  the  same  initial  conditions  can  ensure  that  the 
model is a sufficiently accurate representation of the activity and mechanical system being 
modeled [9,35,60,118]. Researchers should be aware that this only confirms that the model 
can generate  a movement pattern  to  recreate  the  recorded performance  and does not 
guarantee  that  any  subsequently  optimized  movement  solution  is  possible  by  the 
individual [30]. 
Model  outputs  have  been  evaluated  against  real  performances  (by  the  same 
individual being modeled) using optimization  algorithms  to minimize  a  score or  cost 
function, often a weighted mean of differences (e.g., kinetic and kinematic parameters that 
the model  should match)  [4]. This process  enables quantification  of  errors  and/or  the 
effects of any inherent assumptions, both of which must be considered when analyzing 
model  outputs  to  inform  future  research,  scientific  knowledge,  or  applied  practice. 
Forward‐dynamics simulation models have been considered satisfactory representations 
of the modeled sporting movement when the evaluated simulation score or cost  is less 
than  10%  [4,9,156]  or  ideally  less  than  5%  [10,11,13,35].  Accepted  differences  have 
typically been greater when including kinetics within the cost function compared to when 
kinematics alone have been considered [10,60]. 
When  deriving  the  cost  function  and  a  satisfactory magnitude  of  difference,  the 
intended  application  of  the model  should  be  considered  [4].  Just  as  with  statistical 
inference  in  experimental  sports  biomechanics  studies  [157],  all  parameters  and 
methodologies used in a theoretical approach should be justified. To ensure the validity 
of the evaluation process, future researchers may look to pre‐register, or at least specify 
within  the study,  the cost  functions  to be used and  the criteria  required  for successful 
evaluation  [158].  This will  reduce  the  possibility  for  the modeling  equivalent  of  “‘p‐
hacking” [159,160], where cost functions or criteria are adjusted until “satisfactory” scores 
are achieved. 
Theoretical  optimum  individual‐specific  movement  solutions  and  performance 
outcomes should also be evaluated anecdotally  to ensure  the performances are within 
bounds deemed realistic [13]. This process should also seek to prevent extrapolating the 
model  beyond  the  range  of  situations  in which  it  has  been  evaluated  and  in which 
accuracy of the model constraints are known [4,30]. For this purpose, it has been suggested 
to  evaluate  the  model  using  experimental  data  from  an  elite  performer  capable  of 
producing  close  to optimal performances  [4]  and  ideally using different  experimental 
trials to the ones any parameters may have been determined from [156]. 
4. Review of Model Application 
Post‐evaluation,  forward‐dynamics  simulation models  of maximal  effort  sporting 
movements  have  been  used  to  investigate  alternative  techniques  [10,19],  quantify  the 
contribution of various factors to performance [21], identify performance limiting factors 
[8,13,124],  quantify  the  sensitivity  of  performance  to  various  factors  or  ‘rate  limiters’ 
[12,18–20], and identify the optimum technique for an individual [12,13]. In addition. they 
have  been  applied  to  facilitate  a  greater  understanding  of  aspects  of motor  control 
contributing to whole‐body movement [18,130,161,162]. These insights into the mechanics 
of sports techniques would not be possible from experimental observations. 
The  research  questions  above  have  all  been  addressed  by  running  multiple 
simulations with different  inputs. To  identify an optimum solution  for any criteria, an 
objective  function  or  performance  score must  first  be  defined.  This  function  is  then 
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maximized  or  minimized  by  varying  specified  model  inputs  within  realistic  pre‐
determined  limits using optimization algorithms  such as  simulated annealing  [163] or 
genetic algorithm  [164]. Alternative optimization approaches such as direct collocation 
optimal control [165–167] have been utilized more frequently in the muscle‐driven model 
literature  and may  enhance  computational  speed.  If  attempting  to  predict  optimum 
performance,  the  objective  function must  represent  the  task  objective  of  the modeled 
activity. This has been a simple one‐parameter  function  (e.g., maximizing  jump height 
[124])  or multiple parameter  functions  (e.g., minimizing  joint  torque  and  joint  torque 
change, while maximizing success in the presence of movement variability in the upstart 
of gymnastics [150]). In the example of this multiple parameter functions in gymnastics, 
the optimizations based on minimizing  joint  torques diverged  from an elite gymnast’s 
movement, whereas maximizing success given inherent movement variability generated 
a solution close to the gymnast’s movement [150]. This highlights the need for researchers 
to consider  the  true nature of  task objectives when defining optimization criteria.  It  is 
likely any true optimum technique for an individual is dependent on a combination of 
factors, including spatial and temporal accuracy considerations, robustness to variation 
from  internal  or  external  sources,  and musculoskeletal  loading,  and  so  these  factors 
should be considered in future optimization cost functions. 
5. Discussion 





Due  to  technological  advances,  not  only  is  it  much  easier  to  collect  accurate  and 
individual‐specific data,  improvements  in  computational processing power  enable  far 




ramped  penalty  functions  preferred  to  an  “all  or  nothing”  approach.  Although 
neurophysiological  constraints  regarding muscle  activation  and voluntary  rather  than 
tetanic  force  representations  have  been  developed,  the  incorporation  of  self‐
organizational  processes  representing  movement  variability  and  intrinsic  dynamics 
remains limited. 
Modeled anatomical constraints have improved from representations of the body as 




tissue  displacement,  future  advancements  may  facilitate more  realistic  displacement 









This  has  further  enabled  individual‐specific  strength  parameters  to  be  incorporated 
within  planar  forward‐dynamics  simulation  models  [79],  although  difficulties 
determining accurate and individual‐specific strength parameters for three‐dimensional 








More  minor  developments  have  occurred  for  the  environmental  constraints 
representing  interactions with  external  surfaces. While  the  use  of  springs  at  various 
contact points has remained fairly constant, the functions governing spring stiffness and 
damping [8,66,135], as well as realistic compliance constraints [60], have been explored. 
Improved  representation of compliance elsewhere  in  the system  [60] will  likely enable 
more realistic constraints [138] at the foot‐ground interface in future simulation models. 
The lack of self‐organization processes applied within forward‐dynamics simulation 
models  is  a  cause  of discussion  regarding  their  efficacy  to predict  individual‐specific 
optimal technique [1]. While effects of movement variability have been investigated [150], 
their  incorporation  within  torque‐driven  simulation models  has  been  sporadic.  This 
process  should  be  utilized  in  future  torque‐driven models  since  individuals  do  not 
reproduce  identical movement  patterns  for  a  repetitive  task  [149],  and  so  predicted 
optimal movement patterns must be robust  to perturbations  in activation  timings. The 
optimum movement solution must therefore be the one that maximizes success within a 
noisy  environment.  Capturing  and  representing  the  intrinsic  dynamics  of  preferred 
coordination nodes [144,148] will be more challenging. These tendencies are shaped by 
multiple factors, including previous experiences and environmental influences, which are 
currently  extremely  difficult  to  measure  and  incorporate  within  forward‐dynamics 
simulation models  [1]. This  remains  the main  limitation of  individual‐specific optimal 
technique predictions  from a dynamical  systems  theory perspective  [1].  If an accurate 
method  of measuring  and  representing  these  processes  is  found  and  determined  to 
permanently  limit  the  availability  or  efficacy  of  potential  movement  patterns  of  an 
individual, then this should be incorporated within future forward‐dynamics simulation 
models where possible. 
Forward‐dynamics  simulation  models  have  been  considered  useful  as  an 
investigatory  tool  to  observe  cause  and  effect  relationships,  where  the  effect  of 
manipulating one variable can be determined while controlling all others [1]. The cause 
and effect relationships determined can be used to understand potential factors generally 
limiting  performance  in  a  hypothetical  individual.  This  is  preferable  to  “in  general” 
observations derived experimentally from a group of individuals since cause and effect 
can be confidently inferred, and the potential for interindividual relationships that do not 
reflect  intraindividual  relationships  is  avoided  [3]. Compared  to  this  approach, using 
forward‐dynamics  simulations  to  predict  individual‐specific  optimal  techniques  for 
maximal  effort  sporting  movements  has  created  more  controversy.  The  failure  to 
incorporate  representations  of  the  attractor  landscape  and  suitable  self‐organization 
processes has  led dynamical system theorists to suggest that it may not be possible for 
individuals  to obtain  their predicted optimum  technique  [1]. The magnitude of  errors 
introduced  by  this  limitation  cannot  be  quantified  and  evaluated  since  a  direct 
comparison  to a “true” optimum performance  is not possible, and  the various  factors 
limiting  individual‐specific  performance  cannot  currently  be  isolated  experimentally. 
Only predicting the optimal technique for an individual such as a world record holder 
with  a  technique  considered  close  to optimal may  come  close  [4],  and  even  then,  the 




the  optimal  performance  outcome measure  should,  therefore,  clearly  be  treated with 
caution and assessed as part of the iterative model evaluation process [13]. 
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Individual‐specific  forward‐dynamics  simulation  models  of  maximum  effort 
sporting movements have been developed by simplifying  the human body mechanical 




required  to suitably model  the constraints  [23] and self‐organizational processes of  the 
human body [22] necessary to identify individual‐specific optimal technique of maximal 
effort  sporting movements  [1]. While  this  debate  can  advance  the  forward‐dynamics 
simulation modeling methodology, it should be noted that the hypothetical potential of 
an  individual athlete  to actually achieve  their predicted optimal performance provides 
only an anecdotal assessment of simulation model efficacy.  Indeed, direct quantitative 
comparison of predicted vs. actual optimum technique is not possible since the purpose 
of  forward‐dynamics  simulation model  optimization  is  often  precisely  to  predict  this 
unknown and unmeasurable performance. Where the proposed application is to predict 
individual‐specific  optimum  techniques,  simulation  modeling  researchers  should 
therefore  continue  to  consider  concerns  resulting  from  dynamical  systems  theory 
regarding  the  complexity  of  models  and  particularly  regarding  self‐organization 
processes. 
The  limited  range  of  predominantly  planar  sporting movements  that  have  been 
successfully  simulated  is  often  used  as  evidence  for  the  difficulty  of  producing  a 
representative  set  of  organismic,  environmental  and  task  constraints  [1]. While  the 





only  successful  in  relatively  simple movements  could  be  expanded  to more  complex 
sporting movements. 
In  the  future,  successfully  evaluated  forward‐dynamics  simulation  models 
estimating individual‐specific optimal techniques of sporting movements may be used as 




based  experimental  research  results  [169,171–173]. The knowledge  and understanding 
used to inform decisions can be enhanced via forward‐dynamics simulation models’ more 
detailed  consideration  of  individual  constraints  and  processes  such  as  robustness  to 
perturbations. Applying forward‐dynamics simulation models within applied coaching, 











simulation  literature  [175,176].  The  debate  between  dynamical  systems  theorists  and 
sports biomechanists who construct and evaluate forward‐dynamics simulation models 
will  continue  over  the  accuracy  of  individual‐specific  optimal  techniques  and  the 
individual’s  ability  to  achieve  them  while  comparison  to  a  true  optimum  remains 
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impossible. Nonetheless,  critical  evaluation  of  the  constraints  and processes  currently 
employed should inform best practice and future research directions within the field. 
6. Conclusions 
This  review  has  critically  evaluated  forward‐dynamics  simulation  models  of 
maximal effort sporting movements using a dynamical systems theory framework. Each 
study  typically  follows  a  four‐stage  process  of  model  construction,  parameter 
determination, model evaluation, and model optimization. This review has presented a 
number of considerations for future researchers at each of these stages. The representation 




the  complexity  of  models.  In  particular,  the  relevance  and  application  of  self‐
organizational processes should be explored within forward‐dynamics simulation models 
to  predict  individual‐specific  optimal  techniques.  Applying  this  theoretical  approach 
within coaching has the potential to be an indicative tool to identify broad mechanically 
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