This paper gives the results of a simulation study on the performance of JPEG image transmission over AWGN and Rayleigh fading channels using typical and proposed asymmetric turbo codes for error control coding. The baseline JPEG algorithm is used to compress a QCIF (176 × 144) "Suzie" image. , that is, (13/11; 13/9) in decimal, and a code-matched interleaver. The effect of interleaver in the proposed asymmetric turbo code is studied using weight distribution and simulation. The simulation results and performance bound for proposed asymmetric turbo code for the frame length N = 400, code rate r = 1/3 with Log-MAP decoder over AWGN channel are compared with the typical system. From the simulation results, it is observed that the image transmission using proposed asymmetric turbo code performs better than that with the typical system.
INTRODUCTION
The constraints on bandwidth, power, and time in many image communication systems prohibit transmission of uncompressed raw image data. Compressed image representation, however, is very sensitive to bit errors, which can severely degrade the quality of the image at the receiver. A wireless channel generally suffers from severe effect of multipath propagation caused by the diffractions, reflections, and scattering from obstacles such as buildings, furniture, or moving objects. The transmitted signal arrives at the receiver from different paths, with each path introducing a time-varying attenuation and a time delay. The result is a set of replicas of the transmitted signal arriving at the receiver with time-varying amplitudes and phase shifts. Possible shadowing of the line-of-sight path by obstacles causes further variation of the received signal strength. The above problems make the channel a long burst-error channel. Thus, some error control strategy is needed to transmit highly compressed images reliably over such a burst-error channel to combat the effect of fading.
Turbo codes have attracted attention since introduced in 1993 [1] . Since turbo codes are a parallel concatenation of two or more convolutional codes separated by pseudorandom interleaver, the characteristic of both constituent encoder as well as the interleaver is important in order to achieve good performance. The parallel concatenated version of turbo codes introduced by Berrou et al. assumes identical component codes, hence known as symmetric turbo codes, which have either a good "waterfall" BER performance or a good "error floor" BER performance, but not both [1] . Several new classes of asymmetric turbo codes are introduced which improve performance compared to the original turbo code over the entire range of signal-to-noise ratios. In asymmetric turbo code, the first component code is chosen to obtain good performance in the waterfall region and the second component code is chosen to have a polynomial feedback which gives the overall turbo code a relatively high-weight code words. The resulting asymmetric turbo code provides a reasonable combination of performance at both a low and high SNR [2] . The parallel concatenation of a 16-state component code with a primitive feedback polynomial adopted by Perez et al. is known to lower the "error floor" compared to the Berrou code, but at a cost of poorer performance in the "waterfall" region [3] . The asymmetric turbo code used by Takeshita et al. adopted mixed type of component codes (different constraint length and/or defining polynomials). They adopted 16-state component codes with a particular 2 EURASIP Journal on Advances in Signal Processing kind of algebraic interleaver [4] . Massey et al. introduced a turbo code design using big numerator-little denominator (BN-LD) constituent codes, which increases the complexity of the feed forward portion of the impulse response and achieves improved performance in the waterfall region [5] .
In this paper, we present simulation results on an image transmission system using a new class of asymmetric turbo codes [6] , which consists of parallel concatenated convolutional codes with 8-state component codes (fixed constraint length), (13/11; 13/9). The interleaver used is matched with the distance spectrum of the component code [6] . The paper is organized as follows: in Section 2, we present the proposed asymmetric turbo code. A simulation study is conducted to choose the best constituent code and interleaver and the performance results for various combinations of generator polynomials and a fixed random interleaver are provided. The effect of interleaver in the proposed asymmetric turbo code is also studied. Performance bound and simulation results for the typical and proposed asymmetric turbo codes on additive white Gaussian noise (AWGN) channel with frame size N = 400 and code rate r = 1/3 are compared in Section 3. Section 4 gives simulation results of an image transmission system over AWGN and Rayleigh fading channels using JPEG algorithm and typical turbo code and proposed turbo code as error control. Conclusions are given in Section 5.
PROPOSED ASYMMETRIC TURBO CODE
In typical turbo code system, a turbo encoder consists of two identical constituent RSC encoders with a pseudorandom interleaver preceding the second constituent encoder as shown in Figure 1 . The turbo decoder also consists of two identical component decoders, and is illustrated in Figure 2 . The performance of a turbo code may be affected by different parameters of the component codes, block size, interleaver design, and weight spectrum. This typical system results into few low-weight code words. However, we obtain more favorable distance spectrum by using a slightly different RSC encoder and a code-matched interleaver as shown in Figure 3 ; the corresponding decoding scheme is shown in Figure 4 . In Figures 1 to 4 , "I" and "DI" denote "interleaver" and "deinterleaver," respectively.
RSC generator polynomial
Generator polynomial of turbo encoder plays an important role in determining the weight of the code words [7] . To choose the best combination of generator polynomial for the modified turbo encoder, simulations were carried out for frame length, N = 400 with RSC constraint length, K = 4 and code rate, r = 1/3. AWGN channel has been assumed with Log-MAP decoder with maximum number of iterations as 6. Figure 5 shows the simulation results for various combinations of generator polynomial. The E b /N 0 and BER values obtained with different generator polynomials are provided in Table 1 [6] . It is noticed from Figure 5 and Table 1 that the generator polynomial (13/11; 13/9) gives the best BER performance [6] . The maximum number of iterations required for various generator polynomial combinations is shown in Table 2 . As shown in Table 2 , although the generator polynomial (13, 11; 13, 9) requires six iterations which is slightly higher than that for other combinations, the performance values are impressive. Therefore, there exists a trade-off between BER performance enhancement and delay increase due to iterations. Since the iteration difference between (13, 11; 13, 9) and other generator polynomials does not exceed two, we choose (13, 11; 13, 9) for our proposed asymmetric turbo encoder. The selection of generator polynomial is based on both better simulation results and improved weight spectrum as discussed in [8] . The analysis of the distance spectrum of proposed asymmetric turbo code for its improved performance is presented separately in [8] .
Interleaver
The interleaver has a key role in shaping the weight distribution of the code, which ultimately controls its performance. So it is the most critical part in the design of a turbo code. A good interleaver design for a turbo code is the one, which produces high-weight output [9, 10] . The complete weight spectra for several short block length proposed turbo codes are obtained. The algorithm for computing the turbo code free distance is based on the new notion of constrained sub codes, that is, a subset of a code defined via constraints on the edges of its trellis and permits the computation of large distances for large interleavers without a constraint on the in- put sequence weight [8] . Figure 6 shows the effect of random interleaver in the proposed asymmetric turbo code for the block size, N = 10, 15, 20, 25, and 30 bits [8] . It is observed that as the block size increases, the weight distribution improves. For the given block size, the weight distribution curve of turbo code with interleaver has a leading edge initially and lagging edge at the end, where as the turbo code without interleaver has lagging edge initially and leading edge at the end. Figure 7 shows the performance of proposed asymmetric turbo code over AWGN channel for the block length, N = 400, r = 1/3 with and without random interleaver. It is noticed that the interleaving gain is 1.5 dB at BER of 10 −6 . In some applications where the delay is crucial, the interleaver may be dropped at the cost of E b /N 0 of 1.5 dB. The design criteria of a code-matched interleaver used in proposed asymmetric code is provided in [6] . We eliminate low-weight code words with significant contributions to the error performance. The elimination of a specific code word can be done by breaking up the input pattern that generates that code word. The input information sequences with weights 2, 3, and 4 are considered in the interleaver design [6] .
PERFORMANCE BOUND AND SIMULATION RESULTS OF PROPOSED ASYMMETRIC TURBO CODE
We define a uniform interleaver as a statistical device which maps a given input sequence of length N and weight w into all distinct N cw permutations of it with equal probability 1/N cw . Making use of the properties of a uniform interleaver, the average conditional weight enumerate function (CWEF) of all possible turbo codes with respect to the whole class of interleavers for turbo code system can be evaluated as given in (1) [11] : 
EURASIP Journal on Advances in Signal Processing
Performance bounds for typical turbo code system Typical turbo code system with random interleaver Proposed asymmetric turbo code system with random interleaver Proposed asymmetric turbo code system with CMI Performance bounds for proposed asymmetric turbo code system where N cw = (N/w) = N!/(N − w)!w!, A c1 and A c2 are the weight enumerating functions for RSC1 and RSC2 encoders, respectively. Equation (1) represents an average turbo code with given constituent codes and block size N over all possible interleavers. Here code words produced by both encoders are independent of each other, because A c1 and A c2 are assumed as individual components [12] . The average bit-error probability of the proposed asymmetric turbo code system over AWGN channel is evaluated by
where P 2 ( j) is the pairwise error probability between the all-zero codeword and codeword with minimum Hamming weight, d. Figure 8 shows performance bound and simulation results of typical turbo code and proposed asymmetric turbo code for an information block length, N = 400, r = 1/3. AWGN channel has been assumed with Log-MAP decoder and the number of iteration is 6. We notice that the proposed asymmetric turbo code performs better than typical turbo code and the coding gain is 0.6 dB at BER of 10 −6 . To verify the possibility of practical implementation of proposed turbo code, we simulated and compared the performance of typical turbo code and proposed asymmetric turbo code systems in 3G wireless communication standards: WCDMA and CDMA2000 [6] . The simulation results indicated that the performance of proposed asymmetric turbo code is superior to the performance of typical turbo code and the coding gain is from 0.5 to 0.8 dB for different channel conditions [6] .
IMAGE TRANSMISSION USING TYPICAL AND PROPOSED ASYMMETRIC TURBO CODES
In this section, an image transmission system over AWGN and Rayleigh fading channels using typical and proposed asymmetric turbo codes as error control coding is provided. The baseline JPEG algorithm is used to compress a QCIF (176 × 144) "Suzie" image.
The baseline JPEG image coding
The implementation of JPEG algorithm in this work is based on the baseline sequential DCT based, which is lossy. At the input to the encoder, the source image samples will be grouped into 8 × 8 blocks. Then the elements will go through level shift, FDCT, quantization, zigzag, run length and DC encoding, and then the entropy encoding. Finally, a bit stream of compressed image data will be obtained at the end of the encoder. Decompression is the exact reverse process. To deal with synchronization problems due to channel errors for bit streams containing variable length codes, restart intervals are implemented during the encoding process by keeping track the size of each interval. The decoding process will be performed on each interval individually, instead of the whole stream of image data bits. Using this method, any error will be contained in the particular interval only, without propagating the error to subsequent data. After decoding an interval, the process will resynchronize and restart to decode the next interval. 
Simulation results of image transmission system
Simulations are done to compress a QCIF (176 × 144) greylevel "Suzie" image for the quality factor of 68. The JPEG compressed data is then encoded using typical and proposed asymmetric turbo codes. BPSK modulation is used. The image transmission system is shown in Figure 9 . After every iteration, the output of turbo decoder is given to the JPEG decoder to reconstruct the image and the decoded image is compared with the original to compute mean square error (MSE) and peak signal-to-noise ratio (PSNR) according to the following formula:
PSNR = 20 Log 10 255 RMSE .
The original and the decoded "Suzie" images at the output of typical turbo code system over AWGN channel for iteration 1 to iteration 5 are shown in Figure 10 . The E b /N 0 is set as 2 dB. As shown in Table 3 , the MSE Therefore, a zero MSE value is achieved for identical images. Higher values denote higher deviation between the original and degraded images. Note that a low MSE does not necessarily indicate high subjective quality. PSNR is derived using the root mean square error (RMSE) to denote deviation of a compressed image from the original in dB. For an eight-bit image, with intensity values between 0 and 255, the PSNR is given by decreases and PSNR increases as we increase the iteration. It is also noticed that even after 5th iteration, MSE of 9.1 is left uncorrected, which conforms that baseline JPEG is lossy. The original and the decoded "Suzie" images at the output of proposed asymmetric turbo code system over AWGN channel are shown in Figure 11 . It is observed that it requires only four iterations to correct the errors where as typical turbo code requires five iterations. The quality of the reconstructed images for every iteration is provided in Table 4 . The decoded K. Ramasamy et al. image quality (in PSNR) of typical turbo code and the proposed turbo code systems over AWGN channel are also provided in Figures 12 and 13 , respectively. We observe that higher performance gains are achieved using proposed asymmetric turbo code for all iterations and there is no increase in gain after the fourth iteration. The original and the decoded "Suzie" images at the output of proposed asymmetric turbo code system without interleaver over AWGN channel are shown in Figure 14 . It is observed that it requires seven iterations to correct the errors where as the proposed asymmetric turbo code with interleaver requires only four iterations. Thus, if the delay is crucial, the interleaver may be dropped. The quality of the reconstructed images for every iteration is provided in Table 5 . The decoded image quality (in PSNR) of the proposed turbo code system without interleaver over AWGN channel is also provided in Figure 15 . We notice that only slight performance gains are achieved using the proposed turbo code without interleaver for every iteration. The original and the decoded "Suzie" images at the output of typical and proposed asymmetric turbo code systems over Rayleigh fading channel are shown in Figures 16 and 17, respectively. The E b /N 0 is set as 6 db and f d = 185 Hz. It is observed that typical code requires eight iterations to correct the errors where as proposed asymmetric turbo code requires only seven iterations. The quality of the reconstructed images at the output of typical and proposed asymmetric turbo code systems for every iteration is provided in Tables  6 and 7 , respectively. The decoded image quality (in PSNR) of typical turbo code and the proposed turbo code systems over AWGN and Rayleigh fading channels are also compared in the Figure 18 . We notice that the performance of proposed asymmetric turbo code over AWGN channel with 4 iterations is same as that of the typical turbo code with 5 iterations. It is also observed that the performance gain of proposed asymmetric turbo code over Rayleigh fading channel with 7 iterations is higher or at least equal to that of the typical turbo code with 8 iterations.
CONCLUSIONS
In this paper, we presented the results of a study on the performance of an image transmission system using typical and proposed asymmetric turbo codes. Although the search procedure of perfect parameters for good component encoder at low and high SNR is quiet exhaustive, the modifications in turbo encoder really contribute performance improvements in turbo code system. The simulation results in- dicate that the performance of image transmission system using proposed asymmetric turbo code is superior to that using typical turbo code for different channel conditions. 
