There is an extensive literature in data envelopment analysis (DEA) aimed at evaluating the relative efficiency of a set of decision-making units (DMUs). Conventional DEA models use definite and precise data while real-life problems often consist of some ambiguous and vague information, such as linguistic terms. Fuzzy sets theory can be effectively used to handle data ambiguity and vagueness in DEA problems. This paper proposes a novel fully fuzzified DEA (FFDEA) approach where, in addition to input and output data, all the variables are considered fuzzy, including the resulting efficiency scores. A lexicographic multi-objective linear programming (MOLP) approach is suggested to solve the fuzzy models proposed in this study.
Introduction
Data envelopment analysis (DEA), initially introduced by Charnes et al. (1978) , is a widely used mathematical programming technique for estimating the frontier production for peer decision making units (DMUs) with multiple inputs and multiple outputs. Charnes et al. (1978) model, commonly referred to as CCR model, assumed constant returns to scale (CRS). Banker et al. (1984) developed the so-called BCC model for evaluating the performance of units in the case of variable returns to scale (VRS). The units are assumed to operate homogenously under similar conditions. Based on the observed data and some preliminary assumptions, DEA is able to establish an empirical efficient frontier. If a DMU lies on the frontier, it is said to be efficient, otherwise it is said to be inefficient. Computing the distance to the efficient frontier (using some metric and a certain orientation) DEA provides the relative efficiency score, as well as a target for improving for each inefficient DMU. In practice, the efficiency score might be considered as a performance indicator for continuous improvement while the target informs about the amount (percentage) by which an inefficient DMU should decrease its inputs and/or increase its outputs to become efficient. Moreover, the reference set of efficient DMUs with which the target is constructed represents best practice models that act as benchmarks to the inefficient DMU.
In conventional DEA models, such as CCR and BCC, the observed input and output data of the DMUs are often not known precisely. That may not be always the case in the real world. Imprecise evaluations may be the result of unquantifiable, incomplete and non-obtainable information. Imprecise data representation with interval, ordinal, and ratio interval data was initially proposed by Cooper et al. (1999 Cooper et al. ( , 2001a Cooper et al. ( , 2001b , leading to so-called interval DEA (IDEA) to study the uncertainty in DEA. Numerous other researchers have also proposed and applied different DEA models with interval data (e.g. Despotis and Smirlis 2002 , Entani et al. 2001 , Wang et al. 2005 , Shokouhi et al. 2010 ). However, decision makers often prefer using linguistic phrases and expressions such as ''large'' profit or ''low'' inventory in their communication, information that cannot be handled by IDEA. In general, observations are typically divided into quantitative and qualitative. Quantitative observed data are often exact, precise and specific values while qualitative data, such as "good", "better" and "very good", are often imprecise or vague values. The distances between qualitative data are not clear and it does not make sense to use the ordinal scaling to measure the preference linguistic terms that arise in natural language.
3 Fuzzy sets theory, initiated by Zadeh(1965) , is a well-known tool to represent this type of data. Compared to traditional binary sets ("true" or "false", 0 or 1) fuzzy sets are based on the concept of "degree of membership", that ranges between zero and one. Natural language is not straightforwardly transformed into the absolute terms of 0 and 1. Fuzzy logic considers the membership values 0 and 1 as extreme cases but also considers possible intermediate membership values between 0 and 1. Hence, fuzzy sets have the capability of describing qualitative data as fuzzy numbers.
Numerous fuzzy sets-based methods have been proposed in DEA in the last two decades.
Generally, the linear programming (LP) DEA models are converted to fuzzy LP (FLP) models when the input and/or output data are characterized by fuzzy numbers. The existing fuzzy DEA (FDEA) methods can be classified into six main categories, namely, the tolerance approach, the α-level based approach, the fuzzy ranking approach, the possibility approach, the fuzzy arithmetic, and the fuzzy random/type-2 (Hatami-Marbini et al. 2011a .
The tolerance approach (e.g. Sengupta1992) was the first FDEA model that used the concept of fuzziness in DEA modeling by defining tolerance levels on constraint violations. The limitation behind the tolerance approach is related to the design of a DEA model with a fuzzy objective function and fuzzy constraints which may or may not be satisfied (Triantis and Girod 1998) .
The α-level approach is probably the most popular FDEA model in the literature. This approach generally tries to transform the FDEA model into a pair of parametric programs for each α-level. Kao and Liu (2000) , one of the most cited studies in the α-level approach's category, used Chen and Klein (1997) method for ranking fuzzy numbers to convert the FDEA model to a pair of parametric mathematical programs for the given level of α. Saati et al. (2002) proposed a fuzzy CCR model as a possibilistic programming problem and changed it into an interval programming problem by means of the α-level based approach. Thereupon, some fuzzy DEA-based extension has been done using Saati et al. (2002) method such as a four-phase fuzzy DEA framework based on the theory of displaced ideal or a positive-normative use of fuzzy logic in a NATO enlargement application (Hatami-Marbini et al. 2013) . The α-level approach is also the one generally used in network DEA (e.g. Kao and Liu 2011 , Kao and Lin 2012 , Lozano 2014a , 2014b .The fuzzy ranking approach category is composed of FDEA models developed based on distinctive fuzzy ranking methods. Guo and Tanaka (2011) was the first to develop a fuzzy CCR model based on the fuzzy ranking approach. Different fuzzy ranking methods may lead to different efficiency assessments. Hatami-Marbini et al. (2011b) proposed a fully fuzzified CCR model to get the fuzzy efficiency of the DMUs where the input-output data as well as their weights are characterized by fuzzy numbers.
The ''possibility approach'' and the ''credibility approach'' to FDEA mainly stemmed from Lertworasirikul et al. (2003) , which modeled the uncertainty in fuzzy objective function and fuzzy constraints with possibility measures from both optimistic and pessimistic viewpoints.
In the fuzzy arithmetic category, Wang et al. (2009) argued that a fuzzy fractional programming in the dual FDEA model cannot simply be transformed into a LP model using conventional methods. They therefore centered on the fuzzy fractional programming form of CCR model and transformed the multiplier formulation of the fuzzy CCR model into three LP models to obtain the fuzzy efficiency of the DMUs.
In the fuzzy random/type-2 category, Qin et al. (2009) presented a DEA model with type-2 fuzzy inputs and outputs solved in two steps. First, they exploited a reduction method for type-2 fuzzy variables based on the expected value of a fuzzy variable, and then they built a FDEA model with the obtained fuzzy variables. Qin and Liu (2010) developed a fuzzy random DEA (FRDEA) model where randomness and fuzziness exist simultaneously. The authors characterized the fuzzy random data with known possibility and probability distributions. Tavana et al. (2012) also introduced three different FDEA models consisting of probability-possibility, probability-necessity and probability-credibility constraints in which input and output data entailed fuzziness and randomness at the same time.
In another category of fuzzy DEA models are those that make use of geometric properties. Thus, Biondi Neto et al. (2011) developed a method to generate fuzzy efficient frontier by the use of interval DEA frontier when a single interval input or output presents a certain degree of uncertainty. The authors used a geometrical and algebraic approach to obtain a membership degree of each DMU in lieu of its efficiency score. In the same line, several researchers have defined the fuzzy version of the production possibility set (PPS) in which all production plans have different degrees of membership Bagherzadeh Valami et al. 2013) . To do so, the authors first use a geometrical approach to acquire the membership function of fuzzy PPS and then transform the geometrical terms into the algebraic expression using some basic relationships of DEA models.
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Apart from the tolerance approach, which exploits the fuzziness concept, FDEA models are generally solved as FLP models with fuzzy coefficients (i.e., fuzzy input-output data) and crisp decision variables. Since FDEA models take the form of fuzzy LP (FLP) problems, the different FDEA approaches have been developed as different ways of solving the corresponding FLP models. In general, FLP problems can be classified into the following six categories to handle imprecise data: 1) FLP models when decision variables and the right-hand-side of the constraints are characterized by fuzzy numbers (e.g. Mahdavi-Amiri and Nasseri 2007);
2) FLP models when the coefficients of the decision variables in the objective function are characterized by fuzzy numbers (e.g. Wu 2008);
3) FLP models when the coefficients of the decision variables in the constraints and the right-hand-side of the constraints are characterized by fuzzy numbers(e.g. Liu 2001); 4) FLP models when the decision variables, the coefficients of the decision variables in the objective function and the right-hand-side of the constraints are characterized by fuzzy numbers (e.g. Ganesan and Veeramani 2006) ; 5) FLP models when the coefficients of the decision variables in the objective function, the coefficients of the decision variables in the constraints and the right-hand-side of the constraints are characterized by fuzzy numbers(e.g. Mahdavi-Amiri and Nasseri 2006); 6) FLP models when all of the parameters and variables are characterized by fuzzy numbers existing FDEA models belonging to categories (2) and (3) by considering fuzziness only in the input and output data, i.e. in the coefficients of the objective function and constraints of the DEA model. Therefore, the fuzzy aspect of performance evaluation is partially lost and the assessment process is solely limited to crisp decisions. Further, in many real life cases providing a crisp efficiency in the presence of vagueness and imprecise data such as linguistic terms is not rational for a decision-maker. If the use of precise efficiencies is not appropriate due to uncertainties in the evaluated system, it may always be desirable to provide fuzzy efficiencies by taking into consideration in such situations. Using fuzzy decision variables makes sense because, as Tanaka et al. (2000) argued, the real-world decisions are complex and there is usually a functional hierarchy that involves crisp decisions at the lower level but these are derived from fuzzy 6 decisions at the upper decision levels. This happens also in FDEA, since DEA is basically a datadriven technique and, therefore, assessing the efficiency of a set of DMUs based on uncertain data is a complex issue that can be approached, in the first instance, as a fuzzy decision problem.
Our aim in this study is more in line with Stanciulescu et al. (2003) , who argued that, although it is easier and more convenient to consider crisp variables in FLP, it is preferable from a modeling point of view, to consider fuzzy decision variables. We thus propose the fuzzy efficiencies within a FDEA frame by defining fuzzy decision variables in addition to fuzzy inputs and outputs that can fully reflect, not hide, the uncertainty present in the problem, which allows the decision maker to arrive at a more meaningful (and valid) final results. Such a fuzzy efficiency will provide more detailed outcomes and flexibility with a certain degree of membership to the decision maker. As far as we know, no study in the literature has addressed this challenging research gap in the existing FDEA models.
Whereas economists are more interested in the DEA formulation in "envelopment form" because of estimating production technology using some axioms most FDEA models in the literature have been developed based on the "multiplier formulation". In this paper, both fuzzy Constant and Variable Returns to Scale models in "envelopment form" are proposed to measure fuzzy efficiencies. The resulting fuzzy LP model, with just one fuzzy variable in the objective function, is converted into a multi-objective linear programming (MOLP) problem which can be solved using a lexicographic approach. The proposed approach classifies DMUs into three distinct categories based on their fuzzy efficiencies. Fuzzy input and output targets for improving the inefficient DMUs are also computed. In addition, a super-efficiency FDEA model is formulated to rank the fuzzy efficient DMUs.
The outline of this paper is as follows. In Section 2, we provide an overview of fuzzy set theory and the original DEA models. In Section 3, a fully fuzzified DEA (FFDEA) approach based on the CRS and VRS models is proposed while in Section 4 we present the corresponding super-efficiency FFDEA model. Section 5 discusses the computational complexity of the proposed models compared with the existing methods in the literature. In Section 6, we use two dataset from the literature to illustrate the validity and applicability of the proposed approach, comparing it with several existing methods. In Section 7, conclusions are drawn and further research is envisaged. 7 2. Preliminaries
Fuzzy set theory
Since the seminal work of Zadeh(1967) the theory of fuzzy sets has advanced in multiple directions and in many disciplines, such as artificial intelligence, decision theory, expert systems, management science, and operations research, as an effective way of modeling the uncertainty present in the real world. In this section, we review some basic definitions of fuzzy set theory (e.g. Zimmerman 2001).
Definition 2.1:A fuzzy set a , defined on universal set of real numbers  , is said to be a fuzzy number if its membership function has the following characteristics: 
Classic DEA model
The purpose of production function is to transform inputs and (P.6) r-returns-to-scale. The two basic DEA models are the CCR model of Charnes et al. (1978) and the BCC model of Banker et al. (1984) where CCR and BCC satisfies constant returns-to-scale (CRS) and variable returns-to-scale (VRS), respectively. In economics, returnsto-scale or economies of scale plays an imperative role for describing the production function behavior when the scale of production increases (increase in output relative to the associated increase in the inputs) in the long run. The production function has CRS if we multiply each input by a positive constant and the whole production function is multiplied with an amount that is equal to that constant. In DEA the estimation of RTS was first investigated in Banker (1984) and Banker et al. (1984) where both studies proposed adding a convexity constraint to the CCR To improve the performance of an inefficient DMU p , we first define the reference set, RS p , based on the solution of the Phase II (i.e. model (2) (Cooper et al. 2007; Banker, 1984) .In this regard, a DMU is said to be operating at optimal returns-to-scale or the most productive scale size when the BCC score is equal to the CCR score. Practically, the only difference between the BCC model and the CCR model consists in the inclusion, in both models (1) and (2), of the convexity constraint
The above conventional DEA models, particularly BCC model, result in many efficient DMUs that can discern no difference between them. There have been developed a wide variety of methods in the literature for improving the discriminatory power of DEA, one of which is the super-efficiency method proposed by Andersen and Petersen (1993) to rank the efficient DMUs.
The super-efficiency corresponding model (1) can be defined as the optimal objective function value of the following model:
The difference between models (1) and (3) is to exclude the DMU under evaluation, DMU p , from the PPS in model (3). In addition, efficient DMUs have efficiency scores larger than or equal to 1, and inefficient DMUs have the same efficiency scores obtained from model (1).
Fully Fuzzified DEA (FFDEA) Model
In this section, we propose CRS and VRS FFDEA models to measure the relative fuzzy efficiency of each DMU as well as to identify the inefficiency sources that are associated with fuzzy inputs slacks and/or fuzzy outputs shortfalls.
CRS FFDEA model
The FLP analog of CCR model (1) for evaluating the efficiency of DMU p can be formulated as (1), to maximize the reduction in the amount of inputs consumed by the target operating point.
There are different types of fuzzy membership functions that can be used to model fuzzy numbers (see Definition 2.1). However, membership functions form is of concern to analysts, particularly in practice the type of fuzzy membership function considered should be either chosen by the experts based on their experience Guo 1999, Tanaka et al. 2000) or constructed based on available data (see Appendix A). In the case of model (3), due to their special structure with more flexibility and mathematical convenience, we assume trapezoidal fuzzy numbers to quantify the ambiguity in the decision parameters and in the input and output data. The choice of trapezoidal fuzzy numbers in this study leads to simplicity in modeling and ease of interpretation due to their linear membership functions (see Definition 2.2). . . , , , 
Based on fuzzy arithmetic operations, model (5) 
Constraints (i) and (ii) in model (7) 
0; 0; 0; 0, 1,2,..., , 
The optimal value of the objective function of model (7) computes the relative fuzzy efficiency of DMU p . Note that model (7) is still an FLP model with one fuzzy variable in the objective function. This study proposes a new method to solve model (7) is a feasible solution of model (10). Since its objective function value is unity, this implies that the optimal objective function value of model (9) ,* ,4 1. Most likely, the optimal solution of (10) may not be unique. To handle this problem one method is to find the optimal solution, Remaining constraints in
The first constraint of (11) ensures that the optimal solution of model (11) is also a feasible solution to model (10). Put differently, excluding the first constraints of (11), models (10) and (11) have the same constraints and the objective function of model (11) is the margin minimization of model (10).
Proposition2. The optimal value of the objective function of model (11) Proof: On the one hand, from the constraints of model (11) Proposition3. The optimal value of the objective function of models (12) and (13) 
VRS FFDEA model
In this sub-section, the VRS case will be discussed. In principle, the only difference with respect to the CRS case presented in Sub-section3.1 is the inclusion of the convexity constraint in models (4), (5) and (7) 
Super-efficiency FFDEA method
In the proposed approach, especially in the VRS case, several DMUs may be assessed as FFDEA efficient. This is a common feature in DEA and precludes a complete ranking of the can be greater than or equal to unity (see Proposition 5). Two additional remarks should be taken into account. One is that the super-efficiency model is solved only for the FFDEA efficient DMUs. For FFDEA weakly efficient and inefficient DMUs there is not any change because of their exclusion from the reference set. This is because only efficient DMUs define the efficient frontier and can thus be part of the reference set anyway. The second remark is that since the super-efficiency model does not project on the true efficient frontier (but on that which results when the DMU being assessed is removed) the super-efficiency approach is not aimed at computing input and output targets. This means that there is no need to carry out a Phase two. We apply the proposed lexicographic method to solve MOLP model (18) and obtain the optimal fuzzy super-efficiency score of FFDEA efficient DMUs. In addition, we can employ definitions 3.2-3.4 to determine a complete ranking of these DMUs. Moreover, the following statement can be made (proof omitted). . It is well known, however, that this type of radial VRS super-efficiency models can have infeasibilities, thus preventing ranking the total set of efficient DMUs (e.g. . Moreover, infeasibilities can also occur, even in the CRS case, if an efficient DMU has zero input value (Zhu 1996) . Another recent discussion finds the super-efficiency model unsuccessful in ranking efficient units by conducting simulation experiments (Banker and Chang, 2006) . How to overcome all these problems has been the subject of much research in DEA and many alternative super-efficiency DEA models have been proposed to overcome them (e.g. Chen 2004; Cook et al. 2009; Lee and Zhu 2012; Chen et al. 2013; Lin and Chen 2015; Pourmahmoud et al. 2016; Aldamak et al. 2016 ). As indicated above, in this paper the basic Andersen and Petersen (1993) superefficiency approach is used to be consistent with the radial, input-oriented character of the FFDEA model (7). Although desirable, exploring other super-efficiency variants or other DEA ranking methods is out of the scope of this paper and is a topic for further research.
Computational discussion
In this section, we show that our approach is computationally economical compared to the existing FDEA methods involving Kao and Liu (2000) , Guo and Tanaka (2001) , Saati et al. (2002) , León et al. (2003) and Lertworasirikul et al. (2003) .
Every DEA model can be represented in the envelopment form (primal model) or multiplier form (dual model) form by dint of a primal-dual transformation. The primal VRS model involves m+s+1 constraints and n+1 variables where m, s and n are the numbers of inputs, outputs and observations, respectively, while the dual VRS model involves n+1 constraints and m+n variables. Generally, in DEA the number of DMUs is considerably larger than the number of inputs and outputs thanks to the rule of thumb (Golany and Roll, 1989) . The computational burden of the LP problem directly depends on the number of constraints and variables but since the memory size required for preserving the basis is the square of the number of constraints, the LP problem with less number of constraints is more appropriate in terms of memory saving purposes. Therefore, the primal DEA model is computationally economical contrary to the dual DEA model. Since the solving of FDEA models is basically based on transforming the problem into the crisp LP problems, the computational burden that mostly hinges on the number of 26 constraints can be studied. Kao and Liu (2000) developed a fuzzy (dual) VRS model to measure the efficiencies of DMUs with fuzzy inputs and outputs. They used α-level's idea and Zadeh's extension principle to convert the fuzzy DEA model into a pair of crisp parametric programs with different α-level sets to estimate the membership function of the efficiency measure. Kao and Liu (2000) 's method requires solving 2nqLP models 1 where each model involves n constraints, m+s nonnegative constraints and m+s+1variables that is computationally expensive. Although Kao and Liu considered a simple example to show the strength of their method in constructing the membership function of the efficiency using different α-level sets there is no guarantee that the monotonicity property will be generally satisfied. Guo and Tanaka (2001) proposed a fuzzy (dual) CRS model for estimating fuzzy efficiency in which fuzzy constraints (including fuzzy equalities and fuzzy inequalities) were converted into crisp constraints by using the comparison rule for fuzzy numbers for a given possibility α-level. Guo and Tanaka (2001) where each model includes n(1+2m+2s)+1 constraints, m+s nonnegative constraints and (m+s)(n+1) variables, leading to a very high computational burden. León et al. (2003) developed a fuzzy version of the primal VRS model in the frame of possibilistic-programming optimization by applying two ranking methods in terms of α-level sets. León et al. (2003) 's method requires solving nq LP models where each model includes 4(m+s)+1 constraints, n nonnegative constraints and n+1 variables over and above we remark that the zero value of the right-hand-side of 4m constraints leads to increase in degeneracy and the computational complexity. This method yields a crisp efficiency score for a given DMU for each α-level.
As an alternative approach, Lertworasirikul et al. (2003) proposed a fuzzy (dual) CCR model using possibility theory and the concept of chance-constrained programming in which constraints are assumed to be fuzzy events at predefined acceptable levels of possibility for constraints. Though each constraint can have a predefined acceptable level of possibility Lertworasirikul et al. (2003) presumed the same possibility level for all fuzzy constraints and under this assumption their method requires solving nq LP models where each model includes 3+n constraints, m+s nonnegative constraints and m+s+1 variables.
Let us now investigate the computational complexity of the proposed approach in this study involving models (9), (14) and (17). Regarding the fuzzy (primal) CRS model (9), we require solving 4n LP models since this model for each DMU is transformed into four LP models to calculate the fuzzy efficiency, in which model (10) contains 7(s+m)+3(n+1) constraints, n+m+s nonnegative variable constraints and 4(m+s+n+1) variables. Compared to model (10), models (11), (12) and (13) entail one, two and three less decision variables, respectively, and models (12) and (13) entail one and two less constraints, respectively. Next, model (14) can be run n times to distinguish weakly efficient units where each model involves 7(s+m)+3 (n+1) constraints, n+m+s nonnegative variable constraints and 4(m+s+n) variables. Similarly, we require solving 4n LP models for the fuzzy (primal) VRS model (9), where the primary LP model entails 7(m+s)+n+3 constraints, n+m+s nonnegative variable constraints and 4(m+s+1)+n variables. The computational complexity of the existing methods and our method is summarized in Table1. Obviously, in the proposed approach in this study we need much less computational effort in terms of the number LP models that can be solved for each unit. In addition, although the number of constraints and variables are generally increased in our proposed models we think of more fuzziness in the modelling to fully reflect the uncertainty. Table 1 Here----
----Insert

Numerical examples
In this section, we present two numerical examples to illustrate the applicability and efficacy of the proposed method. We first consider a hypothetical example proposed by Guo and Tanaka (2001) followed by a second example from Azadi et al. (2015) for evaluating a real case study in sustainable supply chain management (SSCM).
Example 1
Let us first consider the dataset used by Guo and Tanaka (2001) in this subsection, in which five DMUs consume two fuzzy inputs to produce two fuzzy outputs under CRS (see Table   2 ). Note that, in this example, all the inputs and outputs are triangular fuzzy numbers, which are a subset of the trapezoidal fuzzy numbers considered in this paper. Since this dataset was also used by Saati et al. (2002) and Lertworasirikul et al. (2003) we will be able to compare our results with those of these three FDEA methods.
----Insert Table 2 Here---- Table 3 shows the results of the proposed approach. Note that DMUs B, D and E are found FFDEA efficient because their fuzzy efficiencies are (1, 1, 1, 1) and zero optimal value obtained for Phase II while DMUs A and C are assessed as FFDEA inefficient as presented in the last column of Table 2 .
----Insert Table 3 Here----It may be interesting to report also the fuzzy input and output targets of the two FFDEA inefficient DMUs. These are shown in Table 4 . Table 4 Here----Finally, before commenting on the results of existing FDEA methods applied to this example, let us see the results of the super-efficiency FFDEA method proposed in Section 4.
----Insert
These are shown in Table 5 , together with the corresponding ranking using definition 3.2.
----Insert Table 5 Here---- Guo and Tanaka (2001) proposed a fuzzy CCR model with fuzzy constraints, including fuzzy equalities and fuzzy inequalities. The fuzzy constraints were converted into crisp 29 constraints by predefining a possibility level and using the ranking system for fuzzy numbers.
They defined a DMU as -possibilistic efficient if the maximum value of the fuzzy efficiency at that -level is greater than or equal to 1.The set of all possibilistic efficient DMUs was called the -possibilistic nondominated set, denoted by S  . The fuzzy efficiencies of Guo and Tanaka (2001) for = {0,0.5,0.75,1} are reported in Table 5 . As it can be seen in Table 6 and =0.5), that the upper limit of the -cuts are decreasing with . Table 6 Here---- Lertworasirikul et al. (2003) developed a CCR DEA model using the possibility approach and they defined a DMU as -possibilistic efficient if the objective value of the model is greater than or equal to 1 at the specific  level. Hence, as shown in Table 6 , DMU B and DMU D and DMU E are possibilistic efficient at all possibility levels while DMU A and DMU C are possibilistic efficient only at some levels.
Finally, Saati et al. (2002) used their fuzzy CCR model with anα-level based approach to compute the efficiency of the five DMUs as presented in Table 6 . Note that they found DMUs B, D and E efficient for all  values while DMUs A and C were efficient just for some  values.
Although not shown in Table 6 , the method of Saati et al. (2002) also allowed ranking the efficient DMUs. Their ranking is dependent on the  level considered but, in this example, their method ranked DMU D first, DMU E second and DMU B third for all  values. This is only partially consistent with the rank derived by super-efficiency FFDEA as shown in Table 5 .
Let us now compare the existing methods with the proposed models in terms of computational complexity. Table 7 gives the number of LP models that are solved for this example when α=0,0.1,0.2,...,1 as well as the number of constraints, nonnegative variable constraints and variables. We require solving 20 LP CRS models corresponding model (9) while it is necessary to solve 110, 110, 55, 55 and 55 LP models for KL., GT., S., LE. and L. methods, respectively. Therefore, the proposed method in this study has the capability to obtain the fuzzy 30 efficiency with less computational effort compared to the existing methods. However, we need to define more constraints and decision variables for each LP model so as to fully reflect the uncertainty.
----Insert Table 7 Here----
Example2 (Case study)
In this sub-section, we also illustrate the approach proposed in this paper with a real case study in sustainable supply chain management (SSCM) taken from Azadi et al. (2015) .
Evaluating the performance of suppliers in terms of the sustainability aspect plays an important role to establish a sustainable (i.e. green) SCM. Azadi et al. (2015) have studied the ARCIC Company with the aim of selecting the most sustainable suppliers among 26 potential suppliers for raw materials. The inputs consist of total cost of shipments (TC), and number of shipments per month (NS), eco-design cost (ED) and cost of work safety and labor health (CS. Note that TC and NS are the economic criteria while ED and CS are the environmental and social criteria, respectively. The outputs consist of number of shipments to arrive on time (NOT) and number of bills received from the supplier without errors (NB). While all inputs are precisely measured, the outputs are characterized by triangular fuzzy numbers (L, M, U) to handle the uncertainty as shown in (Azadi et al. 2015, Table 4, P. 279 ).
The fuzzy efficiency scores of our proposed approach for all the suppliers are reported in the 2 nd column of Table 8 . The classification of suppliers in the 3 rd column of Table 8 shows that suppliers {6, 7, 8, 9, 16, 17, 19, 22} are FFDEA efficient and serve as the "benchmark" units that can be used to improve the inefficient units. In addition, the fuzzy input and output targets of the inefficient supplier are shown in Table 8 . Table 8 Here----
----Insert
Conclusions
This paper proposes a novel FDEA framework that handles fuzzy input and output data and computes fuzzy efficiency scores as well as fuzzy input and output targets. CRS and VRS cases are considered. DMUs are classified into three groups (namely FFDEA inefficient, FFDEA weakly efficient and FFDEA efficient) depending on whether all inputs, only some inputs or outputs or none of the inputs or outputs can be improved. A super-efficiency model to rank efficient DMUs is also presented. The proposed approach has been illustrated using a dataset from the literature comparing the proposed approach with some existing FDEA methods. The results show a notable consistency with those other approaches, having as an advantage over them that both the efficiency scores and the computed targets are fuzzy. The proposed approach has also been applied to a case study, thus showing its usefulness in practical settings.
As possible topics for further research we envisage extending the proposed approach to other DEA formulations, different from the radial CCR and BCC models. Also, especially in the VRS case, other approaches, different from super-efficiency, should be developed for ranking the FFDEA efficient DMUs.
taken into account to construct membership functions (e.g., Herch and Caramazza, 1976; Norwich and Türkşen, 1984) .
2) Direct rating as the simplest method to constructing membership function describes fuzziness from individual subjective vagueness. In this regard, one must meticulously design the experiment with the aim of being harder to retain past responses. According to this approach, Herch and Caramazza (1976) implemented a repetition of their experiment for a single subject over and over in time. The answers of one certain subject lead to differentiation between linguistic and logistic interpretation of membership functions.
Alternatively, direct rating can be applied to make a comparison between a subject and a predefined membership function (Türkşen 1988 (Türkşen , 1991 .
3) Reverse rating uses for individuals or a group of individuals by repeating a certain question for a certain membership function so that the subject is given a membership degree and then looked for the object. When the answer of the subjects is determined the conditional distributions can be normally distributed and the unknown mean and variance can be estimated as usual. Chameau and Satamarina (1978a) viewed reverse rating as powerful tool to verify the membership function estimated by another approach. 4) Interval estimation articulates the random set-view of the membership function against its vagueness view. This approach is more suitable to circumstances where there is a linear ordering for measuring the fuzzy concept exists such as heat and time (book). In addition, this approach is a straightforward way to construct the membership function that is less fuzzy in comparison with polling and direct rating. Chameau and Satamarina (1978a) considers interval estimation more effective compared with polling and direct rating where the response essentially precise (Yes/No). Interval estimation bridges the gap between probability theory and fuzzy set theory using random sets and possibility measures (Dubois and Prade 1993) . Also, Kruse and Meyer (1987) discussed the setvalues statistics methods as a likelihood interpretation of the membership function.
5)
Membership exemplification has no repetition to drop the effects of noise (Hersh and Caramazza, 1976) . Using exemplification in Kochen and Badre (1974) resulted in a more precise membership function. Zysno (1981) applied this approach by inquiring 64 subjects from 21 to 25 years old to rate 53 various statements of age by means of one of the following four sets: very young man, young man, old man, and vey old man, by using a scale from 0 to 100. Next, he tested the earlier hypothesis on the nature of the membership function. 6) Pairwise comparison is an experimental-based approach for the "precision" of membership function. Kochen and Badre (1974) reported experimental results for expressing the precision of greater, much greater and very much greater. Oden (1979) argued the advantage of fuzzy set theory using comparisons: "which is a better example of a bird: an eagle or a pelican?", and after saying "an eagle", "how much more of a bird is an eagle than a pelican?". Note that in pairwise comparison it is a need to provide many comparison experiments even in a quite simple situation.
The techniques explained above strive to provide the subjective interpretation of the membership function. However, the way of constructing the membership functions form from a particular data set is in question, that is, a question may come to mind over and over when using the fuzzy sets: how to come up with the appropriate membership function form in the presence of the proper amount of data? Hence, one can proceed with the following steps to form the membership functions: 1) Data collection includes the data sampled from the system that provides valuable information but three cautions be necessarily taken in the collecting data procedure: i.
Checking dependency or contingency between the input and output variables to make sure the validity of the model. The trend analysis or cross-correlation analysis can be applied to identify the type of the relationship; non-linear or linear relationship.
ii. Checking interrelationship between the input variables to make sure that those variables are independent in the data set.
iii. Removing the highly effective noise from the model such as the major information preserves intact since reducing data often bring a negative effect on the efficiency of the results.
2) Once the adequate partition of the output space is provided the membership functions form will be approximated for the entire output space. The fuzzy clustering algorithm by means of appropriate trapezoids is a prevalent method to approximate the membership grades (Sugeno and Yasukawa, 1993) . After making the partition the entire space, one can approximate the classified data by trapezoidal functions in which convex points are used for each fuzzy cluster to fit a trapezoid (Nakanishi et al., 1993) .
3) To opt for the significant input variables, for each input candidate p j the membership functions K ij (i=1,2,…,n) are constructed so that an index can be defined as 1 , 1,..., where ij  is the range when the membership functions K ij equals to one, j  stands for the range ofp j , n is the number of rules and l is the number of input candidates. h j with the small value indicates more dominant variable p j .
4) The convex membership functions K ij for significant inputs p j are constructed by means of ij  and performing "fuzzy line clustering" (Emami, 1999) .
5) It is a need to consider a testing set on those data, which is beyond the range of all membership functions. Model (9) Model (10) Trapezoidal n 7(s+m)+3(n+1) n+m+s 4(m+s+n+1) Model (11) n 7(s+m)+3(n+1) n+m+s 4(m+s+n)+3 Model (12) n 7(s+m)+3n+2 n+m+s 4(m+s+n)+2 Model (13) n 7(s+m)+3n+1 n+m+s 4(m+s+n)+1 Model (14) n 7(s+m)+3(n+1) n+m+s 4(m+s+n)
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