It is shown how structured and weighted total least squares and L 2 approximation problems lead to a 'nonlinear' generalized singular value decomposition. An inverse iteration scheme to nd a (local) minimum is proposed. The emphasis of the paper is not on the convergence analysis of the algorithm, but rather the purpose is to illustrate its use in numerous applications in systems and control, including total least squares with relative errors and/or xed elements, inverse singular value problems, an errors-in-variables variant of the Kalman lter, impulse response realization from noisy data, H 2 model reduction, H 2 system identi cation and calculating the largest stability radius of uncertain linear systems. Several numerical examples are given.
Introduction
Let B(b) = B 0 + b 1 B 1 + : : : + b n B n 2 R p q be an a ne matrix function of the components b i of the parameter vector b 2 R n where B i ; i = 0; 1; : : : ; n are xed given matrices. Let a 2 R m be a data vector and w be a given vector of weights. A problem that often occurs in systems and control applications is to nd a rank de cient matrix in the a ne set B(b) such that a given quadratic function a; b; w] 
Examples of a ne matrix functions are structured matrices such as Toeplitz, Hankel and Brownian matrices or matrices with certain zero patterns. An example of a matrix function which is non-a ne in its parameters is a Vandermonde matrix.
The main motivation of this paper is to show that many signal processing, system identication and control system design and analysis problems, reduce to the solution of an STLS problem.
In Section 2, we present an easy derivation for the unstructured total least squares problem. Our main result is Theorem 1 in Section 3, which states that the solution to the STLS problem follows from a nonlinear generalized SVD problem. The derivation parallels the one of the unstructured case. In Section 4, we present several examples of STLS problems including relative error TLS, TLS with arbitrarily xed elements, TLS for linearly structured matrices such as Hankel and Toeplitz, including noisy realization and model reduction and an example from system identi cation. We also show how one can do an errors-in-variables variation of the Kalman lter and the calculation of the stability margin of an uncertain linear system. In Section 5, we derive a straightforward algorithm that is inspired by inverse iteration to nd the smallest singular value and corresponding singular vectors of a matrix. Numerical experiments suggest that it is linearly convergent, although a further theoretical analysis is de nitely required. Several numerical examples are given in Section 6.
We will con ne ourselves to real data and real STLS problems, although all results can be generalized to the complex eld. Our notation is fairly standard.
An easy derivation of Total Linear Least Squares
The purpose of this section is to take the simplest total least squares problem, for which the solution is known: It is given in terms of a Singular Value Decomposition (SVD). The idea is that the steps used in this derivation will be exactly the same ones as in the solution of the general problem. The Total Least Squares problem reduces to nding a rank de cient matrix approximation B in Frobenius norm to a given matrix A. Let us now show how we can arrive at the well-known SVD solution.
Derivatives: Setting all derivatives to zero results in the set of equations 1 :
A ? B = ly t B t l = y By = 0 y t y = 1
Note that the error A ? B is a rank one matrix. Also, it is straightforward to show that = 0 from l t By = 0.
Elimination of B:
By postmultiplying A ? B with y and (A ? B) t with l we nd Ay = l A t l = y(l t l) y t y = 1 1 We absorb all irrelevant constant factors 2 in the Lagrange multipliers.
Normalization: Next normalize l as x = l=klk where we call = klk. Then we nd Ay = x x t x = 1 A t x = y y t y = 1 which implies that (x; ; y) must be a singular triplet of A. Observe that kA ? Bk The approximation in Frobenius norm of a given matrix by one of lower rank has an old story, with its roots going back to Adcock 2] 
STLS as a 'non-linear' generalized eigenvalue problem
Let us now consider in detail the STLS problem (1), with m = n. We take the quadratic criterion a ; b ; w ] in which, for the moment, we do not consider weights w (The general case with weights is treated in Section 4 and is a straightforward extension of the results obtained in this section). In order to solve the minimization problem, we follow the same path as outlined Observe that in the right hand side, the matrix preceeding l is a rank one matrix and as it is the outer product of a vector with itself, it is nonnegative de nite.
Obviously, we can repeat this for each term of (3) to obtain the result that the right hand side of (3) can be written as
(B i (l t B i y))y = D y l (5) Here, D y is a symmetric matrix which is a sum of m rank one nonnegative de nite matrices, hence D y itself is nonnegative or positive de nite. Its elements are quadratic functions of the components of the vector y. A similar derivation applies for the right hand side (4):
(B t i (l t B i y))l = D l y (6) where D l is symmetric nonnegative or positive de nite, with elements that are quadratic functions of the components of l.
Normalization: Next we de ne x = l=klk and call = klk. Let A y = D y x x t x = 1 A t x = D x y y t y = 1
We are now ready to prove the following theorem: The solution is generated as follows:
-Find the triplet (u; ; v) corresponding to the minimal that satis es
where 
would be a generalized eigenvalue problem. The 'non-linear' aspect however is the explicit dependence of the weight matrices D u and D v on the components of u and v. Still, as we will see, these matrices are always nonnegative de nite (hence correspond to inner products, which are however 'position dependent') and the elements are quadratic functions of the components of u and v.
Proof of Theorem 1: From equations (7) it follows directly that x t Ay = y t Ax = x t D y x = y t D x y (9) Next observe that from (2)
(B i y(x t B i y)) 2 = x t D y x 2 = x t Ay (10) The last equality follows from (5) and (9) . Let the triplet (u; ; v) solve (8 
Examples and applications
In this section, we treat several examples and applications of STLS problems. If all the elements of B are unknown parameters, we will simply use B instead of B(b) as in the previous section.
Total least squares with elementwise relative weighting
The elementwise weighted total least squares problem is the following:
w ij subject to By = 0 y t y = 1 (13) There are many applications. In statistics, a 
It follows easily that the Lagrange multiplier is 0, since y t B t l = = 0. The neat thing is that we can completely eliminate B by postmultiplying the rst equation with y and premultiplying it with l t , which leaves us with the equations Ay = LV Y y; A t l = Y V t Ll and y t y = 1. Let x = l=klk and klk = . Also de ne the diagonal matrices
Then we nd the equations as in (7) which can be renormalized to get equations as in (8 This is an SVD of the matrix A+R. Of course, R is unknown too, but we know it is zero on I C . The message is that we need to modify A precisely in those positions that we are not supposed to modify ! Another point of view is that we basically have to do with an SVDcompletion problem: We have to modify the matrix A in such a way that some structural constraints on the singular values and vectors are satis ed. These structural constraints are the following: From B 2 = A 2 + R ? ly t we have that R(i; j) = l i y j = x i y j when (i; j) 2 I and that R(i; j) = 0 when (i; j) 2 I C . This implies that B 2 (i; j) = A 2 (i; j) ? l i y j and hence A 2 ? B 2 will be of rank one ! Using these observations, we can eliminate R and nd that
where D x and D y are given by exactly the same expressions as in (15) , where now V is a zero-one matrix which has a 0 at every element (i; j) 2 I and a 1 at every element (i; j) 2 I C . In this sense, the TLS problem with xed elements can be considered as a limit case of the weighted TLS problem of Section 4.1. Let us conclude by pointing out that some special cases of xed element patterns can be solved explicitly. The case of some columns error free is considered in 16] while the case of three out of four subblocks error free is considered in 7] 9].
Weighted total least squares
The componentwise weighting of Section 4.1 can be generalized to a pairwise weighted total least squares problem as follows: (7) or via a renormalization into vectors u and v, to the non-linear generalized eigenvalue problem (8) .
In many statistical problems of practical interest, the noise covariance matrix is known. When all data in a p q matrix A are noisy, the noise covariance matrix is a pq pq matrix positive de nite matrix. If the noise on the data is zero mean normally distributed with this known covariance matrix, the pairwise weighted TLS problem corresponds to a maximum likelihood estimation formulation. . . .
An errors-in-variables
The Kalman lter assumes that the model is known exactly (i.e. a and c are exact) and also requires the knowledge of the covariance structure of the noise. The Kalman lter is nothing else than a clever way of updating the least squares solution to the above set of equations, by a clever exploitation of the special and sparse structure of the data matrix every time a new measurement or state is added. . . .
The interpretation is the following: Not only do we assume the presence of process noise and measurement noise (which motivates the modi cation of the left hand side in (16)), but also we approximate the system (a; c) with ( ; ). The result is a system ( ; ) given by (18) , which is driven by a process noise sequence t k but without measurement noise. Of course, one could include additional weights in (17) If we denote by Observe that D y 2] is a rank two modi cation of a diagonal matrix. Also we nd that Together, equations (20) and (21) via equations (7) show that the errors-in-variables Kalman ltering problem reduces to the 'nonlinear' generalized SVD problem described in Theorem 1. If we add one more measurement equation, the set of equations gets updated. For each measurement update, we increase the time horizon index between square brackets with 0.5. We then nd the equation Taking together equations (20), (21), (22) and (23), we can now get a picture of a recursive updating of the nonlinear generalized SVD problem that solves the errors-in-variables Kalman lter. The details however will not be worked out here.
It goes without saying that the simple rst order example we have given here, can be extended to general matrices A 2 R n n and C 2 R l n , with arbitrary given covariance matrices for the model and the noise. Even structure of A and C (such as the requirement that certain elements be zero or equal to each other) can be taken into account as well as time-varying models. If the sequence a is itself the impulse response of a higher dimensional system, our problem corresponds to model reduction. For p ! 1 we get model reduction in the H 2 -norm. If the sequence a is a given data sequence (which is not an impulse response, but for instance a noise corrupted one), one might consider this problem as a noisy realization problem. Rank de cient (block-)Hankel matrices are the key issue in realization problems, which consist of modelling a given set of data by impulse responses from nite dimensional time-invariant linear systems. Applications occur in system identi cation, modal analysis, biomedical signal processing (such as e.g.NMR), etc: : :The 'classical' realization algorithms such as e.g. 21] use the SVD to nd a rank de cient approximation to a full rank Hankel matrix. But the approximation itself does not have the required structure. Attempts have been made to restore the structure by nding the closest Hankel matrix (in Frobeniusnorm) to the rank de cient approximation (which is simply obtained by replacing (25) where T z and T y are banded Toeplitz matrices with the elements of z and y. It shows that the Hankel-Toeplitz-vector product is converted into a Toeplitz-Toeplitz-vector product.
We now use this property to elimate the matrix B. If we are given a linear system of order n and we want to approximate it by one of order q < n (model reduction) the algorithm proposed in this paper can be converted via the z-transform to a z-domain iteration. Details and additional references can be found 11].
One might also consider to minimize the Frobenius norm kA ? Bk 
Here, T x and T y are band Toeplitz matrices as in (25) Here, the coe cients i and j are the coe cients of the transfer function of the system. The data matrix here is a concatenation of two Hankel matrices. We assume that p (q + r). When the input-output data are obtained from measurements, they will be corrupted by noise. The noise variance can vary largely as the magnitude of the signals can range over several orders of magnitude. Also, some of the elements of the input sequence might be known a priori to be equal to zero. If for instance, q = 1 and r 2, the sequence j is a nite impulse response and part of the input sequence (when starting up from initial conditions zero for instance) might be zero. Another possibility is that certain elements of the input-output sequence might be missing due to unreliable sensor readings. In all these cases the double Hankel data matrix will not be rank de cient and one could try to approximate the given double Hankel data matrix by a rank de cient one, replacing the measured y k by a sequence z k and u k by a sequence t k . This can be formulated as an Observe that the di erence sequences y k ?z k and u k ?t k are both obtained from 'weighted' convolutions of the sequence l k with the sequences i and j . It can also be shown that the Lagrange multiplier associated with the constraint a t a+b t b = 1 must be zero. Next we eliminate z k and t k using Za + Tb = 0. Let Y and U be Hankel matrices with the outputs and inputs. Then we nd Here T a and T b are band Toeplitz matrices as in (25) and V = diag(v i ), S = diag(s i ). Note that we can take (some or all of) the s i zero if (some or all of) the inputs are noise free. The matrices D u l and D y l are de ned similarly. Let us conclude by pointing out that when the data are generated by an exact linear time-invariant system, but corrupted by additive white noise which is zero mean normally distributed, the STLS method here will also provide the maximum likelihood estimates.
Approximation by a rank de cient Toeplitz matrix
Let A 2 R p p be a symmetric Toeplitz matrix with elements a i ; i = 1; : : : ; p of full rank p. It can be seen that the left factor is Hankel + Toeplitz. A similar structure is obtained for every p. Interestingly enough, it can be shown, using the results in 6] that the matrix D x will be rank de cient: Since A and D x are symmetric Toeplitz matrices, it follows that the minimal eigenvector of Ax = D x x will be highly structured: Indeed, the fact that each eigenvector of a symmetric Toeplitz matrix is either reciprocal (symmetric around its midpoint) or anti-reciprocal (skew-symmetric around its midpoint), can trivially be extended to our generalized symmetric Toeplitz eigenvalue problem. This structure implies the rank de cieny of D x which is of rank p=2 for p even and rank (p 1)=2 for p odd. 
The largest stability radius of an uncertain linear system
The following type of problem occurs in the determination of the minimum distance to instability, or parameter margin, for linear time-invariant systems that are subject to rational variations of certain parameters: Consider a linear time-invariant closed-loop system of order q with _ x = F(r)x where x 2 R q is the state and F(r) 2 Ris a rational matrix function of a parameter vector r of size n. Then the 2-parameter margin R 2 (M; r) of F(r) is de ned as R 2 (M; r) = min r 2 R n f krk 2 j det(I N + M (r)) = 0 g (27) with (r) = blockdiag r 1 I N 1 : : :r n I Nn ] Here M is a constant real N N matrix which is constructed from the entries of the matrix F(r) and the dimensions N i of the blocks of the block diagonal matrix (r) add up to N. Full details can be found in 13] and the references in there. In general, the s-parameter margin for the system _ x = F(r)x is de ned as R s (F) = min r 2 R q f krk s j F(r) is unstable g
In Doyle's -analysis, the singularity constraint is expressed as det(j!I ? F(r)) = 0 where ! is the frequency. In order to solve this problem, a frequency sweep is required. The pitfall with Doyle's is that the problem is not continuous in the input-data r when these are real. However, for many robust stability problems, the singularity constraint can be written as a singularity constraint on a real, frequency-independent matrix, which reduces to the formulation as in (27) . In 13] this problem is solved for two parameters (n = 2) in the l 2 -norm, but our technique will work for any number n of parameters. Obviously, (27) is a special case of the following problem: 
An Algorithm
We now present an algorithm to solve the set of nonlinear equations (7) A possible algorithm to calculate the smallest eigenvalue and corresponding eigenvector of a symmetric matrix is by inverse iteration. Instead however of calculating the minimal eigenvalue in each step, we could also perform only one step of an inverse iteration scheme and then update the weighting matrices D x and D y (A variation of this algorithm could be to perform t > 1 steps of inverse iteration with xed D x and D y . However here we will only use t = 1.). This is achieved in the following iteration which is nothing else than an iterative way of solving equation (29) For k = 1 till convergence: x is a symmetric square root of D x . Note that T xy is a symmetric positive de nite matrix, which implies that all its eigenvalues are real positive. As we will see in the numerical examples below, D x k] and D y k] converge rapidly to matrices that are approximately constant, which implies that also T xy is approximately constant so that we are basically iterating with T ?1 xy . This observation implies that, asymptotically, the convergence rate is linear and will be governed by the two leading eigenvalues 1 This provides an even better though much more expensive convergence test. A good initial guess might be provided by the singular triplet corresponding to the smallest singular value of A.
Some numerical examples
All examples below were generated in MATLAB.
Relative error total least squares
Let A 2 R p q and B be a rank de cient approximation of it. The relative error r ij for each element is de ned as r ij = ja ij ? b ij j=jb ij j. This implies that ja ij ? b ij j=ja ij j = r ij =(1 + r ij ).
If we now choose as weights in the problem (13), w ij = 1=a (1 + r ij ) 2 which for small relative errors is approximately equal to P p i=1 P q j=1 r 2 ij . As an example, consider the linear t in two dimensions of a set of measurements, ranging over several order of magnitudes. Typically, the measurement errors are relative and not absolute so that it is more meaningful to minimize the sum of squares of the relative errors instead of the sum of squares of the absolute errors. An example is shown in Figure 1. , which approximately minimizes the sum of squared relative errors. The full line with circles is the unweighted TLS solutions (which minimizes the sum of squares of absolute errors). Although it would be more meaningful to compare the null space instead of the ranges of the matrices A and B (see 10] for an explanation), still, we see here clearly that the relative error t is much better than the absolute error t. squares regression will do. For V 2 , one could use the approach described in 16] while for V 3 
Total least squares with xed elements

Noisy realization
The noisy realization problem is to approximate a given sequence a by a sequence b such that the p q Hankel matrix B with the elements of b is rank de cient. This ensures that The input was generated as rounded Gaussian white noise of mean zero and variance 100 ('round(10*rand(100,1))'). The input and output were then corrupted by white noise with variance 25. We call the signals obtained in this way u k resp. y k and their t t k resp. z k . Models with q = r were tted where q ranged from 2 to 9. This means that we have models from order 1 up to order 8. The number p of rows of the double block Hankel matrix was adapted from 57 to 50, so as to keep the number of data used in the identi cation, constant which is a symmetric vector (it is symmetric around its midpoint). The corresponding matrix D x is of rank 11. The value of = ?0:31411 and the approximating sequence b is 4.3141e+00 -8.4158e+00 7.4642e+00 4.2910e+00 2.0930e+00 3.9055e+00 -8.2423e+00 6.6583e-01 2.6373e+00 3.6655e+00 3.7333e+00 3.8213e+00 4.9098e+00 -7.0165e+00 2.0353e+00 6.2470e-02 8.0678e+00 4.0602e+00 8.0459e+00 5.0295e+00 5.0163e+00 -4.9925e+00 3.0020e+00
If however we take as an initial guess the right singular vector of A corresponding to the smallest singular value, we nd for x Theoretically, there should be a gap in the singular spectrum. Without noise, the rank of the double Hankel matrix would be the rank of U (which is 9) + the order of the system, which is 5 (see e.g. 22]). Hence the rank of the double Hankel matrix would be 14. Obviously, with noise there is no clear gap which would allow us to determine the order (which is needed in the SVD-subspace algorithms for system identi cation in e.g. 25]). Therefore, it makes sense to consider several models and evaluate them on the trade-o between mis t and complexity. The right plot shows the output error, which is the di erence between y k and z k for an order of 8 in full line and order 1 in dashed line. Clearly, the mis t is smaller for the more complex model. which is an anti-reciprocal vector (skew-symmetric around its midpoint). Here = ?0:37403 and the corresponding approximating sequence c (say) is 4.3740e+00 -8.5377e+00 7.4489e+00 4.0990e+00 2.0225e+00 3.7079e+00 -8.3635e+00 5.1886e-01 2.5860e+00 3.6942e+00 3.7905e+00 3.9767e+00 5.0352e+00 -6.7883e+00 2.1559e+00 2.2477e-01 8.0795e+00 4.1223e+00 7.9986e+00 5.0077e+00 4.9205e+00 -5.0255e+00 2.9521e+00
We nd that ka ? bk = 1:1401 < ka ? ck = 1:2146
This example illustrates an important point: There is no guarantee that the algorithm will nd a global optimum upon convergence ! Said in other words, the results may be dependent on the initial estimate ! 6.6 Giving a matrix a speci ed singular value Suppose we want to assign a singular value to A, by keeping its elements in positions (1; 1); (2; 4); (3; 1) and (4; 3) xed, which is re ected by the zero-one structure of V . In Figure 6 we show some results on nding the closest matrix B which coincides with A on the zero support of V and which has a speci ed singular value 2 0; 40]. While many of the problems we have discussed here, have been considered separately in the literature, it was not recognized that all of these problems reduce to our main result of Theorem 1, which is the major contribution of this paper. We have only presented one rude outline of an algorithm in this paper and much more work needs to be done for possible re nements, accelerations and proofs of (local) convergence. There are several other algorithms that have been considered to solve related problems such as NIPALS (Nonlinear iterative partial least squares) (see references in 15]), the Newton method based algorithm of 1]), homotopy methods, etc : : : . An expensive part of the inverse power algorithm is the explicit calculation of the matrix Q 2 (especially if p gets large). One can however avoid it by applying an inverse iteration scheme to the nonlinear generalized eigenvalue problem (30), where amatrix needs to be inverted in which the inverse of D y , which is p p appears. D y however is in many cases a highly structured matrix. Therefore, clever accelerations are possible, such as e.g. fast QR via displacement rank concepts. In the system identi cation example, one could exploit the special banded Toeplitz structure of the matrices D x and D y using the FFT.
In the H 2 model reduction problem, for p ! 1, we have discovered that all the signals involved in the iteration can be modelled as in nite impulse responses from rational transfer functions. Therefore, one can map the iterations to the z-domain using z-transforms and iterate in the z-domain. In this way, we get rid of the large number p (for details, see 11]). There are quite some acceleration techniques that could be used in connection with the power method (such as the use of Chebyshev polynomials (see e.g A nal observation to be explored concerns the ressemblance of our generalized non-linear
