Abstract-In recent years, knowledge on primary processing of sound by the human auditory system has tremendously increased. This paper exploits the opportunities this creates for assessing the impact of (unwanted) environmental noise on quality of life of people. In particular the effect of auditory attention in a multisource context is focused on. The typical application envisaged here is characterized by very long term exposure (days) and multiple listeners (thousands) that need to be assessed. Therefore, the proposed model introduces many simplifications. The results obtained show that the approach is nevertheless capable of generating insight in the emergence of annoyance and the appraisal of open area soundscapes.
I. INTRODUCTION
The amount of experimental data on the functioning of the auditory system has been growing tremendously during the last couple of years, to a large extent due to the advent of several new brain imaging techniques. An interesting overview on the neurobiological basis of auditory attention, of interest for the work presented in this paper, can be found in [1] . This evolution stimulated the development of computer models for human auditory processing such as [2] or [3] . Most of these models focus on speech processing, which is obviously of utmost interest in many applications. However, auditory processing of environmental sound has rarely been assessed with the same amount of detail [4] . Much inspiration can be found in classical work on visual attention such as [5] , but there are also significant differences caused by the different evolutionary use of the auditory and visual systems.
Classical environmental noise assessment basically focuses on reducing noise levels of unwanted sounds. Little or no attention was paid to detailed acoustical features of the sound, let alone to the meaning that the listener gave to this sound. More recently, the concept of (urban) soundscape design -an idea originating in the early seventies [6] has gained renewed interest [7] , [8] , [9] , but virtually none of the soundscape researchers have used computer models for auditory perception in their approach. Nevertheless, it isat least conceptually -evident that an accurate computer model for auditory perception should be able to handle environmental sounds as well. In this paper, we address this issue in particular.
A first important difference between more common computer-modeling of auditory perception of speech and modeling the impact of environmental sounds on the everyday life of people is the totally different time scale involved. Processing speech is usually a matter of seconds Dick Botteldooren and Bert De Coensel are with the Department of Information Technology (INTEC), Ghent University, Belgium (phone: +32-9-264-9968; fax: +32-9-264-9969; email: dick.botteldooren@intec.ugent.be, bert.decoensel@intec.ugent.be).
or minutes. The appreciation of the soundscape of a natural green area may be based on the sounds heard over a period of a quarter of an hour. Evaluating the sonic quality of the living environment is a process that could take months. A second difference emerges from the very strong effect of personal factors on environmental noise perception. Amongst these personal factors are inter-individual psychophysical differences such as sensitivity to noise [10] , [11] , social context and lifestyle differences [12] . For these reasons, studies on the effect of environmental sound are always based on averages over vast numbers of people (typically several hundred to thousands). A computer model able to simulate these long exposures to environmental sounds for huge numbers of virtual people should be fast. This implies that a lot of simplifications are needed.
In Section II we present such a simplified model for hearing environmental sound and in Section III this model will be applied to several test cases.
II. THE COMPUTER MODEL
The core of the proposed computer model is the sound noticing and attention focusing module (Fig. 1) . The input for this module can either be a set of simulated time series of environmental sounds or a measurement. The simulation considers individual vehicles (cars, trains, planes) [13] but treats natural ambient sounds as a whole rather than to model the sounds produced by each bird, each tree etc. For the latter, the loudness is assumed to fluctuate following a 1/f characteristic typical for a complex system, since this characteristic was found in many recordings of environmental sounds [14] . In case recordings are used, the non-trivial problems of environmental sound recognition and auditory scene analysis (ASA) [15] have to be solved. We do not elaborate on this since the examples given in this paper will be based on simulations that automatically result in separate auditory streams for separate sound sources. The only ASA related problem that needs to be resolved is the detection of vehicle streams rather than individual vehicles if appropriate. To group events, a gating mechanism was introduced already in earlier computational work [16] .
The output of the sound noticing and attention focusing module feeds into a module that covers cognitive processing. This extensive module attaches meaning to the sounds noticed, within a physical and expected context. The physical context encompasses mainly visual information, but also smell and feeling of temperature can contribute. Expectation is based on prior experience or knowledge transferred from other individuals verbally. Today, no computer models are available that can handle this part of the complex problem but confabulation theory [17] or modeling field theory [18] are very good candidates. It is widely acknowledged that attention focusing is directed using both bottom-up, sound-based cues and topdown, activity-dependent cues [1] ; similar mechanisms have been identified in visual attention focusing [5] , [19] . The central module in Fig. 1 , which is in the primary scope of this paper, uses input from the higher level cognitive module via top-down attention focusing and by creating an expectation for the low level source identification. To provide this essential information, a very simplified model that provides the top-down attention for environmental sound in general is introduced:
where A es,0 is the background attention for environmental sounds, which depends amongst others on the current activity and intentions of the modeled individual. For simplicity, this background attention is kept constant during simulation, implying that the modeled individual only takes part in a single activity. The second term in Eq. 1 expresses that bottom-up attention triggered by a particular environmental sound (A es,i ) may eventually increase top-down attention as well. One may refer to this as focusing. This term contains a factor α that weighs the importance of this effect and a time constant τ es that determines its adaptation speed. In Fig. 2 the layout of the sound noticing and attention focusing module is shown. The environmental sounds are first put in the total auditory scene. This first processing step models the physiological limitations of the human ear and could account for physiological masking where all other sounds are regarded as a masking background for every particular sound in the set. A very rudimentary but fast estimate can be obtained by calculating the signal-to-noise ratio for every sound in the set.
A very important step in the process is the habituation and deviant or saliency detect. In human auditory processing, it is believed that a large part of this phenomenon is a pre- attentive process [1] . Hence it is included in the computer model also on the basis of primary sound signals. The simplest model for saliency in environmental sounds is a peak detection algorithm. Peaks are detected if they stand out of the average level. Since the peak detection is implemented for each individual type of sound in the complex acoustic environment, not much care is needed for deviant behavior on the frequency axis that normally is included in the calculation of a saliency map [20] . To include habituation in the peak detection, the signal-to-noise ratio for a particular source is reduced by an amount that depends linearly on the exponential average of past excitations S(t):
where τ h is the time constant for habituation. When a peak detect occurs for a particular sound, it tries to attract attention. This bottom-up attention process is introduced in the model in a simple and fast way by an attention switch process that distributes available attention over sounds reaching the detection threshold. Rather than strictly limiting total attention, an amount of attention is focused on the newly detected sound that decreases as attention is already focused on another environmental sound,
where A es,d is the dynamic part of attention and β is a factor indicating which part of available attention is attributed to the newly detected sound. If the person-activity combination does not allow switching attention to environmental sounds easily, A es,d should be kept small. If attention can not easily be switched between environmental sounds, β should be kept small. The total level of attention attributed to the ith environmental sound becomes:
where t i is the instance of the last increase of attention and τ i is a suitable time constant. This model implicitly includes attentional gating. Attention and excitation level (signal-to-noise ratio) determine which environmental sounds are noticed. Note that the proposed model allows several environmental sounds to be noticed at the same time and thus share some of the listener's attention. This may seem surprising at first glimpse but is solely determined by the smallest time steps of the order of 1 second that are typically chosen for this type of simulation. During this time interval attention may actually switch up and down between both sources at hand, leading to a nonzero average level of attention for each.
To measure effects, three quantities are recorded: the number of times a sound is noticed, N n , the time that the sound is noticed, T n , and the above-threshold exposure level of the noticed sound, SEL thr . The latter is defined as the integrated strength of the sounds noticed, where strength is defined as the signal-to-noise ratio suitably modified to account for habituation (Eq. 2) and attention (Eq. 4).
III. SIMULATION RESULTS
The computer model for long-term environmental sound detection is applied to two case studies. In line with the usual epidemiological way of studying the overall effect of environmental sounds on people, several thousands of virtual individuals in as many sonic environments are simulated. Simulated results such as the time that a sound was heard are further analyzed statistically exactly as one would analyze results of field studies with biological agents. This eventually leads to trends that could be compared to literature data and field observations.
A. Open area soundscape perception
The first case study concerns the perception of open area soundscapes. The user of this area is assumed to be actively looking for recreation and psychological restoration. It can safely be assumed that this user is attentive for the natural environment, including its soundscape. Hence attention for environmental sounds is relatively high.
A typical but quite general situation for the open area soundscape that will be used in this case study is shown in Fig. 3 . The listener is surrounded by natural sound and confronted with sounds from a highway, a road and a railway, located at respective distances d hw , d rd , and d rw . In all, 10000 simulated situations underlie the results presented in the following graphs. The range of data describing the rural exposure to road and rail noise are given in Table I . These values can be regarded as typical for the open area in northwest Europe, except for the number of trains which is rather low. A typical noise emission for the European fleet is used. Natural sound levels also differ between situations, with average levels ranging between 20 and 60 dB(A) with a Gaussian distribution with spread of 12 dB(A) and a 1/f temporal structure. Of particular interest for this paper is the effect that model parameters linked to auditory perception have on the trends observed in the simulations. The time that the sound is noticed, T n , is used to visualize some of the effects. The data are further analyzed by average level of exposure to road traffic sound and average level of exposure to natural ambient sound. Fig. 4 and Fig. 5 show T n as a function of ambient natural sound for different average levels of road traffic sound, for high and low top-down attention for environmental noise, respectively. The overall trend of these results corresponds to what could be expected. As ambient noise level grows, traffic noise is less noticeable. The effect is less for higher traffic noise levels. Similarly, natural sound is more often noticed as natural ambient sound levels grow and as traffic noise levels are less. Since modeled attention can not be judged quantitatively, its value can only be deduced from observing phenomenological effects. From the results in Fig. 4 it could be assumed that this level of attention corresponds to a trained environmental scientist observing the rural soundscape. The level of attention leading to Fig. 5 would correspond to that of the recreating visitor. With decreasing attention for environmental sound, the curves seem to shift over the x-axes. As bottom-up attention is ignored, the main reason for the observed trends is physiological masking or at least reduction of signal-to-noise ratio. In a second numerical experiment, the level of bottom-up attention is increased to a level comparable to the difference between the two levels of top-down attention used above:
down . In Fig. 6 and Fig. 7 results are shown for less volatile attention (β = 0.5) and more volatile attention (β = 1) respectively. On average, the time that environmental sounds are noticed increases with added bottom-up attention, but the effect is different from the effect of increased top-down attention: the duration of noticing lower level traffic sound does not increase as much as the duration of hearing loud traffic sound. This can clearly be related to attracting more attention. Differences between Figs. 6 and 7 are most pronounced in the region where neither the traffic sound nor the natural sound dominates. Indeed, a different type of environmental sound needs to be present for switching of attention between sounds to occur, and thus for volatile attention to show its effect.
To illustrate how bottom-up attention works, the hourly averaged level of bottom-up attention for road traffic noise is shown in Fig. 8 for different combinations of road traffic noise and background noise. The highest levels of bottomup attention are found for high road traffic noise levels and moderate background levels. As the background level becomes higher, both physiological masking of road traffic sound and competition for attention kick in and the bottomup attention for road traffic noise reduces. At lower levels of background noise, a small decrease in attention is observed for all levels of road traffic noise. It is believed that this is due to habituation to road traffic noise.
B. Combined exposure to rail and road sounds
The second case study concerns the perception of the soundscape in an at-home context, in which individuals are exposed to a combination of road and railway traffic. The results of the numerical experiment discussed in this section will be compared to a recent nationwide retrospective questionnaire survey on annoyance conducted in Flanders, the northern part of Belgium [21] . About 7500 people completed an elaborated questionnaire containing about 100 questions, part of which handling noise annoyance caused by road and railway traffic during the last 12 months.
Using standard noise mapping software, the yearly average sound level L den at the façade of the dwelling of all participants was calculated, taking into account all railways and main roads in Flanders. Fig. 9 shows the classical relationship between annoyance and road and railway traffic noise exposure. There is a clear difference in annoyance between road and railway traffic noise at the same average sound level (the so called railway bonus), a phenomenon that has been observed in several field studies in the past [22] .
A synthetic population, resembling the population of the actual survey participants as close as possible, was constructed. Using the addresses of the dwellings of the participants and available GIS data, the distance of each dwelling to the nearest main road and railway track was calculated, and the average hourly intensity of vehicles/trains during daytime on the road/track was determined. While at home, the modeled individuals may be engaged in various activities, and consequently may have a varying background attention to noise. Therefore, background attention was randomized between individuals. Dwelling acoustic insulation also differs between situations, but because of a lack of data on insulation of individual dwellings, this parameter was randomized between 0 (open window) and 30 dB(A). The sound produced by the home activity (radio, television, cooking, playing children. . . ) can not be modelled accurately, so a similar approach was used as the approach used to create the natural ambient sound in outdoor situation. 10 shows the above-threshold exposure level of the sound noticed by the simulated individuals of the synthetic population, as a function of road and railway traffic noise exposure. A difference between the curves for road and railway traffic noise at the same average sound level is found, similar to the survey results for annoyance. Fig. 11 shows the survey exposure-effect relationship for railway noise annoyance, for exposure to railway noise higher, lower and approximately equal (±5 dB) to road traffic noise exposure. It can be seen that, for equal average railway noise exposure level, railway noise annoyance is lower when road traffic noise exposure exceeds railway traffic noise exposure, at least for railway noise levels below 65 dB(A). An even more pronounced trend is observed in the simulation results (Fig. 12) .
How can these observations be explained in light of the discussed model? Consider the sound event caused by a train passage. With increasing level of the event, the probability that it is noticed and draws attention increases gradually. When train noise is considered on its own, habituation gradually decreases the probability of noticing, while focusing attention raises this probability. When road traffic noise is added to this picture, it will act as an additional background noise for noticing train passages. The reduced signal-to-noise ratio will decrease the overall probability of noticing. The attention mechanism complicates the picture. More detailed analyses shows that the crossing of curves at high exposure levels is accompanied by increased bottom-up attention for the (loud) train sounds. However, this mechanism is not reciprocal: train events, because of their relatively low rate of occurrence, are expected to have less influence on noticing road traffic noise.
IV. CONCLUSION
In this paper it was shown how a rather simplified computer model for human auditory perception can be used to gain insight in the mechanisms underlying observed trends in the effect of environmental noise on people. From a modeling point of view, the influence of including bottomup attention leads to less abrupt transitions in combined exposure situations than a model solely based on perceptual masking would. The application to perception of open area soundscapes shows expected results for the influence of natural ambient sound levels. The application in an at-home environment leads to better understanding differences in annoyance caused by rail and road traffic and in particular gives insight into the combined effect of road and rail noise on people. For the latter, qualitative agreement with the results of a large survey was found.
