Abstract -This paper addresses analysis and design issues in adaptive PID control for linear second order minimal phase processes using the backstepping algorithm. The first step consists in adding an integral action to the basic backstepping algorithm to obtain a zero static error. An integrator is therefore added to the plant model and is then slid back to the controller equation at the end of the design. The control law is made adaptive without using a certainty equivalence design and is robustified even more with nonlinear damping. The resulting adaptive PID control is u ce + u dyn + u nld , where u ce is what would be the output of the adaptive PID if a certainty equivalence-based design were used, u dyn compensates for the adaptation dynamics and u nld is a nonlinear damping term added to increase the robustness by bounding the errors, even when the adaptation is off. The resulting PID controller is hence more robust and presents better transients than the basic certainty equivalence PID version. An example compares the proposed PID to a certainty-equivalence PID. 
Backstepping [1] is a recursive procedure for systematically selecting the control Lyapunov functions (clf) that allows the design of adaptive controllers for a class of nonlinear processes. The design approach interlaces the computation of the control and the adaptation laws to compensate for the instabilizing effects of the parameter estimation transients. It has been demonstrated [2] that controlling the linear systems with the adaptive backstepping controllers, compared to the certainty-equivalence controllers, leads to possible significant improvements of the transient performance, without increasing the control effort. Stability analysis, which represents a major drawback of the traditional adaptive controllers, can also be easily performed via the backstepping method. This paper therefore describes how the backstepping algorithm can be used to design a robust adaptive PID controller. Also, an indirect aim of the paper is to gain a better understanding of how backstepping-based controllers work.
Nowadays, most industrial control products offer adaptive algorithms. Among them, the self-tuning and/or adaptive PID, where only a first-or a second-order model is estimated, are still the most popular. In the certainty-equivalence-based adaptive control, the basic idea is that a suitable controller can be designed on-line if, given the input/output measurements, an on-line estimation of the plant model is available. With such an approach, to tune the controller, one has to use the plant parameter estimates as if they were the true values. The estimation module adds nonlinear extra dynamics to the control loop that are simply neglected in the stability and/or convergence analysis, leading to a lack of robustness. Due to the proved superiority of backstepping over the certainty-equivalence algorithms for the control of the linear systems [1, 2] , the proposed controller yields improved robustness properties and better transients. The standard design procedure leads to a PD adaptive controller, since only a linear second order minimal phase parametric model is used. It is obvious that if a higher order model were used, the design would lead to a higher order PD controller. Nevertheless, to take a full advantage of the PID steady-state performances, it becomes imperative to introduce an integral action in the obtained controller. Besides its perturbation rejection properties, such an integral action turns out to improve the parameter estimate convergence [3] .
Backstepping algorithm with integral action
In this Section, an integral action is added to the backstepping algorithm. The system input and output are respectively u and y, while the reference trajectory is denoted y r . The following minimal-phase linear system (i.e., B(s) is a Hurwitz polynomial) is first considered
The state representation of the augmented model G * (s) iṡ
. . .
where the Laplace transform of the filtered control w is
The backstepping procedure is now applied to calculate the control w. At the end of the controller design, the real control u is obtained by moving the integrator from the augmented plant model to the controller using (4)
Step 1: The first error variable is defined as
The first clf is chosen as
and its derivative isV
To render the later negative, x 2 is taken as the first virtual control. Its desired value is
where k 1 is a positive design parameter. With the above choice, (8) becomes definite negative.
Step 2: The new error variable is
An augmented cfl is introduced
the derivative of (11) is given bẏ
Choosing x 3 as the second virtual control, and selecting its value to renderV 2 definite negative, gives
Step i: Taking
The virtual control is then
In the s-plane, this can be rewritten as
where A i (s), Y r (s) and X 1 (s) are the Laplace transforms of α i , y r and x 1 and where I i is the identity matrix and
Step n + 1: Defining
which leads toε
and
or, in the s-plane
Since, from (3),
the filtered control is
The error system is given byε
where
Since (31) is proved to be stable and to converge to zero by the Lyapunov design, the polynomial
is Hurwitz.
3 From backstepping to PID control
PID control
For a second order model, i.e., m = 1 and n = 2, the polynomial F (s) will reduce to
From (30), this results in the following filtered control
where the Laplace transform of the tracking error is defined by
Since W (s) = sB(s)U (s), the control action is obtained by sliding back the integrator from the plant to the controller
It is worth noting that if b 1 is zero, there will be no filtering effect in the PID equation. Consequently, a filter will be required for practical implementations.
In [3, 4] , it is shown how to add a filtering effect to achieve smoother control action while preserving the overall stability via a Lyapunov-based derivation approximation. For higher order plants, the proposed approach leads to higher order PID controllers.
If the reference trajectory y r in (37) is generated by filtering the setpoint y s (Ly s = Y s (s)) with the reference model G r (s), then (37) can be written as (see Figure 1, where d and d i are output and input disturbances)
which represents a two-degree of freedom PID controller. In the pure tracking context, i.e., without modeling errors and disturbances, the plant output is exactly equal to the reference trajectory and the PID is therefore not needed. In presence of modeling errors and/or disturbances, the PID makes the appropriate correction.
Its tuning depends on k 1 , k 2 and k 3 and can be seen as a pole-placement problem.
Indeed, the regulation dynamics is (Ld = D(s))
Of course, the regulation poles will correspond to the poles of the error dynamics (31). For instance, to place all three poles at the real value p (p < 0), possible values for the tuning parameters are
If it is desired to have the poles larger than − √ 2 (time units) −1 , the time scale must be changed to insure the positivity of k 3 .
The control law (37) could be obtained without using the backstepping algorithm.
However, as will be shown in the next section, the backstepping technique allows one to make the above PID control adaptive, while being robust by taking into account the adaptation dynamics and using nonlinear damping terms.
Adaptive PID control
In the adaptive context, the introduction of the integral action is also exploited to design robust self-tuning PID controllers. In addition to the elimination of 
where γ 0 , γ 1 and γ c are positive adaptation gains. The clf derivative is expressed
where the Laplace transform of the filtered control action w * is given by
This corresponds to the certainty-equivalence-based adaptive version of W (s). To obtainV * 3 ≤ 0, obvious update laws arė
Because the parameter estimates are not constant, sliding the integrator from the plant expression to the controller is not as easy as in the non-adaptive case. The result of this integration is given by
where u ce , the certainty-equivalence-based adaptive version of (37) is, in the s-plane,
and u dyn compensates for the adaptation dynamics
The adaptive tuning parameters are given bŷ
Nonlinear damping
The enhancement of the convergence properties, obtained by the new adaptive PID, can be further increased. Indeed, the introduction of nonlinear damping terms [1] in the controller expression guarantees a more robust control that allows speeding up the adaptation without loosing the loop stability. With this nonlinear damping, the errors remain bounded even when the adaptation is turned off. To introduce the damping terms in the above-obtained controller, a new filtered control is defined
term associated to the estimation errorċ
All the parameters m 1 , m 2 and m 3 are positive. Using the above definitions and the update lawsȧ
leads to the following derivative of the clḟ
In the absence of the adaptation, i.e., when γ 0 = γ 1 = γ c = 0, (67) verifies the
which means that V * 3 is bounded, and so is ε, for any parameter estimation errors.
The bound on the error vector is given by
The resulting control law is now expressed as
where the certainty-equivalence part u ce is identical to the previous case (57), while the part that compensates for the adaptation dynamics is, this time, expressed as
The contribution of the nonlinear damping terms is given by
Simulation example
A comparison between a certainty-equivalence PID that uses the least-square algorithm to update the parameters and the adaptive backstepping PID will be made.
For both controllers, the initial parameter values are set to one-quarter of their true values, the reference model is
and the plant output is filtered with
Both PID controllers have the same tuning
which correspond to placing all three regulation poles at −1/0.7. Other tuning parameters for the backstepping PID are
The initial covariance matrix of the least-square algorithm (for the certaintyequivalence PID) is P (0) = 5 × I, where I is the identity matrix. If the backstepping system was simulated for a longer time after the second step setpoint with d i as the only excitation, it would become unstable at time t ≈ 528 because of the parameter drift. This could be avoided simply by freezing the adap-tation mechanism (i.e., by selecting γ 0 = γ 1 = γ c = 0) when the performance seems satisfactory. Safely setting the adaptation off is rendered possible by the use of the nonlinear damping terms. The parameter projection [5] and the switching σ-modification [6] are two other possible techniques to avoid the parameter drift.
The switching σ-modification would also allow the control of slowly time-varying plants [7] . The parameter drift is more pronounced with the least-squares algorithm ( Figure 4 ).
The plant being unstable, the adaptation gains of the certainty equivalence PID must be relatively small to avoid the instability. Therefore, the parameters converge slowly ( Figure 4 ) and the response to the first reference trajectory change ( Figure 3) is quite unsatisfactory. Since the backstepping PID is inherently more robust, especially with the introduction of the nonlinear damping terms, the adaptation gains can be made larger, thus leading to a faster parameter convergence and much better transients. Indeed, even at the first reference trajectory change, the plant output follows quite closely the reference trajectory. With P (0) = 5 × I, the least-squares system start oscillating at time t ≈ 33, if the setpoint remains constant. A slightly larger initial value P (0) would not improve very significantly the transients, at the cost of a faster parameter drift (larger increases in P (0) would mean instability).
Certainty equivalence-based PID are still the most used adaptive structures. However, during the control design, the adaptation dynamics are not taken into account. To overcome this drawback, the adaptive backstepping technique in which, for practical considerations, an integral action is added, is used to design more robust PID controllers. To gain even more robustness, nonlinear damping terms are added to guarantee bounded errors, even when the adaptation is turned off. 
