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Abstract
We show that the known bounded-depth proofs of the Weak Pigeonhole Principle PHP2nn in
size nO(log(n)) are not optimal in terms of size. More precisely, we give a size-depth trade-o7
upper bound: there are proofs of size nO(d(log(n))
2=d) and depth O(d). This solves an open problem
of Maciel et al. (Proceedings of the 32nd Annual ACM Symposium on the Theory of Computing,
2000). Our technique requires formalizing the ideas underlying Nepomnja;s;cij’s Theorem which
might be of independent interest. Moreover, our result implies a proof of the unboundedness of
primes in I0 with a provably weaker ‘large number assumption’ than previously needed.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The Pigeonhole Principle PHPn+1n is a fundamental statement about cardinalities of
&nite sets. It says that {0; : : : ; n} cannot be mapped injectively into {0; : : : ; n − 1}.
The Pigeonhole Principle is at the heart of many mathematical arguments, although
implicitly quite often. As a matter of fact, it implies the Induction Principle, and so its
apparent self-evidence makes it even more interesting.
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The general form of the Pigeonhole Principle PHPmn states that if m¿n, then {0; : : : ;
m−1} cannot be mapped injectively into {0; : : : ; n−1}. When m is substantially larger
than n, say m=2n, the principle is called the Weak Pigeonhole Principle. Still, it is
quite often the case that this weaker form is enough to carry over many arguments,
notably in &nite combinatorics and number theory.
The complexity of proving a propositional encoding of the Pigeonhole Principle has
been investigated in depth since the problem was proposed by Cook and Reckhow
in connection with the NP ?= coNP question [5]. Haken proved that PHPn+1n requires
exponential-size 2
(n) proofs in Resolution [10]. On the other hand, Buss proved that
PHPn+1n has polynomial-size n
O(1) proofs in Frege systems [3]. Ajtai proved a su-
perpolynomial n
(1) lower bound for bounded-depth Frege systems [1], and that was
improved to an exponential 2n

(1)
lower bound by Pitassi et al. [19], and KrajNOcek et
al. [13] independently. Actually, these lower bounds hold for any depth d, and take
the form 2
(n
1=6d ). On the other hand, the best upper bound is 2O(n
1=d) for depth d
proofs.
For the Weak Pigeonhole Principle PHP2nn , the situation is quite di7erent. While it is
known that PHP2nn requires exponential-size 2

(n) proofs in Resolution [4], Paris et al.
[18,12] proved that it has quasipolynomial-size nO(log(n)) proofs in bounded-depth Frege
systems. More recently, Maciel et al. [15] gave a new quasipolynomial-size proof of
optimal depth. Both papers left open, however, whether depth could be traded for size;
that is, whether allowing more depth in the proof would allow us reduce the size below
nlog(n). We note that such a trade-o7 is known for the even weaker Pigeonhole Principle
PHPn
2
n . Indeed, PHP
n2
n is provable in size n
O(d log(d)(n)) and depth O(d) [18,12]. Here,
log(d)(n)= log(log(d−1)(n)), and log(0)(n)=n. In order to make the picture complete,
we should also mention that the complexity of the Pigeonhole Principle with arbitrarily
many pigeons, PHPmn , in resolution has &nally been solved. Raz [20] proved that every
such Resolution proof requires size 2n

(1)
, and Razborov [21,22] improved it to 2
(n
1=3)
and simpli&ed the proof.
The quasipolynomial-size nO(log(n)) proofs of Paris et al. [18] and Maciel et al. [15]
consists of reducing PHP2nn to PHP
n2
n . In both cases, they build an injective map from
{0; : : : ; n2 − 1} to {0; : : : ; n − 1} by repeatedly composing a supposedly injective map
from {0; : : : ; 2n− 1} to {0; : : : ; n− 1}. The di7erence in their proofs is, essentially, in
the proof of PHPn
2
n . Our new contribution is showing that the repeated composition
technique can be made more ePcient in terms of size. That is, we reduce PHP2nn to
PHPn
2
n in size n
o(log(n)) (notice the small-oh). The price we need to pay for that is
an increase in depth. More precisely, we show that PHP2nn reduces to PHP
n2
n in size
nO(d(log(n))
2=d) and depth d. This gives us the desired size-depth trade-o7 upper bound
for PHP2nn since PHP
n2
n is provable in size n
O(d log(d)(n)) and depth O(d) [18,12].
The most interesting particular case of our size-depth trade-o7 is when d=O(1),
since it proves that the previously known upper bound in bounded-depth Frege is not
optimal. Indeed, nO(d(log(n))
2=d) grows slower than nc log(n) for any constants d¿2 and
c¿0. Thus, any lower bound proof will have to focus on a bound weaker than nlog(n)

for any ¿0. We believe that this is a valuable information. The other interesting
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particular case is when d=O(log log(n)). In this case we obtain a proof of size
nO(log log(n)) and depth O(log log(n)). The bound nO(log log(n)) is new in the context of
PHP2nn .
The method that we use to reduce the size of the composition technique is inspired
from the theory of automata. We observe that checking whether b is the image of a
under repeated composition of a function f is a reachability problem in a graph. There-
fore, one can use an analogue of Savitch’s Theorem to ePciently solve the reachability
problem. We are more ambitious and we use ideas from an old theorem of Nepom-
nja;s;cij that achieves a size-depth trade-o7 for the same problem [17]. We formalize
the ideas in Nepomnja;s;cij’s Theorem into a theorem of Bounded Arithmetic with an
automatic translation into propositional Gentzen Calculus. This formalization may be
of independent interest. We note that Nepomnja;s;cij’s Theorem has received a renewed
deal of attention recently in the context of time-space trade-o7 lower bounds for the
satis&ability problem [6,14,7].
The new bounds on the Weak Pigeonhole Principle that we obtain have some conse-
quences for Feasible Number Theory whose aim is to develop as much number theory
as possible without exponentiation with the hope of getting new proofs and insights.
The main open problem of the &eld is whether the bounded arithmetic theory I0 can
prove that there are unboundedly many primes [18,16,2]. Of course, Euclids’ proof
cannot be carried over in I0 since exponentially large numbers are required in the
proof. In a major breakthrough, Woods [24] showed that exponentiation can be re-
placed by a combinatorial argument using the Pigeonhole Principle PHPn+1n , and Paris
et al. [18] realized that the Weak Pigeonhole Principle PHP2nn was enough for that
proof. As a corollary to their results, they show that I0 augmented with the statement
that “xlog(x) exist” proves that (∃y)(y¿x∧ prime(y)). Our results improve on this to
show that, for every standard natural number k, the theory I0 augmented with the
statement that “xlog(x)
1=k
exists” proves that (∃y)(y¿x∧ prime(y)). Therefore, the large
number assumption “xlog(x) exists” is not optimal. Indeed, for k¿1, one can build a
model of I0 with a non-standard element a such that alog(a)
1=k
exists in the model but
alog(a) does not.
2. The proof of the WPHP in propositional logic
The propositional form of the Weak Pigeonhole Principle PHPmn that we use is
formalized by the following sequent:
m∧
i=1
n∨
j=1
pi;j 
n∨
k=1
m∨
i;j=1
i =j
pi;k ∧ pj;k :
We will work with the propositional fragment of the sequent calculus LK. We refer
the reader to any standard textbook for a de&nition [23,12].
Our goal is to prove a size-depth trade-o7 upper bound for proofs of PHP2nn . As
mentioned in the introduction, our technique consists of reducing PHP2nn to PHP
n2
n . The
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di7erence with previous reductions is that our composition of mappings is done eP-
ciently mimicking the proofs of Savitch’s and Nepomnja;s;cij’s Theorems in Complexity
Theory. To complete the proof, we will use the fact that PHPn
2
n has LK proofs of size
nO(log
(d)(n)) and depth O(d), where log(d)(n) is the d-wise composition of log with itself
[18,12].
For the sake of clarity of exposition, it is more convenient to prove the following
extreme case of the trade-o7 &rst.
Theorem 1. PHP2nn has LK proofs of size n
O(log log(n)) and depth 3 log log(n).
Proof. For this proof, we will assume that all expressions such as log(n) and log log(n)
are rounded down and denote integer numbers. Let d= log log(n). Let  denote the
empty word. For every ∈{0; 1}6d, we de&ne numbers L and R inductively as
follows: Let L= log(n), R=0, and L0=L, R1=R, L1=R0= 12 (L + R). Now
we de&ne sets A, B and C as follows: Let A={0; : : : ; 2Ln−1}, B={0; : : : ; 2Rn−1}
and C={0; : : : ; 2
1
2 (L+R)n−1}. Observe that A={0; : : : ; n2−1} and B={0; : : : ; n−1}.
For ∈{0; 1}d, x∈A, y∈B, let Rxy be de&ned as follows: If x=2n	 
= y=n	,
de&ne Rxy=0; otherwise, de&ne R

xy=px′y′ where x
′=xmod 2n and y′=ymod n. For
∈{0; 1}¡d, x∈A, y∈B, de&ne
Rxy =
∨
z∈C
(R0xz ∧ R1zy):
It is easy to see that the size of Rxy is bounded by n
2(d−||) and the depth is bounded
by 2(d− ||). In particular, Rxy has size bounded by n2 log log(n) and depth bounded by
2 log log(n).
In the following, we will abbreviate some expressions by ignoring the conjunction
symbol. Thus, if F and G are Boolean formulas, the notation FG will be used instead
of F ∧G, and similarly for longer conjunctions. This will allow us to ignore some
parenthesis following the rules of arithmetic when ∨ and ∧ are interpreted as + and
×, respectively.
We want to prove the following sequents:
∧
∈{0;1}k
∧
x
∨
y
Rxy →
∨
∈{0;1}k
∨
y
∨
x1 =x2
Rx1yR

x2y; (1)
in size bounded by nck and depth bounded by 3k, where c is a suPciently large
constant independent of n (c=20 should work). When k=d= log log(n), it is easy to
see that sequent (1) is equivalent to PHP2nn after contraction of repeated formulas, and
the theorem will follow. We &x a suPciently large n, and proceed by induction on k.
Observe that the base case k=0 is precisely the sequent PHPn
2
n (R
). Since the se-
quent PHPn
2
n has LK proofs of size n
O(log(3)(n)) and constant depth, it follows that
PHPn
2
n (R
) has LK-proofs of size bounded by nc log log(n) and depth bounded by 3 log
log(n). Here is where we need n to be suPciently large.
A. Atserias / Theoretical Computer Science 295 (2003) 27–39 31
Suppose next that we have proved sequent (1) for a k¿0 in size nck and depth 3k.
We prove it for k+1. We &rst prove the following sequents for every ∈{0; 1}k and w:
∧
x
∨
y
R0xy
∧∧
x
∨
y
R1xy →
∨
y
Rwy: (2)
Recall that Rwy stands for
∨
z R
0
wzR
1
zy . Start with the sequents R
0
wz→R0wz and
∧
x
∨
y R
1
xy
→ ∨y R1zy , and apply the right ∧-introduction to obtain
R0wz;
∧
x
∨
y
R1xy → R0wz
∧∨
y
R1zy : (3)
By distributivity we easily get
R0wz;
∧
x
∨
y
R1xy →
∨
y
R0wzR
1
zy : (4)
By the rules of left ∨-introduction, left weakening, left ∧-introduction, right ∨-introduc-
tion and commutativity of ∨, in this order, we get the desired sequent (2).
Next we prove the following sequents for every ∈{0; 1}k , w1 
=w2 and y:
Rw1yR

w2y →
∨
z
∨
x1 =x2
R0x1zR
0
x2z
∨∨
z
∨
x1 =x2
R1x1zR
1
x2z : (5)
Recall that Rwiy stands for
∨
z R
0
wizR
1
zy . Using distributivity, derive the sequent
Rw1yR

w2y →
∨
z1 ;z2
R0w1z1R
1
z1yR
0
w2z2R
1
z2y: (6)
For z1=z2, derive the sequent R0w1z1R
1
z1yR
0
w2z2R
1
z2y→R0w1z1R0w2z2 . For z1 
= z2, derive the se-
quent R0w1z1R
1
z1yR
0
w2z2R
1
z2y→R1z1yR1z2y. The left ∨-introduction and the right ∨-introduction
gives the sequent
∨
z1 ;z2
R0w1z1R
1
z1yR
0
w2z2R
1
z2y →
∨
z1=z2
R0w1z1R
0
w2z2
∨ ∨
z1 =z2
R1z1yR
1
z2y: (7)
A cut with sequent (6), right weakening, right ∨-introduction and commutativity of ∨,
in this order, give the desired sequent (5).
Now combine all sequents (2) by right ∧-introduction, left ∧-introduction and com-
mutativity of ∧, in this order, to obtain
∧
∈{0;1}k+1
∧
x
∨
y
Rxy →
∧
∈{0;1}k
∧
x
∨
y
Rxy: (8)
Similarly, combine all sequents (5) by left ∨-introduction, right ∨-introduction and
commutativity of ∨, in this order, to obtain
∨
∈{0;1}k
∨
y
∨
x1 =x2
Rx1yR

x2y →
∨
∈{0;1}k+1
∨
y
∨
w1 =w2
Rw1yR

w2y: (9)
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Finally, two cuts using sequents (1), (8) and (9) give the desired result for k +1. If c
is suPciently large, it is easy to check that the size of this proof is bounded by nc(k+1)
and its depth is bounded by 3(k + 1). This completes the induction step.
An analogous argument mimicking the proof of Nepomnja;s;cij’s Theorem, instead of
Savitch’s Theorem as above, gives a general size-depth trade-o7 upper bound. Since
the notation in the proof would get fairly tedious, we prefer to state it without proof
and get it as a corollary to Theorem 6 below (see the end of Section 4).
Theorem 2. PHP2nn has LK proofs of size n
O(d(log(n))2=d) and depth d.
We note that the hidden constant in the big-oh notation of Theorem 2 is independent
of d. Thus the theorem applies for any constant value of d, as well as for d growing
with n. For the reader that is worried by the exact details that give the bounds stated
in this theorem, we just point out the main ingredients of the propositional proof that
di7er from the proof of Theorem 1. The idea is to de&ne more intermediate points
between A and B.
Let s¿0 be a parameter and let d= logs(log(n)). In the proof of Theorem 1,
we have s=2. We de&ne L= log(n), R=0, and L; i=R + (s − i)=s(L − R) and
R; i=R + (s− i − 1)=s(L − R) for every ∈{0; : : : ; s− 1}¡d and i∈{0; : : : ; s− 1}.
With these de&nitions, we let A={0; : : : ; 2Ln − 1}, B={0; : : : ; 2Rn − 1}, and for
every i={1; : : : ; s− 1} de&ne Ci={0; : : : ; 2L; i n− 1}. Now one would de&ne formulas
Rxy recursively as follows:
Rxy =
∨
zi∈Ci
R;0x;z1R
;1
z1 ;z2 · · ·R;s−1zs−1 ;y;
with appropriate base cases. Observe that the depth of these formulas is 2d, and the
size is bounded by (ns)2d which is nO(d(log(n))
1=d) by straightforward calculations. The
rest of the proof is very similar.
3. Formalization of Nepomnja!s!cij’s Theorem
Let us brieSy recall the proof of a general form of Nepomnja;s;cij’s Theorem. This
will be of help later.
Theorem 3 (General form of Nepomnja;s;cij’s Theorem). Let K=K(n), T=T (n) and
S=S(n) be time-constructible functions such that K(n)¿2. For every non-determinis-
tic Turing machine running in simultaneous time T and space S, there exists an
equivalent alternating Turing machine running in time O(SK log(T )= log(K)) and
2 log(T )= log(K) alternations.
Proof. Let M be a non-deterministic Turing machine running in simultaneous time T
and space S. The idea is to divide the reachability problem between con&gurations
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of M into many equivalent subproblems of smaller size. Hence, con&guration CK is
reachable from con&guration C0 in N steps if and only if there exist K−1 intermediate
con&gurations C1; : : : ; CK−1 such that for every i∈{0; : : : ; K − 1}, con&guration Ci+1
is reachable from con&guration Ci in N=K steps. An alternating Turing machine can
existentially quantify those intermediate con&gurations, and universally branch to check
that every two consecutive con&gurations are reachable from each other in the appro-
priate number of steps. Applying this recursively yields an alternating machine that
checks whether an accepting con&guration is reachable from the initial con&guration
of M .
The details of the calculations follow. Since M runs in space S, each con&gu-
ration can be coded by a binary word of length O(S). The outermost reachability
problem has length T since M runs in time T . The second level of reachability sub-
problems have length T=K . In general, the subproblems at level i have length T=Ki.
After log(T )= log(K) levels, we reached a trivial reachability subproblem. Therefore,
the whole computation of the simulating machine takes time O(SK log(T )= log(K)) and
2 log(T )= log(K) alternations.
Our next goal is to formalize the ideas of Theorem 3 into a theorem of the bounded
arithmetic theory I0 . We will use the beautiful arithmetization in I0 of Chapter V,
Section 3 in the book of HNajek and PudlNak [9]. In summary, the arithmetization allows
us to manipulate sequences provably in I0. Thus, there are formulas Seq(s) meaning
that s is the code of a sequence, (s)i=x meaning that the ith element of the sequence
s is x, and s˙ t=p meaning that sequence p is the result of appending sequence t to
the end of sequence s. The coding is such that if s=(x), the sequence with x as its
only element, then I0 proves s69x2. Moreover, I0 proves that for every sequence
s, the bound s˙ (x)69x2s holds (see Lemma 3.7 in p. 297 of [9]). It follows that I0
proves that if lr exists below n and s is a sequence of length r, all of whose elements
are smaller than l, then s69r l2r (by 0-induction on r). Therefore, the coding is fairly
close to its information theoretic bound. Of course, I0 can prove several other obvious
facts about Seq(s), (s)i and s˙ t (see [9] for details).
Let ,(x; y) be a 0-formula in a language L, extending the usual language of arith-
metic {+;×;6}. Obviously, ,(x; y) de&nes a binary relation on any model for the lan-
guage L that may be interpreted as an in&nite directed graph. We de&ne 0-formulas
-i(x; y), with certain parameters, meaning that y is reachable from x under certain
conditions that depend on the parameters. More precisely, let -0(x; y; t; r; l; n)=,(x; y)
(note that the parameters t, r, l and n are not used for the moment). Inductively, we
de&ne -k+1(x; y; t; r; l; n) as follows:
(∃z 6 n)(Seq(z) ∧ (z)0 = x ∧ (z)r = y ∧ (∀i ¡ r + 1)((z)i 6 l) ∧
∧(∀i ¡ r)(∃c; c′ 6 z)((z)i = c ∧ (z)i+1 = c′ ∧-k(c; c′; t; t; l; n))):
Informally, the formula -k+1(x; y; t; r; l; n) says that y is reachable from x in r6t steps,
according to the directed graph de&ned by -k , as long as each number in the path is
bounded by l. The following theorem states this in the form of recursive equations:
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Theorem 4. Let M |= I0(L), and let x; y; t; r; l; n∈M be such that x; y6l, lt exists
in M, r¡t, and 9t+1 l2(t+1)6n. Then,
(i) -k+1(x; y; t; 0; l; n)↔ x=y,
(ii) -k+1(x; y; t; r + 1; l; n)↔ (∃c6l)(-k(x; c; t; t; l; n) ∧-k+1(c; y; t; r; l; n))
hold in M.
Proof. (i) Assume -k+1(x; y; t; 0; l; n) holds. Then, for some z6n, we have (z)0=x
and (z)0=y. Hence, x=y. Conversely, if x=y, then z=(x)69x269l26n is a witness
for the existential quanti&er in -k+1(x; y; t; 0; l; n). (ii) Assume -k+1(x; y; t; r + 1; l; n)
holds. Let z6n be the witness for its existential quanti&er. Let c=(z)1 and note that
(z)0=x. Obviously, c6l and -k(x; c; t; t; l; n) holds. Now let z′ be the sequence that
results from z when (z)0 is dropped (de&nable in I0). It is easily seen that z′6z6n,
and -k+1(c; y; t; r; l; n) holds with z′ witnessing its existential quanti&er. Conversely, if
-k(x; c; t; t; l; n) and -k+1(c; y; t; r; l; n) hold, let z′6n be a witness for the existential
quanti&er in the latter. We can assume that z′ codes a sequence of r + 1 numbers
bounded by l each; if not, just trim z′ to the &rst r + 1 numbers (de&nable in I0)
and the result is still a witness of the existential quanti&er. Moreover, z′69r+1 l2(r+1).
Since x6l and r¡t, the sequence (x)˙z′ is coded by some as z69r+2l2(r+2)6n such
a z is a witness for the existential quanti&er in -k+1(x; y; t; r+1; l; n) and we are done.
The reader will notice that the recursive equations in Theorem 4 correspond to the
inductive de&nition of the transitive closure of the graph de&ned by -k . The innermost
level of strati&cation, namely k=0, is the inductive de&nition of the transitive closure of
the graph de&ned by ,. It is in this sense that we interpret Theorem 4 as a formalization
of Nepomnja;s;cij’s Theorem.
4. Proof of the WPHP in bounded arithmetic
The graph of the exponentiation function x=yz is de&nable by a 0-formula on
the natural numbers. Moreover, the de&nition can be made so that the basic prop-
erties are provable in I0 (see the book of HNajek and PudlNak [9]). Similarly, one
can de&ne y=log(x), and y=log(k)(x) in I0. We make the convention that when
expressions such as log(a) or (log(a)) do not come up as integer numbers, the nearest
larger integer is assumed unless speci&ed otherwise. Thus, (log(a)) really stands for
log(a).
We let L be the usual language of arithmetic {+;×;6} extended by a unary function
symbol . We denote I0(L) (see the previous section by I0(). The Weak Pigeonhole
Principle PHPmn is formalized by the following statement:
(∀x ¡ m)((x) ¡ n))→ (∃x; y ¡ m)(x 
= y ∧ (x) = (y)):
We will abbreviate this statement by ¬ : m 1−1→ n. We will make use of the following
result:
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Theorem 5 (Paris et al. [18]). For every K¿0,
I0()  (∃y)(y = xlog(K)(x))→ ¬ : x2 1−1−→ x:
Here, log(0)(x)=x and log(k+1)(x)= log(log(k)(x)).
Next, we formalize the reduction of PHP2nn to PHP
n2
n using the result of Section 3.
Theorem 6. For every K¿0,
I0()  (∃y)(y = x(log(x))1=K )→ ¬ : 2x 1−1→ x:
Proof. Let =1=K . Let M=(M;F) be a model of I0(), let a∈M be such that
a(log(a))

exists in M , and assume for contradiction that F : 2a 1−1→ a. Let T=(log(a)),
L=a2, and N=9T+1L2(T+1). Observe that N exists in M since a(log(a))

exists, and M
is closed under multiplication. De&ne ,(x; y) as follows (see the text that follows the
formula for the intuition):
(∃r ¡ 2a)(∃r′ ¡ a)(∃q; q′ ¡ a)(x = 2aq+ r ∧ y
= aq′ + r′ ∧ (r) = r′ ∧ q = q′):
Note that this 0-formula could be informally abbreviated by
ymod a = (xmod 2a) ∧ y=a	 = x=2a	;
when x; y∈{0; : : : ; a2 − 1}.
Lemma 1. ,(x; y)M : 2i+1a 1−1→ 2ia for every i¡ log(a).
Proof. Given u∈ 2i+1a, let v=u=2a	 · a+(umod 2a). It is not hard to see that v∈ 2ia
and ,(u; v) holds. Moreover, if w∈ 2ia is such that ,(u; w) holds, then v=a	=u=2a	=
w=a	 and vmod a=(umod 2a)=wmod a. Hence, v=w. This shows that ,(x; y)M is
the graph of a function from 2i+1a to 2ia.
We show next that the function is one-to-one. Let u; v∈ 2i+1a and w∈ 2ia be such
that ,(u; w) and ,(v; w). Then, u=2a	=v=2a	=w=a	 and F(umod 2a)=F(vmod 2a)
=wmod a. Since F is one-to-one, it must be then that umod 2a=vmod 2a. Hence,
u=2a · u=2a	+ (umod 2a)=2a · v=2a	+ (vmod 2a)=v.
Lemma 2. -K (x; y; T; T; L; N )M : a2
1−1→ a.
Proof. We prove that for every k6K , the formula -k(x; y; T; T; L; N ) de&nes a
one-to-one mapping -k : 2(i+1)T
k
a → 2iT k a for every i¡ log(a)=T k . The lemma will
be proved since TK=((log(a))1=K)K= log(a) (in fact,TK¿ log(a) by our convention
on rounding). The proof is by induction on k (this induction is outside M).
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Lemma 1 takes care of the base case k=0. We turn to the inductive case 0¡k6K .
Fix i¡ log(a)=T k . We prove that for every r6T , the formula -k(x; y; T; r; L; N ) de&nes
a one-to-one mapping -rk : 2
(iT+r)Tk−1a→ 2iT k a. That is, we prove that for every r6T ,
x¡2(iT+r)T
k−1
a and y¡2iT
k
a,
-k(x; z; T; r; L; N ) ∧-k(y; z; T; r; L; N )→ x = y
holds in M. We use the schema of 0-induction on r in the 0-formula above. The
base case r=0 is immediate since -k(x; y; T; 0; L; N ) de&nes the identity by Theorem 4.
Suppose that 0¡r6T , and that -k(x; y; T; r − 1; L; N ) de&nes a one-to-one mapping
-r−1k : 2
(iT+r−1)Tk−1a → 2iT k a. Since -k−1(x; y; T; T; L; N ) de&nes a one-to-one map-
ping -k−1 : 2(iT+r)T
k−1
a → 2(iT+r−1)Tk−1a by induction hypothesis on k, and since
-k(x; y; T; r; L; N ) de&nes the composition of -k−1 and -r−1k by Theorem 4 (observe
that x; y6L, r − 1¡T and 9T+1 L2(T+1)6N ), it follows that -k(x; y; T; r; L; N ) de&nes
a one-to-one mapping -rk : 2
(iT+r)Tk−1a→ 2iT k a as required.
Since -K is a 0() formula, we have that (M;-K (x; y; T; T; L; N )M) |= I0(). More-
over, alog
(2)(a)¡a(log(a))

exists in M . It follows from Theorem 5 that -K (x; y; T; T;
L; N )M is not a one-to-one mapping from a2 → a; a contradiction to Lemma 2.
It is well-known that proofs in I0() translate into polynomial-size bounded-depth
LK proofs. When statements of the form “f(x) exists” are required as in Theorem
4, the translations come up of size f(n)O(1) (see [12], for example). This gives us
Theorem 2 as a corollary except for some annoying details in the exact bounds. In
order to get the exact bounds stated there, it would probably be better to work out the
propositional proof in detail.
5. In(nitude of primes
The existence of in&nitely many primes is not guaranteed in weak fragments of
arithmetic. For example, it is known that Iopen, Peano Arithmetic with induction
restricted to open formulas, has models with a largest prime [16]. It is an open problem
whether I0 proves the in&nitude of primes. It is known, however, that I0 augmented
with the axiom (∀x)(∃y)(y=xlog(x)) proves it. In addition, a single application of this
axiom suPces. More precisely, 1
Theorem 7 (Paris et al. [18]). I0  (∃y)(y=xlog(x))→ (∃y)(y ¿ x ∧ prime(y)).
The aim of this section is to show that a weaker axiom suPces, and so the existence
of xlog(x) is not the optimal large number assumption. Namely,
1 This notion of limited use of an axiom also appears in Chapter V, Section 5, Subsection (g) of [9].
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Theorem 8. I0  (∃y)(y=x(log(x))1=K )→(∃y)(y¿x∧prime(y)) for every K¿0. More-
over, there exists a model M |= I0 with a non-standard element a∈M such that
a(log(a))
1=K
exists in M but alog(a) does not.
Proof. For the second part, let M be a non-standard model of true arithmetic, and let
a∈M be a non-standard element. Obviously, a(log(a))1=K exists in M since the function
is total in true arithmetic. Let N={n∈M : (∃i∈!)(M |= n¡ai(log(a))1=K )}. It is not hard
to see that N is a cut of M that is closed under addition and multiplication. It fol-
lows that N |= I0 (see Lemma 5.1.3 in p. 64 of [12]). Finally, a(log(a))1=K still exists
in N by absoluteness of the 0-formula expressing the graph of exponentiation. How-
ever, alog(a) does not exist in N because alog(a)¿ai(log(a))
1=K
in M for every standard
i∈!.
For the &rst part, suppose that a(log(a))
1=K
exists in M |= I0. Our goal is to show
that no 0-de&nable function F :M→M maps 9a log(a) injectively into 8a log(a).
The result would follow from Theorem 11 of [18] since then a prime exists in M
between a and a11. Let b=a2
K
and observe that b(log(b))
1=K
=a2
K+1(log(a))1=K exists in M
since it is closed under multiplication. By Theorem 6, no 0-de&nable function maps
2b injectively into b. It follows that no 0-de&nable functions maps 98b injectively into
b; otherwise we could compose that function with itself a constant number of times to
map 2b injectively into b. We conclude that no 0-de&nable function maps 9a log(a)
injectively into 8a log(a); otherwise, we could juxtapose that function with itself to
obtain a 0-de&nable function mapping 98b injectively into b (break b and
9
8b into
a2
K−1=8 log(a) blocks of size 8a log(a) and 9a log(a), respectively).
We note that I0 proves (∀x)(∃y)(y=xlog(x))→ (∀x)(∃y)(y=xlog(x)). However,
the second part of Theorem 8 implies that I0 does not prove (∃y)(y=xlog(x)) →
(∃y)(y=xlog(x)).
6. Discussion and open problems
Another major open problem in Feasible Number Theory is whether Fermat’s Little
Theorem is provable in I0. Berarducci and Intrigila [2] point out that one impor-
tant diPculty is that the modular exponentiation relation xy ≡ z (mod n) is not known
to be 0-de&nable. The situation has changed, however. Very recently, Hesse [11]
proved that the modular exponentiation relation on numbers of O(log(n)) bits is &rst-
order de&nable. A well-known translational argument shows then that xy ≡ z (mod n) is
0-de&nable. The proof of this result, however, seems to rely on Fermat’s Little Theo-
rem, and therefore it is not clear whether the basic properties of modular exponentiation
are provable in I0.
Open Problem 1. Find a 0 de<nition of the modular exponentiation relation
whose basic properties are provable in I0; namely, xyxz ≡ xy+z (mod n) and (xy)z ≡
xyz (mod n).
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We believe that a positive solution to this open problem would help is develo-
ping the number theory of I0 in the same way that the 0-de&nition of the
(non-modular) exponentiation relation helped is developing the metamathematics of I0
[8,9].
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