Quantum phases of a one-dimensional dipolar Fermi gas by Mosadeq, Hamid & Asgari, Reza
Quantum phases of a one-dimensional dipolar Fermi gas
Hamid Mosadeq1,2 and Reza Asgari2∗
1 Faculty of Science, Shahrekord University, Shahrekord 88186-34141, Iran and
2 School of Physics, Institute for Research in Fundamental Sciences (IPM), Tehran 19395-5531, Iran
(Dated: November 3, 2018)
We quantitatively obtain the quantum ground-state phases of a Fermi system with on-site and
dipole-dipole interactions in one-dimensional lattice chains within the density matrix renormalization
group. We show, at a given spin polarization, the existence of six phases in the phase diagram and
find that the phases are highly dependent on the spin degree of freedom. These phases can be
constructed using available experimental techniques.
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I. INTRODUCTION
Cold dipolar atom gas systems have attracted a lot
of attention due to the novel anisotropic and long-range
character of the dipole-dipole interactions [1]. For high
enough densities, the atomic de Broglie wavelength be-
comes larger than the typical inter-particle distance and
thus quantum statistics governs the many-body dynam-
ics of cold atom systems. Moreover, for strong fermion-
fermion interactions, when the average interaction energy
becomes larger than the corresponding kinetic energy,
one can expect drastic changes in the properties of the
system. Strong correlations are at the center of activity
of various scientific disciplines such as optical, condensed
matter physics, chemistry and quantum science ranging
from high-temperature superconductivity [2], superfluid-
ity (SF) [3], metal-insulator transition [4], Fulde-Ferrel-
Larkin-Ovchinkov (FFLO) [5], orbital ordering and other
structural phase transitions [6].
One of the current challenges of condensed matter
physics is to understand the distinctive exotic paired
states and quantum phases that are realized when
particles have different on-site and long-range interac-
tions. It has been predicted that in Bose lattice sys-
tems, the presence of finite interactions gives rise to
novel quantum phases in two-dimensional [7] and one-
dimensional (1D) [8, 9] systems. A quantum phase dia-
gram of fermionic dipolar gases in a planar array of one-
dimensional tubes has been studied [10] and the elemen-
tary excitations and the Luttinger components for vari-
ous correlation functions were found. Unconventional SF
in two coupled fermionic chains has been proposed [11] in
which an admixture of spin singlet and triplet SF pairings
occurres with purely repulsive interactions. The recent
experimental investigations [12–14] in creating degener-
ate cold polar molecules, relying on the dipole-dipole in-
teraction and using the many internal degrees of free-
dom in molecules to engineer effective spin-spin interac-
tions offer promising orientations for exploring novel and
strong correlated many-body physics. More importantly,
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dipolar interactions can enrich considerably the physics
of quantum gases with internal degrees of freedom. The
experimental observation of dipolar systems started with
reporting the realization of a chromium Bose-Einstein
condensate with strong dipolar interactions. By using a
Feshbach resonance, Lahaye et al. [12] reduced the usual
isotropic contact interaction, such that the anisotropic
magnetic dipole-dipole interaction between 52Cr atoms
becomes comparable in strength. Afterwards, the cre-
ation of an ultracold dense gas of potassium rubidium
polar molecules was reported [13] and the authors co-
herently transferred extremely weakly bound potassium
rubidium molecules to the vibrational ground state of ei-
ther the triplet or the singlet electronic ground molecular
potential. The range of the dipolar-dipolar interactions
can be much larger than the typical optical lattice spacing
for systems in which molecules with permanent electric
or atomic magnetic dipolar moments have been used [15].
In this paper, we employ the density matrix renormal-
ization group (DMRG) [16], which is one of the sophisti-
cated methods for investigating 1D many-body systems,
and finite size scaling to study the phase diagram of 1D
dipolar Fermi systems. Numerical simulations based on
DMRG have been used to investigate the quantum phases
of a 1D Bose lattice [17] but an accurate phase diagram
for a 1D dipolar Fermi system is still missing. We find
that paired states near the vanishing on-site energy of a
quarter filling state (one fermion per two sites, n = 1/2)
are significantly different from those paired states of a
half filling state (one fermion per site, n = 1). The re-
sulting phase diagram shows the existence of six phases,
illustrated in Fig. 1 for the unpolarized case, which have
rich exotic phases of 1D dipolar Fermi gas. The weak
coupling phase diagram incorporates spin-density wave
(SDW), charge-density wave (CDW), and singlet and
triplet superfluidity phases, (SSF or TSF, respectively).
In the strong coupling regime, bond order wave (BOW)
and phase separation (PS) phases are obtained. Below,
we explain the whole states by computing at their or-
dered parameters and Luttinger parameters and explor-
ing phase diagrams for polarized phase diagram within
DMRG. Notice that the experiments on polar atoms or
molecules fall outside the range of validity of the Hub-
bard model and it is necessary to consider a long-range
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FIG. 1. (Color online) DMRG phase diagrams of the fermion
atoms with dipolar interactions in the unpolarized 1D lattice
chain. At half filling, ( top panel) a quantum TSF phase
occurs mainly for all 0 < U/t < 3 and −0.5 < V/t < 0
whereas the SSF phase mostly takes place for −0.5 < V/t < 0
and U/t < 0. The BOW is located in a narrow strip between
the spin and charge density wave phases. The PS phase occurs
for the region where V/t < −0.75 and the boundary disperses
as a function of U . For the attractive dipolar interaction
values, an inhomogeneous cluster type phase occurs. For the
case at quarter filling ( bottom panel) rich quantum phases
including a large area of the charge density fluctuation (CDF)
for 0 < V/t and U < V/6, the SSF phase mainly for U < 0
and −1 < V/t < 0.25, spin density fluctuation phase (SDF)
for the positive U and V , and a large area of PS occur. In
addition, the TSF phase is located around small negative V
and U > 0 next to the spin density fluctuation phase. A SDW
phase occurs for large U/t > 6 and V/t > 6 values. The mesh
in the horizontal axis is ∆V = 0.05t and the different phases
are separated by lines where their thickness is much larger
than numerical errors.
interaction as a dipolar-dipolar interaction. We also ex-
amine the phase diagrams at finite spin polarization and
find that phases are sensitive to the spin degree of free-
dom, ξ = (N↑ − N↓)/N where N = N↑ + N↓ and Nσ is
the number of fermions with spin σ.
The paper is organized as follows. We introduce the
model Hamiltonian and some physical correlation func-
tions in Sec. II. The numerical results and discussions
regarding phase diagrams, the charge and spin gaps and
the density profiles, are reported and discussions regard-
ing different phases at given spin degree of freedom are
provided in Sec. III. A brief summary of results is given
in Sec. IV.
II. THEORY AND MODEL
The fermionic particles interact with other fermionic
particles with an on-site Coulomb repulsion when two
fermions occupy the same orbital. The Hamiltonian of
such interacting ultracold systems on a lattice is given by
the Hubbard model [18] which serves as one of the most
prominent models for a solid. The extended Hubbard
model [19, 20] whose particle interaction is modeled by
an on-site interaction with a constant interaction poten-
tial, describing the low-energy physics of the interacting
dipolar spin-1/2 fermionic in a 1D lattice is given by
H = −t
∑
i,σ
(c†iσci+1,σ + h.c.) + U
∑
i
ni↑ni↓
+
(N−1)a∑
i,r=a
Vi
nini+r
r3
(1)
where c†iσ stands for the creation operator with a spin
σ at site i, niσ = c
†
iσciσ is the density operator and
ni = ni↑ + ni↓. Here N is the cut of the dipolar interac-
tion and we consider N = 7 such that the physical quan-
tities remain unchanged by increasing N > 7 and a is a
lattice constant (with a typical chemical interaction dis-
tance of 1 nm). t represents the transfer energy between
the nearest-neighbor sites and Vi = V is the strength of
the dipole-dipole interaction that can change from a pos-
itive value to a negative one depending on the direction
of the interacting dipolar. It is worth mentioning that
a purely attractive interaction can be achieved in the
meta-stable state [21]. The dipole-dipole interaction, in
general, has two important features; namely anisotropic
and long-ranged, i.e. it decays as 1/r3 at large distances.
Therefore, it is natural to expect intriguing properties in
dipolar gas systems [22].
We accurately investigate the ground-states and phase
diagrams of the system described by Eq. (1) at half and
quarter fillings in terms of the positive and negative val-
ues of U and V . The variation of V corresponds to a
change in the polarization direction with respect to the
lattice orientation. Meanwhile, polar molecules are eas-
ily manipulated by external electric fields and thus their
dipole moments can be tuned.
DMRG is an algorithm for optimizing a variational
wavefunction with the structure of a matrix-product
state and it consists of a systematic truncation of the sys-
tem Hilbert space, keeping a small number of important
states in a series of subsystems of increasing size to con-
struct wave functions of the full system [16]. In DMRG
3the states retained to construct a renormalization group
transformation are the most probable eigenstates of a re-
duced density matrix instead of the lowest energy states
kept in a standard numerical renormalization group cal-
culation.
The DMRG with open-end boundary conditions is em-
ployed to obtain the ground-state and low-lying excited-
states energies and expectation values of order parame-
ters in the thermodynamic limit, L → ∞. The reason
that we use open-end boundary conditions in the system
is to reduce the truncation error which is much smaller
than with periodic boundary conditions. In order to keep
the boundary effects small, we add additional terms on
the boundaries to the Hamiltonian [23] V n(n1 + nL) so
that a particle on the boundary on average has the same
potential energy as the rest of the system. In our numer-
ical calculations, we study chains with up to 160 sites
and increase the number of density matrix eigenstates
up to 500 with a sweep number 10 in order to have
the truncation error less than 10−9 in the fully polarized
state and 10−6 in other states. Therefore, the finite-size
scaling analysis based on the L dependence of quantities
is needed and we thus perform finite-size scaling for all
quantities.
To determine the phase diagrams, several physical ex-
pectation values are calculated. We first obtain the
charge and spin gaps as follows
∆c = [E(N↑ + 1, N↓ + 1, Sz) + E(N↑ − 1, N↓ − 1, Sz)
− 2E(N↑, N↓, Sz)]/2 (2)
∆s = [E(N↑ + 1, N↓ − 1, Sz + 1)− E(N↑, N↓, Sz)] (3)
where E(N↑, N↓, Sz) is the ground-state energy for a
given number of atoms with spin-up (spin-down) N↑,
(N↓) and total spin in the z direction, Sz.
The single-particle spectral function is of particular in-
terest in relation to photoemission results. We calculate
the charge-charge and spin-spin correlation functions
S(±)(q) =
1
L
∑
jl
eiq(j−l)[< (nj↑ ± nj↓)(nl↑ ± nl↓) >
− < (nj↑ ± nj↓) >< (nl↑ ± nl↓) >](4)
with q = 2pi/L. Notice that the charge-charge and
spin-spin correlation functions can be measured using
Bragg scattering experiments which provide a clear sig-
nature of the phases. Following the Luttinger-liquid
(LL) theory [24, 25], the long-wavelength behavior of the
S(±)(q) is governed by the LL charge and spin exponents;
Kρ(σ) = limq→0 piS±(q)/q.
A careful extrapolation of the charge-charge and spin-
spin correlation functions at a large wavelength limit are
necessary to evaluate the correct value of Kρ(σ), respec-
tively in the L → ∞. We analyze various lengths of
the lattice size and perform a finite size scaling analy-
sis stemming from the length dependence of the corre-
lation functions. Since the limit q → 0 limit is very
difficult to attain strictly in numerical calculations of fi-
nite systems, the values of Kρ and Kσ calculated from
the q → 0 limit of S±(q) are in general slightly larger
than their true values [25]. In order to overcome those
difficulties, the number of the density matrix eigenstates
might be increased and in practice, it is computation-
ally time consuming. Therefore, we use the Tomonaga-
Luttinger mode, to calculate the values of Kρ and Kσ.
In the Tomonaga-Luttinger phase, Kρ and Kσ are given
by [26]
Kρ =
pi
2
n2κvc
Kσ =
pi
2
n2χvs (5)
where κ and χ are the charge compressibility and spin
susceptibility and vc, vs are the charge and spin veloci-
ties, respectively. To obtain Kρ, we calculate the charge
and spin compressibilities from the charge and spin gaps,
respectively,
κ =
2
n2L∆c
χ =
4
n2L∆s
(6)
where the velocities are given by
vc = [E1(N↑, N↓, 0)− E0(N↑, N↓, 0)]/(2pi/L)
vs = [E1(N↑ + 1, N↓ − 1, 1)− E0(N↑, N↓, 0)]/(2pi/L)
(7)
in which E1(N↑, N↓, Sz) is the lowest excitation energy
with total spin Sz for finite system size L.
III. NUMERICAL RESULTS AND
DISCUSSIONS
In this section, we present our main numerical results
based on the theory presented in the previous section.
Our aim is to explore the phase diagrams of the system
in the half and quarter filling cases. We also consider
different spin degrees of freedom, ξ, and show that the
phase diagrams are sensitive to the value of ξ.
A. Unpolarized 1D lattice chain, ξ = 0
Having calculated the ground-state energy for a given
number of atoms, we can now compute the charge and
spin gaps. A careful extrapolation of these quantities is
necessary to extract the correct values in the thermody-
namic limit, namely L → ∞. We study various lengths
of chains and perform a finite-size scaling analysis based
on the L dependence of the physical quantities. Figure 2
shows the finite-size scaling analyses for (a) the charge
gap and (b) spin gap at U = V for different values of V
for the case with the quarter filling factor n = 1/2. The
value of the gaps depends on the V and U strengths. The
charge gap and spin gap vanish for V/t < 4 , however
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FIG. 2. (Color online) Finite-size scaling analysis for (a)
charge gap and (b) spin gap scaled by t at ξ = 0 for U = V
and different values of V (in units of t) for the case of the
quarter filling state, n = 1/2. The lines indicate the polyno-
mial fits to the numerical results.
the charge gap opens for V/t > 4 in the thermodynamic
limit. A finite value of the charge gap or the spin gap in-
dicates different phases and we will discuss those phases
in detail later. As shown in Fig. 2, both of the gaps quan-
tities are a monotonous function of L−1 for all parameters
and can be fitted to ∆δ(L) = a
(1)
δ L
−1 + a(2)δ L
−2 where
δ = ρ or σ denotes the charge or spin channel. We also
find that the charge or spin velocity behaves as a line
function of L−1 and can be fitted nicely to a function
vδ(L) = v
(1)
δ /2pi + v
(2)
δ L
−1.
As we mentioned in the previous section, knowing
the Luttinger parameters is vital to understand different
phases. Kσ vanishes in the spin gapped phase, however
Kσ = 1 everywhere else, in the thermodynamic limit. In
the weak coupling regime, the metallic phase is a Lut-
tinger liquid [27] and it is still quite hypothetical to as-
sume that this is the case for the model Hamiltonian
given by Eq. (1). This assumption is verified by calcu-
lating the identity 2Kρ/(pivc) = n
2κ in which Kρ is ob-
tained within the charge-charge correlation function at
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FIG. 3. (Color online) LL parameters, Ks (red lines) and Kρ
(blue lines), as a function of V (in units of t) for different
values of the on-site energy for the case of the half filling
(a) and the quarter filling states (b) for ξ = 0 and in the
thermodynamic limit. The results for U/t = 0, 4 and 8 are
shown by star, squared and circled lines, respectively.
q → 0 with a 1% error. Moreover, the LL theory has
been used for bosonic gases with repulsive power-law in-
teractions [28]. Accordingly, the assumption is applicable
in our system in the (V,U) space and we are thus able to
explore metallic phases within LL theory.
An exciting phase in 1D systems is a spin density fluc-
tuation (SDF) or Luther-Emery phase, a statistical fluc-
tuation of the spin density where the spin and charge
gaps vanish. In order to determine this phase, we com-
pute the LL exponents [29] where the Kσ ≥ n2 whereas
the Kρ ≤ n2. At the quarter filling, a SDF having the
Kρ ≤ 1/2 emerges in a wide region of the parameter
space and furthermore a small area of spin density wave
takes place for large V and U values.
Meanwhile, there is a charge density fluctuation (CDF)
phase in which the density correlation function decays
slower than the spin correlation function and thus the
density fluctuations are dominant. In this phase, the
spin gap is finite and both Kσ and Kρ are smaller than
unity. When U ≤ 0 increases the spin gap opens whereas
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FIG. 4. (Color online) (a) OBOW quantity as a function of
1/
√
L for different values of the V at ξ = 0. The lines indicate
polynomial fits to the data.(b) OBOW quantity as a function
of V (in units of t) for the case of half filling at U = 4.
the charge gap remains zero for certain values of V at
quarter filling. In other words, the ground state of the
model is the CDF metal for a weak interacting fermion
regime.
After calculating the charge and spin gaps and cor-
responding ∆δ(L) together with vδ(L), the Luttinger
parameters can be evaluated by using Eq. (5). The
charge compressibility from the charge gap is κ =
limL→∞ κ(L) = 4/n2a
(1)
ρ and similarly the spin suscep-
tibility is χ = limL→∞ χ(L) = 4/n2a
(1)
σ . Furthermore,
the velocity in the thermodynamic limit can be calcu-
lated by using vδ = limL→∞ vδ(L) = v
(1)
δ /2pi and thus we
are able to evaluate the Luttinger parameters by using
Kδ = v
(1)
δ /a
(1)
δ . Figure 3 shows Kσ and Kρ as a function
of V for different values of the on-site energy and for both
cases of n = 1 and 1/2. Those aforementioned phases
can be understood by analyzing Kσ and Kρ. It should
be noted that Kσ = Kρ = 1 for a noninteracting system
and the charge parameter, Kρ increases with increasing
V for the case where U = 0 due to the effective attrac-
tion on the same orbital [27]. Remarkably, Kρ tends to
zero for the insulating phase such as the CDW as shown
in Fig. 3(a) and it is typically quite difficult to obtain
Kρ = 0 in an insulating phase near the phase boundary.
Having known that Kρ 6= 0 on the BOW-CDW boundary
(a continuous phase transition) and vanishes elsewhere,
we can expect a peak in Kρ as a function of V . As shown
in Fig. 3(a), Kρ decreases from 1 at U = 0 and shows a
peak at (V,U) = (2.3t, 4t). Moreover, Kρ becomes al-
most zero for U > 6t (the first-order phase transition) in
agreement with the results shown in Fig. 1a. Therefore,
this behavior explains that the transition is first-order in
the U > 6t case.
Another state is the PS and it occurs when the ground-
state is inhomogeneous. PS means the possibility of the
system to spontaneously undergo a macroscopic segrega-
tion into two phases with different hole concentrations.
In the attractive interaction, a pair of fermion atoms on
the same site can not be broken because, it is costly from
an energy point of view. The unpaired fermion particles,
on the other hand, can move in the region located be-
tween pairs, but they can not be on the neighboring sites.
In this phase, the charge gap is finite and Kρ < n
2. The
simplest way to get quantitative insight into the insta-
bility region is to calculate the compressibility. It turns
out [30] that the compressibility of a homogenous Fermi
gas becomes negative signaling the instability of the gas
that leads to a collapse. We calculate the compressibility
and thus its divergence illustrates the position of the PS
transition. Our accurate calculations, see Fig. 1, show
that a wide regime of the PS phase takes place at both
the quarter and half filling phases with an attractive in-
teraction potential.
The competition between the on-site and dipolar en-
ergies gives rise to the stable phase. Recently, by study-
ing the extended Hubbard model ground state broken
symmetries using level crossings in excitation spectra ob-
tained by exact diagonalization, Nakamura [20] has ar-
gued for the existence of a novel bond order wave (BOW)
phase for small to intermediate values of U and V in a
narrow strip between the CDW and the SDW phases.
The BOW phase is characterized by alternating strengths
of the expectation value of the kinetic energy operator on
the bonds. It is predicted to be a state where the dis-
crete symmetry is broken and should hence exhibit true
long-range order.
At half filling, near the bond order wave [20] and charge
density wave, which are insulating phases, the spin gap
is suppressed and moreover the system is a Mott insu-
lator phase with a 2kF spin density wave for V ≤ U/2.
Therefore, we introduce local order parameters for these
two gapful phases as OCDW =<
∑
j(−1)jnj > and
OBOW =<
∑
jσ(−1)j(c†jσcj+1,σ + h.c.) >. The bond
order corresponds to a charge density wave where the
density is located on the bonds rather than on the sites
as in the CDW. For the finite value of OCDW or OBOW ,
a long-range order of the charge density wave or bond
order wave state appears. Notice that both charge and
spin gaps are zero in a region near U = V = 0. In this
6region, the system is a gapless Luttinger liquid [24]. In
the bond order wave phase with a Mott type insulating
gap, both charge and spin gaps are finite.
The BOW order parameter is well extrapolated [31]
as a function of L−Kρ . For example, at U/t = 4 and
by sweeping the positive V , the SDW phase occurs with
zero Kρ and afterwards we expect Kρ ' 1/2 in the BOW
phase near to the boundary of the SDW phase and by
increasing V , the CDW phase takes place where the Kρ
becomes zero as shown in Fig. 3(a). Similar results have
been reported in Ref. [31]. Therefore, since Kρ ' 1/2,
the BOW order parameter is scaled better by 1/
√
L than
by 1/L. The OBOW correlation is shown as a function
of 1/
√
L in Fig. 4(a) at n = 1 and U/t = 4. We use
polynomial fits to evaluate the quantity in the thermo-
dynamic limit. Afterwards, the OBOW correlation in the
L → ∞ as a function of V is obtained and the results
are shown in Fig. 4(b). The BOW is located in a narrow
strip between the spin and charge density wave phases.
For a given 2.5 < U/t < 6, we find that there is a domain
around the V/t = 2 for which the OBOW of the system
is finite in the L→∞. Furthermore, as V increases, the
charge fluctuations enhance and thus a transition from
a spin density wave to a bond order wave occurs. The
boundary is determined where the spin gap begins to de-
velop. The occurrence of the bond order wave can be
understood as the result of increasing frustration in the
spin degree of freedom.
Our numerical results of the phase diagram at half fill-
ing and for V > 0, apart from the bond order wave phase,
are in good agreement with those results obtained by a
bosonization theory in Ref. [32]. Moreover, the results
show that there is a discrepancy between the quantum
phases at half and quarter fillings due to the difference
between the on-site and dipolar energies for different fill-
ings. Noticeably, the phase diagrams shown in Fig. 1
are different from those results obtained by the extended
Hubbard model [27, 33] due to the impact of the dipole-
dipole interaction. Essentially the phase diagram of the
1D dipolar system at n = 1/2 differers with that obtained
within the extended Hubbard model. For instance, an
insulator phase with a charge gap has been predicted
within the extended Hubbard model at quarter filling for
the regime in which U/t > 6 and V/t > 4 however it does
not exist in a 1D dipolar system as shown in the bottom
panel of Fig. 1.
B. Polarized 1D lattice chain, ξ 6= 0
The FFLO phase [5] has recently attracted a lot of in-
terest from both experimental and theoretical groups [34]
for spin polarized systems. To obtain the FFLO phase,
the pairing operator ∆ˆl = cˆl↓cˆl↑ is no longer useful since
a long-range order is forbidden in 1D however, the corre-
lation functions do not decay exponentially but as power
laws, which is very slowly. The correlation functions of
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FIG. 5. (Color online) DMRG pair momentum distribution as
a function of k for a system with L = 40a at (a) U/t = −5 for
the potential energy −2 ≤ V/t ≤ 4 and at (b) V = 0 for the
on-site energy −5 ≤ U/t ≤ 5 at half filling and ξ = 0. Note
that the well-defined peaks at k = 0 denote the SF phase.
By increasing U the SF phase disappears which is in agree-
ment with Fig. 1. (c) and (d) are the DMRG pair momentum
distributions as a function of k for the same systems as (a)
and (b), respectively, but at ξ = 0.5. The system is a spin
polarized phase and well-defined peaks occur at kFFLO.
the pairing operator
Cll´ = 〈∆ˆ†l ∆ˆl´〉 (8)
for different values of the spin polarization can be evalu-
ated and our numerical results for the polarized system,
ξ 6= 0, show that the pair correlation function decays with
a power law |l− l´|−1/Kρ at large distances. As the value
of ξ increases, the power law of the correlation function
transforms to an oscillation function at large distances.
For V < 0, the form of the function differs with respect
to the V > 0. Moreover the pair correlation function
increases by decreasing the value of U .
We investigate the oscillatory character of the pair cor-
relation function by studying the Fourier transform of the
function. Its Fourier transform is given by
Gpair(k) =
1
2L
∑
i,j
Cije
ik(i−j) (9)
The peak of the pair momentum distribution is an indica-
tion of a long-range order pair correlation in the system
for different ξ.
The pair momentum distribution can determine the
limitation of the SF (for the case where ξ = 0) or FFLO
phase in the phase diagram. The pair momentum dis-
tribution for different states and different interactions is
illustrated in Fig. 5 at half filling. We obtain a simi-
lar structure at quarter filling. For U < 0 and V > 0
the pair momentum distribution has a sharp peak that
7disappears at a certain value of the dipole-dipole inter-
action, Vc. The value of Vc increases with increasing U .
For V < 0, the pair momentum distribution is a constant
function in the Fourier space.
The ground-state, for the unpolarized case, is the SF
state characterized by a sharp peak centered at momen-
tum k = 0 in the pair momentum distribution Gpair(k)
(Fig. 5(a)). For ξ 6= 0, the ground-state is a 1D FFLO
state with k 6= 0 (Fig. 5(c)). Then the k value can be un-
derstood as an order parameter of the FFLO phase. The
momentum of the FFLO state kFFLO, at which the Gpair
shows a strong peak, is kFFLO = piNξ/L. We notice
that, in Fig. 5(d), the value of kFFLO remains constant
for different interaction strengths but it increases when
the filling of atoms increases to the half filling value. The
pair momentum distribution function for quarter filling
behaves like the half filling, however its tail as a function
of the momentum is different.
The SF or FFLO phase in the fermionic system is the
result of the condensation of the pairs of fermions. If
the total spin of the pair is zero, the state of the two
fermions will be a singlet state superfluidity, however the
two fermions maybe paired in a triplet state superfluidity.
Both the singlet and triple states superfluidity extend to
a wide range around V = 0 due to the presence of the
hopping term (see Fig. 1 and Fig. 6 for ξ = 0.5). For the
case of the repulsive interaction, the system undergoes
a quantum phase transition from the SF to an insulator
state . This can be understood by noting that in the
strongly interacting regime, density fluctuations become
energetically costly and are therefore suppressed.
We examine the phase diagram at finite ξ = 0.5
(N↑ > N↓) and the results are illustrated in Fig. 6. The
quantum TSF phase is similar to the case of ξ = 0 at
half filling, however the spin density wave expands to-
ward the negative U . A small bond order wave region
has taken place for larger U and V values. The charge
density wave is modified by a mixed state of a combina-
tion of the charge density wave and narrow domains of
a ferromagnetic state (CDW-F), since it is energetically
favorable.
In order to explore this phase, we show the density
profiles of the half filled system for two spin channels at
ξ = 0.5 in Fig. 7 for (a) U/t = 2 and (b) U/t = −2 corre-
sponding to CDW-F illustrated in Fig. 6. There are two
major features in these results. First, there is a CDW
structure for each spin channel in which the spin fluctua-
tion is totally suppressed at a short distance, and second,
there is a phase shift in their oscillatory structures in such
a way that in U > 0, the maximum of < ni,↑ > lies on the
minimum of the < ni,↓ > and vice versa. Therefore, it
shows a mixed state of the CDW phase together with the
ferromagnetic state. However, for U < 0, the spin fluc-
tuation dose have a noticeable effect at short and close
neighborhoods but the system tends to the CDW-F state
at larger distances. At quarter filling, on the other hand,
there are large amounts of quantum fluctuations and the
CDF expands with the larger values of V . These features
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FIG. 6. (Color online) DMRG phase diagrams of the fermion
atoms with dipolar interactions for a ξ = 0.5 1D lattice chain.
At half filling (top panel), a quantum TSF phase is similar
to the case of ξ = 0, however the spin density wave expands
toward negative U . The charge density wave is modifies by
a mixed state of a combination of the charge density wave
and narrow domains of the ferromagnetic state. Moreover,
at quarter filling ( bottom panel), rich quantum phases occur
and the charge density fluctuation expands with larger V val-
ues. The mesh in the horizontal axis is ∆V = 0.05t and the
different phases are separated by lines where their thickness
is much larger than numerical errors.
originate from a competition between the on-site and the
interaction energies for imbalanced particle densities.
Finally, the system in the half filling phase and in the
fully polarized case is a ferromagnetic Heisenberg chain
model, however there is a rich diagram phase at quarter
filling as shown in Fig. 8. The four stable phases (PS,
CDF, CDW and TSF) are obtained. To determine the
phase diagram in this case, we calculate the Kρ (=Kσ),
the charge and spin gaps given by Eqs. (2)-(7) in the
thermodynamic limit. The value of Kρ is mostly smaller
than unity for the range of the value of V > 0 shown in
Fig. 8(a). The CDF phase for which the hopping energy
is dominated, is obtained by conditions in which ∆s 6=
0 however ∆c = 0. The PS phase has taken place for
the large attractive interaction energy with different hole
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FIG. 7. (Color online) Density profile of the particles as a
function of lattice site for a CDW-F mixed state with V/t = 4
and (a) U/t = 2 and (b) U/t = −2. A CDW structure for each
spin channel in which the spin fluctuation is totally suppressed
at a short distance is seen for U > 0. On the other hand, for
U < 0, the spin fluctuation dose have a noticeable effect at
short and close neighborhood but the systems tend to the
CDW-F state at larger distances.
concentrations. The density profile of the different phases
is shown in Fig. 8(b). The particle-hole density profile at
the large attractive interaction potential is a constant
value n = 0.5 at V = 0 and then emerges to the charge
density wave at the large repulsive interaction potential.
IV. CONCLUSIONS
We have determined with quite good accuracy the
ground-state phase diagrams of the fermion atoms with
on-site and dipolar interactions in a 1D lattice at half
and quarter filling within the extended Hubbard model
by utilizing DMRG approach and finite size scaling.
The model presents a rich phase diagram, depicted in
Figs. 1 and 6, illustrating most relevant quantum phases
in the (U, V ) plane in the 1D lattice of the dipolar sys-
tem. The competition between the on-site energy, the
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FIG. 8. (Color online) Luttinger parameter, Kρ as a function
of the potential interaction (in units of t) at quarter filling for
a fully polarized case, ξ = 1 in the thermodynamic limit. The
four stable phases (PS, CDF, CDW and TSF) are shown.
Note that the results do not depend on the on-site energy
value. (b) A density profile of the particles as a function of
lattice site for different phases as shown in (a) at U = 0.
dipole-dipole interaction and the hopping energy and be-
sides their quantum fluctuations generates different ex-
otic phases in the system. We have elaborated a paring
phase in a large area of the repulsive interaction potential
at quarter filling.
We have shown, at a given spin polarization, the ex-
istence of six phases in the phase diagram and found
that they are sensitive to the spin degrees of freedom.
In the half filling state, we have found the charge and
spin density waves, phase separation, and triplet and sin-
gle superfluid phases in an unpolarized system, however
the charge density wave phase changes qualitatively when
the spin degree of freedom is 1/2 and other phases only
change quantitatively in the (U, V ) plane. In the quarter
filling case, on the other hand, we have found the spin
density wave, phase separation, triplet and singlet super-
fluid and charge and spin density fluctuations phases at
finite ξ values, whereas we have only found four stable
phases, (phase separation, superfluid state, charge den-
9sity fluctuation and charge density wave) in the fully spin
polarized case. Our obtained phase diagrams should be
verified by experiments.
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