Energy storage can facilitate the integration of renewable energy resources by providing arbitrage and ancillary services. Jointly optimizing energy and ancillary services in a centralized electricity market reduces the system's operating cost and enhances the profitability of energy storage systems. However, achieving these objectives requires that storage be located and sized properly. We use a bilevel formulation to optimize the location and size of energy storage systems, which perform energy arbitrage and provide regulation services. Our model also ensures the profitability of investments in energy storage by enforcing a rate of return constraint. Computational tractability is achieved through the implementation of a primal decomposition and a subgradient-based cutting-plane method. We test the proposed approach on a 240-bus model of the Western Electricity Coordinating Council system and analyze the effects of different storage technologies, rate of return requirements, and regulation market policies on energy storage participation on the optimal storage investment decisions. We also demonstrate that the proposed approach outperforms exact methods in terms of solution quality and computational performance. Index Terms-ancillary services, arbitrage, cutting-plane method, energy storage (ES), power system planning, primal decomposition. NOMENCLATURE A. Sets and Indices [B, B E , B N ] Set of buses and subset of buses with and without energy storage, indexed by b [I, I b ] Set of generators and subset of generators connected to bus b, indexed by i [J] Set of typical days, indexed by j [L] Set of transmission lines, indexed by l [T ]
E NERGY storage (ES) is a highly flexible resource that has the potential to facilitate the integration of renewable energy sources such as wind and solar [1] , [2] . U.S. system operators and regulators have recognized ES as the key technology in achieving sustainability in the power sector [3] . For instance, 263 MW of the ES capacity has already been deployed in PJM [4] . In ISO New England, 94 MW of the battery energy storage capacity has been proposed for deployment as of January 2016 [5] . The California Public Utilities Commission has mandated a merchant ES procurement goal of 1325 MW by 2020 [6] .
ES can relieve congestion in the transmission system by performing spatio-temporal arbitrage, make possible a more optimal dispatch of conventional generators and hence reduce the cost of dealing with the intermittency of renewable resources [7] . Advanced ES technologies such as batteries also provide rapid responses in reserve and regulation services, which lower the ancillary service procurement requirements and reduce the cost of handling the stochasticity of wind and solar [8] . However, because it is likely that many of these ES systems will be deployed by private investors, we should not consider only whether they provide a social benefit in terms of reduced operating cost, but also whether they generate a sufficient return on investment [9] , [10] . Since ES operators may wish to participate in multiple electricity markets to increase their profits [11] [12] [13] [14] [15] , we need to consider the arbitrage jointly with the provision of ancillary services when identifying opportunities for investments in ES.
An accurate long-term planning decision must account for its impact on short-term system operations [16] . However, solving a single optimization problem that includes the entire planing horizon (i.e., a full-year operation) is far beyond what is computationally tractable at this point in time. To overcome such computation barriers, heuristic ES planning models [7] , [17] split ES siting and sizing into sequential decisions according to heuristic rules. While heuristic models are solvable over longer planning horizons, they may produce suboptimal planning decisions. To obtain more rigorous planning decisions, stochastic programming has been extensively incorporated in power system planning problems [18] [19] [20] [21] . Stochastic planning models co-optimize siting and sizing decisions on ES over a set of selected representative scenarios [19] , [20] , [22] [23] [24] [25] [26] . The computational complexity of a stochastic planning model depends on the number of scenarios, and a sufficient number of scenarios must be considered for effective representations of the uncertain renewable generation resources and demand. Although a larger number of scenarios improves the robustness of the planning result, such formulated problems can be computationally intractable when applied to large power systems [27] . Besides, adding additional planning criteria, such as a guarantee of the ES investment payback rates [9] , [28] , and a co-optimization of energy and reserve markets [11] , will further increase the complexity of the planning model.
The aforementioned ES planning approaches aim to trade-off modeling accuracy and computational complexity. Still, solving ES planning problems in realistically large systems is a non-trivial task and the modeling accuracy has been sacrificed for the sake of solvability. Nasrolahpour et al. [28] formulated strategic ES sizing in energy markets as a bi-level problem, and adopted a solution algorithm which combines mathematical programming with equilibrium constraints (MPEC) with Benders decomposition. However, their algorithm takes hours to solve the bi-level ES sizing problem on a single bus case study. We propose a decomposition algorithm that provides more accurate and faster solutions to the ES planning problem for a large number of scenarios. This paper makes the following contributions:
1) It formulates the optimal ES profit-constrained siting and sizing problem in a joint energy and reserve market as a bilevel problem considering the perspectives of the system operator in anticipation that energy storage would act as profit-seeking entities in a market environment. 2) It describes and tests a solution method which combines primal decomposition with subgradient cutting-planes. This solution method is scalable to any planning scenarios, and has non-heuristic terminating criteria. 3) It benchmarks the computational performance of this algorithm against an exact linear programming (LP) approach, and demonstrates the accuracy and scalability of this algorithm. 4) It uses compressed air energy storage and lithium-ion batteries to represent two different types of ES technologies, and compares their investment for different regulation market policies. 5) It analyzes the effect of a minimum profit constraint on the ES siting and sizing decisions as well as on the system operating cost. All simulations are performed on a modified version of the 240-bus system of Western Electricity Coordinating Council (WECC) [29] . The WECC system is a realistically large testbed for planning studies that demonstrates scalability of the proposed solution method. Section II formulates the bi-level optimal ES siting and sizing model. Section III proposes the solution method to the formulated problem. Section IV describes the testbed system parameters. Section V presents and discusses the numerical results. Finally, conclusions are drawn in Section VI.
II. PROBLEM FORMULATION
We formulate the optimal ES siting and sizing as a bi-level problem. The upper-level (UL) problem identifies the ES investment decisions which minimize the overall system cost over a set of typical (or representative) days, while the lower-level (LL) problems minimize the operating cost of each typical day.
A. Upper-Level Problem: Energy Storage Siting and Sizing
The UL problem minimizes the total system cost (C S ) over all typical days, i.e. the sum of the expected system operating cost and of the ES investment cost:
where x U are upper-level decision variables, and x p j are lowerlevel decision variables. The system operating cost is the sum of the dispatch cost C P j for each typical days weighted by the relative importance ω j of the days it represents. The ES investment cost C E is calculated based on both the power rating p R b and the energy capacity e R b of the ES installed at each bus b ∈ B:
where
This problem is constrained by limits on the power to energy (P/E) ratio of the ES (which depends on the technology adopted), on the capital available for investment in ES, and by the need to achieve a minimum rate of return χ on these investments:
where the ES operational profit C R is calculated as follows:
The first two terms calculates the payment the ES receives from the energy market that settles in the locational marginal price (LMP), the third and the fourth term calculates the payment from the regulation market that settles in the system-wide regulation up and down prices, the last four terms represents the operation cost of discharging, charging, as well as providing regulation.
B. Lower-Level Problem: Economic Dispatch
Each lower-level problem minimizes the system operating cost, C P j , for a particular typical day using an hourly interval. This economic dispatch takes into account the generation and regulation cost of conventional generators and ES units, as well as the cost associated with spillage of renewable energy. For each typical day j, this problem can be formulated in a compact way as follows:
subject to:
where the decision variables are
are constraint coefficient matrices. The compact expression of the constraints (9) is expanded below and the dual variables associated with each constraint are shown in parentheses after a colon.
1) Nodal Power Balance Equations (∀t ∈ T, b ∈ B):
At each bus, the sum of the power injections and the inflows must be equal to the demand:
Hourly up/down regulation requirements are expressed as a percentage of the system-wide demand (φ D ) plus a percentage of the system-wide renewable injection (φ R ):
where λ ru j,t and λ rd j,t are the hourly up and down regulation prices.
3) Energy Storage Constraints (∀t ∈ T, b ∈ B E ):
The evolution of the state of charge e soc j,t,b is calculated from the energy market dispatch schedules:
the initial ES SoC is set to zero (e soc j,0,b = 0) for all ES operations, and the end-of-day SoC is not enforced in (13) . The charging and discharging power must remain within the rated power:
and the ES must sustain the full regulation reserve dispatch for the required time interval (T es ):
4) Other Constraints:
Appendix VI-A defines the formulation of the generator power rating and ramp constraints, the constrains on renewable spillage, and the dc power flow model used to enforce the network constraints.
C. Dual Lower-Level Problem
We apply the primal-dual transformation to the primal lowerlevel (PLL) problem due to its convexity. The dual lowerlevel (DLL) problem optimizes system prices so that constraint (5) is enforced. The DLL objective function is formulated as follows:
where M D j and V D j are the constraint coefficient matrices. The detail of these constraints are given in Appendix VI-A. Note that the objective function includes products of UL (x U j ) and DLL variables (x D j ).
III. SOLUTION METHOD
Decomposition has been used extensively for solving largescale programming problems [30] [31] [32] [33] , especially for scenariobased stochastic programmings [28] , [34] [35] [36] [37] . A stochastic planning problem couples independent scenarios with a few planning decision variables. An effective decomposition breaks each scenario into a subproblem, which can be solved in sequence or in parallel. It is also easier to aggregate subproblem results in such decomposition structures, and the master problem can be solved rapidly and accurately. Fig. 1 illustrates the proposed solution algorithm that involves an innerloop and an outer-loop. The inner-loop identifies the optimal ES locations subject to the maximum ES investment budget, c ic,max , and the outer-loop enforces the ES rate of return constraint (5) .
In the inner-loop, the main problem is decomposed into scenario subproblems by fixing the value of ES planning variables. Each scenario subproblem solves an ED problem. The inner-loop is initialized with no ES installation in the system, and solve the ED for all scenarios. Based on the ED results, the potential benefit of ES installation is calculated for each bus in the system in a subgradient form. ES installations are updated accordingly. Therefore, the inner-loop calculates ES siting and sizing decisions iteratively, until the estimated distance to the exact optimal solution is sufficiently small. The decomposition technique is described in Section III-A. Section III-C explains how the subgradient of the objective function with respect to ES planning variables is calculated. Section III-B explains the subgradient cutting-plane method used to update ES planning variables at each iteration and solve the optimal ES location problem.
In the outer-loop, the optimal ES siting and sizing decisions are tested against the ES rate of return constraint (5) . If it is not satisfied, the maximum ES investment budget, c ic,max , is reduced and the inner-loop is repeated (see Section III-D). The algorithm terminates once a current solution satisfy constraint (5) or the maximum ES investment budget, c ic,max , reaches the minimum ES investment limit, c ic,min .
A. Problem Decomposition
The bi-level problem (1)- (17) can be recast into a single-level (SL) equivalent. The objective function of this problem is:
UL, PLL, and DLL constraints (21)
where (22) represents the strong duality constraint. The details of the formulation of this problem are given in Appendix VI-A. When the value of the coupling variables x U is fixed, we can then apply primal decomposition to this problem. For the sake of simplicity, we first ignore the profit constraint (5) . The subproblem becomes a linear ED problem for each typical day. This decomposed SL problem can then be solved iteratively as follows [38] :
1) Set Initial Values for the Coupling Variables: The solution algorithm starts with x U,(0) = 0, indicating no ES deployment.
2) Solve the Subproblems:
3) Solve the Master Problem: Calculate the subgradients of C S with respect to x U and update the UL variables accordingly. 4) Iteration: Check for convergence, and repeat from Step 2) if needed. The convergence criterion is explained in Section III-B.
While subgradient methods can be easily used to solve the master problem, their convergence is slow and they do not provide a measurement of the optimality of the results. We therefore incorporate the subgradient cutting-plane method in the proposed approach because it converges faster and has a nonheuristic stopping criterion.
B. The Cutting-plane Method
We apply cutting-plane methods [39] [40] [41] to solve the master problem. Cutting-plane methods incorporate results from previous iterations and form a piece-wise linear approximation (C (ν ) ) of the objective function:
where y is an inquiry point identical to x U , andC (ν ) (ỹ (ν ) ) is a lower-bound estimate of the optimal objective function value, i.e., the system cost.
At each iteration, the ES subproblems are solved by setting x U,(ν ) =ỹ (ν ) whereỹ (ν ) ∈ arg min yC (ν ) (y) subject to constraints (3) and (4). The inquiry pointỹ (ν ) , the current system cost value, and the calculated subgradients are then added to (23) as a new objective cut for future iterations. As iterations proceed,C (ν ) approaches the actual objective function, and a solution is found when the difference between C S (x U,(ν ) ) andC (ν ) (ỹ (ν ) ) is below a tolerance. We assume that the algorithm terminates based on a relative tolerance with respect to the estimated maximum system cost saving: (24) where C S (0) is the system cost without ES deployments, and is the relative tolerance. Therefore the system cost saving in the algorithm is always greater than (1 − ) of the optimal system cost saving.
C. Energy Storage Subgradient Cuts
ES subgradients for B E buses are calculated directly using dual variables associated with constraints (14)- (17), this derivation is shown in Appendix VI-C. However, the value ofφ
is always zero at the first iteration, because energy rating constraints are implicit, thus (16) never binds when the ES power rating is zero. Moreover,φ ch,(ν )
cannot reflect the value for arbitrage unless the ES has non-zero SoC evolutions to correlate temporal arbitrage decision between different time intervals. Therefore, we calculate ES subgradients for B N buses through a subgradient subproblem (SGSP) to correctly identify the value of marginal ES investment. The SGSP provides an initial ES P/E ratio ρ 0 b , so that solutions to the master problem has reduced perturbations and converges faster. The derivation of the SGSP is shown in Appendix VI-D. At iteration ν, the subgradients of C S with respect to the ES power rating (g p b ) and energy rating (g e b ) are calculated as:
whereĝ
are determined by solving the following subgradient subproblem (SGSP): This subproblem maximizes the profit of incremental ES deployments at B N buses, where ES are price-takes and profit maximization is equivalent to system operating cost minimization [42] .ρ 0 b is the optimal P/E ratio for price-taker ES deployments, which is close to the true optimal P/E ratio if the ES has limited price influences. Subgradients at B N buses are designed to enforceρ 0 b over all new ES deployments. ES deployments with near-optimal P/E ratios have faster convergence due to minimum perturbations between ES power and energy investment decisions.
D. Incorporating the ES Profit Constraint
In Appendix B, we show that the ES operational revenue can be represented using the ES subgradients:
Because all ES allocation variables must have non-negative values, all p R b and e R b with non-zero values must have negative subgradients. we can therefore infer that C R ≥ C E in all optimal locations, and in unconstrained ES locations, the ES rate of return χ converges to one. Hence χ ≥ 1 is guaranteed for all optimal ES locations. For χ > 1, we can reasonably assume that ES has a limited effect on system prices and that the system-wide ES operating revenue should only increase with ES investment. Therefore, for the optimal ES locations, the ES revenueĈ R is a concave monotonic increasing function of the ES investment cost C E such that:
where C E is capped by c ic,max in constraint (4) . If a rate of return χ is achievable in the system, then there must be some C E that satisfy:Ĉ
When an ES investment cost C E violates (4), we can estimate an upper-bound of C E as
because C R (C E ) ≤ C R (C E ) according to (29) . Therefore, (5) can be satisfied by iteratively solving the optimal ES allocation with a reduced maximum ES investment cost c ic,max = C R /χ. Since we use the cutting-plane method to solve the master problem and the feasible region is reduced when setting c ic,max = C R /χ (recall that (5) only binds when χ > 1), solving the optimal ES allocations recursively will not add much complexity because the method already has a fairly good estimate of the objective function.
E. Comparison to Benders Decomposition
Benders decomposition is a classic approach for solving block-structured optimization with coupling (complicating) variables [43] , and has been extensively used for solving strategic bi-level planning problems in power system [28] , [36] , [37] . The proposed algorithm is similar to Benders decomposition because it decomposes the optimization problem by fixing the coupling variables and solves the master problem using cutting planes. However, it incorporates two key improvements over a classic Benders decomposition.
First, it uses coordinated subgradient cuts, which provides more accurate information on the value of marginal ES investments than Benders dual cuts. Since the value of an ES deployment is jointly affected by its power and energy ratings, these planning decisions are not independent, and the P/E ratio must be optimized. However, Benders dual cuts based on the binding conditions of ES rating constraints (14)-(17) are inefficient at coordinating investments on power and energy ratings, especially during the early iterations where ES ratings are mostly zero. These uncoordinated cuts cause the master problem solution to oscillate around the optimal point, and significantly slow down the convergence. Instead of using dual cuts, the proposed algorithm uses coordinated ES subgradients, which enforces near-optimal P/E ratios over all new ES deployments and thus speeds up the convergence.
Besides using coordinated subgradient cuts, we analytically derived a relationship between the maximum ES investment budget and the profitability, and decomposed the bi-level problem into a recursive structure, as shown in Fig. 1 . Previous studies [28] , [36] , [37] follow an approach that combines Benders decomposition with MPEC. This approach first materializes the bi-level problem into a MPEC problem, the MPEC problem is then recast into a MILP structure using the 'big M' method [44] , and Benders decomposition is applied to decompose and solve the MILP problem. The 'big M' method uses auxiliary integer variables and a sufficiently large constant M to linearize nonlinear terms. However the accuracy and computational speed of the 'big M' linearization are very sensitive to the value of M , if M is not large enough, the linearization is not accurate, if M is too large, the computation can be extremely slow. Compared to the MPEC+Benders method, our algorithm requires no auxiliary linearization variables and the size of the master problem does not increase with the number of scenarios. Therefore, the proposed algorithm has better scalability and leads to more robust planning result. In addition, the proposed algorithm generates simpler subproblems that are solved faster than in the MPEC+Benders method. In Section V-D, we demonstrate that the computational speed of the proposed method surpasses the solution time achieved in a similar previous study.
IV. CASE STUDY TEST SYSTEM

A. System Settings
The proposed ES planning model and solution method were tested using a modified 240-bus reduced WECC system [29] . This system includes 448 transmission lines, 71 aggregated thermal plants and renewable sources including hydro, wind, and solar. The maximum expected forecasts of all renewable generations are grouped as G rn j,t,b , the maximum allowable spillage for hydro generation is enforced in G rs j,t,b , other types of renewable generation have no curtailment limits. Renewable curtailments are necessary in the modified WECC testbed because large renewable generation capacities are installed at some buses with a limited transmission capacity, and the objective of the economic dispatch is to minimize the system operating cost. In certain cases, such as days with strong winds and low demand, a certain amount of wind power generation must be curtailed to maintain secure operation of the system.
We use a '3 + 5'% reserve policy for setting the requirements for regulation [35] , hence φ D = 3% and φ R = 5%. Regulation parameters are adjusted so that the regulation prices are identical to the actual day-ahead regulation clearing prices in CAISO [45] . The value of renewable spillages is set to zero. The modified WECC system has a daily ED operating cost ranging from 15 to 35 M$.
All simulations were carried out in CPLEX under GAMS [46] on an Intel Xenon 2.55 GHz processor with 32 GB of RAM. Typical days and their respective weights from the year-long demand and renewable generation profiles were identified using a hierarchical clustering algorithm [47] . The convergence criterion is set to = 5%.
B. Energy Storage Cost Model
We consider two types of representative ES technologies: 1) above-ground advanced adiabatic compressed air energy storage (AA-CAES), and 2) lithium-ion battery energy storage (LiBES) [48] , [49] . The ES cost model consists of three parts: 1) Investment cost of the power equipments (c p ) proportional to the ES power rating (unit: $/kW). This investment covers the turbine generator and air compressor in AA-CAES, or the power electronic equipments in LiBES. 2) Investment cost of the storage system (c e ) proportional to the ES energy rating (unit: $/kWh). This investment covers the storage tank in AA-CAES, or the battery management system in LiBES. 3) Marginal production cost (unit: $/kWh). This is the energy production cost of ES units. Because we consider large-scale ES installations, we assume that the fixed storage installation cost, including the land and construction cost, scales linearly with the ES rating and can therefore be incorporated in the costs proportional to the power and energy ratings. AA-CAES units have high investment cost for power ratings and low investment cost for the storage capacity, the operation cost is also negligible because AA-CAES consumes no fuel for power generation. Electrochemical battery energy storage such as LiBES [48] , [50] has more evenly distributed investment cost components. The lifetime of lithium batteries is very sensitive to operations due to degradation, the marginal production cost of LiBES is therefore defined based on its cell cycle life.
We assume that cycle aging only occurs during battery discharging and has a constant marginal cost. Using cycle life test data set for Lithium manganese oxide (LMO) batteries [51] , we apply a linear fit to the LMO cycle life loss per cycle up to 70% depth of discharge (DoD) (Fig. 2) . The operation region of the LiBES is limited to the range from 20% to 90% of SoC to avoid deep discharges as well as overcharge and overdischarge effects, because these factors severely reduce the battery [52] . Instead of introducing new SoC constraints, the LiBES is oversized to reflect the increased cost due to a narrowed SoC operation region. We assume that the battery cells in the LiBES are always replaced once reaching their end of life. The marginal discharging cost of LiBES is calculated by prorating the battery cell replacement cost to the cycle life loss curve c dis = a fit Cell replacement cost ($406/kWh) DoD operation range (70%) ,
where a fit is the linear fitted slop of the cycle life loss curve in Fig. 2 . Table I shows the capital cost, P/E ratio range, efficiency, and operating cost of these two ES cost models. The battery cells in LiBES are replaced once reaches the end of life. We assume a 5% annual interest rate and calculate the daily prorated cost as in [7] . All 240 buses are considered as ES deployment candidates.
C. Negative Pricing and Storage Dispatch
In optimal ED solutions, an ES unit may be dispatched to charge and discharge simultaneously during the occurrence of negative LMPs [53] . The storage round-trip efficiency causes energy spillages that are beneficial to the system, and ES units gain additional revenue. Such dispatches are physically achievable for AA-CAES units because the air compressor and generator use separate pipelines [54] , so that the compressor and generator can operate at the same time.
LiBES can only charge or discharge at one time and simultaneous dispatches must be avoided. In Appendix VI-E we demonstrated the following sufficient condition for avoiding simultaneous charging and discharging (∀b ∈ B, t ∈ T, j ∈ J):
The above sufficient condition explains that in optimal ED solutions, an ES unit will not charge and discharge simultaneously as long as the operation cost for a round-trip dispatch is higher than the product of the round trip efficiency loss and the negative LMP value. In other words, the cost of performing simultaneous dispatches is higher than the market payment. In the modified WECC model, the largest negative LMP never exceeds − 200 $ /MWh, and the round-trip efficiency of LiBES is 90%. Therefore as long as the marginal production cost of LiBES is higher than 20 $ /MWh, simultaneous LiBES dispatches are avoided.
D. Regulation Cost and Dispatch Model
The cost of providing regulation is estimated using normalized CAISO area control error (ACE) data [8] , [55] . The provision of regulation does not increase the operating cost for AA-CAES because these units have no marginal operating cost. The average cost for LiBES to provide 1 MW of regulation up for one hour is 10% of the marginal production cost (c eu = 0.1c dis ) under the assumption that an average 100 kW·h of energy is generated. The regulation cost scales linearly with the regulation up capacity within the 70% DoD region. The LiBES has no cost for providing regulation down because charging has no marginal cost.
In CAISO, ES units have two options for participating regulation: the regulation energy management program (REM) and the traditional option (non-REM). In the REM program, CAISO co-optimize the ACE with the real-time energy market and generates a regularized regulation signal that has a 15-minute zeromean in energy. Therefore REM units are only required to have a 15 minute capacity (T es = 0.25) and are not deviated from their scheduled SoC levels.
Non-REM units are required to have a continuous full dispatch time requirement of one hour (T es = 1). SoC deviations for providing regulation in Non-REM ES units are not accounted in the ED formulation because we primarily evaluate the economic value of ES investment in hourly economic dispatch. In the regulation market, energy deviations caused by regulation provision are settled at the real-time locational marginal prices after the dispatch period [56] . Therefore, from an economic point of view, ES does not gain or loses energy in regulation provision (i.e., ES cannot receive free energy for charging by providing regulation, the charged energy is still settled at market prices), and the proposed planning model leads to sufficiently accurate decisions without considering the real-time regulation energy deviations. In real-time dispatches, ES units can adopt control strategies against large energy deviations [12] and maintain the scheduled dispatch.
V. SIMULATION RESULTS
A. Computational Performance
We compare the computational performance of the proposed method against solving the problem directly using CPLEX. When the profit constraint (5) is ignored, the objective function (20) and constraints (3), (4) and (9) become a linear problem (LP), and can be solved by using the solver CPLEX.
We designed 16 test cases with different planning scenarios. Case 1-4 are the optimal ES allocation considering 1, 3, 5, and 10 typical days, subject to a maximum ES investment budget constraint, using the CAES ES model. Case 5-8 are identical to 1-4 except that they do not include a maximum investment constraint. Case 9-16 are identical to 1-8 except that the LiBES ES model is used.
As shown in Fig. 3 , the proposed method is significantly faster than solving the LP problem directly using CPLEX, while all system cost saving results are within the set tolerance. CPLEX exhibits an approximately quadratic increase in computation time with the number of typical days, while the proposed method demonstrates a much slower increase. However, the computational speed of the proposed method depends on the renewable and demand profiles because some profiles result in smoother system cost functions, which facilitates the convergence of the subgradient cutting-plane method. When the IC constraint is excluded, the search region for ES allocation expands and thus the computation time of both methods increases. However, this effect is much smaller in the proposed method.
B. Rate of Return on ES Investment
We performed ES planning on three different days subject to different ES rate of return constraints. Table II shows the results for the LiBES model with T es = 0.25. A higher ES rate of return reduces the installed ES capacity and increases the system operating cost. A return rate of 150% is only achievable in one of the three days.
The computation time of the proposed method increases moderately when the payback rate is greater than 1, because the optimal ES allocation is solved repeatedly. However this will not result in a polynomial or exponential increase in complexity because the cutting-plane method keeps track of historical results. Enforcing a higher rate of return reduces the maximum ES investment budget and hence decreases the feasible region. In This table also shows that buses 155 and 285 are the only locations where ES is deployed for day 100, 141 and 285. In other single-day tests that we performed, ES was also located at buses 15, 90, 198, 226, 227, 228 . These buses are good locations for performing spatio-arbitrage because they are connected to frequently congested lines and renewable sources, especially hydro units. In particular, LMPs are frequently negative at bus 155.
C. Stochastic ES Planning
We performed stochastic ES planning considering 20 typical days with no maximum ES investment limit. Three market scenarios are considered: in Arb-only AA-CAES only participates in the energy market, in Non-REM AA-CAES can participate energy and regulation markets under traditional regulation requirements, and in REM AA-CAES can participate energy and regulation markets under REM regulation requirements.
1) AA-CAES Results: Fig. 4 shows stochastic planning results for AA-CAES. Because system-wide regulation prices are independent of the location, arbitrage is the sole factor for ES siting. Bus 155 is the optimal choice for all ES allocations, mainly due to its high occurrence of negative LMPs. In the Arbonly market scenario, AA-CAES has a P-to-E ratio of 0.11, equivalent to 9 hours of rated energy capacity. In Non-REM and REM cases, the planning results have larger installation capacities, and the P-to-E ratio also increases. The change in the regulation requirement does not have a significant impact on the planning results, and arbitrage is still the primary market income source.
2) LiBES Results: No LiBES is installed in any market scenarios under current investment cost as shown in Table I . Since the decreasing trend of LiBES investment cost is expected to continue for the next ten years [49] , [50] , it is reasonable to assess the planning of LiBES using reduced investment cost. In Fig. 5 , LiBES planning results are shown for up to 50% investment cost reduction for the Non-REM and REM market scenarios, while in the Arb-only case, no LiBES is installed. The result shows that investments in LiBES will become profitable when the investment cost dropped by at least 30% from its current value, and the installed capacity increases steadily with further cost reductions. At each cost level, the market revenue from arbitrage is roughly the same in the Non-REM and the REM case, while the regulation revenue almost doubles in REM. The difference in revenue also reflects in the installation capacity, while the installed energy capacity is similar in the REM and Non-REM cases, LiBES has a much higher P-to-E ratio with REM.
D. Computational Speed Comparison
The proposed solution algorithm is faster than solving a bilevel ES planning problem using the combination of Benders decomposition and MPEC. Nasrolahpour et al. [28] use the MPEC+Benders approach to solve a bi-level ES planning problem for optimal ES sizing in a single bus system in an energy market environment. Their solution time range from 3 to 6 h. By comparison, when our method was applied to the optimization of ES siting and sizing in a 240-bus system considering both energy and regulation markets, the longest simulation finished within one hour, and most simulations finished within 15 minutes.
VI. SUMMARY
In this paper, we have formulated the optimal ES profitconstrained siting and sizing as a bi-level problem with a minimum rate of return constraint. We have proposed a scalable solution method involving a primal decomposition and subgradient cutting-planes. The proposed method is significantly faster than CPLEX for solving LP ES planning problems.
The proposed solution method has the same order of complexity as conventional economic dispatch, thus making this method computationally tractable for any system with a feasible ED solution. Since the decomposed subproblems are independent of each other, the computation time increases linearly with the number of typical days considered. The solution time could be further improved by solving the subproblems in parallel.
We have analyzed the optimal ES siting in joint energy and reserve markets on a modified WECC 240-bus model. The sensitivity of these siting decisions has been studied with respect to different ES technologies, the rate of return on ES investments, and regulation market policies. The results show that increasing the rate of return requirement greatly reduces the deployment of ES. In the stochastic ES planning, AA-CAES shows a higher potential for reducing system cost than LiBES, which depends on the design of the regulation market for its profitability. However AA-CAES technology is still at the pilot stage, while grid-scale installations of LiBES are happening worldwide.
APPENDIX
A. Single-Level Equivalent Problem Formulation
This problem consists of the objective function (20) , the UL constraints (3)-(5), and the following constraints:
1) PLL Constraints: (10)-(17) and the following constraints
The minimum and maximum capacity of all generators are enforced in (34) . (35) and (36) model the ramp requirement for regulation, and (37) models the ramp requirement for dispatch. The DC power flow is modeled in (38) and (39) . The maximum expected forecast for renewable generation and the maximum allowable renewable spillage are enforced in (40) .
2) DLL Constraints:
The DLL problem has the following constraints (∀i ∈ I, j ∈ J, t ∈ T, b ∈ B): ϕ f j,t,l + ψ f j,t,l + γ f j,t,l − λ lmp j,t,o(l) + λ lmp j,t,r (l) = 0 (41) ψ rn j,t,b + ϕ rn j,t,b − λ lmp j,t,b + (λ ru j,t + λ rd j,t )φ D = c rs (42) 
ϕ ch j,t,b + ψ rd j,t,b + T es ϕ soc j,t,b − e ed γ soc j,t,b + λ rd j,t /η ch = c ed (50) ϕ dis j,t,b + ψ ru j,t,b − T es ψ soc j,t,b − e eu γ soc j,t,b + λ ru j,t η dis = c eu , (51) where ψ ≥ 0 and ϕ ≤ 0.
B. ES Profit Constraint Transformation
From DLL constraints (48)- (49) and (50)- (51), we obtain the following equalities:
r eu j,t,b (λ eu j,t η dis − c eu ) + r ed j,t,b (λ ed j,t /η ch − c ed ) = −(ϕ ch j,t,b + ψ rd j,t,b + T es ϕ soc j,t,b )r ed
By using (13), (46) , and (47), we derive the following expression: = t∈T e soc j,t,b (ψ soc j,t,b + ϕ soc j,t,b ) ,
We can obtain the linear daily revenue collected by ES by 1) combining and rearranging (52)-(54), and 2) substituting the complementary slackness condition associated with (14)- (17) . 
which leads to
Because ES revenue only applies to b ∈ B E , by comparing (56) with (25) and (26),we can represent ES revenue using ES subgradients:
c dis − ϕ dis j,t,b − ψ dis j,t,b + γ e j,t,b + λ lmp j,t,b /η dis = 0 (67) similarly, for ES charging variables p ch j,t,b , the following equation
Assume there exists p dis j,t,b > 0 and p ch j,t,b > 0 at bus b at time t during typical day j in the optimal solution of the ED problem. Then ψ dis j,t,b = 0, ψ ch j,t,b = 0 because of the complementary slackness conditions. Summing (67) and (68) and the following equation holds c dis + c ch − ϕ dis j,t,b − ϕ ch j,t,b + (1/η dis − η ch )λ lmp j,t,b = 0 , (69) because ϕ dis j,t,b ≤ 0, ϕ ch j,t,b ≤ 0, (69) can be reduced to
(70) describes the necessary condition for p dis j,t,b > 0 and p ch j,t,b > 0. Hence, the sufficient condition for the exact relaxation of the complementary constraint of (66) is
for all j ∈ J, t ∈ T , b ∈ B.
