In this paper, we describe experiments designed to validate some techniques used for spatial normalisation of diffusion tensor (DT) images. In particular, we have previously described the problems involved in applying transformations to these images and proposed several techniques for addressing this problem. DTs contain orientational information, which must be handled appropriately when a DT image is transformed. In this paper, we review the previously proposed techniques for estimating the appropriate reorientation of each DT that should accompany a given transformation of the image. We describe the design of some synthetic data sets and some experiments, which use this data to test the effectiveness of the techniques under affine transformations of DT images. Results confirm that one particular technique, which takes into account the more complex reorientational effects of shearing and stretching transformations, is the most effective.
INTRODUCTION
This paper is concerned with the problem of applying transformations to diffusion tensor (DT) images, which is essential for higher level tasks such as DT image registration. The problem is straightforward for rigid transformations, but more difficult for higher order, affine transformations. We focus on affine transformations here, since a solution to this problem can be extended to even higher order transformations, by modelling the transformation as locally affine, [1, 2] .
DT imaging is a recent MR innovation, [3] , in which the measurement acquired at each voxel is a 3D symmetric tensor that describes the local diffusive behaviour of water, in the material being imaged. The DT can be thought of as an ellipsoid, which describes the amount of water diffusion that occurs in every direction from the centre of an image voxel. DT imaging has proved useful, because of the added insight it provides into the structure of fibrous tissue, such as white matter in the brain, which contains bundles of fibrous axons. In this type of tissue, although water is free to diffuse along the axis of the fibres, diffusion is hindered in perpendicular directions by the rigid cell walls that bound the fibres. Measurements acquired from these regions thus tend to be anisotropic -i.e., the amount of diffusion depends on direction [4] . Furthermore, the principal axis of the DT points along the axis of the bundled fibres, which allows these fibres to be traced through DT images. In the brain, this affords the possibility of connectivity maps being constructed, e.g., [5] , since the fibres are axons, which form connections in the brain.
We can separate quantities that describe the size, shape and orientation of each DT, by extracting the eigenvalues, λ 1 , λ 2 and λ 3 and corresponding eigenvectors, e 1 , e 2 and e 3 , from the DT matrix. Henceforward we will assume that these values are sorted so that λ 1 > λ 2 > λ 3 , e 1 is the major eigenvector of the DT (the principal direction) and e 3 is the minor eigenvector. The eigenvectors describe the orientation of the DT and the eigenvalues describe the size and shape. The most common scalar indices that are used to describe the size and shape of the DT are the trace, anisotropy and skewness. These are effectively the first, second and third moments, respectively, of the distribution of eigenvalues of a DT and are independent of the orientation of the DT. The trace is the sum of the eigenvalues and describes the size of the DT. The anisotropy is a measure of the variance of the eigenvalues. DTs with high anisotropy can take on a range of shapes. In general, they lie between two extreme cases: prolate, or cigar-shaped, DTs, which have one large eigenvalue and two small ones, and oblate, or pancake-shaped, DTs, which have two large eigenvalues and one small one. The skewness separates these two casesprolate DTs have positive skewness, whilst oblate DTs have negative skewness. Figure 1 shows, left to right, trace, anisotropy (here we use the lattice anisotropy measure proposed in [6] ) and skewness maps of a single axial slice of a DT image acquired from a normal human volunteer. The trace image highlights CSF regions of the brain, where diffusion is unhindered in all directions and so is largest, whereas the anisotropy and skewness images pick out regions of white matter. Our work is concerned with spatial normalisation of these images. Spatial normalisation is essential for longitudinal studies of the variation in diffusion properties in the brain of one patient and for cross-population studies into the variation of these properties within particular anatomical features of the brain. There are two issues of concern when trying to adapt existing spatial normalisation techniques, see for example, [7, 8, 9] , to work with this new data type. Firstly, a similarity measure is required to drive the registration process; secondly, we need to ensure that the orientational information in the image is handled correctly. Here we will focus on the second issue, which is illustrated in the next section. Similarity measures for DT images have been discussed in [2, 10] .
The problem of preserving the orientational information in a DT image through an image transformation is described in section 2 together with a review of some solutions to this problem that were proposed in [1] . In this paper, we present some experiments to compare and validate these solutions over a synthetic data set. The design of this synthetic data is described in section 3. Experimental methods and results are presented in section 4 and we finish with some discussion and future directions for this work in section 5.
TRANSFORMATIONS OF DT IMAGES
In this section we discuss the application of affine transformations to DT images. In order to preserve the integrity of an image undergoing such a transformation, each DT must be reoriented in such a way as to remain consistent with the surrounding anatomical structure of the image. We begin with the relatively straightforward problem of reorienting DTs in images undergoing rigid transformations. We then discuss the more complex problem of computing the appropriate reorientation for DTs when affine transformations are applied. A number of reorientation strategies were proposed in [1] , which provide estimates of the transformation that must be applied to each DT. These strategies are reviewed. Here we restrict ourselves to global affine transformations of the image. If we can devise a method for DT reorientation under affine transformations of the image, we can extend the method to work with higher-order transformations, by modelling that transformation as locally affine. The method is then applied separately at each voxel using the local affine model. This approach was adopted in [1, 2] in order to apply the high dimensional transformations computed by an elastic registration algorithm to DT images.
Rigid Transformations
The problem we face is illustrated in Figure 2 , where a rigid, 45° rotation is applied to a single axial slice of a DT image of the human brain. Figure 2(a) shows a vector field derived from such an image slice. The projection of e 1 onto the image plane is shown at each point in the image at which the DT is sufficiently anisotropic. If we apply the rotation naïvely and simply copy the value at each pixel in the transformed image from the corresponding position in the original image, as we would for a scalar image, we obtain the result shown in Figure 2(b) . The lines within the pathways of the corpus callosum indicated on the image no longer point along the pathway, as they did in the original image and as they should in the transformed image if the DTs are to be consistent with the anatomical structure. The DTs themselves need to be rotated similarly and this can be achieved by applying the same rigid rotation matrix to each DT in the image via a similarity transform. Thus, if R is the rotation matrix representing the image transformation, each DT, D, is replaced by D', where
In Figure 2 (c), (1) has been applied at every voxel and the DT orientations are now consistent with the anatomy, in particular, the lines in the pathways of the corpus callosum correctly point along the pathways. Note that (1) does not change the size or shape of the DT, i.e., the eigenvalues are preserved, and only the orientation (eigenvectors) is affected. 
Affine Transformations
When the transformation applied to the image is rigid, as in the example shown in Figure 2 , it is straightforward to determine the required reorientation of the DTs, as described above and used previously in [11] . The situation is more complex when we go to affine transformations, which include a deformation component that can change the shape of image regions.
An affine transformation consists of a rigid translation vector, t, and a linear transformation matrix, F, which together map each point x in the original image space to the transformed point, Fx + t. Consider an ellipsoid in the original image, given by the equation,
where a is the centre of the ellipsoid and D is the covariance matrix (c.f., diffusion tensor), which describes its shape and orientation. Under an affine transformation, the ellipsoid described by (2) is mapped to a different ellipsoid, given by
which has centre Fa + t and covariance matrix FDF T .
Unlike the case of rigid rotation, however, we cannot simply replace the DT, D, at each point in the image by the transformed covariance matrix, D' = FDF T . In general, D' has different size and shape (eigenvalues) to D. When a transformation is applied to a DT image, we may expect that the shape of regions in the image change, but we do not expect those transformations to affect the underlying microstructure of the tissue being imaged. Only the orientation of the tissue microstructure can change. Thus, we wish to preserve the size and shape of the DTs in the image, but reorient them in a way consistent with the reorientation of the tissue microstructure caused by the transformation. Thus, we seek a rigid rotation matrix, R, at each point in the image, which reflects the local reorientation of the image that occurs as a consequence of F. R can then be used to reorient the DT at that point via a similarity transform, as in (1) . Note that the rigid translation part of the affine transformation, t, has no effect on the orientation. In the following, F refers to the linear transformation matrix of an affine transformation. A number of approaches can be used to estimate R from F, [1] :
Corpus callosal pathway
No Reorientation
The simplest possible strategy is to ignore the problem of reorientation and apply no reorientation to the DTs in the image, or equivalently to set R equal to the identity at every voxel. The value at each point in the transformed image is copied directly from the corresponding position in the untransformed image.
This reorientation strategy, the No Reorientation (NR) strategy, is included here as a yard stick against which to measure the effectiveness of the less naïve strategies described below.
Finite Strain
Any non-singular F can be decomposed into a rigid rotation component, R, and a deformation component, U, [12] , where
One strategy for DT reorientation in an image undergoing transformation F, is to extract the rigid rotation component of the transformation, R in (4), and apply it to each DT in the image, as in (1). The rotation matrix R is straightforward to extract from F and is given by, [12] ,
R needs to be computed only once and is constant over the entire image. This reorientation strategy is called the Finite Strain (FS) strategy, as the decomposition given by (4), holds for any affine transformation inducing arbitrary, but finite, strain on the material to which it is applied, [12] .
Small Strain
When the transformation of the image induces a small amount of strain, there is a linear approximation to the FS decomposition of the affine transformation that can be used, [12] . The advantage of this Small Strain (SS) approximation is that it does not require an eigen-decomposition of the affine transformation, which we need to compute the non-integral matrix power in (5), [12] ; it is thus less computationally intensive. In fact for affine transformations, which are of primary concern here, the issue of computational complexity holds little significance, since only one decomposition has to be performed to extract R from F, both of which are constant over the entire image. However, for higher order tran sformations, R must be estimated separately in each voxel, [1] , and complexity may become an issue. The SS estimation of R is described in [1, 12] .
Preservation of Principal Direction
A drawback of the FS and SS reorientation strategies is that the deformation component of the affine transformation is discarded and does not contribute to the estimated reorientation. This component of the transformation includes transformations such as shearing and non-uniform scaling or stretching, which also affect the orientation of the underlying image structure, but in a more complex way than rigid rotation. In general, the reorientation that occurs as a consequence of these types of transformation depends on the original orientation of the image structure. This is illustrated in Figure 3 , where three images with strongly directional structure -one vertical, one horizontal and one diagonal -reflecting a portion of an image through which parallel fibres are running, are sheared vertically and horizontally. The resulting change in orientation of the fibres can be seen to be dependent on their original direction.
An alternative reorientation strategy was proposed in [1] , in which we directly examine the effects of the transformation on the eigenvectors of the DT at each point. We take on board the assumption that the directionality of the tissue structure corresponds to the direction of the eigenvectors of the DT. In prolate regions that contain fibres, which run parallel to e 1 , the direction of the fibres after the transformation is found by applying the transformation directly to e 1 and observing the change in orientation that occurs. In oblate regions, the plane of tissue structure is characterised by e 1 and e 2 . To ensure that the method is also effective for this type of DT, this strategy uses the effect of the transformation on both e 1 and e 2 to estimate the appropriate reorientation.
The method is called the preservation of principal direction strategy (PPD), as it always ensures that e 1 of the reoriented DT is exactly the image of the original e 1 under the action of F. Note that it was called PDDEF, previously in [1] . Briefly, one rotation matrix, R 1 , is computed that reorients the DT so that e 1 is mapped to its image under the affine transformation, F.e 1 . A second rotation, R 2 , is then computed which maps e 2 as closely as possible to its image under F, while preserving the new direction of e 1 -the axis of R 2 is F.e 1 . R is then set equal to R 1 R 2 and the DT is reoriented using (1) . In this scheme, the DT reorientation is not constant over the image for general affine transformations, unlike the previous two methods, and a separate R must be computed at each voxel.
Figure 3
Illustration of how the amount of reorientation due to deformative transformation depends on the original direction of the image structure.
SYNTHETIC DATA
In this section we describe the synthetic data sets used to validate the reorientation strategies reviewed in section 2. These data sets are 3D images containing several distinct regions with different diffusion properties. They are derived from a numerical phantom comprised of a number of objects that correspond to the separate image regions.
First of all, we describe the global structure of the phantom, i.e., the shape and position of the different objects, and discuss how the parameters describing the objects are selected for a particular phantom. The types of data within the different image regions are then discussed, together with the selection of individual DTs during rendering of the phantom to a 3D image. Finally, we show how affine transformations can be applied to the phantom prior to rendering.
Numerical Phantom
The phantom comprises a number of objects embedded in a cubic volume. The sides of the cube are set to a length of 4 with respect to some arbitrary unit. There are four linear objects, each of which is described by its two endpoints, and four ellipsoidal objects, each of which is described by a centre and covariance matrix. The four linear objects are divided into two pairs, each of which shares one common endpoint. One of the ellipsoids, which is analogous to the entire brain volume, contains all the other objects. The phantom comprised of all these objects is roughly, but not perfectly, symmetric about a plane through the centre of the large outer ellipsoid. Figure 4 shows a schematic diagram of the phantom and several slices of a rendered image of a particular instance of the phantom. Three axial slices are shown to the right and a coronal image is shown on the left.
When a particular phantom is created, the values of the parameters (points and covariance matrices) are chosen at random from uniform distributions that ensure the topology of the object remains the same as that shown in Figure 4 . The distributions from which the parameters are drawn are detailed in Table 1 . In Table 1 , x ~ U(a±b) denotes the fact that x is drawn from a uniform distribution over the range [a-b, a+b]. U ⊥ (n) denotes a uniform distribution of directions perpendicular to the vector n. Several uses of uniform distributions on the unit sphere and circle, i.e. uniform distributions of directions, are made here and Appendix A describes how samples can be obtained from such distributions. From Table 1 , it can be seen that the symmetry of the two pairs of linear objects about the vertical plane through the centre of ellipsoid 1 is perfect, as is the symmetry between ellipsoids 2 and 3.
Original image Vertical Shear
Horizontal Shear Figure 4 Schematic diagram of the phantom object used to generate the synthetic data sets and some slices through a rendered image of the phantom.
The interior of the ellipsoidal regions is defined to be the set of points, x, for which the Mahalanobis distance from the centre, a, is less than one, i.e. for an ellipsoid with covariance matrix, C, the interior is the set
The interior of the linear objects is defined to be the set of points for which the shortest Euclidean distance to the line between the two endpoints is less than a fixed value. We use a value of 0.1 units. The linear objects are thus circularly cylindrical, regardless of the position of the endpoints.
DT Data
Once the parameters defining the phantom object have been determined, the object can be rendered as an image. Here we render the object to an image volume with 128x128 in-plane resolution and 42 equally spaced slices, which reflects the resolution of the real DT data sets we use. Each voxel is tested for membership of each distinct region. No partial volume effects are allowed; each voxel is assigned membership of one and only one region. That region is determined by mapping the integer coordinates of the voxel into the coordinate frame of the phantom object. Ellipsoid 1 has lowest priority, so that membership of ellipsoid 1 is replaced by membership in any other region that contains a particular voxel. The regions defined by the upper and lower linear objects in each pair also overlap to some extent. Priority is arbitrarily assigned to the higher objects, lines 3 and 4 in Figure 4 . The distributions of the parameters defining all the other objects have been chosen so that the corresponding image regions cannot overlap. Line 1 Line 2 z x Once the object corresponding to a particular voxel has been determined, an appropriate DT must be selected. Different types of DTs are contained in the regions corresponding to the different objects, which are selected to emulate different features of the brain. Table 1 Specification of the probability distributions from which the parameters of a particular instance of the phantom object are drawn.
Isotropic Regions
Ellipsoids 2 and 3, see Figure 4 , are analogies of the ventricles in the human brain. The ventricles are CSF filled regions in which the diffusion of water is unhindered in all directions. DTs observed from such regions are generally isotropic and have a large Trace. In a study performed by Pierpaoli, et al, [4] , typical values for the trace were found to be approximately 9500±300 (x10 -6 mm 2 /s), where the two figures denote the mean and standard deviation (SD) within regions of CSF. We obtain a similar distribution of DTs by choosing three eigenvalues, λ 1 , λ 2 , and λ 3 , for the DT, separately, from a normal distribution with mean 3200 and SD 100, and construct from them a diagonal eigenvalue matrix, Λ=diag(λ 1 , λ 2 , λ 3 ).
In order to avoid any systematic effects in the experiments performed on the synthetic data, the orientation of these isotropic DTs must also be selected randomly. A direction is drawn from a uniform distribution on the sphere, U S , which is described in Appendix A, and set to be one eigenvector, e 1 , of the DT. A second eigenvector, e 2 , orthogonal to e 1 is drawn from, U ⊥ (e 1 ), the random distribution of directions perpendicular to e 1 (also described in Appendix A). The final eigenvector, e 3 , is then equal to the vector cross product, e 1 x e 2 . A matrix of eigenvectors, E, is constructed, whose rows correspond to e 1 , e 2 , and, e 3 , and the DT matrix, D, is subsequently obtained from,
Voxels contained in ellipsoid 1 that are not within any of the other features of the phantom object are also given isotropic DTs but with lower trace than those in ellipsoids 2 and 3. These regions are analogous to grey matter regions in the human brain, where measured DTs also tend to be isotropic. Typical values found in [4] lie in the range 2000±50 (x10 -6 mm 2 /s). Here we select eigenvalues from a normal distribution with mean 650 and SD 20. The eigenvectors are chosen in the same way as for ellipsoids 2 and 3, using the spherical distributions described in Appendix A, and the DT matrix is constructed as in (7).
Linear Objects
The linear objects in the phantom simulate highly anisotropic white matter fibre tracts, such as the cortico-spinal tract, that contain bundles of parallel axons. DT measurements obtained from these regions of the brain tend to be prolate in shape.
A typical value for the larger eigenvalue in these regions of the human brain, [4] , is 1700±150 (x10 -6 mm 2 /s) and for the smaller eigenvalues, 300±70 (x10 -6 mm 2 /s) and 100±20 (x10 -6 mm 2 /s). The difference in the two smaller eigenvalues can be attributed to noise in the imaging process and here we set them approximately equal. We draw the larger eigenvalue from a normal distribution with mean 1700 and SD 150; the smaller eigenvalues are both drawn from a normal distribution with mean 250 and SD 40.
The eigenvector, e 1 , associated with the larger eigenvalue is set equal the direction of the vector joining the two endpoints of the linear objects. No noise is added to this direction. The second eigenvector, e 2 , is drawn from U ⊥ (e 1 ), see Appendix A. The final eigenvector, e 3 , is then equal to the vector product, e 1 x e 2 , as usual.
Oblate Region
The final region, ellipsoid 4 in Figure 4 , is designed to represent a region with oblate diffusion displacement profile. Ellipsoid 4 occupies a much larger portion of the image than any such region found in real images of the human brain, and so is somewhat less realistic than the other features in the phantom object. However, it is effective for testing the effects of our different reorientation strategies on regions containing this type of measurement.
Regions with oblate and prolate DTs have similar Trace in the human brain, [4] , and in our simulation, we thus chose the eigenvalues in this region so that the Trace is similar to the prolate DTs in the linear objects. These eigenvalues are drawn from a normal distribution with mean 1000 and SD 100. The smaller eigenvalue is drawn from a normal distribution with mean 250 and SD 40, as for the prolate DTs.
For a particular phantom, the normal of the tissue structure plane is taken to be the same as the shorter axis of ellipsoid 4, which points along the z-axis of the image, see Table 1 . Thus the eigenvector associated with the smallest eigenvalue, e 3 , is set equal to a unit vector along the z-axis and no noise is added. A second eigenvector, e 2 , is selected from U ⊥ (e 3 ); and the final eigenvector, e 1 , as usual, is set equal to the vector product of the other two, e 2 x e 3 .
Transformations
Transformations of the phantom can be made either pre or post-rendering. In this section we discuss the application of transformations prior to rendering, where the transformation is applied to the underlying representation of the phantom. The application of transformations to the rendered DT images can be done using any of the reorientation strategies proposed in section 2.2. The purpose of this work is to determine, which strategy for transforming post-rendered images best emulates the underlying transformations of the object itself. Since, we limit ourselves to 12-parameter 3D affine transformations in this work, which map lines to lines, planes to planes and ellipsoids to ellipsoids, the underlying representation of our phantom is not complicated by applying the transformation.
Linear Objects
The image of the linear features of the object under an affine transformation, represented by a matrix and vector pair, (F, t), as in section 2.2, is determined by applying the transformation to each of the two endpoints that define the linear feature. Thus for each endpoint, x, the position of the corresponding endpoint, x', in the new object is given by
When the transformed object is rendered, the DTs within the linear features are constructed exactly as described in section 3.2.2, but using the transformed endpoints to determine the principal axis of each DT. Note that the affine transformation will, in general, change the shape of the profile of these objects. We do not take this into account here, but the results of the experiments in the next section are not affected by this.
Ellipsoids
Recall from section 2.2 that the image of an ellipsoid with centre a and covariance matrix D, under the affine transformation (F, t) is another ellipsoid with centre Fa+t and covariance FDF T , see equation (3) . We apply this to each ellipsoidal object in the phantom to find the corresponding object in the transformed phantom.
Oblate region
When the transformed object is rendered, the DTs in ellipsoids 1, 2 and 3 are obtained exactly as described in section 3.2.1. It is assumed that the transformation has no effect on the distribution of orientations of isotropic DTs, which remains uniform. In the oblate region described by the boundary of ellipsoid 4, however, the orientation of the DTs is dependent on the orientation of the planar structure in the underlying tissue. Recall from section 3.2.3 that the normal to the tissue structure plane defines the eigenvector corresponding to the smallest eigenvalue of the DT.
The plane of the tissue structure in ellipsoid 4 of the untransformed phantom is described by the normal vector, n, which was set (somewhat arbitrarily) to point along the minor axis of ellipsoid 4, which coincides with the direction of the z axis. In the transformed phantom, the normal to this plane will no longer, in general, coincide with the minor axis of the transformed ellipsoid. To find the normal vector, n', describing the corresponding plane in the transformed object, we take three non-colinear points in the original plane and find their image under the affine transformation, (F, t), as in (8) . This provides three non-colinear points in the transformed plane, from which we can compute n'. The DTs in the oblate region of the image of the transformed phantom are selected in the same way described in section 3.2.3, except that e 3 is now set to n'.
EXPERIMENTS
In this section a set of experiments is described, which tests the effectiveness of the different reorientation strategies over general affine transformations. Comparisons are made between rendered images of transformed objects, obtained using the methods described in section 3.3, and transformed images of rendered objects, which are obtained using each of the methods described in section 2.2.
Performance Measures
Before describing the experiments and presenting results, we first introduce the numerical measures that are used to assess the effectiveness of the different reorientation strategies. The measure we make is an average of the angular separation of particular principal axes of the DTs in corresponding locations in two images, which tests the directional coherence of that eigenvector. To measure the angular separation of major axes, for example, we compute the cosine of the angle between the two e 1 's by taking their scalar product. The average angular separation is calculated over an image region, by weighting the contribution of each pair of DTs by the geometric mean of their anisotropy values. The orientation is less meaningful in more isotropic DTs, so we wish to weight the comparison toward voxels in which there is strong directionality. Thus over some set, I, of image locations the average angular separation with respect to e i , E(e i ), is given by,
In (9), v 1 and v 2 denote the anisotropy of the two DTs at a particular location (in fact here we use the relative anisotropy, [10] ) and e i1 and e i2 denote the i-th principal axes of the two DTs.
Here we compute both E(e 1 ), which is meaningful in regions of prolate DTs, and E(e 3 ), which is meaningful in regions of oblate DTs.
Experiments
A series of experiments were performed on a single numerical phantom. Random affine transformations were generated and applied to the phantom both before and after rendering. For each affine transformation and a particular reorientation strategy, a pair of images is obtained: an image of the transformed phantom and a transformed image of the original phantom, which we would like to be the same. Corresponding image pairs were compared, using E(e 1 ) and E(e 3 ), to assess the performance of a particular reorientation strategy.
In order to generate random affine transformations, we parametrise the group as follows:
In ( 
and R is a rotation through angle θ r about axis n. To obtain random affine transformations, m x , m y , and m z are drawn from U(0.6, 1.6); n is drawn from U S , the uniform distribution on the unit sphere, see Appendix A; θ x , θ y , θ z and θ r are all drawn from U(-π/6, π/6). 
Figure 5
Plots of E(e 1 ) (left) and E(e 3 ) (right)-the anisotropy weighted average angle between major and minor eigenvectors, respectively, see (9) -over various regions (see text) of the numerical phantom images within 10 pairs of transformed images.
Ten random affine transformations were generated and applied to the phantom, which was then rendered to produce a gold standard target image for that transformation. The original phantom was also rendered to a DT image, to which each of the ten transformations were applied, using each of the four warping strategies, NR, FS, SS and PPD, described in section 2.2. The images are resampled using a nearest neighbour approach to select the value at each voxel. Each transformed image was then compared to the corresponding target image and E(e 1 ) and E(e 3 ) were computed for each separate reorientation strategy and averaged over those ten images. As well as computing each measure over the whole brain volume, they were also computed over the individual regions corresponding to particular tissue types in each image. The averaged measures are plotted in Figure 5 . In Figure 5 , an additional column (labelled Ex. in the figures) is included in each of the individual regions, which indicates the expected value of each measure. These expected values were computed empirically by drawing pairs of DTs from the distributions corresponding to each separate image region, see section 3.2, and taking the average similarity over a large number of pairs.
In Figure 5 the regions are labelled by the types of brain tissue they represent. "GM" (grey matter) corresponds to the voxels in the background of ellipsoid 1 (see Figure 4) . "Ventricles" corresponds to ellipsoids 2 and 3 (see Figure 4) . "WM -prol." corresponds to the interior of the linear objects, which represent regions of white matter with prolate diffusion. "WM -obl" corresponds to ellipsoid 4 (see Figure 4) , which represents a region of white matter with oblate diffusion.
Discussion
The plotted results show that for these data sets the PPD warping strategy is consistently the most effective and produces similarity measures almost identical to the ideal values (labelled Ex. in Figure 5 ) in all cases. In the regions of prolate DTs, numerical errors can cause some discrepancy in the position of the junction of the pairs of linear features and occasionally a voxel contains a DT from Line1 (see Figure 4) in one image and Line3 in the other. This increases E(e 1 ) slightly above the ideal value of zero.
In the isotropic, CSF and grey matter regions, we expect the value of E(e 1 ) to be the expected angle between two randomly chosen axes in 3D. This value has not been computed analytically, but the empirically determined value is around 60°. Similarly for E(e 1 ) in the region of oblate DTs and E(e 3 ) in the regions of prolate DTs, we expect the value to be equal to the expected angle between two randomly chosen axes in 2D, which we empirically determined as around 50°.
Similar performance is obtained from the SS and FS strategies, which suggests that even for these relatively large transformations, the linear approximation to the rigid rotation component is a reasonable one. If the transformation is rigid or rigid plus uniform scaling, the FS strategy extracts the appropriate reorientation matrix exactly, whereas the SS strategy tends to underestimate the required amount of reorientation. For example, if F represents a rigid rotation through 30°, the SS strategy provides a rigid rotation through 28° about the correct axis.
Neither the FS nor SS strategy, however, produces the same accuracy as the PPD strategy and they even produce worse performance on average than the NR strategy in the region of oblate DTs. This can be caused by shearing transformations acting along the structural planes in this region. A shear of the y-z-planes (in (11) , θ x =30°, θ y =θ z =0°), for example, has no effect on the orientation of n, which is originally aligned with the x-y-planes. The FS reorientation strategy, however, rotates all DTs through approximately 16° about the x-axis.
DISCUSSION AND FURTHER WORK
In this paper we have performed some experiments on synthetic data to validate some previously proposed methods for applying affine transformations to DT images. The methods of applying transformations, specifically, four different reorientation strategies, were reviewed, and we discussed, in some detail, the construction of synthetic DT data. The experiments verify that given the assumptions of our simulation, PPD is the best strategy for DT reorientation.
Clearly, the conclusions here need to be verified on real data. Some preliminary tests have been done on multiple brain data sets acquired from the same subject placed in different orientations in the scanner. These images were registered using AIR, [7] , applied to the lattice anisotropy images and then E(e 1 ) and E(e 3 ) were computed in various anatomic regions. Although all the non-trivial reorientation strategies improved results over the NR strategy, little difference was observed between the results from the three strategies, because the computed transformations were very nearly rigid. Future work will test the strategies by performing similar experiments on images of more deformable parts of the body, such as the spinal column or muscle fibres. We also plan to extend testing beyond affine transformations to high order elastic transformations.
One further point to notice is that, despite the existence of significant differences within particular regions, the differences observed between E(e 1 ) and E(e 3 ) over the whole brain are very small. In preliminary work on this subject, [1, 2] , similar measures were used to compare these reorientation strategies on a registered pair of DT brain images from different subjects. Only very small differences in the values of E(e 1 ) were observed, which led to the conclusion that little advantage was obtained by the inclusion of reorientation strategies into an elastic matching algorithm. However, the results presented here suggest that significant differences may simply have been swamped by contributions from more isotropic regions or regions in which there are significant partial volume, or other noise, effects. A more careful assessment of these early results might lead to more interesting conclusions and this is planned for the future.
