Are positive and negative feedback weighed in a common balance in the brain, or do they influence behaviour through distinct neural mechanisms? Recent neuroeconomic studies in both human and non-human primates indicate that the ventromedial frontal lobe carries information about both losses and gains, suggesting that this region may encode value across the continuum from absolute negative to absolute positive outcomes. However, such work does not specify whether or how this value information is applied during behaviour. Observations of patients with ventromedial frontal damage indicate that this region is critical for certain forms of reinforcement learning and value-based decision-making, but the underlying processes remain unclear. We disentangled the influence of cumulative positive and negative feedback on subsequent behaviour with a probabilistic reinforcement learning task in 11 patients with ventromedial frontal damage, 9 lesioned controls and 24 healthy controls, and found that ventromedial frontal damage selectively disrupted the ability to learn from negative feedback.
Introduction
Adaptive behaviour in a changing environment depends on the ability to rapidly and flexibly learn from the outcomes of prior choices, and to apply that knowledge in novel contexts. It has been over 200 years since Jeremy Bentham famously observed that '. . . mankind [is] under two sovereign masters, pain and pleasure' (Bentham, 1789 (Bentham, /1970 , but the neural mechanisms that underpin this mastery have yet to be fully elucidated. A central question is whether reward and punishment information is encoded along a single continuum in common neural substrates, or is represented in distinct systems that interact to influence behaviour.
Decision making and reinforcement learning studies have shown that orbitofrontal cortex (OFC) represents value information in non-human primates (Tremblay and Schultz, 1999; Roesch and Olson, 2004; Padoa-Schioppa and Assad, 2006) . This work has primarily focused on the positive, rewarding end of the value spectrum. Functional imaging work in humans has implicated various areas of prefrontal cortex (PFC), including OFC, medial PFC and ventrolateral PFC in value-related processes, using different paradigms (Cunningham et al., 2003; Paulus and Frank, 2003; Kringelbach, 2005; Montague et al., 2006) . Where punishment (in humans, typically in the form of financial loss) has been studied, some data argue that information about gains and losses is encoded in a common circuitry (for example, with gains leading to increases, and losses to decreases in OFC and striatal activity) (Elliott et al., 2003; Knutson et al., 2007; Tom et al., 2007) , while other findings suggest that gains and losses may have quite different effects in different regions of the brain (Yacubian et al., 2006; Liu et al., 2007; Seymour et al., 2007) .
There are several factors that may explain this lack of consensus. Most studies in humans have used monetary gains and losses as feedback, and it is not clear whether these are direct analogs of the food reward and aversive air puffs or time-outs that commonly serve as punishment in non-human primate studies, or whether the monetary aspect of these reinforcers makes them qualitatively different from non-monetary performance feedback (e.g. 'correct' or 'incorrect'). It is also not clear whether monetary losses are 'punishing' in experimental contexts where subjects, for ethical reasons, are typically not losing more than they win, overall (Seymour et al., 2007) . Whether neural systems treat omission of an expected win as equivalent to punishment, or avoidance of an expected loss as reward also remains to be unequivocally established (Kim et al., 2006) . Adding to this complexity, the responses captured with functional imaging are played out over a time course involving stimulus evaluation, decision, anticipation of outcome, outcome receipt and learning, and different reinforcement-sensitive brain areas are clearly involved in these various phases in different ways (Tremblay and Schultz, 1999; Schultz et al., 2000; Satterthwaite et al., 2007) .
Complexity aside, such correlational data alone are insufficient to determine whether the reinforcement-related information represented in various areas of the brain influences behaviour, and if so, in what way. The ventromedial frontal lobes (VMF: a term used here to refer to the region encompassing both medial OFC and adjacent ventral medial PFC) are thought to play a necessary role in choice behaviour based on studies of the effects of VMF lesions on particular aspects of reinforcement learning. Damage to OFC in humans and other species impairs reversal learning (Murray et al., 2007) . Such lesions do not prevent the acquisition of the initial discrimination between a rewarding and non-rewarding stimulus, but do lead to increased errors when the initial contingencies are reversed. This tendency to perseveratively choose the initially rewarding option despite changing contingencies is also observed in extinction paradigms, and may explain the disadvantageous decisions made by patients with VMF damage in the Iowa gambling task (Bechara et al., 1997; Fellows and Farah, 2005) . From a neuroeconomic point of view, the specific nature of the reinforcement learning deficit following VMF damage is surprising: If VMF is encoding stimulus value in general, why is learning selectively impaired only under conditions of reversal?
Recent single unit and lesion work in rats suggests that OFC may be critical in reversal learning not by virtue of flexibly representing value per se, but rather by signalling violations of outcome expectancies, in turn facilitating flexible updating of stimulus-reinforcement associations mediated by sub-cortical structures Stalnaker et al., 2007) . Successful reversal learning requires a shift in behaviour in response to unexpected negative feedback (either non-gains, or outright losses, depending on the paradigm), with the reversal trial representing a maximal violation of a reward expectancy that has been built up through experience of positive feedback over many prior trials.
In principle, violations of expectancy could take the form of either unexpected positive or negative feedback, although in practice the evidence has come from paradigms in which the expectancy violation is in the negative direction, i.e. an error rather than a pleasant surprise (Murray et al., 2007) . Thus, one parsimonious explanation of the reversal learning literature is that VMF is critically involved in adjusting behaviour in response to negative outcomes. We tested this hypothesis in a non-reversal context by examining the effect of VMF damage in humans on the ability to learn from cumulative positive and negative feedback using a probabilistic associative learning task.
Materials and Methods
Twenty participants with frontal lobe damage of at least 6 months duration were recruited from the research databases of the University of Pennsylvania and McGill University. These databases include subjects with chronic, focal brain injury who are otherwise free of medical, psychiatric or neurological illness likely to affect cognition. Patients were eligible if they had damage anterior to the pre-central sulcus. A neurologist reviewed the clinical imaging, and assigned each patient a priori to one of two groups, based on whether their damage involved or spared VMF, following the boundaries described in (Stuss and Levine, 2002) . As in other human lesion studies (Bechara et al., 1997) , the term VMF as used here refers to an area encompassing medial orbitofrontal cortex and the adjacent ventral aspect of the medial wall of PFC (Fellows, 2007a) . Eleven participants had damage primarily involving VMF and comprised the experimental group; nine had damage sparing this region (i.e. involving dorsal and/or lateral frontal areas; D/LF), and served as lesioned controls. These groups were compared to 24 healthy, demographically matched control participants recruited from the community by advertisement. The study was approved by the Institutional Review Boards of the University of Pennsylvania and McGill University. Participants provided written informed consent in accordance with the principles of the declaration of Helsinki.
Lesions were due to anterior communicating artery aneurysm rupture (N = 10), ischaemic stroke (N = 6), haemorrhagic stroke (N = 2) or tumour resection (N = 2). Most subjects in the VMF group had at least some degree of bilateral damage. Those in the D/LF control group had damage restricted to one hemisphere (6 right, 3 left).
Lesion overlap images were generated to allow the damage in each group to be represented visually on the standard MNI brain. A neurologist experienced in this form of lesion analysis, and blind to patient performance, manually mapped each patient's lesion, as identified from the available clinical MRI or CT scans, to the homologous structures on the MNI brain using MRIcro software (http://www.sph.sc.edu/comd/rorden/mricro.html). This method is essentially a direct-to-digital variant of the templatebased spatial normalization that has been the standard approach in group lesion studies, and has been shown to have high interrater reliability in skilled hands (Kimberg et al., 2007) .
A modified version of the probabilistic learning task developed by Frank et al. (2004) was used. This is a two-alternative, forced choice task, in which participants choose one of the two stimuli presented on a computer screen by pressing the left-or right-side button on a keyboard. During the learning phase of the task, participants viewed one of the three pairs of low-verbalizable visual stimuli (Japanese Hiragana characters, denoted for convenience here as AB, CD, EF), presented in random order on a computer monitor. On each trial, participants pressed keys on the left or right side of the keyboard to choose one character in each stimulus pair. Feedback was given following each choice, as a coloured word displayed on the monitor ('Correct!' printed in blue or 'Incorrect' printed in red) (Fig. 1) .
The feedback associated with each stimulus was probabilistic: The choice of A was followed by 'correct' feedback in 85% of trials, B in 15% (i.e. choosing B resulted in the message 'incorrect' on 85% of trials); the other pairs were less stable (C correct in 75%, D 25%; E correct in 65%, F 35%). Participants continued the learning phase of the task in blocks of 60 trials for a maximum of 480 trials, until they had met criterion (i.e. chose A over B in 70% of trials, C over D in 65% of trials and E over F in 55% of trials). Participants meeting criterion for at least the two most stable pairs after 480 trials then completed the test phase of the task.
Thus, at the end of the training phase, those meeting criterion consistently discriminated between the stimulus that was followed more often by the rewarding ('correct') feedback, and the stimulus that was followed more often by the aversive ('incorrect') feedback. Because the stimuli were always presented in the same pairs during learning, in principle, this choice might be based only on having learned which stimulus in each pair was more often 'correct', or which stimulus was more often 'incorrect', or both. That is, subjects could meet criterion by preferring the more rewarded stimulus in a given pair, or by avoiding the more punished stimulus, or both. The test phase of the task probed these potentially distinct forms of learning, focusing on what had been learned about the stimulus most frequently associated with positive feedback (A), and the stimulus most frequently associated with negative feedback (B).
In the test phase, participants responded (without feedback) to all possible combinations of stimuli, in random sequence. The instructions were to use 'gut instinct' if they were unsure which stimulus to choose. Each test pair was presented six times, for a total of 90 trials. As in previous work using this task, only the trials in which A was presented in novel pairings (i.e. AC, AD, AE, AF) or in which B was presented in novel pairings (i.e. BC, BD, BE, BF) were of interest. A, as the stimulus most often associated with positive feedback during training, was used as the probe for positive feedback-driven learning. That is, the proportion of trials in which A was chosen over the stimuli with which it had not previously been paired was the measure of how well subjects had learned from the cumulative experience of positive feedback during training. Similarly, the proportion of trials in which B (the stimulus most associated with negative feedback during training) was avoided in favour of stimuli with which it had not previously been paired was the measure of how well subjects had learned from the cumulative experience of negative feedback during training.
No participants were familiar with Japanese characters. Thirtyfive of 44 participants passed the learning criterion, and were able to move to the test phase of the task. Patients were less likely to reach criterion than healthy controls (Fisher's exact test, P50.01), but those with VMF damage were as likely to fail as those with D/LF damage (Fisher's exact test, P = 0.67). As a whole, the group of patients who passed criterion did not differ significantly in age, education or lesion volume from the group who failed (all P40.2). There was no obvious relationship between specific lesion location within VMF (i.e. laterality, involvement of medial versus lateral OFC, damage extending to striatum) and the ability to complete the task.
One subject with extensive, bilateral ventromedial prefrontal damage met the learning criterion, but was an outlier in the test phase whether compared to the control groups or the VMF group. Her ability to meet criterion was surprising, because this patient had very extensive bilateral damage to medial and orbitofrontal cortex, underlying white matter, and bilateral caudate nuclei, with a lesion volume nearly an order of magnitude larger than the VMF average (110 cm 3 ), and had demonstrated significant difficulties with simpler learning paradigms in previous work. Given the extent of the brain injury in this patient, it was important to determine whether her aberrant performance was a 'real' phenomenon, in which case it could be an important clue to the neural processes underlying reinforcement learning, or simply reflected an idiosyncratic response tendency. Prior work in healthy young and older subjects has shown good test-retest reliability with this task (Frank et al., 2004; Frank and O'Reilly, 2006) , so to establish whether this patient's performance represented a reliable phenomenon deserving of further investigation, she repeated the task about 10 months after first testing, using a new set of Hiragana stimuli. On re-test, she failed to learn to criterion, performing essentially at chance for all pairs. We concluded that her initial results were likely related to a response bias, and these data were excluded from further analysis.
Results
Twenty subjects with chronic, focal frontal lobe damage affecting either VMF (N = 11) or dorsal-lateral frontal regions (D/LF; N = 9) participated in the study. Their performance Fig. 1 Schematic of the probabilistic selection task. During the learning phase, participants chose between two Hiragana stimuli (presented in consistent pairs, denoted here as AB, CD, EF), and received feedback according to the probabilistic schedule shown. 'A' was 'correct' on 85% of trials, while 'B' was 'correct' on 15% of trials, and so on. Once the learning criterion was met, they moved to a test phase in which all possible pairs of the six Hiragana characters were shown. Participants selected one stimulus in each pair, but received no feedback. The proportion of trials in which 'A' was selected in all trials involving novel pairings of 'A' with other stimuli (C, D, E, F) was the measure of learning from positive feedback. The proportion of trials in which 'B' was avoided in all trials involving novel pairings of 'B' with other stimuli (C, D, E, F) was the measure of learning from negative feedback.
was compared to that of 24 healthy, age-and educationmatched control subjects. As in previous work with this task, some participants were unable to learn the associations to criterion, and so could not proceed to the test phase. Five VMF subjects, three D/LF subjects and two healthy control subjects were excluded from the primary analysis on this basis (further details about these participants are provided in the 'Methods' section). Secondary analyses were conducted on the learning phase data from the full group, with the exception of the outlier described earlier. Those able to learn the task to criterion were well-matched on demographic variables (Table 1) . Lesion volumes and performance on neuropsychological screening tests were also similar, except that those with VMF damage made more errors on a reversal learning task ( Table 2 ). The extent and overlap of brain damage in the two groups is shown in Fig. 2 . The D/LF group included two patients with left-hemisphere damage, and four with right-hemisphere damage. All patients in the VMF group had at least some degree of bi-hemispheric injury.
Although there was no significant difference between the groups in the number of blocks needed to reach criterion in the learning phase of the task [F(2,31) = 2.5, P = 0.1], there was a trend for those with VMF damage to require more blocks to learn the task [mean number of blocks (SD): CTL 2.9 (2.0), D/LF 2.7 (1.2), VMF 5.0 (3.3)]. Of those who reached criterion, half of the participants with VMF damage required the full 480 trials of the learning phase, while none of the D/LF group, and only 2/22 controls required exposure to the full training set to meet criterion. Learning rates for the entire sample, including those who never reached criterion, are shown in Fig. 3 . In those with VMF damage, learning was slower, and, at the group level, did not reach the performance attained by either the healthy control group or the D/LF group, even after the full eight blocks of training. In the sub-group who reached criterion, test phase performance allowed us to determine whether the effect of VMF damage on learning reflected a general difficulty with the task, or was due to a particular deficit in learning from either positive or negative feedback.
As shown in Fig. 4 , during the test phase participants with VMF damage chose the previously rewarded stimulus (A) as often as both the healthy control group and those with D/LF damage, but were much less likely to avoid the previously punished stimulus (B) [ANOVA, group Â reinforcement interaction F(2,31) = 5.51, P50.01]. Consistent with a previous study using this task (Frank et al., 2004) , controls learned about equally from positive and negative feedback; only the VMF group showed a significant difference between the proportion of choices of A, and of avoidance of B (t-test, t = 4.93, P50.01). The performance of those with D/LF damage, whether affecting the right or left hemisphere, did not differ from that of the healthy control group.
If anything, the VMF group tended to learn more from positive feedback than the other two groups. This tendency does not reach significance [F(2,31) = 2.2, P = 0.12], and to the extent that it reflects a real effect, it is likely an artefact of the task. In the face of impaired learning from negative feedback, those with VMF damage who reach criterion must do so on the strength of particularly solid learning from positive feedback. In contrast to these marginal effects of VMF damage on learning from positive feedback, the same simple effects analysis clearly shows a deficit in learning from negative feedback [F(2,31) = 4.4, P50.05] in this group. Pair-wise post hoc contrasts with Neuman-Keuls tests indicate that the VMF group is significantly impaired in learning from negative feedback compared to both the CTL group, and the D/LF group, while performance of the latter two groups did not differ. A statistically significant group-wise impairment in learning from punishment was evident even when the VMF subject who was an outlier (see 'Methods' section) was included in the analysis (Mann-Whitney U = 36, P50.05).
The task instructions did not emphasize speed, and RT data, which can be variable in patient populations, were not an a priori focus of this study. Nonetheless, RT findings have been informative in other work using this task (Frank et al., 2007b) , so we examined these data post hoc. There was a trend for the VMF group to be slower overall (not shown). Consistent with the accuracy data, the groups did not differ in The groups did not differ significantly on any of these measures. the RT for 'choose A' trials, but the VMF group was slower on 'avoid B' trials [ANOVA; F(2,31) = 3.8, P50.05] (Table 3) . Subthalamic nucleus stimulation in patients with Parkinson disease has been shown to increase 'impulsive' responding on this task. While receiving stimulation, such patients had faster RTs specifically on so-called 'high conflict' trials (i.e. when the choice was between stimulus pairs with similar reinforcement histories), compared to when the stimulator was turned off (Frank et al., 2007b) . This analysis requires comparing RT data from small subsets of the test phase trials [low conflict trials: AD, AF, BC, CE; high conflict win-win: AC, AE, CE; high conflict lose-lose: BD, BF, DF; see Frank et al. (2007b) for details]. The substantial within-subject RT variability in our sample, coupled with the small sample size, makes the estimation of conflict effects relatively unreliable, and these were not a planned focus of this experiment. With those provisos in mind, all the three groups were slower to respond in highconflict than in the low-conflict trials, and were slower in 'lose-lose' high-conflict choices than 'win-win' highconflict choices. If anything, the VMF group tended to be (non-significantly) slower overall, but conflict effects were otherwise similar to those observed in the other groups.
It would appear that the impaired ability of patients with VMF damage to learn from negative feedback is not associated with 'impulsive' choice, although a larger patient sample and more test phase trials would be needed to definitively address this question.
In light of a recent study showing effects of dopaminerelated genetic polymorphisms on training phase performance of this task in healthy subjects (Frank et al., 2007a) , trial-by-trial adjustments in response to feedback during the training phase of the task in all participants were also examined. As in the previous study, we determined whether the same stimulus was chosen (stay) or the alternative in the pair was chosen (shift) depending on the feedback on the immediately preceding trial involving the same stimulus pair. This global measure provides information about the very short-term influence of feedback on performance during the training phase. However, given the probabilistic reinforcement structure of the task, this measure reflects different processes at different points in training. For example, shifting after negative feedback is an adaptive response early in the training phase, but is less adaptive as learning proceeds and it becomes clear that negative feedback is an unavoidable feature of the probabilistic structure of the task. This feature makes it difficult to compare training phase performance across groups in the current study, where there was substantial variability in training duration, with the VMF group in particular requiring more trials to reach criterion.
Overall, participants were more likely to 'stay' than to 'shift', with no significant difference in this pattern between groups [mean% shift (SD): CTL 0.32 (0.31); D/LF 0.33 (0.17); VMF 0.35 (0.18)]. All the three groups were more likely to repeat the same choice on the next trial involving that pair after receiving positive compared to negative feedback [ANOVA, effect of feedback F(1,39) = 22.9, P50.001]; there was a trend for this pattern to be less marked in those with VMF damage [group by feedback interaction, F(2,36) = 2.1, P = 0.14]. This effect is presumably a correlate of the flatter learning curve in the VMF group. When the same analysis was performed on the subset of participants who reached the learning criterion, the main effect of feedback valence remained, but there was neither detectable effect of group nor interaction between group and feedback valence. However, those with VMF damage were numerically least likely to switch after a loss 
Discussion
The present study focused on how positive and negative feedback guide learning in a simple probabilistic selection task. VMF damage profoundly affected the ability to translate repeated pairing of a stimulus with probabilistic negative feedback into the ability to avoid that stimulus in novel contexts, but spared the ability to learn in the same way from positive feedback, arguing that these two forms of learning can rely on distinct neural substrates. Several phenomena suggest that negative and positive outcomes might influence behaviour through distinct routes: for example, in economic choices, the shape of the subjective value function changes markedly at the boundary between losses and gains. This loss aversion is thought to underlie various decision-making phenomena, including framing and endowment effects (Kahneman and Tversky, 1984) . A separate tradition of animal research casts goal-directed behaviour as an interaction between approach (e.g. triggered by appetitive stimuli) and avoidance (e.g. triggered by cues that elicit fear), and there is evidence that distinct neural circuits subserve these two classes of behaviour, at least in rats. This approach-avoidance framework has also proved useful in understanding individual differences in human personality and decision-making, and abnormal Fig. 3 Performance in the learning phase of the task for all participants, by group, regardless of whether they eventually reached criterion. Performance is expressed as the proportion of correct choices in each block of 60 trials. The duration of the learning phase depended on performance, ending once learning criteria were met. Individual participants therefore completed a variable number of blocks (see text). For the purposes of this figure, all participants are shown as though they completed all training blocks, with performance on the last block actually completed (conservatively) retained as their projected performance for the remainder of the training period. This has the effect of artificially flattening the learning curves in all groups, particularly for the later blocks, but means that the performance of the entire sample is reflected at every time point. Fig. 4 Proportion of choices in which 'A' was correctly selected over other stimuli with which it had not been previously paired ('choose A') and 'B' was correctly avoided in favour of other stimuli with which it had not been previously paired ('avoid B') in the test phase, by lesion group. Performance on the AB trials during the test phase is also shown. Error bars indicate the 95% confidence intervals. behaviours associated with certain psychopathologies (Gray and McNaughton, 2000) . Such phenomena raise the possibility that the neural substrates mediating responses to positive and negative outcomes might be different. Nonetheless, basic reinforcement learning can be described by relatively simple models, such as the temporal difference model, in which learning is driven by comparing outcomes with expectations across a single 'worse than, equal to, better than' continuum (Montague et al., 2006) . There is now substantial evidence that phasic dopamine release follows such a pattern, and is likely to be important in incrementally acquired responses tendencies (so-called 'habit' learning) in the striatum (Knowlton et al., 1996; White, 1997; Schultz, 2002) . While several regions of the human brain, including the striatum, do show activation patterns consistent with prediction error signalling (Montague et al., 2006) , others, such as amygdala and various regions within PFC, show response patterns that differ for losses and gains, at least in some paradigms (Bayer and Glimcher, 2005; Seymour et al., 2005; Yacubian et al., 2006; Knutson et al., 2007; Liu et al., 2007) . Furthermore, electrophysiological measurements of dopamine neuron activity have raised questions about whether the so-called 'dips' in dopamine release that follow negative feedback carry an adequate signal to support learning from such feedback in vivo (Bayer and Glimcher, 2005) .
It might reasonably be asked what VMF adds to a putative dopamine-mediated striatal reinforcement learning system. One proposal is that it adds more nuanced value information, such as the relative magnitude of gains and losses, to simpler reinforcement frequency information tracked by the striatum (Frank and Claus, 2006) . However, the findings presented here indicate that frequency-driven learning from negative feedback is disrupted after VMF damage, arguing that this brain region is an important player in even this relatively simple form of reinforcement learning.
The converse of this finding is also important to emphasize: positive feedback-driven learning was not affected by VMF damage, (nor by D/LF damage), at least amongst those who reached the learning criterion. Other brain areas must support this learning, with the striataldopaminergic system a likely candidate. The task we used distinguishes between learning from positive and negative feedback, but only in those able to learn enough to move to the test phase. It is therefore difficult to know how to interpret the finding that several patients with frontal damage affecting either VMF or D/LF were unable to reach the learning criterion, and that those with VMF damage had the greatest difficulty in the learning phase. This could reflect non-specific difficulties with an admittedly challenging task, exacerbated by a specific difficulty in learning from negative feedback in the case of those with VMF damage. This possibility is supported by the fact that even some healthy controls were unable to reach criterion. However, further work will be required to adjudicate between that interpretation and the possibility that the subset of patients unable to meet criterion have specific deficits in feedback learning regardless of the type of feedback.
Avoidance learning following negative feedback differs from learning from reward, in that effective learning leads to reduced exposure to the teaching signal. In principle, this ought to lead to extinction of the avoidance response, but in practice negative feedback is highly effective in driving sustained learning. Indeed, subjects who successfully learn the task employed in the present study are exposed to more trials with positive than negative feedback; nonetheless, in this and prior studies using the same task, healthy subjects learn to favour the positively reinforced stimulus, and to avoid the negatively reinforced stimulus with approximately equal success (Frank et al., 2004; Frank and O'Reilly, 2006) . It is notable that in the present study, those with VMF damage completed more training trials, and so were exposed to more negative feedback than the other two groups. This group's pronounced impairment in learning from negative feedback despite the additional exposure to such feedback during training (and in the face of intact learning from positive feedback) emphasizes the asymmetric nature of the deficit.
'Insensitivity to punishment' has previously been proposed as a possible explanation for poor Iowa gambling task performance after VMF damage. This hypothesis was not supported in one study of the effects of such damage which employed variants of the Iowa gambling task (Bechara et al., 2000) . These variant tasks were quite complex, manipulating both the framing of the task and the magnitude and frequency of the reinforcement. Furthermore, 'insensitivity to punishment' was conceptualized as a matter of degree, a deficit that could, in principle, be overcome by increasing the magnitude of the punishment. Across tasks, the main finding was that patients with VMF damage tended to have difficulty shifting away from their initial response tendencies, whether that shift was prompted by falling gains or increasing losses. The authors of that study interpreted this result as evidence for myopia for future consequences, regardless of whether these consequences were in the domain of losses or gains. Alternatively, the findings could be seen as reflecting perseverative responding in the face of changing reinforcement contingencies, echoing the performance of such patients in simpler reversal learning paradigms (Fellows and Farah, 2005) . In that regard, the consistent difficulties of these patients, regardless of whether the reversal was cued by an outright loss or a relative drop in reward, is interesting, in that it suggests that either absolute or relative negative feedback can drive rapid, VMF-mediated adjustments in behaviour.
We cannot speak to the distinction between absolute and relative outcomes directly, since our study examined only one level of positive and negative feedback. For the same Ventromedial frontal contribution to reinforcement learning
reason, our findings do not address whether VMF is also important in other, more complex aspects of reinforcement-driven learning, including considerations of magnitude, probability or delay. However, it should be noted that the outcome measures we focus on here do reflect, in part, the relative, probabilistic 'correctness' (or 'incorrectness') of the stimuli, integrated across trials during the learning phase. In the test phase, the choice of A over C, for example, is a choice between two stimuli that are both, on balance, more often correct than incorrect. The choice of A in that case is a choice favouring the relatively most correct of the two options. Similarly, the choice of D over B is a choice of the lesser of two evils, in the sense that both are followed by negative feedback more often than not. However, whether the test phase choices are cast in an absolute or relative framework, our results indicate that VMF damage affects the process in an asymmetric fashion. This region appears to be critically involved only in learning to avoid a stimulus. Several functional imaging studies have suggested that reward information may be carried in medial OFC, and punishment information in lateral OFC (Elliott et al., 2003; O'Doherty et al., 2003; Liu et al., 2007) . The small size of the VMF group we studied here precludes confidently relating the observed deficit to any particular region within OFC or ventromedial PFC. However, the most common mechanism of injury in the VMF group, anterior communicating artery aneurysm rupture, typically affects medial OFC (and adjacent ventral medial PFC), with variable extension into lateral OFC. This is reflected by the maximal lesion overlap in the ventral aspect of medial PFC. Regardless of the degree of lateral OFC injury, all the six VMF patients learned more from positive than negative feedback, arguing that medial damage is sufficient to yield this pattern of performance. Interestingly, the VMF patient who learned most effectively from negative feedback also had the most extensive damage to lateral OFC.
It is notable that trial-by-trial responsiveness to negative feedback was similar in all groups. VMF damage did not significantly affect the likelihood of changing tack on the next trial after receiving negative feedback, despite the clear impairment in integrating negative feedback to guide avoidance behaviour in a novel context in the same subjects. While the multiple interacting neural systems governing reinforcement-driven behaviour could result in such an apparent paradox , we cannot exclude the simpler possibility that VMF subjects shifted after negative feedback less than they should have, given the protracted training phase they required relative to the other groups. Shifting after negative feedback is adaptive early in learning, but becomes less so as the probabilistic contingencies are acquired. VMF subjects spent substantially more trials in this 'early learning' state, yet shifted after negative feedback somewhat less than healthy control subjects. This question will need to be pursued in future work with measures that avoid the potential confound introduced by variable learning rates.
Although a specific role for VMF in learning from negative feedback is consistent with the extensive literature implicating this region in reversal learning, extinction, fear conditioning, (Roberts, 2006; Taylor et al., 2006) and even regret and envy (Camille et al., 2004; Shamay-Tsoory et al., 2007) , it is harder to reconcile with recent 'neuroeconomic' research that has focused on this region's role in representing relative reward value (Sugrue et al., 2005; PadoaSchioppa and Assad, 2006; Fellows and Farah, 2007) . It may be that VMF carries representations of expected (relative) reward not to guide choice, but rather to provide a benchmark against which to compare outcomes. When outcomes fail to match expectations, VMF becomes important for permitting avoidance learning, perhaps by gating learning in amygdala or elsewhere . In this scenario, reward signals in other areas of the brain, such as the striatum, are sufficient to guide learning and choice based only on positive feedback, at least in relatively simple, probabilistic contexts such as was studied here.
Further work will be required to fully specify the roles of VMF in learning and decision-making in humans. It remains to be seen whether VMF is best understood as playing a role in a single component process supporting both choice and flexible learning, or whether this region makes distinct contributions to the two processes (Fellows, 2007b) . It would seem that in the domain of learning, at least, this contribution is particularly critical for guiding flexible avoidance behaviour.
