In this paper quadratic optimal control problems in Hubert spaces are considered. For this problem properties of the optimal control and bounds are given.
Introduction
In this paper we shall consider the following quadratic optimal control problem (optimal regulator problem) Quadratic problems of the form (3) have been extensively studied by many authors (see [1, 2, 3, 7, 11, 14, 15, 19] ). Performance indexes of the form (1) arise practically if we want to approximate a given state 1? and additionally (for K > 0) to minimize the costs of control. Furthermore, the problem (1), (2) is considered in order to obtain the least squares solution of minimal norm of the linear operator equation (2) (by solving problem (3) the least squares solution of the operator equation Liu = r is obtained).
The aim of this paper is to give a short survey of known results in the field of quadratic optimal control problems described by operator equations, and to derive some new results. The survey is given in chapter 2. In chapter 3 properties for the problem (3) are proved for the case where the operator L is only closed. Applying the spectral theory for closed linear mappings, developed by HESTENES [10] and exactly proved in [12] , we obtain further properties of the optimal control and upper and lower bounds for the optimal control and the cost functional. The given bounds are better than the bounds published in the literature. Such bounds are very useful for estimating how close a sub-optimal control is to the optimal one, without actually calculating the latter. Furthermore, bounds for the optimal control can be successfully applied in the proof of bang-bang-ne8s of the optimal control. Sufficient conditions for the bang-bang-ness of an optimal control are derived in chapter 4, making use of the bounds given in chapter 3.
Known results
It is well-known that under the above assumptions the problems (1), (2) and (3) for K > 0 have exactly one solution. For K = 0 we must additionally assume, for the existence of an optimal control, that the control set U is bounded. In the following we denote an optimal control for our problem, belonging to a fixed constant K, by u(K). Now we give some known results for the problem 
f) 
Proof: a), b), c), d), g), h) were proved in [2, 16, 18] , e), f), 1), in), n), o) in [3-61, i), j), k) in 11 7] I Remarks:
1. Expansions into series for the optimal control u(K) are given by WEIGAND/ D'Souas. [19] and VrDYASAGAR [17] .
2. Obviously, for hr = 0 (i.e. r E Ker LT) it follows that the optimal control u(K) = 0. In this case the functionals J JLiu -r1 1 and 11U112 are simultaneously minimized by n = 0 because Ker LT = R(L) holds. For r q Ker LT itfollows hI u( K)1I2 > 0
In this case neither IIL'u -rhl nor IIUI12 are minimized by u(K) (VK> 0).
Further properties
In the following we assume only that the operator
First we investigate the connections between problem (3') and the problems
uED(L),IJLu-rfli which also arise in control theory. 
holds (u(K) -solution 0/ problem (3')). u(K0 ) is then the unique solution o/ (11).
Proof: The first part of the lemma follows from the definition of the pseudo- and Jim hlu(K)I12 = cc. From these properties of llu( K)112 it follows that exactly one K0 > 0 exists with hl u( Ko)112 = /9. The inequality
which we obtain from
concludes the proof I 
If a ILnhhi then u0 = 0 is admissible and therefore the unique solution of (12) I Remark: Applying Lemma 1 and 2 we see that the sets
are the sets of coefficient points of the vector minimum problem 
we see that the optimal control u(K) can be expressed as
u(K) = LT(LLT + K1)-' r. (5')
Using the equalities (15) we find that u(K) from (5') is also a solution of the problem
LT(LLT + KI) -' = (L + KL T) ( VK>0) (14) and (L + KL+T)+ = (KL + K(KL+T)+T)+,
i!KLTu -r1!1 2 + K IJUII,2 Minimum.(16)
UED(LT)
Employing the spectral representation
L=f,8d1?p (17) for the operator L (see appendix), it can he shown by using the expressions (5'), (14) , (15) that the optimal control for problem (3') can be expressed as
This leads to
and
The expressions (18), (19) and (20) for the optimal control and the cost functional, DOW give the possibility of deriving properties of the optimal control. I JrIL -L 7'rII22/(K + UL2'rH22/I!R'rII22) (22) is fulfilled.
Proof: Employing Jensen's inequality (see [8, 12] 
is fulfilled.
Proof: Obviously, the inequality 282
is valid for s E 10, K] and x € [0, oc). Setting x = in this inequality and integrating with respect to d !Rp7rl22 we obtain
For the minimum s0 of the left hand side of the inequality (27) follows that
This yields the estimations (24) and (25). The inequality (26) again follows by using
Remarks: I. If the norm IR77II2 is unknown, we can replace IIR' 1'r112 in the inequalities (22), (24) and (25) by 11r1j, (because of jjRTr 112 IIrlIi) and obtain the bounds
We see that the bound (22') is the same as that given in Theorem 1 and that the bounds (24') and (25') are better than the bounds (7) of Theorem 1.
immediately follows from (26) These estimations are better than the estimations given in Theorem 3 if K is sufficiently small.
-4. Bang-bang control A more detailed discussion of bang-bang controls is given in [6, 9, 11, 14, 151 . In the following we only derive, for the problem
, a sufficient condition for the bang-bang-ness of an optimal control employing the bounds given in Chapter 2 and 3. [10] and exactly proved in [12] . In this theory it is shown that for a closed linear mapping Ii exactly one partial isometry It E 
