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Abstract
Within this thesis two experiments will be described.
In the first experiment a velocity filter was used to obtain a beam of polar molecules (ND3)
with a translational temperature of less than 5K. For the first time the dynamics of individual
rotational states inside a velocity filter could be investigated directly. Usually a velocity filter
defines only a maximum velocity that can pass the filter. We successfully implemented two
different approaches where molecules below a certain minimal velocity are removed from the
beam, turning the velocity filter into a bandpass filter.
The second and more interesting experiment is the merged beam experiment. We developed
and constructed the first apparatus which successfully merged two guided beams, one con-
sisting of polar molecules, the other of paramagnetic particles, into an overlapping parallel
movement. With this approach we could lower the temperature at which the reaction of
metastable Ne * with ND3, NH3 and CH3F has been investigated by 3 orders of magnitude
down to the sub-kelvin regime. Especially the stereochemistry of those reactions revealed an
unexpected energy-insensitivity at temperatures below 200K. As our setup is very general the
investigation of many more neutral-neutral reactions will be possible, opening a new route
into an temperature regime where only a few reactions have been studied before.
keywords
Cold chemistry, velocity filtering, merged molecular beams, sub-kelvin neutral-neutral reac-
tions, Penning ionization, stereochemistry
German abstract
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Zusammenfassung
Diese Arbeit beschreibt zwei Experimente.
Im ersten Experiment wurde ein Geschwindigkeitfilter benutzt, um einen Strahl aus polaren
Molekülen mit einer translatorischen Temperatur von weniger als 5K zu erzeugen. Zum ersten
Mal konnten die Dynamik einzelner Rotationszustände in einem Geschwindigkeitsfilter direkt
untersucht werden. Normalerweise können Geschwindigkeitsfilter nur eine obere Grenze für
die Geschwindigkeit festlegen. Wir verwendeten erfolgreich zwei verschiedene Techniken,
um auch Moleküle unterhalb eine unteren Schranke aus dem Strahl zu entfernen und den
Geschwindigkeitfilter so in einen Bandpassfilter zu verwandeln.
Das zweite, und interessantere, Experiment ist das Vereinigte Strahlen Experiment. Wir ent-
wickelten und konstruierten die erste Maschine, die erfolgreich zwei geführte Strahlen, einer
bestehend aus polaren Molekülen, der andere aus paramagnetischen Teilchen, in eine paralle-
le und überlappende Bewegung vereinigt. Mit diesem Ansatz konnten wir die Temperaturen,
bei der die Reaktion von metastabilen Ne * mit NH3, ND3 und CH3F untersucht wurden, um
drei Größenordnungen, bis an den Rand der ultrakalten Bereich, senken. Besonders die Ste-
reochemie dieser Reaktionen zeigte unterhalb von 200K eine unerwartete Unabhängigkeit
von der Kollisionsenergie. Unser genereller Ansatz ermöglicht die Untersuchen vieler weitere
Reaktionen mit neutralen Reaktanten. Dies eröffnet einen neuen Zugang zu Temperaturen bei
denen erst wenige Reaktionen untersucht werden konnte.
Schlüsselwörter
Kalte Chemie, Geschwindigkeitsfilter, vereinigte Molekularstrahlen, Reaktionen zwischen
Neutralen Teilchen im Sub-Kelvin Bereich, Penning Ionisation, Stereochemie
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1 Motivation
I would risk to say that every scientific progress was made possible by, or at least was based
on, the development of new experimental devices. This might be as simple as a stick whose
shadow allowed early scientists to observe and quantify the motion of the sun in the sky,
enabling timekeeping in scales from minutes to months [1] or a machine of unprecedented
complexity like the Large Hadron Collider (LHC) at CERN. If those devices opened new doors
of perception the human mind was always very eager to explore the unknown fields behind it.
The aim of my thesis was the development of an experimental device which will enable us
to observe chemical reactions at such low temperatures where these reactions could not be
observed so far. As a chemical reaction demands that the reactants get so close to each other
that they (somehow) interact, a chemical reaction can also be regarded as a collision of the
reactants.
1.1 Cold Chemistry
As already mentioned our interest is in chemistry at low temperatures, cold chemistry. We are
focused in particular on neutral-neutral reactions; therefore, the following review will neglect
experiments performed with ions.
Within the cold chemistry community it has become consensual to label temperatures below
1mK ultracold while temperatures between 1mK - 2K are called cold [2]. In the ultracold
regime the collision energy becomes so low that the collision partners can be described by
single-partial waves; these systems are clearly governed by the quantum physics. The cold
regime on the other hand is still (at least partly) in the classical picture: The collision partners
have to be described by many partial waves; it is therefore somehow more chemical.
1.1.1 Scientific Interest
In addition to the human urge to “boldly go where no one has gone before” [3], there is an
intrinsic value in cold chemistry which makes its exploration worthwhile.
1
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Astrochemistry
Figure 1.1: Small part of an interstellar cloud (emission nebula - NGC 6357), located some 8000
light years away. The image glows with the characteristic red of an H II region, and contains a
large amount of ionized and excited hydrogen gas. The scale indicated the distances within
the shown interstellar cloud. European Southern Observatory - ESO (CC BY 3.0)
Most of the chemistry (by volume) in the universe is happening at temperatures between
2.7K - 100K; inside interstellar clouds (IC) (see figure 1.1). Although those clouds have very low
densities (<106 cm−3) astronomers have identified nearly 200 different molecules, consisting
of up to 13 atoms [4], in the interstellar space. This indicates a very rich and active chemical
environment. If we would understand more about the reaction rates of interstellar molecules
we would learn much about the past and future of those interstellar clouds.
Long Range Interactions
As a low reaction temperature is equivalent to a very slow, gentle approaching of the reactants,
reactions at low temperatures are much more sensitive to rather weak long-range interactions.
Low energy collisions are therefore an ideal probe for such interactions.
At the Border to Quantum Mechanics
The lower the energy gets, the more dominant quantum-mechanical effects become. As the
ultracold regime is clearly dominated by quantum physics, the cold regime is still in the middle
between quantum mechanics and classical treatment1. This means that effects originating
from the nature of the wavefunction of the reactants might already occur in the cold regime,
but classical approximations are still, at least partly, valid. On the other hand, this intermediate
1 I distinguish here between the intermolecular situation and the description of the collision process. It should
be clear that for the molecule itself quantum mechanics can never be neglected as it is necessary to understand
the bonds within the molecule. But for the description of the collision process, quantum mechanics becomes
important only from a certain collision energy on.
2
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space between classical treatment and quantum mechanical behavior might be an interesting
test bed for quantum-chemical computation models. If one of the many different approxima-
tions, needed to calculate molecular properties from pure quantum mechanical principles, is
able to reproduce the measurements in the cold regime, it successfully spans the gap from
purely classical to quantum mechanical.
1.1.2 State of the Art
The ultracold regime was first explored by atomic physicists when it became possible to stop
atoms with laser-cooling and trap them in magnetic traps [5]. But as molecules, even if they
are only made of two atoms, possess a much more complicated internal (energy-) structure [6],
the very powerful technique of laser cooling fails for nearly all molecules, with the exception of
SrF and YO [6–8]. The technique of optoelectrical cooling [9] was used by Zeppenfeld et al. to
cool CH3F down to 29mK. Besides the molecules mentioned above, ultracold molecules are
presently mainly produced from ultracold atoms via photoassociation (PA) or by fine-tuned
Feshbach resonances. As this technique relies on ultracold atoms, and not all atoms can be
laser-cooled up to now, this technique leads to very small molecules, presently only consisting
of alkali metals [2].
In order to investigate more “chemically relevant” molecules at cold temperatures, there is
another approach which starts with the desired molecule at room temperature and tries to
cool or slow it down. This can either be done by buffer-gas cooling [10] or by using exter-
nal fields to apply forces on the molecules. While optical fields are very rarely used [11–13],
the use of magnetic and especially electric fields has proven to be very successful. The de-
velopment of the Stark- and Zeemann decelerators [14–16] made it possible to slow down
a variety of polar and paramagnetic molecules (and atoms); some can even be brought to
a standstill in the laboratory frame. As the deceleration process is optimized for a certain
state and for a certain velocity of the decelerated particles, the energy resolution and state
purity are very high. A Stark decelerator was used to prepare the OH in order to investigate
OH+Xe collisions by Gilijamse et al. [17]. They achieved a state purity of OH of practically
100% and an overall energy resolution in the collision energy of 13cm−1 in the range from
50cm−1 to 400cm−1. The bimolecular reaction OH+NO was investigated by Kirste et al. in
the range from 70cm−1 to 300cm−1 under similar conditions [18]. In both experiments the
excellent energy resolution together with the high state purity made it possible to determine
state-to-state inelastic cross-sections.
Unfortunately the acceptance of the decelerators declines the more the original sample of
particles is slowed down. Although the phase space density stays constant through the decel-
eration process, the total number of decelerated particles declines. Due to the insufficient
collision probability, it has been impossible up to now to perform crossed beam experiment
with decelerators if the collision energy gets below 50cm−1 ≈ 70K; although it is possible to
produce much slower beams.
In addition to the use of the decelerators to perform crossed-beam experiments, they can
also used to prepare molecules for loading traps. By subsequently sympathetic [2] or evapo-
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rative [19] cooling, those trapped molecules could be further cooled down (20mK and 5mK
respectively). Collisions of such trapped species among themselves or with the background
gas or interaction radiation could then be studied [20].
Although some of the techniques mentioned above can prepare cold molecules, there is still a
surprising lack of experimental approaches to perform chemistry from several tens of K down
into the cold regime. Only a few experiments have been able to observe chemical reaction of
neutrals in this temperature range. The most productive concerning the number of investi-
gated reactions was the CRESU apparatus [21, 22], which studied about 50 chemical reactions,
mainly reactions with radicals, in the temperature range 7K - 160K. Another experiment was
performed by Willey et al. which determined the cross sections of the reactions NH3+H2 and
NH3+He in the range 10K - 40K by investigating the pressure broadening of the JK = 11, 22
and 33 inversion transitions of NH3 [23].
In crossed beam experiments at with variable angles Toennies et al. could investigate the
reaction of H2 with rare gases down to 5K [24]. Crossing beams of O2 and CO with a beam of
H2 at 12.5° allowed Costes et al. to measure the cross section of the rotational excitation of O2
and CO by H2 down to 3K [25, 26]. Cryogenic helium buffer-gas cooling enabled Singh et al. to
measure the Li+CaH−−→ LiH+Ca reaction at 1K [27].
A recent approach combining Stark deceleration, magnetic trapping and cryogenic buffer
gas cooling was realized by Ye et al. [28]. In this approach a beam of OH is Stark decelerated
and subsequently trapped. A second velocity-selected beam of cryogenically cooled ND3
molecules is overlapped with the trapped OH. The total trap loss cross section at a mean
collision energy of 5K could be measured. In addition the influence of an external electrical
field onto the cross section of the polar reactants was investigated.
A new idea to perform chemical reaction appeared when the manipulation of the motion of
neutrals, exploiting the Stark and Zeeman effect, reached a level of control where it became
possible to merge two beams of neutral particles. Due to the so-achieved parallel movement
of the reactants, low collision energies can be achieved even for fast beams. The main part of
this thesis deals with the realization of this idea. The power of this approach has been shown
in 2012 by Henson et al. by investigating the Penning ionization of H2 by metastable He
* down
to 10mK [29].
Yet another approach to produce dense cold beams of neutral has appeared, although no
reactions have been investigated so far. In August 2013, using a centrifuge decelerator, Rempe
et al. produced continuous beams of CH3F, CF3H, and CF3CCH between 15
m/s and 200 m/s
(1K to 150K) [30]. As this technique is able to transmit 20% of the undecelerated sample, it can
achieve intensities of several 109 /mm2s. The use of this technique in collision experiments is
therefore very promising.2
2 There are at least two other approaches which can produce samples of cold neutral molecules. The rotating
nozzle moves the source of a supersonic expansion backwards. If the velocity of this backwards movement is as
high as the forward movement of the beam, a sample is produced which is practically a rest in the laboratory
frame [31, 32]. The second techniques utilizes well-prepared collisions in which one of the collision partners ends
up with a zero velocity in the laboratory frame [33]. Although both approaches are very generally applicable, they
have not yet been used successfully in collision experiments.
4
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2.1 Collision Kinematics
2.1.1 Collision Energies
The simplest reference frame to describe the relative motion of two particles is their center-of-
mass frame (CM). Within this frame, the center-of-mass of the system is at rest and therefore
the only relevant direction is the connecting line between the two particles. The problem
is reduced to one distance r (relative distance of the two particles) and one velocity v (their
relative velocity), which simplifies the description of the collision process. The definitions of
the lab frame and CM frame are shown in figure 2.1. The relative distance r and the relative
velocity v of the collision partners are defined as
r = r1− r2 (2.1)
v = v1−v2 , (2.2)
m1
m2
r2
r1
r
rCM
v2
v1
v
α
vCM
Figure 2.1: Definitions of the coordinates ri and velocities vi in the laboratory and the center-
of-mass frame.
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where ri and vi are the positions and velocities of particles with mass mi in the laboratory
frame. In order to describe the kinematics in the CM frame, the definition of the total mass M
and the reduced mass µ are very useful:
M = m1+m2 (2.3)
µ = m1m2
M
, (2.4)
with the particle masses mi . The position and velocity of the center-of-mass in the laboratory
frame, rCM and vCM, are
rCM = m1r1+m2r2
M
(2.5)
vCM = m1v1+m2v2
M
. (2.6)
With equations 2.1-2.6 one can transform the CM frame back into the laboratory frame.
r1 = rCM+ µ
m1
r (2.7)
r2 = rCM− µ
m2
r (2.8)
v1 = vCM+ µ
m1
v (2.9)
v2 = vCM− µ
m2
v (2.10)
As the kinetic energy T of the system must be the same in both frames, one can apply the
transformations 2.7 - 2.10 and obtain:
T = T1+T2 (2.11)
= m1
2
v1
2+ m2
2
v2
2 (2.12)
= M
2
vCM
2+ µ
2
v2 , (2.13)
In the CM frame we can separate the kinetic energy of the center-of-mass TC M = M2 vCM2 from
the relative kinetic, i.e. the collision energy Tc .
Tc = µ
2
v2 (2.14)
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Described with the laboratory frame velocities vi, the collision energy Tc is given by
Tc = µ
2
(
v1
2+ v22−2v1v2 cosα
)
, (2.15)
where vi are the magnitudes of the particle velocities in the lab frame and α is the angle
between the beams, as shown in figure 2.1. Equation 2.15 shows that there are two ways to
reduce the collision energy. Most obviously reducing v1 and v2 will yield a reduced collision
energy. This approach is followed by using decelerators in crossed beam experiments. The
second way to reduce Tc is by reducing α. If the two beams move parallel, i.e. α = 0, the
collision energy depends only on the velocity difference of the two beams:
Tc,∥ =
µ
2
(v1− v2)2 . (2.16)
In this equation one can see the advantage of merged beam experiments. In a merged beam
experiment the relative velocity v (collision velocity) can be easily scaled by changing the
particles velocity and, in contrast to crossed beam setups, can reach zero, even for particles
with very high laboratory frame velocities.
2.1.2 Energy Resolution in Merged Beam Experiments
Though it might be theoretically possible to achieve a collision energy of zero for particles that
have the same velocity and move perfectly parallel, this situation will be impossible to achieve
in real experiments. The particles in the experiments do not come alone but in beams with
many million other particles. These beams will have a certain spread in velocity and angle, so
that the perfect overlap in angle and velocity cannot be achieved for beams. But how close
can we get to the zero energy conditions?
The spread in the collision energy∆Tc caused by a velocity spread∆vi in one of the two beams
can be calculated by taking the partial derivative of equation 2.14. From this derivative one can
see that a change in velocity ∆vi will change the collision energy by ∆TC . Taking for instance
v1, we get
∆T v1c =µ (v1− v2 cosα)∆v1 . (2.17)
The same equation, with interchanged subscripts, holds for the dependence of the energy
spread from the beam 2. The multiplier of ∆vi on the right hand side of equation 2.17 is called
the energy deamplification [34]. For merged beam experiments (α→ 0 therefore cosα ≈ 1)
the energy deamplification is extremely convenient, as the main purpose of merged beam
experiments is the investigation of low collision energies. And exactly for low collision energies
(v1 ≈ v2) the uncertainly in the collision energies is decreased substantially.
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Figure 2.2: Temporal evolution of the phase space distribution of a package of freely moving
particles.
For the spread in angle ∆α, one obtains an uncertainty in collision energy of
∆Tαc =µv1v2 sinα∆α . (2.18)
In the case of merged beams (α= 0→ sinα= 0), this uncertainty vanishes as well. But equa-
tion 2.18 is only true if all particles originate from the same point, so that the trajectories of
particles with different angles do not cross. Depending on the given setup of the merged beam
experiment, this assumption might not be true.
Energy Resolution in Merged Beams Experiments with Pulsed Beams
The energy resolution as mentioned above is formulated for continuous beams. If the beams
are generated by a pulsed source and the opening time of the source is much shorter than
the flight time of the reactants, the energy resolution is further increased. This addition in
resolution is achieved by the correlation of the velocity and position in the phase space of
freely traveling particles [35]. Figure 2.2 illustrates this correlation. When the source opens at
t = 0 the packet of particles is highly confined in position and has a certain velocity spread
(black ellipse). After some flight time, t f , the fast particles will be further away than the slow
ones, causing the ellipse in figure 2.2 to tilt. Although the overall velocity spread ∆vg l obal
has not been reduced, the local velocity spread ∆vlocal at position d after the flight time t f
is significantly reduced. Depending on the geometry of the experiment, the local velocity
8
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standard deviation can be reduced by several orders of magnitude.
2.1.3 Reaction Rate and Cross Section
The reaction rate is defined as the change over time of the product number density nP due to
the presence of the reactant densities n1 and n2.
dnP
dt
= k (Ecol l )n1n2 , (2.19)
where k (Ecol l ) is the energy-dependent rate constant with the unit
vol ume
ti me . If the density of
the reactants is not constant over the reaction volume, the product of the densities has to be
integrated over the reaction volume V .
n1n2 = 1
V
∫
n1(x, y, z)n2(x, y, z)dV (2.20)
In case of a constant volume equation 2.19 can be written for the total number of reaction
products NP and reactants N1,2:
dNP
dt
= k (Ecol l )
N1N2
V
. (2.21)
Equation 2.19 and 2.21 are based on the assumption that the yield of the reaction is so small
that the initial densities can be assumed to be constant. The cross section is connected to the
rate constant by the relative velocity of the reactants vr el ,
σ= k (Ecol l )
vr el
. (2.22)
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2.2 Penning Ionization
An electronically excited atom or molecule A * can ionize another atom or molecule B if the
internal energy of A * is higher than the ionization potential (IP) of B.
A∗+B−−→A+B++e− (2.23)
According to Hotop and Niehaus the Penning ionization (PI) is an electron rearrangement
reaction where an outer-shell electron of B is transferred to the inner-shell vacancy of the
excited A *, leading subsequently to the ejection of the excited electron of A [36]. In an orbital
model the ionization probability will therefore depend on the overlap of the orbitals which
are part of the electron transfer. One could expect to have the highest probability at those
distances between A and B where the relative motion is slowest and for those directions along
which the density of the exchange orbitals are highest [37].
Described as a reaction, the PI can be described as [38]
A∗+B a*) [AB]∗ b→ [AB]++e− , (2.24)
where [AB] * and [AB]+ are two collision intermediates. The second intermediate can undergo
a third reaction step c:
[AB]+ c→ A+B+ (Penning ionization) (2.25)
→ AB+ (associative ionization) (2.26)
→ A+X++Y (dissociative ionization) (2.27)
→ AX++Y (rearrangement ionization) (2.28)
In the last two pathways the molecule B is dissociated into X+ and Y.
The reaction step a can be described by the potential energy surface (PES) V0 of the initial
system A *+B. The reaction step b is considered to be irreversible, which gives rise to an
imaginary potential Γ [39]. The decay of the complex [AB] * is therefore described by the
optical potential V0− iΓ/2 which combines step a and b. The future of the ionic complex
[AB]+, step c, can be calculated from its PES V+.
In principle this PES can be calculated ab initio, although the model becomes more compli-
cated if B (or A) is a molecule and if the spatial degeneracy is broken by the approaching of A
and B.
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Figure 2.3: Potential curves of the Penning ionization
2.2.1 Cross Section of the Penning Ionization
In order to get an estimate on the energy-dependence of the cross section of the PI, we take
a look at the PI process on a one-dimensional PES in a classical treatment 1. The Penning
ionization probability P (R) at a certain distance R of the reactants for a system with an angular
momentum l can be described as
Pl (R)= 1−exp
(
−
∫ ∞
Rl
Γ(R)
ħvl (R)
dR
)
, (2.29)
with the local velocity
vl (R)=
√
2
µ
(
Ecol l +V0(∞)−V0(R)−
l (l +1)ħ2
2µR2
)
, (2.30)
where µ is the reduced mass. The collision energy Ecol l and the PES of the system before
the ionization V0 can be seen in figure 2.3. Rl is the l-dependent turning point on V0(R) and
therefore the solution of vl (Rl )= 0. In order to simplify this theoretical treatment only one
reaction coordinate (R) is considered. In case of a Penning ionization of a molecule by a
1The derivation of the cross section in this section follows very closely the argumentation of A. Niehaus [40,
p.408]
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metastable atom, the pathway on the multidimensional PES has to be considered.
The total cross section σ for a Penning ionization is with equation 2.30
σ(Ecol l )=
piħ2
2µEcol l
∞∑
l=0
(2l +1)Pl . (2.31)
Assuming large values of l , equation 2.31 can be turned into an integral over the impact
parameter b by the substitution b
√
2µEcol l /ħ= (l + 12 ).
σ(Ecol l )= 2pi
∫ ∞
0
P (b)b db (2.32)
The energy dependence of equation 2.31 and 2.32 comes in via the energy-dependent local
velocity vl and turning point Rl . As the total cross section depends from V0 and Γ and is
independent from V+, a precise knowledge of the product PES V+ is not necessary. As long as
there are enough l-values participating in the collision, quantum effects in the cross section
should be averaged out and the results of this classical treatment should be accurate.
In order to get a first overview over the features of the cross section, one can derive the
dependency of the cross section for two different energy regimes. If the collision energy Ecol l
is much smaller than the well depth D0 of the potential V0 (
Ecol l
D0
¿ 1), the attractive part of the
potential V0 will dominate the reaction process. On the other hand the attractive part can be
neglected if the collision energy Ecol l is much higher than D0 (
Ecol l
D0
À 1).
Low Collision Energies ( Ecol lD0 ¿ 1)
If the impact parameter b is raised from zero, the turning point Rc (b), where vl (Rc )= 0, jumps
at a certain value bc from very low values at the centrifugal barrier to very large values at the
rotational barrier of the effective potential. For large R (i.e. b > bc ) the Penning ionization
probability P is very low, therefore values above bc can be neglected in equation 2.32.
The trajectories for b < bc are, on the other hand, mainly determined by the attractive forces
and rather independent of b. This simplifies the cross section for Ecol lD0 ¿ 1 to
σ(Ecol l )≈ 2pi
∫ bc
0
P (b)b db ≈piP¯b2c , (2.33)
where P¯ is the average, assumed energy-independent ionization probability. The energy
dependence of bc is determined by the long-range attractive forces of V0 and can be estimated
as bc ∝ E−
1
s
col l if we assume V0 ∝R−s for large R. Therefore we expect the energy dependence
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of the Penning ionization cross section for Ecol lD0 ¿ 1 to be
σ(Ecol l )∝ E−
2
s
col l . (2.34)
Using equation 2.22 and vcol l ∝
√
Ecol l we expect the rate constant k to be
k (Ecol l )∝ E
s−4
2s
col l . (2.35)
High Collision Energies ( Ecol lD0 À 1)
In the case of Ecol lD0 À 1 the attractive part of V0 can be neglected and be approximated by a
purely repulsive potential. If we assume further a small ionization probability per collision,
we can approximate
P (b)≈ 2
∫ ∞
R(b)
Γ(R)
ħv(b,R) dR . (2.36)
The cross section becomes an integral over the distance
σ(Ecol l )≈
∫ ∞
R(0)
4piR2Γ(R)
ħ
√
2
µ [Ecol l −V0(R)]
dR . (2.37)
If the repulsive potential is approximated by V0 = C exp(−RF ) and the optical potential by
Γ(R)=ħA exp(−RB ), with RB À 1 we obtain a cross section of
σ(Ecol l )≈ 2A
( µ
2B
) 1
2
(BFpi)
3
2
[
ln
C
Ecol l
]2[Ecol l
C
] F
B − 12
. (2.38)
Consequently the rate constant in the high energy limit is expected to be
k (Ecol l )∝
[
ln
C
Ecol l
]2[Ecol l
C
] F
B
. (2.39)
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Figure 2.4: Energies of NH+3 , NH
+
2+H and metastable Ne *
2.2.2 Penning Ionization of Ammonia by metastable Ne *
There is very little experimental data available on the Penning ionization of ammonia by
metastable neon. To my knowledge there are only two studies: Cˇermák [41] determined that
this Penning ionization leads to electrons with two very distinguished energies. Ben Arfa et
al. [42] assigned these energies to the X 2A′1 ground state and the excited A
2E state of the NH+3
ion.
The removal of one electron from the 3a1 orbital of NH3 produces the ground state of NH
+
3,
while a loss of one 1e electron leads to the observed excited state. The 3a1 orbital is oriented
along the symmetry axis of ammonia; the 1e orbital along the N−H bonds. The probability of
producing an ammonia ion in the ground state or the excited state should therefore depend
on the orientation of the molecule and the metastable Ne * at the moment of ionization. An
attack along the symmetry axis of NH3 is more likely to yield the X
2A′1 ground state, while a
sideways collision will more probably produce the excited A 2E state of NH+3 .
The X 2A′1 state is stable but the Jahn-Teller distortion of the A
2E state leads to an ≈ 80%
dissociation probability into NH+2 fragments [43].
Ben Arfa et al. measured thie ratio [NH+2]/[NH
+
3] in the energy range from 0.04meV to 0.4meV.
They also determined the total cross section of the Penning ionization of NH3 by the metastable
Ne * in the same energy range [42].
The measured ratio increases for increasing collision energies while the cross section de-
creases.
Unfortunately there are presently no PES available for the ND3−Ne * or NH3−Ne * complex. But
the chemically similar H2O−Ne * complex has a 400meV deep well along the O-lone pair···Ne *
coordinate, while there is barely any minimum along the O−H···Ne * coordinate [44, 45]. With
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the arguments of previous section ( 2.2.1 Cross Section of the Penning Ionization) the rate
constant along the lone-pair bond can be approximately described by the low energy approxi-
mation (equation 2.2.1) for temperatures below 1000K, while the rate constant assigned to
the N−H···Ne * bond should show the behavior predicted by the high energy approximation of
equation 2.39.
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2.3 Stereochemistry
Stereodynamics describes the influence of the orientation of the reactants on a reaction. The
reactants approach each other on a complicated potential energy surface (PES). Different
routes on this surface indicate different orientations during the reaction, and it is generally
believed that the reactants follow the minimum-energy path (MEP) [46]. For reactions that
can take different routes on the PES, this assumption must lead to the conclusion that lower
collision energies, or equivalently a slower approach, will favor the reaction channel that has
a steeper MEP. This, in turn, must lead to a temperature dependent branching ratio for the
reaction products. Such effects have been studied in detail at high collision energies, but few
studies have been performed at collision energies below 1K. The reaction KRb+KRb−−→K2+
Rb2, for example, had been investigated at ultracold temperatures. The reaction rate of this
reaction is suppressed by nearly two orders of magnitude when the KRb molecules approach
each other in a side-by-side fashion [47].
2.3.1 Stereochemistry of the Penning Ionization
In several previous studies the stereochemistry of the Penning ionization of polyatomic
molecules at collision energies in the range of from 30meV to 500meV (230K to 3900K) has
been studied [37, 38, 48–56]. The findings of these studies can be summarized as follows:
There is an agreement between theory and experiment that the ionization step is vibrationally
adiabatic and that the vibrational populations in the ion are governed by the Franck-Condon
overlap with the neutral [38, 48, 49]. When the collision energy is high compared to the depth
of the MEP well, the reaction is insensitive to the topology of the PES [37]. The stereochemistry
in that case is determined by the instantaneous orientation of the molecule relative to the
direction of the incoming metastable atom, and the branching ratio follows from the cones
of acceptance for the different channels. In a spherical symmetric molecules like CH4, the
branching ratios for the formation of CH+4 vs. any of the CH
+
n, for example, are completely
independent of temperature [50]. The example of the previous section (sec. 2.2.2), Penning
ionization of the non-spherical NH3 by Ne
*, already revealed a temperature dependency in
the branching ratio of NH+3 vs. NH
+
2 [42]. A markedly change in branching ration as a function
of temperature has been observed for other non-spherical molecules as well [51–56]. As
the speed of approach is reduced, the molecule starts to funnel along the MEP towards the
energetically favored geometry of the Rg *-molecule complex.
16
2.4. Manipulation of Neutrals
2.4 Manipulation of Neutrals
In order to perform collision studies with high energy resolution or at low collision energies, a
way to control the motion of the collision partners is needed. According to Newton’s first law
of motion, the only way to change the motion of a particle is through the action of a force on
the particle. Gravity provides the most general force as it acts on all particles with a mass, but
it is on the other hand also the weakest of the four fundamental interactions. An ammonia
molecule with a “room-temperature” velocity of about v =
√
2 kb Tm ≈ 500 m/s would need to
travel nearly 13km up in the earth’s gravity field to come to a standstill. The simple idea of a
“molecular fountain” will therefore not work for reasonably sized laboratories on Earth using
particles with room temperature velocities.
As two of the three other fundamental interactions, the weak and the strong nuclear force,
have ranges limited to the nucleus, we are left with only one fundamental interaction, the
electromagnetic force2. Especially the electrostatic part of this interaction, the Coulomb force,
provides an easy and powerful way to manipulate charged particles. If the above mentioned
ammonia would have a charge of 1e, it could be stopped by a potential of only 25mV.
Unfortunately it is much more demanding to apply forces on neutral particles which can
change the motion significantly. In our experiments we will use the Stark and the Zeeman
effect to create forces on our neutral collision partners.
2.4.1 Stark Effect
The Stark3 effect describes the energy shift WS of a polar particle due to an external electric
field. Figures 2.5 and 2.7 show this energy shift for selected states of different molecules.
The origin of this shift is the presence of a dipole moment µ due to unsymmetric charge
distribution of a particle. In an electric field E a polar particle has a potential energy WS which
depends on the orientation of the electric dipole moment µ relative to the external field E.
WS =−µE (2.40)
The Stark effect can be exploited to manipulate the motion of neutral molecules via inhomo-
geneous fields. The gradient of the potential energy will generate a force on the molecule.
Fs =−∇Ws (2.41)
2 If one is not focused on the manipulation of the particles in free space, mechanical devices (e.g. paddle wheel
slowers) can be used [57]. The forces of particles colliding with solids are caused by the electromagnetic force as
well.
3 Unfortunately this effect was named after Johannes Stark (1874-1957). Not only his strong support for the
NSDAP, the German fascist party, and his fanatic belief in the cruel and inhumane fascist ideology makes it difficult
to honor him. Even if we let politics out of science, his understanding of science in general was insane. Already in
the twenties of the 20th century, long before the Nazis came to power, he tried to implement the “german (aryan)
physics” in contrast to the “jewish physics”, which he considered to be the quantum theory and the relativity
theory [58].
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(a) CO, H2O and H2CO (b) CH3F
Figure 2.5: Stark effect of selected states of H2O, CO, H2CO and CH3F. The vertical lines
indicates the maximum electric field for the ±8kV (left) and the ±12kV in the electric guides
of our experiments.
Depending on the orientation of the dipole moment relative to the electric field, a particle
either gains or looses energy in rising electric fields (see graph 2.7). The so-called low-field-
seeking (lfs) states are attracted by low field regions, while the high-field-seekers (hfs) will move
towards higher fields. Therefore the Stark effect provides the possibility to change the motion
of neutral polar molecules in free space [59]. As it is possible to create a three-dimensional
field minimum in free space, one can even trap polar molecules in lfs states with static electric
fields [60]. For hfs states this is only possible with time-dependent fields [61].
Linear and Quadratic Stark Effect
The dipole momentµ is permanently present if the positive and negative charges of a molecule
are not centered at the same point. The permanent electric dipole moment of a molecule
depends therefore on its geometry and can be easily calculated if the structure of the electron
shell and the positions of the nuclei are known. This permanent dipole moment gives rise to
the linear Stark effect.
A dipole moment can as well be induced by an external electric field. Depending on the
polarizability α, the particle in an external electric field E will induce a dipole moment of
µi nd =αE . (2.42)
The energy shift due to an induced dipole moment is called quadratic Stark effect as in this case
the Stark energy rises quadratically with the electric field. For polar molecule the quadratic
Stark effect is orders of magnitude weaker than the linear Stark effect. For molecules displayed
in figures 2.5 and 2.7, the quadratic Stark effect at 100 kV/cm is at least 103 weaker than the
linear Stark effect [62]. The forces induced by the quadratic Stark effect are therefore negligibly
small. Thus I will focus on the Stark effect caused by a permanent dipole moment.
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Figure 2.6: Definition of the rotational quantum numbers J , K and M .
Rotation and the Effective Dipole Moment
If the polar molecule is rotating, all components of the dipole moment orthogonal to its total
angular momentum J are canceled. The residing component of the dipole moment parallel to
J is 〈µJ 〉. As the angular momentum J is in precession around the external field axis, which we
define as the z-axis z, 〈µJ 〉 is further reduced by the projection of J onto the external field axis.
In the case of a symmetric top molecule, the dipole moment has to be along the symmetry
axis of the molecule. The projection of the total angular momentum J on the symmetry axis of
the molecule is the quantum number K (see graph 2.6). The quantum mechanical projection
leads to
〈µJ 〉 =
Kp
J (J +1)µeJ, (2.43)
whereµ is the magnitude of the dipole moment and eJ is the unit vector along J. The projection
of J onto an external field axis is labeled by the quantum number M , so that the first order
perturbation matrix element of the Stark operator of a polar molecule in an external field E
can be described as
WS =− MK
J (J +1)µE , (2.44)
where E is the magnitude of the external electric field.
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Figure 2.7: First order Stark shift for the JK = 11 state of ammonia in electric fields.
Stark Effect of the Ammonia Molecule
Due to its symmetry the ammonia molecule possesses an inversion splitting Wi nv in its ground
state. Both components of the inversion splitting have opposite parities and they are coupled
by the Hamiltonian of the linear Stark effect [63]. Taking this into account the first order
approximation of the Stark shift of ammonia is given by
WS =±
√(
Wi nv
2
)2
+
(
MK
J (J +1)µE
)2
∓
(
Wi nv
2
)
. (2.45)
The different tunnel probabilities of H and D through the potential barrier between the two
configurations of the ground state lead to different values of the inversion splitting Wi nv for
N H3 and N D3.
Wi nv (N H3)= 0.79 1/cm [64] (2.46)
Wi nv (N D3)= 0.053 1/cm [65] (2.47)
The rotational state has a small influence on the inversion splitting [66], but its magnitude
(less than 0.03 1/cm for ND3 in the observed rotational states) was negligible in the scope of our
experiment. Graph 2.7 shows the Stark effect for NH3 and ND3. In order to keep the electrode
design simpler and to avoid switching the electrode voltages, we have only worked with lfs
states.
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2.4.2 Zeeman Effect
The Zeeman Effect is the magnetic analogue of the Stark effect. Analog to the electric dipole
moment a particle can posses a permanent magnetic moment. The magnetic moment is
either an intrinsic property of the particle, i.e. the spin, or it is created by the motion of a
charge, e.g. the orbiting motion of an electron.
The spin magnetic moment is
µs =−2
µB
ħ s, (2.48)
where µB = eħ/2mc is the Bohr magneton. If a charged particle with a charge −qe is orbiting
with angular momentum l, its orbital magnetic moment is
µl =−q
µB
ħ l (2.49)
If both momenta are taken into account, the magnetic moment of an electron is
µe =
µB
ħ (2s+ l) (2.50)
In an atom with Russell-Saunders coupling, the total angular momentum J can be described
as
J= L+S , (2.51)
where
L = ∑ li (2.52)
S = ∑si , (2.53)
so that the total magnetic moment of an atom with Russell-Saunders coupling is
µ=−µBħ (2S+L)=−
µB
ħ (J+S) , (2.54)
The Zeeman effect is the energy shift of a particle with a magnetic moment µ in an external
magnetic field B, which depends on the orientation of the magnetic moment to the external
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field axis.
WZ =−µB (2.55)
or
WZ =−µz B , (2.56)
if we define the direction of B as the z-axis and B as the magnitude of B. As J and its projection
to the external axis M are good quantum numbers, the states of our atom can be described as
|αJ M〉, where α represents all other quantum numbers. With this the energy shift is
WZ =−〈αJ M |Bµz |αJ M〉 . (2.57)
It can be shown that the right side of equation 2.57 is identical to
WZ =−µB B M
(
1+ 〈αJ M |J ·S|αJ M〉ħ2 J (J +1)
)
. (2.58)
There is a common abbreviation [67]
gαJ = 1+ 〈αJ M |J ·S|αJ M〉ħ2 J (J +1) , (2.59)
so that the Zeeman energy can be written as
WZ = gαJµB B M . (2.60)
With J ·S= 12 (J 2+S2−L2) we get
gαJ = gLS J = 1+ J (J +1)+S(S+1)−L(L+1)
2J (J +1) , (2.61)
where gLS J is called the Landé g-factor.
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state gLS J M J Wz /B
2 3µB
3P2
3
2 1
3
2µB
0 0
3P1
3
2
1 32µB
0 0
3P0 1 0 0
Table 2.1: Strength of the Zeeman effect Wz for the 3P2,1,0 states according to equation 2.60.
Zeeman Effect of the Metastable Neon
Like all closed shell atoms the neon atom possesses no permanent magnetic moment in its
ground state. This can change, however, if neon is excited into higher states, i.e. by lifting one
of the 2p electrons into a higher orbital. An excitation into the 3s orbital leads to 4 rotational
states 1P1,3 P0,1,2. The transition between the excited states 3P2,0 and the ground state requires
a change in total angular momentum of either∆J = 2 or∆J = 0 J = 0↔ 0. These transitions are
not allowed for an electric dipole transition and therefore the lifetime of these excited states
are very long: 24.4s for the 3P2 state [68] and even 430s for 3P0 [69], therefore those excited
states are called metastable.
Because the excited states of neon are not generally eigenstates J 2, L2 and S2 but linear
combination of |αJ M〉, the Russell-Saunders coupling does not apply anymore and equation
2.61 is not the exact Landé g-factor. Fortunately the metastable excited states 3P0 and 3P2
have a unique J quantum number, so there is no mixing and those “pure” states are in fact
well described by equation 2.61.
The strength of the Zeeman effect for the different states of metastable Neon are given in
table 2.1.
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(a) An electric hexapole. (b) A magnetic hexapole.
Figure 2.8: Hexapole configurations.
(a) Straight cross sections along the x- and
y-axis.
(b) Circular cross section around the center of
the guide.
Figure 2.9: Electric fields along cross sections of the electric hexapole of figure 2.8a.
2.5 Guiding
2.5.1 The Hexapole Guide
Figure 2.8 shows cross sections through an electric and a magnetic hexapole guide. Those
fields are zero in the center and will rise nearly quadratically until the edge of the inner open-
ing, which is bounded by the electrodes or magnets.
A perfect harmonic potential is achieved if the electrodes or magnets would have a hyperbolic
shape. Hyperbolic shapes are extremely difficult to machine and as the use of circular elec-
trodes already produces a very harmonic potential it is common to use cylindrical electrodes
in electric guides. The best approximation of an harmonic potential with cylindrical rods is
achieved if the ratio of the electrode’s radius to the radius of the inner opening is 0.565 [70].
But as shown in figure 2.9, even the use of electrodes with a ratio of 12 produces an electric
field which differs from a perfect harmonic field only in the range 10−3 in radial directions (see
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(a) Straight cross sections along the x- and
y-axis.
(b) Circular cross section around the center of
the guide.
Figure 2.10: Magnetic field strength along cross sections of the magnetic hexapole of figure
2.8b.
fig. 2.9a). The variation from a perfect harmonic potential in a circular cross section is less
than 6% (see fig. 2.9b).
But even for the rectangle magnets in figure 2.8b, the field strength is nearly harmonic. Figure
2.10 shows that in this case the radial divergence to a perfect harmonic potential is still only
0.4%. The variation on the edge of the inner opening is much bigger with 15%, but the variance
declines rapidly toward the center of the guide, so that an harmonic potential is still a valid
approximation even for rectangular magnets.
Parabolic fields directly lead to a harmonic potential if the Stark or Zeeman effect is linear.
While this is the case for the Zeeman effect in metastable rare gas atoms, it is not neces-
sarily true for polar molecules. In the exemplary case of ND3, as shown in figure 2.11, the
Stark energy for ND3 in an electric hexapole guide (as shown in fig. 2.8a) can be very well
described by a harmonic potential. Due to its large inversion splitting and the consequently
more quadratic Stark Effect of NH3, a hexapole guide can, in contrast, not be described by a
harmonic potential for NH3.
The absolute strength of a quadratic Stark effect is relatively lower than of the linear one. This
can also be seen in figure 2.11, where the Stark energy at the edge of the inner opening of NH3
is ≈ 25% lower than for ND3.
The two-dimensional potentials discussed above can be seen as two dimensional traps for
particles in a low-field-seeking state. A particle with a suitable Stark or Zeeman effect is
trapped in the xy-plane if its kinetic energy in this plane is lower than the corresponding Stark
or Zeeman energy at the edge of the inner opening4.
For particles in high-field-seeking (hfs) states the same configuration is not a potential mini-
mum but a maximum. Particles in a hfs state are therefore pushed towards the electrodes or
magnets.
4 It is generally assumed throughout my thesis that particles are lost once they are outside the inner opening
rmax , although for a short distance the fields between the electrodes will push the particles in a lfs state back into
the guide.
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Figure 2.11: The Stark energy for different Stark effects in the fields of figure 2.8a: Purely linear
Stark effect with 0.75D (red), and for ammonia in the JK = 11 state with M J =−1; NH3 (black)
and ND3 (gray).
By extending the magnets or electrodes along the z-axis (perpendicular to the plane of the
figures) as shown in figure 2.12, these potentials can be used to guide particles in an lfs state.
As particles in an hfs state are expelled from the potential inside the guide, such a guide will
act as a filter for particles in a lfs state.
Dynamics in a Straight Hexapole Guide - Transverse Oscillations
Guidable particles will oscillate around the potential minimum with a specific frequency ω.
Due to its similarity with the transverse oscillations in a synchrotron, this oscillation is called
betatron oscillation [71].
In the case of a harmonic potential, this frequencyω is the same for any particle with the same
magnitude of the guiding effect and independent of the particle’s amplitude. In the case of
a non-harmonic potential, the frequency also depends on the amplitude. The amplitude of
the betatron oscillation can also be seen as a criterion for the guidability of a particle. If the
particle enters the guide with a phase which will lead to an amplitude exceeding the inner
opening of the guide, the particle cannot be guided.
Due to the (nearly) harmonic potential in a hexapole guide for guidable particles with a
(nearly) linear guiding effect, one can use a hexapole guide as a lens to focus those particles.
This is illustrated in figure 2.13. Molecules with a perfect linear Stark effect are focused on
the exactly same point in a perfectly parabolic field if they have a common stating point.
In the simulations of figure 2.13 using the fields shown in figure 2.8a, the molecules with a
perfect linear Stark effect (red lines) are focused within a distance of about 7cm. The use
of cylindrical electrodes instead of hyperbolic electrodes causes a small deviations in the
parabolic dependency of the electric field inside the guide, which gives rise to this blurring.
The Stark effect of ND3 is quite linear for high fields (see fig. 2.7); nevertheless, its quadratic
part blurs the focus up to around 10cm (see black lines in fig. 2.13). The quadratic part of the
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Figure 2.12: A straight guide.
Stark effect of NH3 becomes so dominate that there is hardly any focus anymore (gray lines in
fig. 2.13).
The focal length of such a lens depends on the strength of the Stark effect and the time the
molecule spends inside the lens. Due to this temporal dependency the focal point depends on
the longitudinal velocity of the molecule.
The focusing can be either used to increase the density of the guided particles at a certain
point or, by using pinholes and beam blockers, to filter for certain rotational states, as the
length of a betatron oscillation depends on the rotational state of the particle [72].
In our merged beam experiment we used such a hexapole lens to prepare the molecules for a
500mm free flight.
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Figure 2.13: A straight hexapole guide as a lens. Simulated trajectories for a polar molecule
with mass 20 and a perfect linear Stark effect (red line), ND3 (black line) and NH3 (gray line). All
molecules have the same longitudinal velocity of 800 m/s and zero in the tranversal direction.
The hexapole guide has a geometry as shown in figure 2.8a and a length of 300mm. The
applied voltage is ±0.5kV for the molecule with a linear Stark effect and ND3 and ±3kV for
NH3.
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2.5.2 Curved Hexapole Guide
Figure 2.14: A curved hexapole guide.
In a curved guide the particles experience an additional force, the centrifugal force
Fc = mvl
2
R+x , (2.62)
where vl is the longitudinal velocity (tangential to the curvature of the guide), R and x are the
coordinates according to figure 2.14, and m is the mass of the particle. The influence of this
force can be described by a pseudo-potential
Wc =−mvl 2 ln
(
R ′+x ′) (2.63)
where R ′ and x ′ are the values of distances R and x in units of meters in order to stay in the SI
system. This pseudo-potential needs to be added to the potential of the guiding force in order
to describe the effective potential inside a curved guide. If the radius of curvature R is much
bigger than the radius of the inner opening rmax , the pseudo-potential of the centrifugal force
can be assumed to be linear. In case of a harmonic guiding potential, the effective potential
still has the same parabolic shape, it is simply shifted towards the outside bend. This is shown
for different longitudinal velocities in figure 2.15.
At the position of the minimum of the effective potential, the centrifugal force Fc and the
guiding force Fg cancel each other. Therefore this radius is called the equilibrium radius req .
Assuming a harmonic potential
Wg =Wg max x
2
r 2max
, (2.64)
where Wg max is the energy of the Stark or Zeeman effect at the inner opening rmax , one can
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Figure 2.15: Effective potential of ND3 in the JK = 11 state with M J = −1 in a curved ±8kV
guide with R = 125mm along the x-axis for different longitudinal velocities.
find the position of req as the radius where
Fg =− d
d x
Wg = −Fc (2.65)
−2Wg max
r 2max
req = mvl
2
R+ req
(2.66)
req =
√
R
2
2
+ m rmax
2Wg max
vl −
R
2
. (2.67)
The equilibrium radius req has the same dependencies as Wg max . At a certain velocity vl max
the equilibrium radius is right on the edge of the inner opening (req = rmax ). Particles which
are faster than vmax cannot be guided anymore. This vmax is given by
vmax =
√
2Wg max
m
(
1+ R
rmax
)
. (2.68)
For ND3 and the strength of the electric field we used in the experiment, we can assume the
Stark effect to be linear, so that the maximum energy Wg max =Wg (rmax ) is
Wg (rmax )=µκEmax , (2.69)
where µ is the permanent electric dipole moment. κ = M J KJ (J+1) represents the effect of the
orientation of this dipole moment to the electric field axis due to the rotational quantum
numbers J , K , and M J . Emax = E(rmax ) is the electric field strength at the edge of the inner
opening. Emax is proportional to the applied voltage. The maximum guidable velocity of a
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Figure 2.16: Simulated trajectories in a curved guide with radius R = 125mm for a ND3
molecule with κ= M J KJ (J+1) = 12 with different longitudinal velocities. The potentials and dimen-
sion of the guide are shown in graph 2.8a. The molecule enters the curved guide with zero
transverse velocities at x = 3mm.
symmetric top molecule with a linear Stark effect is therefore
vmax =
√
2µEmax
m
κ
(
1+ R
r0
)
. (2.70)
As the particles inside a curved guide oscillate around req , the maximum amplitude a particle
can have is rmax − req . Therefore the faster a molecule is, the less transversal velocities are
accepted. This is illustrated in graph 2.16. All molecules in this simulation stared from the
same position (x = 3mm). The different position of the equilibrium radius for each simulated
velocity can be seen as the x-position around which the simulated particles oscillate.
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Figure 2.17: The dipole configuration. In a curved hexapole guide, the outside bend is on the
right hand side. Please note that both central electrodes are at +U .
(a) Electric field along cross sections. (b) Effective potential of ND3 in the JK = 11
state with M J = −1 in a curved guide with
R = 125mm.
Figure 2.18: Electric fields (a) and effective potentials (b) of a 8kV dipole configuration.
The Dipole Configuration in a Curved Hexapole Guide
The hexapole configuration, as shown in figure 2.8a, where the polarity is alternating between
neighoring electrodes is not the only applicable field in a curved heaxople guide. Figure 2.17
shows the so-called dipole configuration. The dipole configuration is labeled according to the
magnitude of the electrode at the outside bend (positive x) of the guide. Figure 2.17 would be
a 8kV-dipole configuration if U = 1kV.
As shown in figure 2.18a, the field of the dipole configuration is optimized in order to achieve
a continuously declining field in the negative x-direction while having the highest possible
confinement along the y-axis. In order to achieve this, both center electrodes has to be applied
to the same voltage. As there is no potential minimum along the x-axis inside the dipole con-
figuration, a molecule with a zero longitudinal velocity is pushed out of the guide towards the
inner bend (left hand side in fig. 2.18a). A molecule needs a certain centrifugal force in order
32
2.5. Guiding
to stay inside the guide. This effect can be seen in the effective (pseudo-)potentials in figure
2.18b. In order to create a minimum in the effective potential, a certain pseudo-potential
originating from the centrifugal force is needed. Just like in the hexapole configuration, once
the centrifugal force is too strong, i.e. the molecule is too fast, the minimum of the dipole
configuration is shifted out of the guide on the outside bend.
The dipole configuration can therefore be used as a band-pass filter for velocities as it has two
thresholds, one for the maximum and one for the minimum guidable velocity. In figure 2.18a
the comparison of the field along the x-axis between the hexapole configuration (dotted red)
and the dipole configuration (solid red) shows that the field at the outside bend has the same
magnitude. Therefore we can expect a comparable maximum guidable velocity vmax in both
configurations.
The situation is very different for the confinement in the y-direction. Although the dipole
configuration had been optimized in order to achieve the highest possible confinement in
this dimension, it is very weak compared with the hexapole configuration. There is hardly any
vertical confinement on the left hand side (inner bend, x < 0mm) of the potential. This is of
minor importance as the potential minimum for the majority of the velocities lies within the
right side of the guide (see figure 2.18b) and the molecules therefore will spend more time
within the right-hand side (x > 0mm) of the guide.
Due to the reduced confinement in the y-direction, the total transmission of the dipole config-
uration will be much lower than in the very well confined hexapole configuration. This lack
of confinement in y-direction of the dipole configuration will have the consequence that the
theoretically highest guideable velocity as described in equation 2.68 will not be observed in
the experiment as the acceptance of the dipole configuration will be too small for this velocity
to guide a detectable amount of those molecules.
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2.6 Trajectory Simulations
In order to get a better understanding of the dynamics of the molecules while traveling
through the guide, we developed a very accurate trajectory simulation program. This program
is written in C++ and calculates the motion of the molecules by solving the equations of motion
(equation 2.45 and 2.60) using a Runge-Kutta method of the 4th order [73]. The fields inside
the guide are simulated with the finite element solving software COMSOL [74] with a spacial
resolution of 4µm on the x-axis and 40µm on the y-axis. The gradients in x- and y-directions
of those fields are subsequently calculated and saved in auxiliary files. In order to calculate
the force on the guided particles, those fields and gradients are read and interpolated by the
trajectory program.
In order to keep the trajectory simulation program flexible, the parameters of the simulation
are defined in the initial distribution file and the parameter file.
Initial Distribution File
This file contains the initial three-dimensional velocity distribution and the rotational states
(for a symmetric top molecule if applicable) of the simulated particles. A program calculates
this distribution and saves the values for the x-, y- and z- component of the velocity and the
rotational state JK for each simulated particle. Those values can be calculated for different
conditions. The user can choose whether the velocity distribution should be
• flat between vmi n and vmax ,
• a Maxwell-Boltzmann distribution with a given temperature, or
• Gaussian with a given width around an average velocity v0 (supersonic expansion).
The angular distribution could either follow a Zugenmaier distribution [75] for a tube nozzle,
or be limited to a maximum ratio of transversal over longitudinal velocity, as it is the case for
the geometric cut off of a skimmer. The distribution of the rotational state JK can be set to one
particular state (fixed J and K ) or be distributed according to a given temperature.
Parameter File
In the parameter file the characteristics of the guide, the timings in the experiment, the
computational settings and the physical properties of the particles are defined. For the
characteristics of the guide
• the type of guide (electric or magnetic),
• the number of segments,
• the type of each segment (straight or curved) and its size,
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• the tilt and offset between each segment,
• the applied voltage or the strength of the magnetic field, and
• the nozzle diameter and the position of the source
are defined. For the timing of the experiment the user can choose
• how long the source is open (different exit likelihoods within this time can be simulated),
• when each segment is switched on or off, and
• the timing of the pulsed detection (if applicable).
The computational setting covered the
• number of simulated particles,
• the temporal resolution, and
• the number of threads used for the calculation.
The physical properties include the mass of the particle. For paramagnetic particles the mag-
netic moment is required. For symmetric top molecule, e.g. NH3 or ND3, the dipole moment
and the inversion splitting is needed. In case of a more complicated Stark effect, the energy
shift in electric fields can also be given as explicit values for different field strengths.
Output
The trajectory program calculated the trajectory of each particle through the defined guide. If
the particle completes the guide the
• start and finish time,
• initial and final x-, y- and x- component of velocities,
• inital and final position, and
• the rotational state (including M quantum number for symmetric top molecules)
of the successfully guided particle are saved in an output file. Further processing of this output
file can, for example, calculate
• the arrival times (AT) of the particles at the end of the simulated guide (see fig. 3.15 as
an example),
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• the acceptance of the simulated guide (fig. 3.7),
• the transmission profile of the simulated guide (fig. 3.5 and fig. 4.6).
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2.7 Detection Methods
2.7.1 REMPI
In order to determine the rotational state populations of the guided ammonia, we used a
resonance enhanced multiphoton ionization (REMPI) technique [63].
REMPI uses multiple photons from a laser to ionize atoms or molecules. The
Figure 2.19:
The (2+1)
REMPI
scheme.
ionization process can be split into two steps if the energy of one or more
photons matches the energy difference from states which are present in the
original sample and an excited state. In this case the molecule is first excited
and subsequently ionized. This increases the ionization probability by orders
of magnitude compared to a direct ionization. As illustrated in figure 2.19,
we used the (2+1)-REMPI scheme, where 2 photons are used to excite the
observed molecule from the ground state to the excited state and a third one
to ionize the excited molecule. All three photons are from the same laser
pulse and therefore have the same energy. This detection scheme is described
in detail in the reference [63].
REMPI of Ammonia
In order to assign the measured transitions in a REMPI spectrum to the rotational quantum
numbers in the X˜ ground state, we need precise knowledge of the rovibrational energies of this
ground state and the excited state. The ND3 molecule is an oblate symmetric top molecule
and has a symmetry of D3h [76]. Including the effects of the electronic degeneracy in the B˜
state, the Hamiltonian Hrve can therefore be described as [63]
Hrve = Tv +B J (J +1)+ (C −B)K 2−D J J 2(J +1)2−D JK J (J +1)K 2−DK K 4
−2CζlK + 1
2
q(L+2J−2+L−2J+2) , (2.71)
where Tv is the energy of the according vibronic state, B and C are the rotational constants,
D J , D JK and DK are the distortion parameters, and ζ is the constant for the Coriolis coupling.
The constants of equation 2.71 are given for ND3 in table 2.2. We assume the wavefunction
to be a product of the rotational part |JK M J 〉 and a vibronic part |l〉. For the vibronic part
l = 0 in the ground state and l =±1 in the excited state. The term qL±J±2 connects the l levels
and gives rise to the so-called l-type doubling [63]. The solution for the degenerate vibronic
states requires the diagonalization of a 2×2-matrix as the basis functions |JK M J 〉|−1〉 and
|J(K +2)M J 〉|+1〉 are mixed due to the q term in 2.71. With this consideration, the energy
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constant X˜ [65] B˜(v2 = 5) [77] unit
Tv ±Wi nv (J ,K )/2 62993 1/cm
B 5.1426 4.4829 1/cm
C 3.1246 2.6949 1/cm
q - 0.1589 1/cm
D J 196,6 318 10−6 1/cm
DK -0.6364 789 10−6 1/cm
D JK -347.94 -1209 10−6 1/cm
ζ - 0.8311 -
Table 2.2: Rotational constants of the X˜ and the B˜(v2 = 5) state of ND3.
E(J ,K ) is given by
E(J ,K ) = 1
2
[
E ′0(J ,K +2)+E0(J ,K )±
√
∆E 2+q2 f (J ,K )2
]
, (2.72)
where
∆E = E ′0(J ,K +2)−E0(J ,K ) (2.73)
E0(J ,K ) = Tv +B J (J +1)+ (C −B)K 2+2CζK + . . . (2.74)
E ′0(J ,K +2) = Tv +B J (J +1)+ (C −B)(K +2)2+2Cζ(K +2)+ . . . (2.75)
f (J ,K ) =
√
[J (J +1)−K (K +1)][J (J +1)− (K +1)(K +2)] (2.76)
Equations 2.75 and 2.76 have to be extended according to equation 2.71. Figure 2.20 shows
the energy levels for ND3 according to equation 2.72.
Symmetries in Two Photon Transitions
Due to symmetry reasons not all transitions are allowed in such an dipole transition. For the
rotational transitions we can only initiate transitions which follows
∆J = 0,±1,±2 (2.77)
∆K = ±1 (2.78)
∆l = ±1. (2.79)
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In case of the observed transition in ND3, the following rules apply for the vibronic transition:
B˜(v2 = even) ← X˜ (0)
B˜(v2 = odd) ← X˜ (1)
(2.80)
B˜(v2 = odd) 6← X˜ (0)
B˜(v2 = even) 6← X˜ (1) ,
where X˜ (0) is the lower state of the inversion doublet, X˜ (1) the higher one. The v2 is the
umbrella vibration of the N-atom through the plane of the deuterium atoms. As the low-field-
seeking molecules are in the X˜ (1) state we could only excite the guided molecules into odd v2
states.
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Figure 2.20: The energy levels of the X˜ (1) and B˜(v2 = 5) state of N D3. The rovibronic symme-
tries are labeled. The red arrows are examples for allowed two-photon transitions.
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3.1 Introduction
The idea of velocity filters is to remove certain, usually molecules with high velocities from a
beam of molecules. The simplest way to do so is by rotating two wheels with apertures in such
a manner that only molecules with a certain velocity have free passage [78, 79].
Another approach, which allows the preparation of a continuous beam of velocity controlled
particles, is to use a curved guide. As the guiding force, which keeps the particles inside the
guide, is limited, some particles are too fast to follow the curvature and are consequently lost
from the guide. This concept was first realized by Ghaffari et al., using the Zeeman effect of
Li atoms in a curved magnetic guide [80]. The first electrostatic velocity filter exploiting the
Stark effect of polar molecules was implemented in 2003 by Rempe et al. [81]. They success-
fully filtered ND3, H2O, D2O, HDO, CH2O and CH3Cl down to a translational temperature of
1K [81–83]. Although the density of the guided molecules were measured by a state-sensitive
quadrupole mass spectrometer, Motsch [84] et al. determined the population of selected
states of guided molecules indirectly by depletion measurements.
The curved guide technique provides a continuous source of cold molecules which is, com-
pared to Stark or Zeeman decelerators, technically quite simple. Although the densities at the
end of a decelerator are usually higher than a velocity filtered beam, the velocity filter can
provide a continuous beam, so that the total flux of a velocity filter can be higher than the
pulsed beam from a decelerator.
Willitsch et al. used a velocity filter to control the energy of CH3F in the Ca
++CH3F reaction.
As the Ca+ ions could be laser cooled to 400mK, the kinetic energy of the CH3F molecules
brought most of the kinetic energy into the reaction. The electrostatic velocity filter provided
them a beam of CH3F down to 2K yielding an average collision energy of 1.3K [85]. The
same idea was later used by different other groups to investigate the reactions Ca++CH2F2,
Ca++CH3Cl, Ca++CH3CN, Ca++ND3 and N2H++CH3CN [86, 87].
Just recently a new technique was introduced by Rempe et al. which might combine the
advantages of the decelerator, i.e. the active deceleration, with velocity filtering, i.e., the
continuous beam. The centrifuge decelerator [30] is a curved guide which forces the molecules
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from a circular movement in to a spiral trajectory to the center of the rotation. The centrifugal
forces decelerate the molecules continuously down on their way to the rotation, providing a
continuously beam of decelerated molecules. Intensities of several 109 /mm2s and velocities
down to 15 m/s have been achieved for CH3F, CF3H and CF3CCH.
Our primary aim was to learn more about the dynamics of individual rotational states in an
electrostatic guide. We were the first to use a state-selective REMPI scheme to detect the
guided molecules, while all other preceding experiments used state-insensitive quadrupole
mass spectrometers.
The long-term objective was the improvement of the velocity filtering technique, so that it can
be used for collision experiments. Therefore we were aiming for the highest possible flux and
the best possible energy resolution. In order to improve the energy resolution we tried two
different techniques (switching the straight guide and the dipole configuration) to establish a
lower threshold for the guided velocity, turning the velocity filter from a low-pass filter into a
band-pass filter.
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Figure 3.1: Experimental setup of the velocity filter
3.2 Experimental Setup
The velocity filter experiment had three vital parts:
• An effusive source, which provided a continuous thermal beam of ND3 molecules.
• The guide, with a straight segment and a curved segment.
• A mass spectrometer to detect the guided molecules at the end of the guide.
The body of the effusive source was a cylindrical copper container (38mm inner diameter,
150mm long). The temperature of the source could have been controlled between 80K and
500K, but all measurements in this thesis were at room temperature.
Each guide segment was made of 6 polished stainless steel rods with a radius of 2mm, ar-
ranged in a hexagonal pattern creating a circular inner opening with a diameter of 8mm.
With this geometry we were only able to guide molecules in the low-field-seeking state (see
fig. 2.7). The source chamber was pumped by a Pfeiffer TMU1600; pumping speed 1400 L/s.
The 510mm long straight guide segment transferred the guidable molecules from the source
chamber through the first differential pumping stage to the curved segment.
The curved segment guided the molecules through another (pseudo-)differential pumping
stage to the detection region. The chamber of the curved segment was separated into two
parts by a coper wall and both parts were pumped by the same pump (Pfeiffer TMU1400;
980 L/s). In order to increase the signal-to-noise ratio of the detection, the coper wall was
cooled down to around 90K by liquid nitrogen, which cryogenically reduces the overall ND3
background. During operation, the pressure in the first chamber rises to 3×10−6 mbar, and
the pressure in the detector chamber rises from below 5×10−9 mbar to 2×10−8 mbar.
For the detection of the ND3 molecules via REMPI, the frequency-doubled output of a pulsed
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tunable dye laser (Fine Adjustment Pulsare; ≈15mJ/pulse at 315nm, pumped by the second
harmonic of a pulsed neodymium-doped yttrium aluminum garnet (Nd:YAG) laser (Inno-
las Spitlight 1000; 20Hz, 10ns pulse length), was focused, using a 500mm cylindrical lens,
between the first and second plate of TOF-MS.
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Figure 3.2: Thermal velocity distribution of ND3 at room temperature.
3.2.1 Effusive Source
In order to achieve a high density of filtered molecules, we wanted a source which provides
a very high flux of slow molecules in a very well collimated beam. We chose to use a con-
tinuous effusive source as it can produce beams which the same velocity distribution as the
thermally equilibrated molecules inside the source. An equilibrated thermal distribution can
be described as
ρ(v)=N v2 e
(
− m v22kB T
)
(3.1)
with the normalization N =
√
2
pi
(
m
kB T
)2/3
and is shown in figure 3.2. The shaded area shows
the fraction of molecules below 240 m/s. Though the relative amount of these slow molecules
is small, their absolute number is huge due to the high number density of gas particles. There
are still more than 1018 particles per cm−3 moving with less than 240 m/s in this distribution at
1bar and 25°C.
As shown in figure 3.3 a simple tube used as the nozzle of the source produces a collimated
beam. The bigger the ratio of length over diameter of this tube is, the better the beam will be
collimated [75]. This method of beam collimation unfortunately conflicts with the demand
for slow molecules, because the molecules would undergo collisions while moving through
this tube. During this passage slow molecules are more likely to be hit from behind by fast
molecules, which would accelerate the slow molecules and decelerate the fast ones. Therefore
a tube will change the velocity distribution such that the distribution is reduced at the slow
and fast ends and increased in the central part. Especially the acceleration of slow molecules,
which is called boosting, from fast molecules was problematic for our approach, as it reduces
the density of slow molecules and will even lower the overall transmission once the molecules
are boosted to velocities outside the guidable range. Motsch et al. [88] hypothesized that this
collisional acceleration of slow molecules will modify the original distribution (e.g. equation
3.1) by a factor exp(−b/v), where b is called the boost factor. This simple factor describes
only the change for slow molecules. The influence on to the faster ones is not included in this
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Figure 3.3: Angular distribution of the effusive source with the ceramic tube (gray line) and
with the MCA (red line) as nozzle according to Zugenmaier [75].
approximation. As in our setup velocities above 240 m/s cannot be guided, this limitation has
no consequences for our measurements.
The magnitude of the boosting factor depends on the collision probability inside the tube.
The collision probability can be reduced by either a shorter tube or by a lower pressure in
the source. However, reducing the pressure will lower the flux of the source and is therefore
(normally) not desirable. Shortening of the tube length, on the other hand, demands a smaller
diameter of the tube in order to maintain the collimation. But a smaller diameter will lower
the flux as well.
Reducing the tube size is advantageous as several parallel tubes can be used while the total
size of the source exit stays unchanged. This approach can be pushed very far by the usage
of a multicapillary array (MCA). The MCA used in the measurements of section 3.3.4 was a
1mm thick glass plate with 5µm wide channels arranged in a hexagonal pattern with a 10µm
center-to-center distance1. The advantage of using a MCA was the dramatically increased
collimation of the beam as the length-to-diameter ratio of the MCA channels is 200, compared
to 15 when using the ceramic tube. In addition, the reduced total length of the exit tube was
shorter, 1mm vs. 30mm, which reduced the boosting factor b. Figure 3.3 shows the angular
distribution for both nozzle types according to Zugenmaier2 [75]. The MCA was completely
covering the exit hole of the source, so that roughly 2×104 channels are contributing to the
beam, which provided us an even higher flux at lower pressure than with the ceramic tube
nozzle.
1 This device is in fact an uncoated microchannel plate (MCP) with a zero bias angle.
2 Zugenmaier calculated the angular distribution after a straight tube assuming a cosinusoidal scattering of the
particles from the inside walls of the tube.
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inner
opening rmax
Figure 3.4: Coordinates and dimensions of the curved guide. The x-axis is always orthogonal to
the curvature and points towards the outside bend. The y-axis is (atypically) pointing down, in
order to have the z-axis pointing in direction of travel of the molecules (into the paper plane).
3.2.2 Guide
The guide consisted of two different segments. The main purpose of the first, straight segment
was to transfer the molecules from the source nozzle through a differential pumping stage to
the curved guide. The velocity filtering itself took place in the second, curved segment.
Both segments had the same electrode dimensions, shown in the inset in figure 3.4. The ratio
of the diameter of the electrodes to the diameter of the inner opening was 12 . Although this
produced a slightly less harmonic potential than the optimized ratio 0.565 [70], it increased
the gap between the electrodes and allowed higher voltages to be applied to the guide. The
applied voltages on the guide can be switched by fast high-voltage switches (Behlke: rise time
≈ 200ns).
The straight segment was 510mm long. For technical reasons three electrodes were perma-
nently connected to ground, while the other three could be switched between ground and up
to ±12kV. Increasing the voltage difference above 6kV between the electrodes of the straight
guide segment did not increase the flux at the end of the guide measurably, even if the curved
guide segment was set to the maximum applicable voltage difference of 16kV. The molecules
guided additionally by the higher voltage on the straight segment could not be guided by the
curved segment anymore.
The curved segment had a radius of R = 125mm and covered an angle of 180°, so that the
center line of the guide had a length of ≈ 393mm. The frame of reference, as shown in the
inset of figure 3.4, follows the curvature of the guide, so the x-axis is always orthogonal to
the curvature and pointing to the outside bend. The centrifugal force therefore pushes the
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molecules in the +x-direction. The orientation of the y- and z-axis was chosen to have the
molecule traveling towards z =+∞.
In the curved guide segment each electrode had its own high-voltage connection; therefore,
any voltage between -12kV and +12kV could be applied on any electrode. Although the curved
segment could be operated with a DC voltage of±10kV without creating a leak current exceed-
ing 100nA, we chose to apply only ±8kV when we were switching the voltages on the guide.
In a ±8kV hexapole configuration we could achieve an electric field on the edge of the inner
opening of ≈ 60 kV/cm. Using the direct access to each electrode, a ±8kV dipole configuration
could be applied on the curved guide. This produced the fields as shown in figures 2.17 and
2.18a.
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Transmission of the Guide
(a) ±6kV (b) ±6kV
(c) ±8kV (d) ±8kV
Figure 3.5: Simulated transmission of the hexapole configuration for ND3 in a curved guide
with R = 125mm and a radius of the inner opening of rmax = 4mm (see fig. 3.4). The molecules
have a flat distribution for the velocities and start positions within the inner opening. The
transverse velocities have a Gaussian ±10 m/s (FWHM) distribution. The red lines in (a) and (c)
show the value for the theoretical vmax according to equation 2.68.
Figure 3.5 shows the simulated transmission for ND3 molecules with different longitudinal
velocities and for different effective dipole moments κ= M J KJ (J+1) in the hexapole configuration;
figure 3.6 shows the same for the dipole configuration. In order to highlight the influence of the
longitudinal velocity on the transmission, figure 3.5, 3.6, and 3.7 show only the transmission
through the curved guide for a flat longitudinal velocity distribution. The transverse velocities
have a Gaussian ±10 m/s (FWHM) distribution.
The maximum guidable velocity vmax according to equations 2.68 and 2.69 is indicated as the
red line in figures 3.5a, 3.5c and 3.6a. The square-root dependence of vmax on κ can be clearly
seen in the transmission simulations in figure 3.5 and 3.6, as well as the reduced vmax due to
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(a) ±8kV (b) ±8kV
Figure 3.6: Simulated transmission of the dipole configuration for ND3 in a curved guide with
R = 125mm and a radius of the inner opening of rmax = 4mm (see fig. 3.4). The molecules
have a flat distribution for the velocities and start positions within the inner opening. The
transverse velocities have a Gaussian ±10 m/s (FWHM) distribution. The red line in (a) shows
the value for the theoretical vmax according to equation 2.68.
the lower voltage as the upper limit of the acceptance of the simulated particles shows the
same dependency as the red line.
The theoretical value for vmax is defined as the maximum velocity of a particle can have
assuming a perfect match of the initial phase space position with the acceptance of the guide
this velocity can only be reached by a infinitesimal small amount of the molecules. The
maximum guideable velocity which initial phase space provides contains enough molecules
to be detected is therefore low which can be seen as the gap between the red line and the
upper limit of the acceptance in figures 3.5a, 3.5c and 3.6a. The same argument holds for all
velocities which causes the transmission probability to rise for lower velocities. Figure 3.7
shows an illustration for this argument. The higher the longitudinal velocity gets, the smaller
the acceptance in the phase space will be. Close to vmax this phase space volume will be
practically zero.
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Figure 3.7: Acceptance of the hexapole configuration. In this figure the x-position and the
transverse velocity in x-direction of all molecules which could completed the curved guide are
shown.
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3.2.3 Detection
Figure 3.8: Wiley-McLaren type time-of-flight mass spectrometer (TOF-MS)
We used REMPI as described in section 2.7.1 to ionize the ammonia molecules. The ions
are subsequently detected by a Wiley-McLaren type time-of-flight mass spectrometer (TOF-
MS) [89] as shown in figure 3.8. The mass resolution of the TOF-MS was sufficient to discrim-
inate between all four isotopologues of ammonia (NH3, NH2D, NHD2 and ND3). The band
width of the laser was fine enough to separate single rovibronic transitions. Therefore we
could measure the relative density of individual rotational states of the ground state. This was
a key feature to investigate the velocity filtering for different rotational states.
The use of the rather low extraction voltage of 10V improved our signal-to-background ratio
by more than 100, as the guided molecules are already moving towards the detector while the
residual (background) ND3 moves isotropic in all possible directions.
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3.3 Measurements
3.3.1 Arrival Time Traces of a Hexapole Configuration
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Figure 3.9: AT trace for different guide voltages. Solid curves: experimental AT traces of guided
ND3 using a ±8kV, ±6kV, ±4kV, and a ±2kV hexapole configuration on the curved guide
segment. The traces are from the same JK = 99 state. Dashed curves: analytic calculations
assuming translational temperatures of 9, 7, 5, and 4K, respectively.
A typical measurement of the velocity filtering experiment can be seen in figure 3.9. These
arrival time (AT) traces show the density of the molecules at the end of the guide as a function
of the time both guide segments are switched on. This measurement was recorded by parking
the Laser at the wavelength of a certain transition. In the measurement shown in figure 3.9
we choose a transition from the JK = 99 state of the X˜ (v2 = 0) (ground-)state into the B˜ state.
Therefore the recorded ion signal is proportional to the density of ND3 molecules in the JK = 99
state of the ground state at the laser focus. By changing the delay of the laser to the time
the guide is switched on, the density can be recorded as a function of the flight time of the
molecules.
After the guide is switched on, there are, for some time, no molecules present at the end of
the guide, as this time is too short for even the fastest guidable molecules to travel the total
distance of 918mm. Once the fastest guidable molecules completed the guide, the density of
ND3 at the end of the guide starts to rise. This density is steadily rising because as time passes
greater parts of the velocity distribution can be detected at the end of the guide. The AT trace
finally approaches asymptotically a maximum value. This steady state is the density when
even the slowest velocity of the initial distribution could complete the guide.
Equation 2.70 shows that the value of highest guidable longitudinal velocity depends on the
maximum electric field inside the curved segment. This dependency can be seen in figure 3.9.
If the voltage on the electrodes is raised, faster molecules can be guided. Faster molecules
can complete the guide in less time, so the AT trace rises earlier for higher voltages. Also
the steady-state density increases which rising voltages, as now bigger parts of the initial
velocity distribution are present at the end of the guide. A very simple approximation for
the velocity distribution of the molecules which have passed the guide is that they have
a thermal distribution which can be described by a Maxwell-Boltzmann distribution [90].
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This assumption was used to calculate the dashed lines in figure 3.9. AT traces with lower
voltages match distributions with lower temperatures quite well. The lower the voltage on the
electrodes, the colder the sample. As we do not cool but filter, the total number of molecules
is also lower.
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Figure 3.10: Illustration of the filtering for low velocities by switching the straight segment
of the guide. The red lines indicate possible trajectories through the guide. Gray lines are
trajectories of molecules which can not reach the end of the curved segment. Particles with
velocities exceeding vmax cannot be guided due to the the velocity filtering in the curved
segment. A molecule is lost in the straight segment if this segment is switched off. The
trajectory labeled vmi n therefore has the flattest possible angle, i.e. the lowest guidable
velocity.
3.3.2 Switching the Segments - Bandpass Filter
A static hexapole configuration, as described in the previous section, can only establish an
upper threshold for the velocity, i.e., a static hexapole configuration is a lowpass filter for
the velocity. The possibility to filter for low velocities as well is advantageous as with such
a bandpass filter the range of guided molecules would be independent from their average
velocity. This can be achieved by switching the segments of a velocity filter in a certain pattern.
As there is already an upper threshold for the velocity due to the curved guide, the switching
of the segments has to remove the slow molecules from the beam. As illustrated in figure 3.10,
this can be achieved by switching the straight segment off after a certain time ∆t . Molecules
that are slower than vmi n = 510mm∆t will not reach the curved segment and are therefore lost
from the beam. Sommer et al. have achieved a 5 m/s-wide band-pass filter using a similar
approach [91]. In contrast to our setup they were able to switch three segements, two curved
an a straight segment.
Figure 3.11 (A) shows the AT traces for the switching pattern displayed in the inset for a ±8kV
(black lines) and a ±6kV (red lines) hexapole configuration for different on-times ∆t of the
straight guide. Both segments are switched on at the same time, but the straight segment is
switched off after the time ∆t . For the on-times shown in figure 3.11 (A), ∆t = 5ms, 10ms and
15ms, vmi n is approximately 100 m/s, 50 m/s, and 35 m/s, respectively. At first, density rises just
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Figure 3.11: (A) TOF traces for bandpass-filtered ND3 molecules using a ±8kV (black lines)
and ±6kV (red lines) hexapole configuration. Solid lines are experimental data, dash-dotted
lines simulations. The straight segment was kept on for a limited time ∆t only such that
molecules below a certain threshold velocity were not detected. (B) Velocity distributions
corresponding to the simulated traces in (A). Black (red) show the ±8kV (±6kV) results.
as in figure 3.9, but as the flux into the curved segment is stopped when the straight segment
is turned off, the guide is purged from molecules. The density at the end of the guide starts to
decline once the fastest guidable molecules (vmax ) which just entered the curved guide at ∆t
have reached the end of the curved section. As in the ±6kV configuration vmax is smaller than
in the ±8kV configuration, the signal in figure 3.11 (A) starts to decay at later times as it takes
longer for the slower molecules to purge the guide. Each switching cycle produces such a rise
and decline of the signal as shown in (A).
The velocity distribution of the simulated AT traces in figure 3.11 (A) are shown in panel (B).
This figure illustrates that lower velocity threshold vmi n is defined by the time the straight
guide is switched off (∆t ), while the upper threshold vmax depends on the guiding voltage and
is therefore different for the two displayed voltages. Due to the switching, a bandpass filter is
realized where both thresholds, vmi n and vmax , can be chosen independently.
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Figure 3.12: Multipulse sequence for a train of two pulses with filters at different voltages and
switching sequences.
The procedure described above can be repeated continuously in order to create a quasi-
continuous flux through the guide. Figure 3.12 shows that repeated switching can create a
train of pulses. For a sequence with long on- and off-times, like ∆t = 10ms and τ= 5ms in
the top trace in figure 3.12, the pulses are clearly separated. If the on- and off-times are short
enough, e.g. ∆t = 5ms and τ= 1.5ms of the bottom traces, the pulses overlap partly and the
density doesn’t drop to zero between pulses. With such a setting the continuous beam of a
static velocity filter can at least be partly restored.
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3.3.3 The Hexapole and the Dipole Configuration
Figure 3.13: AT traces for the ±8kV hexapole and ±8kV dipole configuration for the 99-state of
ND3. The dashed black line was recorded under the same setting of the source conditions and
detection settings as the solid red line. The solid black line was scaled to the steady state of the
hexapole configuration in order to make the differences between the two configuration more
visible. The guide was switched off after 30ms.
AT traces of the dipole and hexapole configuration are shown in figure 3.13. In this measure-
ment the laser was parked on a transition originating from a JK = 99 state of the ground state of
ND3. The density of this state at the end of the curved segment was recorded by changing the
delay between switching on the guide and the laser. The guide was switched off after 30ms.
This measurement was done with a ±8kV hexapole configuration (red line in fig. 3.13) and a
±8kV dipole configuration (dashed black line). For better comparison the graph of the dipole
configuration was scaled to the steady state value of the hexapole configuration.
Here the differences and similarities between the two configuration can be clearly seen. The
traces of both configurations start rising at approximately the same time, which indicates a
similar vmax . But in contrast to the hexapole configuration, the AT trace of the dipole configu-
ration rises much steeper and approaches the steady state value sooner. This is a consequence
of the reduced probability to find slow molecules after the dipole configuration.
The differences in the transmission between the hexapole and dipole configuration can be seen
by comparing the solid red curve with the dashed black one in figure 3.13. Both curves have
been recorded with the same source conditions and the same detection settings. Therefore
the measured density of these two curves can be compared with each other. The transmission
through a dipole configuration is only about 35% of a hexapole configuration. The main
reason for the reduced transmission is not the additional minimum velocity threshold but the
reduced confinement in the y-direction.
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Figure 3.14: The velocity distribution for the hexapole and dipole configuration. These traces
are the velocity distributions according to AT traces in figure 3.13. The distributions have been
normalized to obtain the same integrated probability.
Determination the Velocity Distributions
In the previous section the measured AT have been compared with assumed distributions. But
as the shape of the AT traces already contains all information about the velocity distribution,
we can derive the velocity distribution from a measured AT trace.
The density ρ(t ) of the molecules at the end of the guide after a flight time t reflects the velocity
distribution P (v) of the guided molecules.
ρ(t )=
∫ ∞
l
t
P (v = l
t
)dv , (3.2)
where l is the length of the guide. If we take the derivative ρ˙(t)= dρ(t )dt of the recorded trace
and make the substitution v = lt which changes ρ˙(t )→ ρ˜(v) we find
ρ(t ) =
∫ t
0
ρ˙(t )dt (3.3)
=
∫ ∞
v
ρ˜(v)
l
v2
dv (3.4)
P (v) = ρ˜(v) l
v2
. (3.5)
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Equation 3.5 shows that the velocity distribution can be calculated from the scaled derivative
of the AT trace.
A third way to reveal the velocity distribution is to perform trajectory simulations of the
molecules in the guide. If all physical effects are considered properly, the simulated AT traces
should reproduce the measured traces exactly. Although the direct derivation would be
scientifically desirable, the measured AT traces were too noisy for continuous derivation, so
we had to perform an stepwise derivation. It was very demanding to measure a trace that was
smooth enough to calculate distributions with a step width less than 25 m/s.
Figure 3.14 shows velocity distributions that have been derived in the two ways described
above. The experimental values were calculated from a stepwise derivation of the experimental
AT traces, while the simulated distributions are obtained by the same trajectory simulations as
shown in figure 3.13.
In the experimental and simulated distributions, one can see that the probability density
for low velocities is reduced considerably in the dipole configuration. Due to the shallow
potential minimum in the y-direction, there are also less molecules with high velocities guided
in the dipole configuration. As a consequence there are relatively more molecules with a
medium velocity in the dipole configuration. Compared to the hexapole configuration the
dipole configuration has, as expected, a narrower velocity distribution.
Although we could detect differences between the two configurations, it turned out that the
changes in the velocity distribution due to the dipole configuration are rather small. The
FWHM of both configurations differs only by ≈ 20% (FWHM hexapole: ≈ 105 m/s; FWHM
dipole: ≈ 80 m/s) and might be achieved by other methods, e.g. by increasing the boost factor,
without reducing the transmission of the guide by≈ 23 . Especially this reduced flux of the dipole
configuration leads us to the conclusion that the dipole configuration is not a useful technique
to increase the control of the reactant beams in a possible crossed beam experiments.
60
3.3. Measurements
1.0
0.8
0.6
0.4
0.2
0.0
io
n 
sig
na
l (
ar
b.
 u
nit
s)
2520151050
laser delay (ms)
 J=9, K=9
 J=4, K=3
 J=3, K=2
 Simulations
20015010050
velocity (m/s)
probability
density
Figure 3.15: Guiding of different rotational states of ND3. Main panel: AT traces for individual
rotational states in a ±8kV hexapole configuration. The solid, dashed, and dash-dotted lines
show the flight times for the JK = 99, 43, and 32 states, respectively. Dotted lines show results
from trajectory simulations for the individual levels. Inset: simulated velocity distributions for
the same states as shown in the main panel. All AT traces has been normalized to the same
steady-state value.
3.3.4 Filtering of Different States
In contrast to all previous experiments with velocity filters, or setup had the advantage of a
state selective detection. With this feature we were able to measure the relative density of
individual JK states of the guided molecules. Equation 2.70 shows that the rotational state,
represented by κ = M J KJ (J+1) , together with the mass and the dipole moment of the molecule
completely defines the dynamics of this molecule inside a given curved guide. The aim of the
experiments described in this section is to investigate this influence of the rotational state on
the guiding process.
By setting the Laser on a certain transition we could record the density of the initial JK state of
this transition. The REMPI scheme, as used in our setup, didn’t offer any possibility to distin-
guish between different M J values. So the traces shown in figure 3.15 contain contributions
from all guidable M J values of the recorded the JK state. As in the measurements before the
delay of the laser relative to the time the guide is switched on was tuned in order to record
the AT traces shown in figure 3.15. The solid line recorded the density of the 99 state, the
dashed line of the 43 state, and the dash-dotted line of the 32 state at the end of the guide.
For better comparison all traces are scaled to the same steady state value. The dotted line are
the AT traces calculated by our trajectory program. The velocity distribution obtained by this
simulations are shown in the inset of figure 3.15.
The influence of the different combinations of J and K can be clearly seen in figure 3.15.
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The state with the strongest Stark effect is the 99-state. It has with M J = J = 9 the high-
est κ = 0.9 of all displayed states. Also the arithmetic average κ¯ of all guidable M J values,
κ= 0.9, 0.8, . . . , 0.1→ κ¯= 0.5, is the highest of the displayed states. Therefore the trace of the
99-state has the earliest rise.
On the other hand, the highest possible κ for the 32-state is κ= 0.5 for M J = J = 3; the average
value is with κ¯= 1/3 the lowest of the displayed states. The weaker Stark effect in the 32-state
let only slower molecules pass the guide and we consequently observed a later rise of the trace.
The Influence of the Well-Collimated Beam from the MCA Nozzle
The measurements in figure 3.15 have been performed with the MCA as the source nozzle.
The improvement in collimation compared to the ceramic tube nozzle can be seen by the
significantly earlier rising time of the AT traces. In figure 3.13 the AT of the 99 state in the
hexapole configuration with the ceramic tube nozzle starts around 3.5ms, while the same
state already starts rising before 2ms in figure 3.15, where a MCA was used. With the MCA
the beam was so well collimated that the density of molecules over the whole length of the
straight guide segment was considerably high, even when the guide was switched off. This
contradicts our assumption that all molecules start from the source once the guide is switched
on. There is a considerable amount of molecules which start much closer to the detection area,
which leads to an early rise of the AT traces. In fact the collimation was so high that we could
detect molecules at the end of the guide even if only the curved guide segment was switched
on. Therefore we could not perform a direct derivation of the velocity distributions with the
AT traces of figure 3.15. But as the simulated AT traces reproduce the measured traces very
well, we are confident that our simulation treats all vital features of the experiment, including
the considerably high density of ND3 molecules in the straight segement while the guide is
switched off (pre-switching filling), correctly.
Figure 3.16 displays the different methods to obtain a velocity distribution. As the trajectory
simulation has complete knowledge about the simulated particle we can obtain a very fine
velocity distribution off all simulated particles which reach the end of the guide (red line).
The trajectory simulation also calculates an AT trace. The stepwise derivation of that trace
using equation 3.5 is another method to obtain a velocity distribution (red symbols). This
method can also be applied to measured At traces (black symbols). Figure 3.16 reveals that a
simulation which contains the pre-filling of the straight guide creates AT traces, which would
lead to a very wrong velocity distribution if a direct derivation would be applied (solid red vs.
red symbols). But as the simulated AT traces reproduce the measured ones very well, we would
in both cases get the same (distorted) velocity distribution (red symbols vs. black symbols).
Therefore we will use the velocity distributions, as shown in the inset of 3.15, for the further
discussion of the measurements. These velocity distributions originate from the trajectory
simulations that are also shown as simulated AT traces in the main figure.
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Figure 3.16: Comparison between different methods to obtain the velocity distribution. Veloc-
ity distribution obtained directly by the trajectory simulation (red line), by derivation of the
simulated AT trace (red symbols) and by derivation of the measured AT trace (black symbols).
The 12K Maxwell-Boltzmann distribution is shown as a reference.
The Simulated Velocity Distribution
In the simulated velocity distribution shown in the inset of figure 3.15, the shifting of the veloc-
ity distribution to lower velocities as a function of JK is very prominent. In contrast to the main
figure where the traces have been normalized to the same steady-state value, the probability
densities in the inset can be compared with each other. In analogy to a lower electric field as
in figure 3.9, a weaker Stark effect leads to a colder sample with fewer molecules.
In order to get a deeper insight in the dynamics of the different M-components, we took a
closer look at the velocity distributions as obtained by the trajectory simulations. Figure 3.17
shows the velocity distribution for different groups of molecules. The simple assumption that
after the guiding the velocity distribution of all molecules from a thermal source can still be de-
scribed by a Maxwell-Boltzmann distribution is fairly good. Comparing a Maxwell-Boltzmann
distribution with 8K (solid gray) with the simulated velocity distribution of molecules of a
thermal source at 300K (dashed) reveals only minor differences. Most prominent is the differ-
ence for fast molecules. The Maxwell-Boltzmann distribution has a slower falling edge for fast
molecules than the distribution of the guided molecules. The reason for this is that in the guide
there is a certain velocity threshold vmax which cannot be exceeded by any molecule. For the
Maxwell-Boltzmann distribution, there is no such fixed threshold. Although the probabilities
of finding faster molecules declines exponentially in a Maxwell-Boltzmann distribution, it has
a rather long tail compared to distributions with a fixed cut-off.
Especially for collision experiments aiming for low-energies, this small difference might be
considerable. The kinetic energy scales quadratically with the velocity, so an error at high
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Figure 3.17: Simulated velocity distributions for ND3. Dashed line: All guided molecules
originated from a initial rotational state distribution of 300K. Solid red line: Only the 44 state
with its M J . Dotted line: A state with κ=MK /J (J +1)= 0.5. Solid line: A Maxwell-Boltzmann
distribution at 8K, for comparison.
velocities will add a much bigger error in the collision energy.
Velocity distributions of the MJ manifold of individual JK states.
The picture gets much more detailed if we take a look at the velocity distribution of individual
JK -states. Except for the case of a very cold expansion, when only the 11 state is occupied,
we will normally find an ensemble of different rotational states at the end of the guide. The
knowledge of the exact velocity distribution of every individual rotational state becomes vital
if the rotational state will influence the collision process. In this case the exact collision energy
of each JK and therefore its contribution to the cross section is important. In addition inelastic
collisions, where the rotational state of the molecules is changed, can be detected much easier
if the undisturbed distribution is well known.
In figure 3.17 the correct simulation of the randomly chosen 44-state is shown as the solid red
line. This distribution is the sum over all possible (guidable) M quantum number as shown in
figure 3.18. This distribution shows significant differences to a 8K-Maxwell-Boltzmann distri-
bution (gray line) and to the distribution of all guided molecules as well (dashed line). This
might not be very surprising as the latter two distributions assume very broad distributions in
translational or rotational energy, respectively, while a specific state, like 44, resembles only a
very small part of those distributions.
A usefull assumption might be to simplify the M J -manifold of a JK state by the average κ
of all guidable M-values. But the comparison between the exact distribution of the 44-state
(solid red) and the distribution with its κ¯= 0.5 (dotted line) in figure 3.17 reveals very severe
differences. An accurate treatment of the different M-values is therefore very important to
obtain a good approximation for the velocity distribution for individual JK -states.
As the trajectory simulations simulate the paths of individual molecules through the whole
guide, we have to simulate many particles3 with different initial parameters in order to get a re-
liable results. Therefore the calculations are very time consuming. In order to avoid trajectory
3Typically 105-107 molecules.
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Figure 3.18: Simulated velocity distributions for the different guidable M quantum numbers
of the 44 state (solid line) and distribution obtained by the assumption in equation 3.6 (dotted
line). The vertical bars show the value of vmax for the different M-components according to
equation 2.68.
simulations, we tried to find an analytical description of the velocity distribution of individual
values of κ. This analytical distribution P (v)dv should have a quadratical rise (P (v)dv ∝ v2
for low velocities as molecules with such velocities should be rather unaffected by the filtering
process. Therefore we expect the Maxwell-Boltzmann distribution to be unchanged for the
slow end of the distribution. For high velocities we have seen (fig. 3.17) that the distributions of
a curved guide falls faster than the exp−v2 decay of the Maxwell-Boltzmann distribution. This
can be rationalized by the fact that for higher velocities the equilibrium radius req approaches
the edge of the inner opening rmax (see equation 2.67). Therefore the possible amplitude
of the oscillation around rmax gets smaller for rising velocities. As a consequence for higher
velocities the acceptance range of the transversal velocities is declining and therefore the
absolute number of molecules, as well. In addition this decay should depend on the analytical
vmax (eq. 2.68). We found a decline of exp
{
−
(
v
vmax
)6}
to describe this decay sufficiently well.
With this reasoning we could estimate the velocity distribution for a single κ value as
P (v)dv = v2 exp
{
−
(
v
p
2
vmax
)6}
, (3.6)
where vmax (κ) is the maximum guidable velocity depending on κ as defined in equation 2.70.
In figure 3.18 the analytic estimations of the velocity distribution are plotted together with the
exact simulations.
Transverse Motion - Stop Bands
The solid lines in figure 3.18 show an oscillating behavior (most prominent for M = 4 around
100 m/s), which is not reproduced by the analytic approximation of equation 3.6. This structure
arises from the betatron oscillation (see section Dynamics in a Straight Hexapole Guide -
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Figure 3.19: Trajectories for different longitudinal velocities. In this example a molecule with
170 m/s cannot pass the guide, although its velocity would be guidable. It is lost due to the
mismatch of the phase at the end of the straight guide and the acceptance of the curved guide.
Transverse Oscillations on page 26) in the straight guide. Lets assume that the motion of the
molecules can be described by
x(t ) = x0 cos(ϕ(t )) ,with (3.7)
ϕ(t ) = 2piωt (3.8)
where ω is the frequency and x0 the maximum amplitude of the betatron oscillation.
As the molecules are very well collimated when entering the straight guide they all start their
oscillations at the point of their the maximum amplitude x0, i.e. ϕ0(t0)= 0 or pi. For ND3 the
frequency of the betatron oscillation can be assumed to be the same for all molecules with the
same κ, so that the phase at the end of the straight guide depends only on the time they spend
in the straight guide. This time is given by the longitudinal velocity of the molecules. The
phase at the end of the straight segment, and therefore the longitudinal velocity, determines
if the molecules enter the curved guide segment concentrated in the center of the guide
(ϕ≈ (n+1/2)pi with n ∈ N0) or as widely spread as when entering the straight guide (ϕ≈ npi).
Due to the curvature of the second segment, the molecules do not oscillate around the center
of the curved guide but around req (see eq. 2.67 and fig. 2.16). This is illustrated in figure 3.19
for different longitudinal velocities. A molecule can only pass the curved guide segment if
the amplitude of the oscillation around req stays within the inner opening of the guide. This
amplitude is defined by the transverse velocity and position in relation to req when entering
the curved segment. This is, in turn, defined by the phase of the betatron oscillation at the end
of the straight segment and the starting position. As the spacial distribution at the beginning
of the guide is the same for all longitudinal velocities it is finally only the longitudinal velocity
that determines how well the exiting distribution of the straight segments fits the acceptance
of the curved segment.
The decline of the transmission probability between neighboring segments for certain longitu-
dinal velocities, the so called stop bands, due to the mismatch of the phase space distribution
of the particles leaving the first segment with the acceptance of the next guide segment has
been investigated in detail by Zieger et al. [92]. The transmission will change considerably,
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Figure 3.20: REMPI spectrum of the B˜(v ′2 = 5) ← X˜ (v ′′2 = 0) transition of ND3. The insets
indicate the rotational state of the X (v ′′2 = 0)-state. The spectra are normalized to the 88-state.
even for rather small changes in the velocity, therefore giving rise to an oscillating behavior of
the transmission profile. The reason why the transmission is not vanishing for those velocities
is the fact that the molecules basically start from all positions inside the inner opening of
the guide. So there are normally still molecules for any guidable velocity which can make it
through the curved guide segment.
As these oscillations are at different positions for each M-component of a certain JK -state they
are less pronounced in our measurements where we only can measure all M-components
together. But even for the 11-state, which has only one M-component, the resolution of the
velocity distribution derived from the measured AT traces was not good enough to observe
these oscillations directly.
3.3.5 Measuring the Transmission Probability
The problem with determining the transmission probability is that the transition strength
of the individual transitions are very different. If we would just compare the intensity of the
ion signal of the guided molecule for different JK -values of the ground state, we could not
distinguish between good guiding or strong transition moments. In order to achieve relative
transmission probabilities we did record the complete vibronic band with the guide switched
on for 30ms. In a second step, for the background spectrum, we leaked ND3 in the guide
chamber and again recorded the complete band while the guides were switched off. A part
of those two spectra for the B˜(v ′2 = 5)← X˜ (v ′′2 = 0) transition are displayed in figure 3.20. We
randomly chose one transition and normalized the two spectra according to this transition.
As now this normalized transition has the same value in both spectra, we can determine the
transmission probability of the JK -states relative to the normalization transition. In figure 3.20
this is shown with the 88-peak as normalization transition. The 53-state has, as expected, a
much lower transmission probability. The 30-state is not present in the guided spectrum as
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this state has no Stark effect at all. The same procedure could be done for all JK -states, as we
were able to assign a transition to nearly all observed peaks in the spectrum.
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3.4 Conclusions
In our velocity filtering experiment we could successfully investigate the dynamics of different
JK -states in the guiding process. Due to the rotational-state selective detection, we achieved
an unprecedented precision in determination of the velocity distribution for individual rota-
tional states (see fig. 3.15). With our experiment we could principally measure the velocity
distributions for all rotational states which are significantly present in the 300K sample of
ND3.
As expected the translational temperature of the guided molecules is very low. A few Kelvin
are easily achieved, even at relatively high flux. As the experimental data were reproduced by
the trajectory simulations of our custom-made simulation program, we investigated details of
the velocity distribution of the filtered molecules by analyzing the results of these simulations.
This insight was used to develop an analytic assumption for the velocity distribution for any
κ-value, i.e. for any combination of the J , K and M quantum numbers. This could be of
interest for experiments which uses curved guides as a means to control the kinetic energy of
their reactants.
We also tested the dipole configuration on the curved guide segment. The measured velocity
distribution after a dipole configuration was about 20% narrower, but the transmission of
the dipole configuration, on the other hand, is with 13 of the transmission of the hexapole
configuration significantly lower. From this finding we concluded that the dipole configuration
is not a very useful technique to achieve narrower velocity distributions. Other methods, like
an increased boost factor for example, will produce comparable velocity distributions without
such a big loss in transmission.
It turned out that the very high rotational temperature of the beam together with the state-
dependent translation temperature will make it very difficult to achieve a precise control over
the kinetic energy of the beam. This makes the use of curved guides to further improve the
presently used crossed beam experiments rather unpromising.
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4 Merged Beams
4.1 Motivation
Our aim is the investigation of neutral-neutral reactions in the cold regime. With the merged
beam experiment we tried to extent a method which has been successful in investigating
neutral-ion reactions to neutral-neutral collisions.
A supersonic expansion provides a rather simple way to produce samples of molecules with
internal temperatures down to 1K [93]. This technique could be applied to nearly all species
which can be brought into the gas phase by any means. The only problem, though, is their
high kinetic energy in the laboratory frame1. By colliding two such internally cold beams in
a crossed beam experiment, the collision energy is known very precisely, but still high. The
enormous progress in the development of the Zeeman and Stark decelerators was, at least
partly, driven by the wish to remove the kinetic energy relative from the beams. Although
it is nowadays possible to bring a beam of polar molecules to a standstill in the lab frame,
the number density is reduced so much due to the deceleration that up to now collisions at
temperatures below 70K could not be successfully performed.
One idea to circumvent the problem of high velocities in the laboratory frame is to bend the
two reactant beams into an overlapping parallel motion.
Already in 1929 Davis and Barnes tried to set up a merged-beam experiment for ion-electron
recombination [94]. But the first successful application of the merged-beam approach for
ion-ion and ion-neutral collisions was achieved in 1965 by Trujillo et al. [95] and shortly after
(1966) by Belyaev et al. [96]. In the following decades this technique was used by many different
groups for a great variety of ion-ion and ion-neutral collision (see [34] and references within for
more details). But as the control of the motion of neutrals is much more demanding than the
control of ions, merged-beam experiments, although suggested, have not been successfully
implemented for neutral-neutral collisions until recently.
With the huge progress made in the manipulation and control of neutrals exploiting the Stark
and Zeeman effect (see [97] and reverences within), it has become possible to merge beams of
1A noticeable exception is the rotating nozzle of Gupta and Herschbach [32]. In this experiment the nozzle was
move backwards with the beam velocity, so that the beam rested in the laboratory frame.
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neutral particles into an overlapping, parallel motion. Just a few month before we detected
the first collisions in our machine, Henson et al. published the first successful merged beam
experiment with neutrals [29]. And already from this first paper, the power of this approach
was proven, as they where able to measure reaction rates of the H2+He * and Ar+He * reaction
down to 10mK and even observed resonances in this reactions.
Now, as this door of perception is open and as the merged-beam technique will be suitable for
many other reactions, we are in the situation now where we face an as yet unknown field of
science.
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4.2 Former Experiments
The aim of our merged beam experiment is the investigation of a wide variety of neutral-
neutral reactions in a temperature range from sub-Kelvin to nearly room temperature. Many
other groups have the same aim. The following section will give an overview of some of them.
4.2.1 Crossed Beam Experiments with small Intersection Angles
As the relative velocity between particles of two beams can be reduced by lowering the angle
of intersection (see equation 2.15). Toennies et al. applied this idea and investigated the
reaction of H2 with various rare gases down to 5K [24]. Using cryogenically cooled Even-Lavie
sources [98] and an intersection angle of 22.5° Costes et al. investigated the the inelastic
scattering of the S+H2 collision down to 8K [99]. Reducing the angle further to 12.5° they
determined the inelastic cross sections for Co+H2 and O2+H2 [25, 100].
4.2.2 CRESU
In the temperatures range down to a few K the cinétique de réaction en ecoulement super-
sonique uniforme (CRESU) apparatus is able to investigate neutral-neutral reactions for a
wide range of molecules. The key element of this apparatus is the isentropic expansion of a
mixture of gases through a Laval nozzle. This produces a supersonic beam, whose density and
temperature is uniform for several tens of cm downstream. Each density and temperature
combination demands a specially designed shape of the nozzle in order to achieve this uniform
flow. The investigated reaction is initiated by creating one reactant from a predecessor already
present in the beam, usually by pulsed laser photolysis (PLP) or electron bombardment. Once
the reactant is created, its reactions with the surrounding gas is investigated by monitoring
the temporal changes in the density of the reactants.
This approach allowed the investigation of almost 50 neutral-neutral reaction down to 13K
(see table 3 in [22]). Of special importance to our experiment is their finding that the rate
constants of some radical-radical reactions are increasing for lower temperatures and can
reach surprisingly high values. The reactions of CN with O2 and C2H6, for example, have a
reaction rate above 10−10 cm3/molecule/s below 20K; the reactions CN+NH3 and CN+C2H2
even exceeds 4×10−10 cm3/molecule/s at 25K [101, 102]. In order to detect reactive collisions
at even lower temperatures, which is our intention, such high reaction rates are desirable.
4.2.3 Merged Beam Experiment of Henson et al.
Just a few month before we saw our first collisions, Henson et al. published the results of their
merged beam experiment [29]. In contrast to our setup they use only one bent guide and
merge magnetically guided particles with a straight, unconfined beam.
In their first experiment they investigated the Penning ionization of H2 and Ar by metastable
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He *(3S) from 230K (H2) and 12K (Ar) down to 10mK. Below 10K they detected several orbital
resonances in the rate constants of both reactions.
In subsequent experiments they successfully observed an isotope effect in the Penning ion-
ization of molecular Hydrogen (H2, HD and D2) by metastable He
* in the same temperature
range [103].
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Figure 4.1: Overview of the experimental setup.
4.3 Experimental Setup
Our merged beam setup has, as shown in figure 4.1, the following vital parts:
• Two supersonic expansion sources, which provide cold and dense beams.
• One magnetic and one electric guide to merge the two beams in an overlapping, parallel
motion (see figure 4.2).
• A detector to measure the reaction products, i.e. the Penning ions in our first experi-
ments.
• Two detectors to monitor the beam intensity of the reactant beams.
The two sources produce very dense beams of translationally and rotationally cold particles,
which directly enter the guides. The guides separate the particles which cannot be guided
from the beam (carrier gas and reactant particles with internal states of insufficient guiding
force) and bend the remaining beams into an overlapping, parallel motion. At the end of
the magnetic guide, right at the entrance to the collision chamber, the beams are merged
and continue to travel freely in a parallel and overlapped motion. In the collision chamber
the collision products are detected by a pulsed time-of-flight mass spectrometer (TOF-MS).
After the beams passed the collision chamber, they enter the detection chamber where the
density of the two beams are independently monitored in real time. As the calculation of cross
sections depends on the reactant’s density, this information is very important for the accurate
determination of the cross sections.
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Figure 4.2: Rendering of the magnetic (left) and electric (right) guide, seen form the source
side.
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4.3.1 The Sources
What is required of the sources is that they provide dense beams of cold molecules. Super-
sonic free jet expansion sources meet this requirement [93]. In order to increase the energy
resolution of our experiment, a very short opening time is desirable. In order to change the
velocities of the beams, the temperature of both sources can be set to temperatures between
150K and 400K.
The determination of the properties of the sources has been made in a test chamber to
Source Type Gas S delay pulse length pulse center
[µs] [µs] velocity [m/s]
Ar 20 34 587±7
1 Even-Lavie Ne 20 50 34 805±8
ND3 6 39 1130±40
2
General valve Ne 13
250
60±15 830±20
(series 9) ND3 3.6 87 1090±50
Table 4.1: Measured properties of the supersonic valves. The delay is the time between
triggering the source and the actual opening of the nozzle. The pulse length is the extrapolated
pulse length just after the nozzle. The pulse center velocity was measured at room temperature.
measure the beam propagation in free flight. The results are given in table 4.1. For the source
of the magnetic guide (source 1 in fig. 4.1) we used an Even-Lavie source [98]. The valve is
operated with a backing pressure of 10bar to 30bar. 1cm after the nozzle the rare gas atoms
are excited via electron bombardment.
The source for the polar molecules is a Parker general valve (series 9). Possible condensation
and clustering of the molecules demand a rather low backing pressure of ≈ 1bar. In order to
achieve a sufficient flux the opening of the nozzle is with 1mm rather big. As reducing the
velocity of polar molecules by cooling the source would increase the losses from clustering
and condensation, the molecules were seeded in Ne or Ar to change the beam velocity. As
the rare gas atoms has much better seed ratios than the molecules seeding also improves the
quality of the beam. Although having the same atomic mass, seeding ND3 in Ne showed to
reduce the beam velocity of ND3.
The spectroscopic characterization of the ND3 beam after the electric guide shows ≈ 50% of
the ND3 molecules in JK = 11 and ≈ 30% in JK = 22 state. The atomic carrier gas and the ND3
in rotational states with K = 0 or J = 0 have no effective dipole moments and do not reach the
collision chamber.
Before the beams enter the guide chamber, they pass through a skimmer which removes all
particles which would not hit the inner opening of the guides.
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4.3.2 The Guides
(a) One segment of the electric
guide. The electrode holder from
the backside is removed and pre-
sented on the right.
(b) One element of the merging part
of the magnetic guide. The golden
stick coming from the left is the hall
probe to measure the magnetic field
inside the guide.
Figure 4.3: Photos of the guide segments.
In order to guide undecelerated beams of a wide variety of paramagnetic particles and polar
molecules, both the strength of the guiding fields and the radius of curvature of the guides
have to be as big as possible. Both guides have a curvature with a radius of ≈ 6m and cover an
angle of≈ 10◦. This angle is just enough to avoid a straight line of sight between the source and
the end of the guide in order to separate the guidable particles from the unguidable particles.
In our experiments both beams are bent, so we can reach a very high purity of the reactant
particles in both beams. In the case of the electric guide, we are able to adjust the voltage
applied to the guide, and therefore the maximum field inside the guide, to a value where
only a single rotational state of the few occupied states in the cold beam of the supersonic
source expansion can be guided. Experiments with one reactant in a single state are therefore
possible.
The use of different effects in each beam makes the merging technically easier. In our ex-
periment the magnetically guided beam is confined until both beams are merged, while the
electrically guided molecules are focused into the still guided magnetic beam. This would not
be possible if we used the same effect in both beams.
The second and more fundamental reason was to avoid problems due to Liouville’s theo-
rem [104, 105]. As it isn’t possible to increase the phase space density by a reversible process,
the merging of two beams guided with the same effect would not have produced a merged
beam with the combined density of both beams but a merged beam whose density would be
reduced to the value of the initial beams.
Please note, that in this experiment, unlike in the velocity filter experiment, the outside bend
of the guides is in the negative x-direction. The frame of reference follows, as before in the
velocity filter experiment, the curvature of the guides, so that the y-axis is always the other
transverse direction, while the z-axis is the longitudinal direction.
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(a) Electric fields strength in the electric guide.
(b) Electric field strength for different radii
from the guide center.
Figure 4.4: Simulated electric fields in the electric guide for ±12kV.
Electric Guide
The electric guide has an hexagonal geometry and consists of two parts. The first part, closer
to the source, is curved in order to bend the molecules into a parallel, overlapping motion
with respect to the beam from the magnetic guide. This part is made of 9 straight segments. A
picture of one, partly disassembled, segment is shown in figure 4.3a. Each segment is 100mm
long and is tilted by 1° relative to the previous segment in the horizontal (xz-) plane. The first
segment, where the molecules enter the guide, is aligned with the source and has extended
electrodes towards the source in order to reduce the distance between guide and source.
Within each segment, every second electrode is mounted on the same metal holder (as shown
on the right side of fig. 4.3a).
A voltage of ±12kV, applied to the electrodes, creates an electric field strength of around
90 kV/cm at the edge of the inner opening, as shown in figure 4.4a. In figure 4.4b the distortions
due to the use of cylindrical electrodes are shown. Right at the inner opening (r = 4mm) the
variation in field strength is about 8%.
In order to avoid damaging the electric guide by discharges and high leak currents, ±12kV was
the maximum voltage we used in the measurements of this thesis.
The second part of the electric guide is an electrostatic hexapole lens which focuses the polar
molecules into the beam of the magnetic guide. This part is a single 300mm long, straight
segment and it is aligned with the final beam axis of the magnetic guide. After this segment
the molecules will travel freely for 500mm until the end of the magnetic guide. During this
free flight they enter the magnetic guide.
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Figure 4.5: Simulated transmission through the curved segment of the electric guide (±12kV)
for different ratios of mass over dipole moment for molecules with a linear Stark effect. The
horizontal line indicates this ratio for ND3, the circle on this line is the velocity of ND3 at room
temperature.
Transmission
With the design of our electric guide we can only guide molecules in low-field-seeking states
(see figure 2.7). Figure 4.5 shows the transmission of the curved guide segment with a guiding
voltage of ±12kV for different ratio of mass over dipole moment assuming a linear Stark effect.
For H2O, CO
*, CH3F and H2CO the transmission has been simulated using the actual Stark
effect as displayed in figure 2.5. The results of this trajectory simulations are shown in figure
4.6. The ability to guide NH3, ND3, CH3F, CHF3, and SO2 has been proven experimentally.
In our first experiment we investigated the Penning ionization of ND3; therefore, a closer look
has been taken at the transmission of ND3 through the electric guide and into the merged
beam. Figure 4.7a shows the simulated transmission for ND3 through the curved part of the
guide (black and gray) and through the whole electric guide into the merged beam (red and
pink).
First we take a look at the transmission through the curved part in figure 4.7a. If the guiding
voltage is ±8kV (gray line) all molecules up to 600 m/s are guided through this part. Between
600 m/s and 900 m/s it depends on the particles initial transverse velocities and start positions
whether they can complete the curved guide. Above 900 m/s no ND3 molecule can be guided
anymore with ±8kV. Increasing the guiding voltages to ±12kV (black line) shifts these veloci-
ties to higher values. According to equation 2.70 we would expect the velocities to increase by
1.22=p12/8 by increasing the voltage from ±8kV to ±12kV. Therefore we expect the 100%
transmission velocity to move up from 600 m/s to 735 m/s, which fits very well to the simulated
transmission. As for the molecules displayed in figure 2.5 the Stark effect cannot be assumed
to be linear and equation 2.70 doesn’t apply anymore. The ratio of the transmission velocities
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(a) H2O (b) Metastable CO
*
(c) CH3F (d) H2CO
Figure 4.6: Simulated transmission of H2O, CO
*, CH3F and H2CO through the curved part of
the electric guide with different guiding voltages.
for ±12kV and ±8kV differ therefore from the valuep12/8. Most remarkably this can be seen
in the transmission profile of CH3F (fig. 4.6c), where different states of the same molecule
show very different ratios.
The total transmission of the particles into the merged beam is more complicated for two
reasons: The free flight and the entry into the magnetic guide. As it is the purpose of the lens
to focus the molecules into the magnetic beam, the focal length of this lens is crucial for the
transmission. This strength depends not only on the voltage applied to the lens segment but
also on the time a molecule spends inside the lens [72]. Therefore slow molecules tend to
be over-focused, while fast molecules will not be focused enough. A changed beam velocity
demands therefore for a different lens voltage.
In figure 4.7a this can seen in the red and pink transmission curves. Here the transmissions
until the end of the magnetic guide, i.e. to the point where the two beams are completely
merged, are calculated. A higher lens voltage shifts velocities with an optimal focus to higher
values.
In figure 4.7b the experimental results are shown. In this measurement the density of the
ammonia molecules in the detection chamber was recorded by REMPI. As expected there is
an optimum for the lens voltage.
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(a) Simulated transmission through the curved
part of the electric guide (black and gray) and
into the merged beam (red and pink).
(b) Measured transmission of the electric
guide (curved part and lens) for different lens
and guide voltages. The guided molecules
all had the same velocity distribution of
710 ±10 m/s.
Figure 4.7: Transmission of ND3 in the JK = 11 state through the electric guide.
In addition to the focal strength of the lens, the position of the focal point also depends on
the phase of the molecules when they enter the lens. This effect can be seen in the different
position of the optimal focus voltage for different guide voltages in this figure. A higher voltage
on the curved part of the guide increases the frequency of the betatron oscillation. Therefore
the phase with which the molecules enter the lens and consequently the positions of the focus
is changed. This has to be compensated by a slightly different lens voltage. Figure 4.8 shows
the beam profile for ND3 in the merged beam inside the detection region of the TOF-MS.
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Figure 4.8: Beam profile of ND3 with 770
m/s inside the detection region. The voltage on the
guide was ±12kV, the focus voltage ±1kV. All particles inside the detection region have been
summed up along the z-axis.
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(a) Magnetic fields strength in the two parts of the magnetic guide. Left the
first hexagonal part, right the merging part. The black circle is the inner
opening.
(b) Magnetic field strengths for different
radii from the guide center of the hexago-
nal part.
(c) Magnetic field strengths at a hori-
zontal (red) and vertical (black) section
through the potential minimum of the
merging part.
Figure 4.9: Simulated magnetic fields strength in the magnetic guide.
Magnetic Guide
The magnetic field inside the magnetic guide is created by strong permanent NdFeB magnets
(grade N35, nickel coated) with a remnant magnetization of Br = 1.17T. The resulting magnetic
field strength can be seen in figure 4.9.
The guide itself consists of two parts. The first part, closer to the source, has a symmetric
hexapole configuration (see left-hand side of figure 4.9a). The purpose of this part is to
compensate for the different length of the two guides. The magnetic field strength at different
circular cross sections around the guides center in the first part are shown in figure 4.9b. The
rectangular permanent magnets resemble a hyperbolic shape much worse than the circle
shape of the electrodes of the electric guide. Therefore the variance of the magnetic field
strength on the edge of the inner opening is, for the hexagonal part of the magnetic guide,
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Figure 4.10: Measured magnetic field strength in the magnetic guide in comparison with the
simulated strength by COMSOL [74].
with 30 % much stronger than for the electric guide. (See figure 4.4b for comparison.) The
first part is made by three 300mm long straight segments. Each segment is tilted by 1° in the
horizontal (xz-) plane with respect to the previous one.
The second part of the magnetic guide has a very different geometry (see right side of figure
4.9a or figure 4.3b). In this part the two beams are merged, so the two magnets at the outside
bend (left-hand side in the figures) are removed. In order to keep the particles inside the guide,
the top and bottom magnets are replaced by wider magnets. Figure 4.9c shows that the field
at the open outside bend is only 15% weaker than at the closed inside bend. The beam from
the electric guide can enter through this 8mm wide gap, while the magnetic field in the gap is
still strong enough to keep the paramagnetic particles inside the magnetic guide. This second,
merging, part of the guide consists of 10 identical segments. Each is 100mm long and tilted
by 1° in the horizontal (xz-) plane with respect to the previous one. The merging part of the
magnetic guide and the curved electric guide therefore have the same curvature.
The accuracy of the simulated magnetic fields had been tested with a hall probe. Figure 4.10
shows that the simulations where fairly accurate.
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Figure 4.11: Simulated transmission of the magnetic guide for different ratios of mass over
magnetic moment. The horizontal lines indicate the ratio for the labeled particles. The full
(open) circles on the lines illustrates the expected beam velocity for a source at 300K (100K)
according to [93]. The metastable atoms are in the 3P2-state, the O2 is in the X
3Σ−g state and
Na is in the ground state.
Transmission
Figure 4.11 displays the simulated transmissions for different mass-to-magnetic moment
ratios. This figure illustrates which particles could be guided. We have successfully guided
metastable Ar * and Ne *.
There is a remarkable gap in the transmission as shown in figure 4.11, is a stop band, as
described in the velocity filter experiment in section 3.3.4 on page 65. In figure 4.12, which
shows the transmission for Ne * in the 3P2-state in more detail, this gap is between ≈ 380 m/s
and ≈ 460 m/s. The reasons for this gap are the betatron oscillations inside the hexagonal part
of the magnetic guide and the resulting mismatch of phase space distribution of the exiting
molecules with the acceptance of the merging part of the magnetic guide. As shown in figure
4.13a Ne * atoms enter the merging part of the magnetic guide at different x-positions for
different longitudinal velocities. The potential minimum of the merging part is, unlike inside
a curved hexapole guide, for all guidable velocities at the same position (x = 1.5mm in fig.
4.13b). With a longitudinal velocity of 400 m/s Ne * enters the merging part on the left-hand
side around x =−1.1mm(±1mm) (red line in figure 4.13a). As the potential minimum of the
merging part is located at x = 1.5mm, this molecules will have very large amplitudes around
the equilibrium radius and will be lost much easier.
Molecules with 500 m/s will enter the merging part of the magnetic guide very close to the
potential minimum. They will therefore oscillate much less around the equilibrium radius
and are therefore very well guided.
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Figure 4.12: Transmission of the magnetic guide. The highest experimental transmission was
set to 1.
A future improvement would be adding the possibility to adjust the horizontal displacement
between the two parts of the magnetic guide inside the vacuum in order to avoid such stop
bands.
The simulated beam profile of guided Ne * are displayed in figure 4.14. The three dimensional
distribution of the Ne * in the detection region according to the trajectory simulation is shown
in figure 4.14a, the integration of those particles along the longitudinal direction can be seen
in figure 4.14.
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(a) Simulated x-positions of Ne * at the end of
the hexagonal part of the magnetic guide.
(b) Effective guiding potential for Ne * in the
merging part of the magnetic guide for differ-
ent longitudinal velocities.
Figure 4.13: Illustrative simulation for the observed stop band in the magnetic guide around
450 m/s.
(a) 3-dimensional position of detected parti-
cles.
(b) Beam Profile in the xy-plane. All particles
of figure 4.14a have been summed up along
the z-axis.
Figure 4.14: Beam profile of Ne * in the detection region.
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paramagnetic polar molecules
particles NH3 ND3 CH3F CHF3 CO CH2O H2O
Ne * [42, 106] [106] [107] [108–110] [45, 55, 56]
Ar * [111] [112] [112] [113] [111] [111]
Kr * [111] [113] [111] [111]
Xe * [111] [112] [112] [113] [111] [111]
O2 [114] [114]
Table 4.2: Possible reactions that can be investigated with the current setup. Red: PI-Reactions
already observed with current apparatus. Gray: Penning ionization is possible.
Possible Reactions
Besides the already successfully measured reactions (NH3+Ne *, ND3+Ne * and CH3F+Ne *),
the current setup allows the investigation of many other reactions.
An overview of all reactions we can investigate without major changes to the apparatus
(especially without any changes at the source) is displayed in table 4.2. The references within
table 4.2 list experiments with the corresponding reaction, usually at room temperature or
higher.
Especially interesting will be the investigation of radical-radical reaction, as the can have
an increasing rate constant for lower collision energies and are key reactions to understand
the chemistry in interstellar clouds [22, 115]. As most of those radicals can not be bought in
bottles but has to be produced in the beam expansion, the use of different sources would
be necessary. The ability to produce beams of CH and guide them in the magnetic guide
would be very interesting, as the rate constant of the reaction CH+NH3 has been measured by
the CRESU apparatus down to 23K, the reaction CH+CO down to 53K [22]. The production
of CN for the electric guide would allow us to investigate the rate constant for the CN+O2
reaction. This reaction been measures down to 15K and showed arising rate constants for
lower temperatures [101]. With our appartus we could extend those measurements to even
lower temperatures.
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Figure 4.15: The time-of-flight mass spectrometer to detect the Penning ions.
4.3.3 Detection
Detection of Collision Products
The detector for the Penning ions, the time-of-flight mass spectrometer (TOF-MS), has a
Wiley-McLaren design [89] as shown in figure 4.15. The two plates next to the merged beam
are kept on ground potential, allowing the Penning ions formed inside to travel freely. Penning
ions created outside these first two plates are extracted from the beam by the field from the
tube of the TOF-MS. Therefore only collisions occurring between the first two plates can be
detected.
For a very short time (≈ 300ns), the second plate is set to 1000V. All Penning ions which
are under the mesh in the second plate, i.e. inside the detection region, at this moment are
accelerated towards the detector’s MCP by this pulse.
As shown in figure 4.16, the TOF-MS has a mass resolution of R ≈ 30, which is high enough to
separate the different dissociative channels of the collision products, e.g. NH+2 and NH
+
3 if NH3
is present in the detection region. Please note that the gases in figure 4.16 had been leaked
in shortly after each other in order to calibrate the TOF-MS. The unphysical findings, such
as the peak at 19u for ND3 for example, is believed to originate from the D←−→H exchange
reactions in the improperly flushed gas line.
Energy Resolution
A time-sliced detection, due to the pulsing of the TOF-MS in our apparatus, increases the
energy resolution of the merged beam experiment tremendously [35].
In our setup only those molecules which are inside the detection region at the time the TOF-
MS is pulsed are detected. As the opening time of the sources are short compared to the total
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Figure 4.16: Recorded ion signal of the TOF-MS due to Penning ionization of different gases
leaking into the detection chamber with Ne *.
flight time of the particles and the diameter of the detection region is small compared to the
total flight distance, only a very small range of velocities are present in the detection region
during the TOF-MS pulse. A geometric illustration of this argument is displayed in figure 4.17.
The mean velocity vi for the two sources (i = 1 or i = 2, respectively) is
vi = dMS −dSi
tMS − tSi
, (4.1)
where dMS is the position of the TOF-MS and dSi the position of the source i . The times are
labeled accordingly: tMS is the time the TOF-MS is pulsed and tSi is the time the source i is
triggered. In order to estimate the maximum velocity spread, we calculate the minimum vi mi n
and maximum velocities vi max that can be detected.
vi mi n =
dMS −dSi − 12∆dMS
tMS − tSi + 12∆tSi
(4.2)
vi max =
dMS −dSi + 12∆dMS
tMS − tSi − 12∆tSi
, (4.3)
where ∆tSi is the opening time of the source i and ∆dMS is the size of the detection area.
As the length of the pulse to detect the ions is only 300ns it is neglected in this calculation.
The uncertainty of the starting position of the molecules can be assumed to be zero as this
uncertainty is already covered by the opening time of the source. The velocity spread is
therefore
∆vi = (dMS −dSi )∆tSi + (tMS − tSi )∆dMS
(tMS − tSi )2− 14∆t 2Si
. (4.4)
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Figure 4.17: Schematic derivation of the energy resolution with a pulsed TOF-MS. The dis-
tances and times are arbitrarily scaled in order to emphasis the dependencies.
As in our experiment the flight time is much longer than the opening time of the sources
and as the size of the detector is much smaller than the distance between source and detec-
tor, i.e. ∆tSi ¿ (tms − tSi ) and ∆dMS ¿ (dms −dSi ), the spread in the beam velocity can be
approximated by
∆vi =
(
∆tSi
tF
)
vi , (4.5)
where tF = tMS− tSi is the flight time of the particles. With the properties of the presently used
sources as given in table 4.1 the velocity spread is less the 3% of the beam velocity.
In order to estimate the total uncertainty in collision energy the velocity spread in the transver-
sal velocity has to be added. The transversal spread is already limited by the transversal
acceptance of the guides to less the ±10 m/s for the guided particles.
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(a) (b)
Figure 4.18: Simulated velocity distribution for Ne * with a pulsed TOF-MS. An atom is counted
as detected (red and black lines) if it is in the detection when the TOF-MS is pulsed. The gray
line illustrates the distribution of the initially simulated particles. For better comparison the
graphs for the initially simulated particles are scaled down as indicated.
Simulated Energy Resolution
Our trajectory simulation program gives us the possibility to simulate the effect of the pulsed
detection and provides us a more detailed analysis of the spread in the collision energy.
For the simulations in figure 4.18 we have calculated the path of 107 particles through the guide.
For the initial longitudinal velocity distribution a gaussian distribution around 570 m/s with a
width of±70 m/s (gray line in fig. 4.18b) was assumed. For the transversal velocities a geometric
cutoff was chosen, which limited the magnitude of the transversal velocity to less the 12 m/s
(gray line in 4.18a). The source had an opening time of 40µs. The start time of the particles
where randomly distributed during the opneing time of the source. All particles which were
3.6ms after the source was opened in the detection region were counted as “detected”. The
velocity distribution of those particles are displayed as red and black lines in figure 4.18.
Figure 4.18a illustrates the energy spread in the transversal directions. Noteworthy is that the
distribution in the x-axis is not centered around 0 m/s. This is a result of the curvature. The
distribution in the y-axis, where no curvature is acting, is centered around 0 m/s.
In figure 4.18b the improvement in longitudinal energy resolution due to the pulsed TOF-
MS can be clearly seen. The gray curve shows the velocity distribution of all the particles
which leave the source. This distribution is with ≈ 2K (FWHM 70 m/s) already very cold. But
due to the long flight time, the small detection region and the pulsing of the TOF-MS, the
detected velocity distribution was reduced by one order of magnitude (FWHM 7 m/s) and the
corresponding uncertainty in collision energy even by two orders of magnitude.
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Figure 4.19: The detectors for the reactant beams. The density of ammonia is measured via a
REMPI scheme, while the metastable Ne∗ are directly detected via the inline MCP.
Monitoring of the density of the reactants
An accurate calculation of the cross section demands for a precise knowledge of the flux of the
reactants (see equation 2.19). This information is gained in real time by the detectors in the
detector chamber. The density of the metastable Ne∗ atoms can easily be measured by the
inline MCP (see figure 4.19). The excitation energy of Ne∗ is high enough to strike electrons
out of the metal surface of the MCP. These electrons are subsequently detected.
Two meshes are in front of the inline MCP. The first one, further away from the MCP, is kept at a
positive voltage (V2 ≈ 10V). This first mesh prevents the detection of Penning ions, which have
been created between the TOF-MS and this mesh, on the inline MCP. This would disturb the
measured Ne∗ density. The second mesh is set to a voltage with a higher absolute value but
inverted polarity (V3 ≈−20V) to assure that only neutral particles can reach the inline MCP.
For the detection of the ammonia molecules we use REMPI to ionize ammonia molecules that
are in a certain rotational state. These ions are accelerated to the Offline MCP. The detection
scheme is identical to the REMPI detection in the velocity filter experiment (see section 3.2.3
Detection on page 52) expect for the lack of any mass resolution as the flight time in this setup
is too short to discriminate between different masses.
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Figure 4.20: Measured traces of the TOF-MS with overlap settings (red) and with background
settings (black) for the Ne *+CH3F reaction. Ion counts within the shaped area are consider to
have a mass of 34 amu.
4.4 Measurements
For each collision energy we want to investigate, the necessary collision velocity is calculated.
As we normally operate the source of the electric guide (source 2 in fig. 4.1) at room temper-
ature, we adjust the velocity of the metastable atoms of the magnetic guide to achieve the
calculated collision velocity.
The timings for the two sources and the TOF-MS pulse are calculated so that both beams
overlap right in the detection region of the TOF-MS when the TOF-MS is pulsed. As the pulsed
TOF-MS detects only a very small fraction of the longitudinal velocities (see figure 4.18b) of the
beams, the timings of the sources relative to the TOF-MS pulse defines the velocities which are
observed by the TOF-MS. From the timings of the source and the observed velocities of the two
beams, we can calculate the arrival times of the observed velocities at the reactant detectors
in the detection chamber. The temperature of the Ne source (source 1 in fig . 4.1) is changed
until the pulse center of the Ne * pulse arrives at the inline MCP (fig 4.19) approximately at
the time when the observed velocities will arrive. As the observed velocities are completely
defined by the timings of the sources and the TOF-MS pulse, we do not have to control the
average beam velocities of the two beams very strictly. The densities of the reactants with
the observed velocities are measured in real time and are used to normalize the measured
reaction rate. Therefore a change in beam velocities is not expected to have an influence on
the measured ratios. As a higher number of product ions will lower the statistical error of our
measurements, we try to keep the average beam velocities close to the observed velocities.
The settings where both pulses overlap in the detection zone when the TOF-MS is pulsed, as
described above, are called overlap settings. In order to determine the influence of the residual
background gas, we change the timing of the sources to the so-called background setting, right
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Figure 4.21: Normalized relative reaction rates for the Ne *+ND3 reaction as a function of
collision energy. The velocity of the Ne * was controlled by the source temperature. The velocity
of the ND3 was changed by different seeding gases (as labeled).
after each measurement with overlap settings. With the background settings only the center
of the pulse of the metastable atoms is in the detection region when the TOF-MS is pulsed,
while the beam of the polar molecules passed the detection region just before. Therefore we
expect to record only Penning ions originating from collisions of the metastable atoms with
the residual gases. As those Penning ions are also present in an overlap measurement, we
need to know the rate of their creation to subtract it from the overlap measurement.
We integrated the ion signal of the TOF-MS with the above described settings over some
minutes (12min to 30min), depending to the total ion yield. Typically we could record a few
hundred ions in one measurement which contained 15,000 to 40,000 single beam collisions.
Figure 4.20 shows the traces of the TOF-MS for such a measurement with overlap settings (red
line) and with background settings (black line). In order to obtain results for the individual
dissociation products, we divided the signal trace of the TOF-MS in channels which we ad-
dressed to integer atomic mass units. One of these channels is shown exemplary for the mass
34 amu as the gray shaped area in figure 4.20.
The difference between the ion signal of an overlap and a background measurement for each
mass channel is considered to be the relative yield of the corresponding product ion of the
Penning ionization.
Such a pair of measurements is repeated several times (3 to 5 times) to estimate the statistical
fluctuations of our measurements. This procedure was repeated for each collision energy.
In order to check the results of consistency, the same collision velocity can be reached by
different beam velocity. Such a measurement is shown in figure 4.21. In this measurement the
velocity of the Ne * beam was tuned by changing the source temperature between 200K and
340K. The beam average velocity of the ND3 beam was changed by using different seed gases
(black symbols: ND3/Ar, red symbols: ND3/Ne, and gray symbols: neat ND3). THis provided
us the possibility to vary the collision energy over a wide range. The number of Penning ions
of the Ne *+ND3 collisions were counted over the same period of time for each measurement.
The possibility to achieve the same collision energies with different laboratory frame veloc-
ities or by interchanging the velocities of the two particles provides a systematic check for
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the consistency of the results. In figure 4.21 this can be seen in the matching overlap of the
ion counts for different ND3 velocities due to different seeding around 30
m/s and at 310 m/s
. Especially changing the sign of the of the relative velocity should not change the reaction
rate and such a measurement should therefore be symmetric around vcol l = 0. Within the
experimental uncertainty, this is the case in for the measurement shown in figure 4.21.
As shown in figure 4.20, we are able to count single product ions, therefore we know the
absolute rate of the reaction. Unfortunately it is experimentally very challenging to obtain
absolute values for the reactant densities. Up to now we could not calibrate the signal of the
reactant detection (see section 4.3.3 Monitoring of the density of the reactants). Therefore we
can presently measure only relative rate constants and cross sections.
97
Chapter 4. Merged Beams
Figure 4.22: Experimental (red symbols) and calculated (lines) rate constants at different
collision energies. The black lines show the calculations using a pure van der Waals potential
the gray line the ones using a Lennard-Jones potential. Both are convoluted by a 30 m/s-wide
Gaussian to account for the experimental resolution. The inset shows the experimental
cross section. Panel B: Non-convoluted calculated rate constants (black: pure van der Waals
interaction; gray: Lennard- Jones potential); weak shape resonances above 25 K are not shown.
4.5 Results
4.5.1 Reaction Rates
Penning Ionization of ND3 and NH3 by Metastable Ne
*
The measured rate constant for the ND3+Ne * reaction is shown as red symbols in figure 4.22 A.
The error bars indicate the statistical fluctuations of the three to five replicate measurements
which have been averaged for each data point. The lines in figure 4.22 A shows the calculated
rate constant, using the multichannel quantum defect (MQDT) theory [116–119], convoluted
with the estimated 30 m/s resolution of our experiment (see fig. 4.18). For the black line a
pure van der Waals potential was used, for the gray line a Lennard-Jones potential with a well
depth of 2.5K. This calculation has been performed by Krzysztof Jachymski, Michał Hapka
and Zbigniew Idziaszek of the University of Warsaw. We used this calculation to scale our
measured relative constants to absolute values.
Their non-convoluted data is shown in figure 4.22 B. This curve shows many resonances which
are presently not observable in our measurements. For the lowest studied collision energies,
this model had to include 7 partial waves; in the highest range almost 100 partial waves are
required to converge the cross section.
The MQDT model describes the short-range processes by two quantum defect parameters:
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Figure 4.23: Rate constants for (a) the Ne *+NH3 reaction and (b) the Ne *+ND3 reactions. In
both panels the red symbols are the experimental data and the black lines are the results of
the MQDT calculations. The gray lines show the rate predicted on the basis of equation 2.35
assuming a potential V0 ∝R−6 of the intermediate complex. Panel (a) the circles (triangles)
show the rate constant for the channel producing NH+3 (NH
+
2) products. In panel (b) the sum
of ND+3 and ND
+
2 is shown [106].
y and s. The former describes the short-range reactivity, the latter is the scattering length
corresponding ro the full potential. The model requires that the energy and length scales
can be separated between the reaction process and the long-range scattering. The suitability
of this approach was confirmed in the theoretical reproduction of the results by Henson et
al. [29] for the Ar+He * Penning ionization [116].
The measured reaction rates of the NH3+Ne * reaction are shown in figure 4.23 (a), the results
of the ND3+Ne * reaction is displayed for comparison in panel (b). The circles in figure 4.23 (a)
show the rate constant measured for NH+3 production and the triangles this rate for the NH
+
2
products. As before the results of the MQDT calculations (black lines in fig. 4.23) are used to
normalize the measured relative rate constants to absolute values. This MQDT calculation
used in both cases a Lennard-Jones potential with the same van der Waals coefficient. A well
depth of the Lennard Jones potential of 1.1K for NH3 and 2.5K for ND3 was assumed.
The gray lines in figure 4.23 indicate the expected dependency of the rate constant from the
collision energy according to the capture model of equation 2.35 assuming a V0(R)≈R−6 long
range potential of the intermediate complex NeNH *3 or NeND
*
3, respectively. As shown in
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Figure 4.24: Reaction rates for the Penning ionization of CH3F by metastable Ne
*, for the total
reaction (red circles) and for the different dissociation channels (black, pink and gray circles).
The pink line illustrates the theoretical expectations for potential∝R−6 according to equation
2.35 [107].
figure 4.23 this model predicts a linear relationship between log(k) and log(Ecol l ). It is clearly
visible that this simple model can not explain the measured rate constant in figures 4.23, as
the slope (in a log-log plot) of both reaction is rising with rising collision energy.
The results of the MQDT calculations fit the experimental data much better. The rate constant
in the central part of the investigated collision energies is reproduced very well. Only at the
edges of the temperature range discrepancies seem to appear. For the Ne *+ND3 reaction the
measured and calculated values disagree above 100K. This finding can be rationalized by the
growing influence for short-range potentials at higher collision energies. As the presently used
MQDT calculations use a pure V (R)∝R−6 to model the long range interactions this model
might fail once different potentials terms gain in importance. At the low-energy edge of our
measurements a mismatch of MQDT calculations and experimental data might appear in the
Ne *+NH3 reaction. At the lowest collision energies (100mK) the MQDT calculations predict
a significantly higher rate constant than we have measured (see fig. 4.23). The origin of this
discrepancy at this point remains unclear.
Penning Ionization of CH3F by Metastable Ne
*
The reaction rates of the CH3F+Ne * in the range from 150mK to 56K are shown in figure 4.26.
The reaction rate for the different dissociation channels CH3F
+ (black), CH2F
+ (gray) and CH+3
(pink) are displayed individually along with the total reaction rate (CH3F
+ + CH2F
+ + CH+3)
(red). Unfortunately we were not able to investigate the dissociation into CHF+, as this ion has
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the same mass as O2. The rather high signal of O
+
2 due to collisions of Ne
* with the residual
gas caused a background signal on this mass channel too high to resolve any CHF+ signal.
Presently there are no MQDT calculations available for this reaction. For a comparison with
the capture theory, the expectation according to equation 2.35 for an attractive potential
V0 ∝R−6 is shown as the rose line. This line reproduces the expected data below 10K rather
well while it strongly differs from the experimental data a higher energies. We conclude that
the long-range part of the potential is well-described by the R−6 dependence while strong
derivations appear at short distances.
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Figure 4.25: Branching ratios of the ND3 and NH3 reaction with metastable Ne
* as a function
of collision energy.
4.5.2 Stereochemistry
Penning Ionization of ND3 and NH3 by Metastable Ne
*
In figure 4.25 the measured branching ratio of the Penning ionization of ND3 und NH3 by
metastable Ne * in the range from 0.1K to 250K is shown. Although the ratio was recorded over
three orders of magnitude in temperature for two different reactions, we observed a constant
ratio within our error bars.
This is not only in contradiction to the theoretical expectation of section Stereochemistry (sec.
2.3) but also with the measurement at higher temperature. In the range from 0.035eV to 0.2eV,
corresponding to temperatures around 400K to 2300K, Ben Arfa et al. measured the branching
ratio for the NH3+Ne * reaction [42]. Although the value of Ben Arfa et al. for collision energies
around 250K is comparable with our measurements, the behavior of the recorded ratios is
very different. While the branching ratio measured by Ben Arfa et al.2 rises exponentially from
≈ 0.39 at 400K to ≈ 0.45 at 2300K, the ratio in our measurements stays constant between 0.1K
and 140K
In the view of the arguments of section Stereochemistry (sec. 2.3), one might conclude from our
findings that within our temperature range the collision energies are so low that the system
has to follow one MEP very closely.
There is no PES available of the ND3−Ne * or NH3−Ne * complex, but from chemically similar
complexes one can assume that there is a deep well for the bond of Ne * to the lone pair of
ND3. In the case of the H2O−Ne * complex, there is a 400meV deep well along the O-lone
2Please note that in [42] the branching was measured by the [NH+2]/[NH
+
3]. In order to compare it with our
measurements for ND3, it has been converted to the branching ratio [NH
+
2]/([NH
+
2]+[NH
+
3]).
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pair···Ne * coordinate, while there is barely any minimum along the O−H···Ne * coordinate [45].
Accordingly we expect the Ne *···NH3 complex to be favored over the Ne *···HN3 complex,
leading to a domination of the NH+3 (ND
+
3 respectively) channel when the complex have
enough time to funnel in the energetic preferable configuration. If the reactions is happening
at a very short time scale, leaving the complex insufficient time to funnel in its energetically
preferred configuration, a branching ratio which reflects the geometric distribution of the
involved orbitals is expected. Ben Arfa et al. use this argument to rationalize their finding of an
increased production of NH+2 for rising collision energies [42]. Applying these considerations
to our experiment, we can estimate the collision time tc by
tc = bc
vr el
, (4.6)
where bc is the critical impact parameter as defined in equation 2.33. As bc ≈
p
σ we can use
the cross section obtained by the MQDT calculations to estimate the collision times. In case
of NH3 we obtain bc (15
m/s)= 25Å and bc (600 m/s)= 10Å, which the corresponding collision
times of tc,low = 170ps and tc,hi g h = 1.7ps for the low- and high-energy collisions.
The rotational period of ND3 in the most populated state JK = 11 is tr ot = 2ps. Following
the argument above, the branching ratio for high collision energy should approaching the
geometric value, while for the collision energies the complex would have enough time to
funnel into the preferred configuration, as tc,low À tr ot . In contrast to this expectations we
have measured a constant branching ratio.
A possible explanation for the failure of the model might be the fact that the de Broglie wave-
length of the reactants cannot be neglected anymore in our temperature regime. As the de
Broglie wavelength grows with reduced energy, the reaction can not be described as the classi-
cal motion of a point on the PES anymore. The reaction will then cover bigger parts of the PES
simultaneously, possible spanning over different channels and might tunnel through barriers.
This in turn could again lead to an geometric branching ratio.
At the lowest collision velocity of our experiments, the de Broglie wavelength is more than
10Å. Up to a collision velocity of 200 m/s (15K), the size of the reactants stays well above 1Å.
Although the de Broglie wavelength might be considerably high for the low energy collisions
to invalidate classical assumptions, this should not be the case for the high collision energies.
Another effect that has to be considered is that as we decrease the collision energy the cross
section of the Penning ionization increases (see inset of figure 4.22 A), which shifts the (clas-
sical) turning point to greater distances (see equation 2.33). If the potentials of the different
channels are nearly identical at the position where the reaction happens a geometric branch-
ing ratio is expected as the energetic differences of the channels have not come into play
yet. The potentials along the O-lone pair···Ne * reaction coordinate and along the O−H···Ne *
coordinate differ only for distances <8Å [45]. If we assume the PES of the NeNH *3 (NeND
*
3)
complex to be similar to the NeH2O
* complex, this argument might explain our finding of a
constant branching ratio if the turning point is above 8Å in the observed temperature range.
Interestingly the observation of a constant branching ratio continued in the reaction CH3F+
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Figure 4.26: Branching ratios for the different dissociation channels of the Penning ionization
of CH3F by metastable Ne
*. The branching ratio is defined as [i]/([CH3F]+[CH2F]+[CH3]).
Ne * as well. As shown in figure 4.26, the branching ratios of all three observed dissociation
channels are constant between 150mK and 56K. As for the NH3 and ND3 the reason for this
findings remains unclear.
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(a) Photo of the projected reaction
guide.
(b) Electric field (left) and magnetic field strength (right)
of the reaction guide.
Figure 4.27: The reaction guide.
4.5.3 Improvements of the Experimental Apparatus
Although our apparatus performs very much as planned, there are already some ideas for
further improvement. A reaction guide, as shown in figure 4.27a, which combines a magnetic
and an electric guide, could be added just after the curved guides where the beams are merged.
This would confine the merged beams over an arbitrarily long distance. The combination
of magnetic and electric guiding in one single guide demanded a rather complex design. As
a consequence the magnetic and electric field strength in the reaction guide will be much
weaker as in the bent guides of the merged beam experiment (compare figure 4.27b with
figure 4.4a and 4.9a ). But as this reaction guide will be straight those fields are sufficient to
confine all particles which successfully passed the curved guides. Therefore the density of
the reactants in such a reaction guide would be constant over the full length of the reaction
guide. The reactants will spend a long time inside this guide causing the collision probability
to increase, which would make the detection of small cross sections more likely.
The detection of the reaction production could be achieved at the end of the reaction guide by
a quadrupole mass spectrometer if the products are guidable. Reactions leading to unguidable
products might be investigated by the depletion of the reactant densities or by the appearance
of those products in the background pressure of the chamber of the reaction guide. Inelastic
scattering could be investigated via changes in the vibrational or rotation energy distribution
of the reactants.
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4.6 Conclusions
The studied the reactions of NH3, ND3, and CH3F with metastable Ne
* in an unprecedented
temperature range spanning three order of magnitude, from above 100K down to about
100mK [106, 107]. In case of the Ne *+ND3 and the Ne *+NH3 reaction the measured rate
constants at temperatures below 100K fit well to the theoretical predictions of the multichan-
nel quantum defect (MQDT) theory [116–119]. For higher temperature the measured rate
constant of the Ne *+ND3 differs from the MQDT calculation significantly. The rate constant
of the reaction Ne *+NH3 is well described by the MQDT model over the whole investigated
length, expect for the measurement with the lowest collision energy (100mK).
For the Ne *+CH3F reactions there are yet no theoretical predictions available. But at least
for the collision energies below 20K, the reaction rates is consistent with the assumption of a
V0 ∝R−6 potential.
The most remarkable finding of our reaction studies so far is the constant branching ratio of
the dissociation channels of the reactions of Ne * with NH3, ND3 and CH3F. In our measure-
ments all possible channels remain a constant probability from 200K down to 100mK. Which
effect causes this unexpected result is yet unknown. Of the three rationalizations which are
commonly used to explain the branching ratio for reactions at room temperature and above,
two fail to explain the behavior in our temperature range. The model which uses to explain the
constant ratio by the shifting of the turning point to large distances for low collision energies
has to be investigated more deeply.
We were able to investigate those reactions in this very low temperature regime by building an
new merged beam apparatus, which bends two beams of neutral particles into an overlapping,
parallel movement. To my knowledge this was the first time this was achieved with two bent
beams. The use of a magnetic guide and an electric guide to bend the beams allows us to
investigate reactions between paramagnetic particles and polar molecules, providing us with
a very wide range of possible reactants.
The guiding of two paramagnetic particles (Ne * and Ar *) and five polar molecules (NH3, ND3,
SO2CH3F, and CHF3) has been experimentally proven, for six more particles (Kr
*, Xe *, O2,
CO *, CH2O, and H2O) guiding should be possible according to our trajectories simulations.
Many more particles are expected to be guidable in our apparatus.
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5 Conclusions
The aim of my thesis was the development of an experimental device which will enable us
to observe chemical reactions at such low temperatures where these reactions could not
be observed so far. Very much like in all of scientific history1, the way to develop such a
device was not as straightforward as it might look like in retrospect. In our first experiment,
the velocity filter experiment, we were able to produce a beam of ND3 with a translational
temperature down to a few K. Although we gained a very deep insight in the dynamics of a
velocity filter [120–122], we could not reduce the rotational temperature and the achieved
densities were too low to use this tool to in a collision experiment.
But, again history is repeating itself. The experience and knowledge we gained in the velocity
filter experiment were vital for the success of our second experiment, the merged beam
experiment [106, 107]. With this experiment we were able to lower the temperatures at which
the investigated reactions, Ne * with ND3, NH3 and CH3F, have been observed, by three orders
of magnitude, down to the edge of the ultracold regime. The validity of the MQDT model in
the temperature range between 100mK and 200mK could be proven for the reaction of NH3
and ND3 with Ne
*. All measured reaction showed unexpected constant branching ratio of the
dissociative channels over the investigated temperature regime.
In order to reach such low collision velocities (down to 15 m/s) we extended the merged beam
method to neutral-neutral reactions. The newly apparatus is only operating since a few month
but already three different reactions has been studied. As I write these words we successfully
guided two metastable atoms in the magnetic beam and five polar molecules. Many more
polar molecules and paramagnetic particles are expected to be guidable as well. Therefore I
can end my thesis not only by looking back to measurements I could participate in, but also
with a very promising outlook for many interesting experiments to come.
1I would dare to say that this was the case for nearly all developed experimental devices.
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