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This paper deals with the existence and uniqueness for the periodic boundary value
problem of the semilinear evolution equation in a Hilbert space H{
u′(t) + Au(t) = f (t,u(t)), 0 < t < ω,
u(0) = u(ω),
where A : D(A) ⊂ H → H is a positive deﬁnite self-adjoint operator, ω > 0 and
f : [0,ω] × H → H satisfy Caratheodory condition. We present some spectral conditions
for the nonlinearity f (t,u) to guarantee the existence and uniqueness. These spectral
conditions are the generalization for nonresonance condition of the self-adjoint elliptic
boundary value problems.
© 2008 Published by Elsevier Inc.
1. Introduction and main results
Let Ω ⊂ RN be a bounded domain with a suﬃciently smooth boundary ∂Ω . Let f : Ω × R → R satisﬁes Caratheodory
condition. Consider the elliptic boundary value problem{−u = f (x,u), x ∈ Ω,
u|∂Ω = 0. (1)
It is well known that the spectrum of Laplace operator − with the Dirichlet boundary condition u|∂Ω = 0 only consists of
real eigenvalues and it can be arrayed in sequence as
λ1 < λ2 < · · · < λn < · · · , λn → ∞ (n → ∞). (2)
The elliptic problem (1) has been widely investigated by many authors, and one of the well-known results is that if f
satisﬁes the nonresonance condition
λn−1 + ε  f (x,w) − f (x, v)
w − v  λn − ε, w = v,
where n is a positive integer and λ0 < λ1 is given arbitrarily for n = 1, ε is a positive constant, the BVP(1) has a unique
solution, see [1]. Such proposition also holds for some more general boundary value problems with selfadjoint operator.
See [2] for periodic boundary value problem of Duﬃng equation, [3] for Periodic-Dirichlet problem of wave equation. Re-
cently, this result is also extended to the nonselfadjoint nth-order periodic boundary value problem of ordinary differential
equations, see [4].
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⎪⎩
∂u
∂t
− u = g(x, t,u), (x, t) ∈ Q ,
u|∂Ω = 0,
u(x,0) = u(x,ω), x ∈ Ω,
(3)
where Q = Ω ×(0,ω), g : Ω ×[0,ω]×R → R satisﬁes Caratheodory condition, ω > 0 is a constant. Clearly, every eigenvalue
λk of − is still an eigenvalue of parabolic operator L = ∂∂t −  with Dirichlet-periodic boundary condition. We notice that
L is not a selfadjoint operator in Hilbert space L2(Q ) and it has some imaginary spectrum points. In fact, in Section 3 we
obtain the spectrum expression
σ(L) =
{
λn + 2kπ
ω
i
∣∣∣ n ∈ N, k ∈ Z}, (4)
where i is the imaginary unit. But the imaginary spectrum points of L do not impact the nonresonance condition. For the
parabolic equation (3), we have the following result similar to elliptic equation (1):
Theorem 1.1. Let g : Q × R → R satisfy Caratheodory condition and g(·,·,0) ∈ L2(Q ). If there exist n ∈ N and ε > 0, such that
λn−1 + ε  g(x, t,w) − g(x, t, v)
w − v  λn − ε, ∀w = v, (x, t) ∈ Q , (5)
then the parabolic equation (3) has a unique strong solution in L2(Ω):
u ∈ L2(I, H2(Ω) ∩ H10(Ω))∩ W 1,2(I, L2(Ω)).
Moreover, if g(·,·, η) is (μ,μ/2)-order Hölder continuous for every η ∈ R, then u ∈ C2+μ,1+μ/2(Q ) is a classical solution.
Furthermore, we can weaken the condition of Theorem 1.1 to obtain the following existence result:
Theorem 1.2. Let g : Q × R → R satisfy Caratheodory condition, and for ∀R > 0, there exists ϕR ∈ L2(Q ) such that∣∣g(x, t, η)∣∣ ϕR(x, t), ∀|η| R, (x, t) ∈ Q . (6)
If there exist n ∈ N, ε > 0 and R0 > 0, such that
λn−1 + ε  g(x, t, η)
η
 λn − ε, ∀|η| > R0, (x, t) ∈ Q , (7)
then the parabolic equation (3) has at least one strong solution in L2(Ω).
The existence of the parabolic periodic boundary value problem (3) has been studied by some authors. In [5], Amann
has obtained some existence results in the presence of ω-lower and ω-upper solutions. His results are applicable to the
case that g(x,t,η)η < λ1 + ε when |η| is large enough. In this case, one can obtain a pair of ω-lower and ω-upper solutions.
In [6], Lazer and McKenna have discussed Eq. (3) with a small period ω in one-dimensional space. They allow g(x,t,η)η to
go across λ1, but demand that limsup|η|→∞ max(x,t)∈Q
g(x,t,η)
η < λ3. In this case, they have obtained an existence result of
multiple solutions via the topological degree theory. In [7], Esteban has shown the existence for Eq. (3) under the condition
that g(x, t, η) is superlinear growth on η. However, no one considers the case concerning higher-order eigenvalues.
Our discussion will be made in a frame of abstract Hilbert spaces. Let H be a Hilbert space with inner (·,·). Let A : D(A) ⊂
H → H be a positive deﬁnite selfadjoint operator. We notice that the domain D(A) is a Hilbert space with inner 〈·,·〉 :=
(A·, A·). If A has compact resolvent, by the spectral resolution theorem of selfadjoint operator, the spectrum σ(A) consists
of real eigenvalues and it can be arrayed to the form of (2). We denote the interval [0,ω] by I . Let f : I × H → H satisfy
Caratheodory condition, that is, f (·, v) is strongly measurable on I for every v ∈ H , and f (t, ·) is continuous on H for a.e.
t ∈ I . More generally, we consider the periodic boundary value problem of the semilinear evolution equation in H .{
u′(t) + Au(t) = f (t,u(t)), 0 < t < ω,
u(0) = u(ω). (8)
For the abstract evolution equation, we obtain the following results:
Theorem 1.3. Let A be a positive deﬁnite selfadjoint operator in Hilbert space H and it have compact resolvent. Let f : I × H → H
satisfy Caratheodory condition. If there exist a ∈ R and ρ > 0, such that the following conditions
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(ii) ‖ f (t,w) − f (t, v) − a(w − v)‖ ρ‖w − v‖, ∀t ∈ I , w, v ∈ H,
hold, then Eq. (8) has a unique strong solution u ∈ L2(I, D(A)) ∩ W 1,2(I, H).
Theorem 1.4. Let A be a positive deﬁnite selfadjoint operator in Hilbert space H and it have compact resolvent. Let f : I × H → H
satisfy Caratheodory condition. If there exist a ∈ R, ρ > 0 and b ∈ L2(I), such that the following conditions
(i) [a − ρ,a + ρ] ∩ σ(A) = ∅,
(ii) ‖ f (t, v) − av‖ ρ‖v‖ + b(t), ∀t ∈ I , v ∈ H,
hold, then Eq. (8) has at least one strong solution which belongs to L2(I, D(A)) ∩ W 1,2(I, H).
We apply the abstract results Theorems 1.3 and 1.4 to the parabolic equation (3). For ∀v ∈ L2(Ω), let f (t, v) = g(·, t, v(·)).
Obviously, under the conditions of Theorem 1.1 or Theorem 1.2, f : I × L2(Ω) → L2(Ω) satisﬁes Caratheodory condition.
Hence, the parabolic equation (3) is rewritten into the form of the evolution equation (8) in H = L2(Ω), in which
D(A) = H2(Ω) ∩ H10(Ω), Au = −u. (9)
The operator A deﬁned by (9) is a positive deﬁnite selfadjoint operator with compact resolvent in L2(Ω). When g(x, t, η)
satisﬁes the condition (5) of Theorem 1.1, the corresponding f (t, v) satisﬁes the condition (i) and (ii) of Theorem 1.3, where
a = (λn−1 + λn)/2, ρ = (λn − λn−1)/2− ε. (10)
Hence by Theorem 1.3, we obtain the existence and uniqueness of strong solution in Theorem 1.1. When g(x, t, η) is Hölder
continuous on (x, t) in Q , combining this property with the condition (5), the regularity of the strong solution in Theo-
rem 1.1 can be obtained by the usual regularization method via the theory of analytic semigroups of linear operators, see
[5, Lemma 4.2]. Similarly, when g(x, t, η) satisﬁes the condition (6) of Theorem 1.2, the corresponding f (t, v) satisﬁes the
conditions (i) and (ii) of Theorem 1.4, where a and ρ are given by (10), and
b(t) =
(∫
Ω
∣∣ϕR0(x, t)∣∣2 dx
)1/2
.
Hence, by Theorem 1.4, we obtain the conclusion of Theorem 1.2. The proofs of Theorems 1.3 and 1.4 will be given in
Sections 2 and 3.
The periodic boundary value problems of abstract evolution equations as the form of (8) has been studied by some
authors, see [8–12]. Our results Theorems 1.3 and 1.4 are different from any of the results in references [8–12]. In these
papers, no one deals with the case concerning higher-order eigenvalues of A.
2. Normal operator equations
For the periodic boundary value problem (8) of the evolution equation in H , we deﬁne an operator L in Hilbert space
H = L2(I, H) by
D(L) = {u ∈ L2(I, D(A))∩ W 1,2(I, H) ∣∣ u(0) = u(ω)},
Lu = u′ + Au. (11)
Then the periodic boundary value problem (8) is equivalent to the operator equation in H
Lu = F (u), (12)
where
F (u) := f (·,u(·)), u ∈ H, (13)
which is called Nemysckii operator deﬁned by f . If f (t, v) satisﬁes the conditions of Theorems 1.3 or 1.4, then F : H → H
is continuous, see [13]. In this case, L is not a selfadjoint operator in Hilbert H. But in next section, we will show that L is
a normal operator in H.
We recall the concept of normal operator in a Hilbert space H, see [14] for the speciﬁc. Let L : D(L) ⊂ H → H be a
densely deﬁned linear operator, and let L∗ be the adjoint operator of L, which is deﬁned by
D(L∗) = {v ∈ H ∣∣ ∃w ∈ H such that (Lu, v) = (u,w), ∀u ∈ D(L)},
(Lu, v) = (u, L∗v), ∀u ∈ D(L), v ∈ D(L∗).
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D(LL∗) = D(L∗L) and LL∗ = L∗L,
where
D(LL∗) = {u ∈ D(L∗) ∣∣ L∗u ∈ D(L)},
D(L∗L) = {u ∈ D(L) ∣∣ Lu ∈ D(L∗)}.
To prove Theorems 1.3 and 1.4, we discuss Eq. (12) with the normal operator L, and establish some spectral conditions
for the nonlinearity F (u) to guarantee the existence and uniqueness. Hereunder, σ(L) denotes the spectrum of L in complex
plane C, B(a,ρ) denotes the closed circle in C with the center a and the radius ρ .
Theorem 2.1. Let H be a Hilbert space, L : D(L) ⊂ H → H be a normal operator, F : H → H be a continuous mapping. If there exist
a ∈ R and ρ > 0, such that the following spectral conditions
(i) B(a,ρ) ∩ σ(L) = ∅,
(ii) ‖F (u2) − F (u1) − a(u2 − u1)‖ ρ‖u2 − u1‖, ∀u1,u2 ∈ H,
hold, then Eq. (12) has a unique solution.
Proof. Let Bσ(L) denote all the Borel subsets of σ(L), and P(H) denote all the orthogonal projection operators on H. By
the spectral resolution theorem of normal operator (see, for example, [15, Theorem 13.33]), there exists a unique spectral
measure E : Bσ(L) → P(H), such that
(Lv,w) =
∫
σ(L)
λd(Eλv,w), ∀v ∈ D(L), w ∈ H. (14)
By the condition (i) of Theorem 2.1, a /∈ σ(L), namely a is a regular value of L. This means that L − aI has bounded inverse
operator (L − aI)−1, where I is the identical operator on H. By the operational calculus of the spectral integral, (L − aI)−1
can be represented by
(
(L − aI)−1v,w)= ∫
σ(L)
1
λ − a d(Eλv,w), ∀v,w ∈ H. (15)
By the condition (i) of Theorem 2.1, d := dist(a, σ (L)) > ρ . Using (15) and the property of spectral integral, for every v ∈ H,
we have∥∥(L − aI)−1v∥∥2 = ∫
σ(L)
1
|λ − a|2 dEλ(v, v)
1
d2
∫
σ(L)
dEλ(v, v) = 1
d2
‖v‖2. (16)
Hence, ‖(L − aI)−1‖ 1d . On the other hand, from the spectral mapping theorem, it follows that
σ
(
(L − aI)−1)= { 1
λ − a
∣∣∣ λ ∈ σ(L)}∪ {0},
which implies that the spectral radius r((L − aI)−1) = 1d  ‖(L − aI)−1‖. Combining this with (16), we obtain that∥∥(L − aI)−1∥∥= 1
d
. (17)
Clearly, the operator equation (12) is equivalent to the following ﬁxed-point equation
u = (L − aI)−1(F (u) − au) := G(u). (18)
For arbitrary u1 ∈ H and arbitrary u2 ∈ H, by the condition (ii) of Theorem 2.1, we have∥∥G(u2) − G(u1)∥∥ ∥∥(L − aI)−1∥∥ · ∥∥F (u2) − F (u1) − a(u2 − u1)∥∥ ρ
d
‖u2 − u1‖.
Since 0 < ρd < 1, it follows that G : H → H is a contraction mapping. By the well-known contraction mapping principle, G
has a unique ﬁxed point, which is the unique solution of the operator equation (12).
The proof of Theorem 2.1 is completed. 
Furthermore, we can weaken the condition (ii) of Theorem 2.1 to obtain the following existence result.
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a continuous mapping. If there exist a ∈ R and ρ,C0 > 0, such that the following spectral conditions
(i) B(a,ρ) ∩ σ(L) = ∅,
(ii) ‖F (u) − au‖ ρ‖u‖ + C0 , ∀u ∈ H,
hold, then Eq. (12) has at least one solution.
Proof. Since L has compact resolvent, it follows that (L − aI)−1 : H → H is a compact linear operator. By the condition (ii)
of Theorem 2.2, F maps every bounded set in H into a bounded set. Hence, the mapping G deﬁned by (18) is completely
continuous. Choose R  C0d−ρ and let D = {u | ‖u‖  R}, then D is a bounded convex closed set in H. For every u ∈ D , by
the condition (ii) of Theorem 2.2 and (17), we have
∥∥G(u)∥∥ ∥∥(L − aI)−1∥∥ · ∥∥F (u) − au∥∥ 1
d
(
ρ‖u‖ + C0
)
 1
d
(
ρ + C0
R
)
R  R.
Thus, G(D) ⊂ D . By the Schauder’s ﬁxed-point theorem, G has at least one ﬁxed-point in D , which is a solution of Eq. (12).
The proof of Theorem 2.2 is completed. 
Now, for the periodic boundary value problem of evolution equation (8), we assume that the positive deﬁnite selfadjoint
operator A has compact resolvent, equivalently, the embedding D(A) ↪→ H is compact. In this case, the spectrum σ(A) of
A consists of all positive real eigenvalues and it can be arrayed to the form of (2). In next section, we will show that the
operator L deﬁned by (11) in H = L2(I, H) satisﬁes the following assumptions:
(H1) L is a normal operator in L2(I, H).
(H2) L has compact resolvent and the spectrum is given by
σ(L) =
{
λ + 2kπ
ω
i
∣∣∣ λ ∈ σ(A), k ∈ Z}.
By these two properties, from Theorem 2.1 and Theorem 2.2 we can easily obtain Theorem 1.3 and Theorem 1.4, respectively.
3. Spectrum analysis for EPBVPs
In this section, we mainly show the properties (H1) and (H2) mentioned in last section. Throughout this section, we
assume that A : D(A) ⊂ H → H is a positive deﬁnite selfadjoint operator in Hilbert space H and the embedding D(A) ↪→ H
is compact. Then the spectrum σ(A) only contains positive real eigenvalues given by (2). Let L be the operator deﬁned
by (11) in Hilbert space H = L2(I, H). To prove that L satisﬁes the assumptions (H1) and (H2), we consider the periodic
boundary value problem of the linear evolution equation in H (EPBVP){
u′(t) + Au(t) = h(t), t ∈ (0,ω),
u(0) = u(ω), (19)
where h ∈ L2(I, H). It is well known [16,17], −A generates an analytic operator semigroup T (t) (t  0) in H , which is
exponentially stable and satisﬁes
∥∥T (t)∥∥ e−λ1t , ∀t  0. (20)
By the compactness of the embedding D(A) ↪→ H , T (t) (t  0) is also a compact semigroup.
We recall some concepts and conclusions on the fractional powers of A in [9]. For α > 0, A−α is deﬁned by
A−α = 1
Γ (α)
∞∫
0
tα−1T (t)dt.
A−α ∈ L(H) is injective, and Aα can be deﬁned by Aα = (A−α)−1 with the domain D(Aα) = A−α(H). For α = 0, let Aα = I.
Endow an inner (·,·)α = (Aα ·, Aα ·) to D(Aα). Since Aα is a closed linear operator, it follows that (D(Aα), (·,·)α) is a Hilbert
space. We denote by Hα the Hilbert space (D(Aα), (·,·)α). Especially, H0 = H and H1 = D(A). For 0 α < β , Hβ is densely
embedded into Hα and the embedding Hβ ↪→ Hα is compact. See [17, Theorem 1.4.8].
Consider the initial value problem of the linear evolution equation (EIVP){
u′(t) + Au(t) = h(t), t ∈ (0,ω),
u(0) = x . (21)0
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u ∈ C1(I, H) ∩ C(I, H1) expressed by
u(t) = T (t)x0 +
t∫
0
T (s)h(s)ds. (22)
Generally, for x0 and h ∈ L1(I, H), the function u given by (22) belongs to ∈ C(I, H) and it is called a mild solution of the
EIVP (21). If u ∈ W 1,1(I, H) ∩ H1(I, H1) and satisﬁes Eq. (21) for a.e. t ∈ I , we call it a strong solution.
Lemma 3.1. For every h ∈ H, the EPBVP (19) has a unique mild solution u := Ph. Moreover, u ∈ D(L) is a strong solution, and
P : H → H is a compact inverse operator of L.
Proof. The mild solution of the EPBVP (19) is equivalent to the mild solution of the EIVP (21) with the initial value x0 :=
u(0) = u(ω). By (22) and (20), there exists a unique initial value
x0 =
(
I − T (ω))−1
[ ω∫
0
T (ω − a)h(s)ds
]
:= B(h), (23)
which satisﬁes the periodic boundary condition u(0) = u(ω) = x0. Hence, the EPBVP (19) has a unique mild solution given
by
u(t) = T (t)B(h) +
t∫
0
T (s)h(s)ds := Ph(t). (24)
Let 0  α < 12 , γ ∈ (0, 12 − α). It can be proved that the solution operator P given by (24) is continuous linear operator
from L2(I, H) to Cγ (I, Hα). See [5, Lemma 2.1 and Corollary 2.2]. By Arzela–Ascoli’s theorem, the embedding Cγ (I, Hα) ↪→
C(I, H) is compact. This implies that P : H → H is a completely continuous linear operator.
On the other hand, by the maximal regularity of linear evolutions with positive deﬁnite operator in Hilbert spaces (see
[18, Chapter II, Theorem 3.3]), when x0 ∈ H1/2, the mild solution of the EIVP (21) has the regularity
u ∈ L2(I, H1) ∩ W 1,2(I, H) ∩ C(I, H1/2) (25)
and it is a strong solution.
Let u = Ph be the mild solution of the EPBVP (19) and x0 = B(h). Then u is also the mild solution of the EIVP (21).
By the representation (22) of mild solution, u(t) = T (t)x0 + v(t), where v(t) =
∫ t
0 T (t − s)h(s)ds. Since the function v(t) is
a mild solution of EIVP (21) with the null initial condition u(0) = θ , so v has the regularity (25). By the analytic property
of semigroup T (t), T (ω)x0 ∈ D(A) ⊂ H1/2. Hence, x0 = u(ω) = T (ω)x0 + v(ω) ∈ H1/2. Using the regularity (25) again, we
obtain that u = Ph ∈ D(L) and it is strong solution of the EPBVP (19), i.e. Lu = h. Therefore, P : H → H is the inverse
operator of L. 
Lemma 3.2. The operator L deﬁned by (11) is a densely deﬁned and closed linear operator in H, which adjoint operator L∗ is given by
D(L∗) = D(L), L∗u = −u′ + Au. (26)
Proof. Since L has bounded inverse linear operator P , it follows that L is a closed linear operator in H. For every v ∈ H,
choose a sequence vn ⊂ C1(I, H) such that, u(0) = u(ω), n = 1,2, . . . , and vn → v in H. Let wn(t) = (I + 1n A)−1vn(t) for
n = 1,2, . . . , then every wn ∈ C1(I, D(A)), and thus wn ∈ D(L). Since ‖(I + 1n A)−1‖ 1, it follows that
∥∥wn(t) − v(t)∥∥
∥∥∥∥
(
I + 1
n
A
)−1(
vn(t) − v(t)
)∥∥∥∥+
∥∥∥∥
(
I + 1
n
A
)−1
v(t) − v(t)
∥∥∥∥

∥∥(vn(t) − v(t))∥∥+
∥∥∥∥
(
I + 1
n
A
)−1
v(t) − v(t)
∥∥∥∥.
Hence, by Yosida’s approximation theorem (see [16, Chapter I, Lemma 3.2]), wn → v in H. This implies that L is a densely
deﬁned operator in H.
We deﬁne a linear operator L′ in H by
D(L′) = D(L), L′u = −u′ + Au.
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J (D(L)) = D(L). Obviously, L′ = J L J , and hence L′ has the bounded inverse operator P ′ = J P J . It is easily to verify that
L′ ⊂ L∗, L ⊂ L′∗.
Hence, by the following proposition, we have L∗ = L′ , L′∗ = L. 
Proposition 3.1. Let M,M ′ be two densely deﬁned and surjective linear operators in Hilbert space H. If M ′ ⊂ M∗ , then M ′ = M∗ .
Proof. For every ∀v ∈ D(M∗), by the surjective property of M ′ , there exists w ∈ D(M ′), such that M ′w = M∗v . Hence by
the deﬁnition of adjoint operator, for every u ∈ D(M), we have
(Mu, v) = (u,M∗v) = (u,M ′w) = (u,M∗w) = (Mu,w).
This implies that (Mu, v − w) = 0 for every u ∈ D(M). From the surjective property of M , it follows that v − w = θ , so
v = w ∈ D(M ′). Hence M∗ ⊂ M ′ . Combining this with the assumption that M ′ ⊂ M , we have M∗ = M ′ . 
Theorem 3.1. The operator L deﬁned by (11) is a normal operator in H, namely L∗L = LL∗ .
Proof. Setting
D = {u ∈ W 2,2(I, H) ∩ W 1,2(I, H1) ∩ L2(I, H2) ∣∣ u(0) = u(ω), u′(0) = u′(ω)},
we ﬁrst prove that D(L∗L) = D(LL∗) = D.
For every ∀u ∈ D(L∗L) = {u ∈ D(L) | Lu ∈ D(L∗)}, set w = Lu, h = L∗w . Consider the linear periodic boundary value
problem in the Hilbert space H1{
v ′(t) + Av(t) = w(t), t ∈ (0,ω),
v(0) = v(ω). (27)
Since A is a positive deﬁnite selfadjoint operator in H1 with the domain H2 and (H1)1/2 = H3/2, from Lemma 3.1 we easily
see that u is the unique strong solution of Eq. (27) with the regularity
u ∈ W 1,2(I, H1) ∩ L2(I, H2) ∩ C(I, H3/2). (28)
From L∗w = h it follows that L( J w) = Jh, so J w is a strong solution of the linear periodic boundary value problem in H{
v ′(t) + Av(t) = ( Jh)(t), t ∈ (0,ω),
v(0) = v(ω).
By Lemma 3.1, J w has the regularity (25), hence w = u′ + Au has the same regularity. Combining this with (28), we have
u′ ∈ W 1,2(I, H) ∩ L2(I, H1) ∩ C(I, H1/2).
This implies that
u ∈ W 2,2(I, H) ∩ W 1,2(I, H1) ∩ L2(I, H2) ∩ C(I, H3/2).
Since u ∈ C(I, H3/2) ⊂ C(I, H1) and it is a strong solution of Eq. (27) in H1, by the periodic boundary in (27), we have
u(0) = u(ω), Au(0) = Au(ω).
From this we have
u′(0) = w(0) − Au(0) = w(ω) − Au(ω) = u′(ω).
Hence u ∈ D. So we prove that D(L∗L) ⊂ D. The inverse inclusion relation D ⊂ D(L∗L) is obvious. Consequently, we obtain
that D(L∗L) = D.
With a similar method to D(L∗L), we can prove that D(LL∗) = D.
Now for every u ∈ D, since u ∈ W 1,2(I, H1), there exists v ∈ L2(I, H1), such that
u(t) = u(0) +
t∫
0
v(s)ds, in H1, (29)
where v is Bochner integrable in H1 as well as in H . This means that Av(t) is Bochner integrable in H . Since A is a closed
linear operator, from (29) it follows that
Au(t) = Au(0) +
t∫
Av(s)ds, in H .0
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(L∗ ◦ L)u =
(
− d
dt
+ A
)(
d
dt
+ A
)
u = −d
2u
dt2
− d
dt
Au + A du
dt
+ A2u = −d
2u
dt2
+ A2u = (L ◦ L∗)u.
Therefore, L∗L = LL∗ , namely L is a normal operator. 
Theorem 3.2. Let L be the operator deﬁned by (11) in H. Then the spectrum σ(L) of L only consists of eigenvalues, and
σ(L) =
{
λn + 2kπ
ω
i
∣∣∣ λn ∈ σ(A), k ∈ Z
}
.
Proof. Since L has compact inverse operator P , by Riesz–Schauder’s spectral theorem, σ(L) only consists of eigenvalues. Let
λ ∈ σ(L), then there exists a nonzero element u ∈ D(L), such that Lu = λu, that is, u is an untrivial strong solution of the
linear periodic boundary value problem{
u′(t) + (A − λI)u = 0,
u(0) = u(ω). (30)
From the semigroup representation of the solutions of linear evolution equations, it follows that
u(t) = eλt T (t)u(0). (31)
By the analytic property of the semigroup T (t) and the periodic boundary condition of u, we obtain that u ∈ C∞(I, H1).
Since u(t) ≡ θ on I , by Hahn–Banach’s theorem, there exists ϕ ∈ H∗ such that ϕ(u(t)) ≡ 0 on I . By the smoothness and
the periodic boundary condition of u, ϕ(u(t)) can be expressed by the Fourier series expansion
ϕ
(
u(t)
)= ∞∑
k=−∞
cke
i 2kπω t , ∀t ∈ I, (32)
which is uniformly convergent on I . Since ϕ(u(t)) ≡ θ , from (32) it follows that there is at least one coeﬃcient, say
ck = 1
ω
ω∫
0
ϕ
(
u(t)
)
e−i
2kπ
ω t dt = ϕ
(
1
ω
ω∫
0
e−i
2kπ
ω tu(t)dt
)
= 0.
This implies that
ak := 1
ω
ω∫
0
e−i
2kπ
ω tu(t)dt = θ.
Since u ∈ C∞(I, H1), by the closed property of A, we can use A to act on this equality. Using Eq. (30) and the integration
by parts, we have
Aak = 1
ω
ω∫
0
e−i
2kπ
ω t Au(t)dt
= 1
ω
ω∫
0
e−i
2kπ
ω t
(
λu(t) − u′(t))dt
= λak − 1
ω
ω∫
0
e−i
2kπ
ω tu′(t)dt
= λak − e−i 2kπω tu(t)
∣∣ω
0 −
2kπ
ω
i · 1
ω
ω∫
0
e−i
2kπ
ω tu(t)dt
=
(
λ − 2kπ
ω
i
)
ak.
Hence (λ − 2kπω i) is an eigenvalue of A, so there exists λn ∈ σ(A), such that
λ = λn + 2kπ i.
ω
234 Y. Li / J. Math. Anal. Appl. 349 (2009) 226–234Conversely, given a complex number as the form above, say λn,k = λn + 2kπω i, choose an eigenvector en ∈ D(A) of A
associated λn , let wn,k = ei 2kπω ten , it is easy to see that wn,k ∈ D(L) and Lwn,k = λn,kwn,k . Hence, λn,k ∈ σ(L).
Thus, the conclusion of Theorem 3.2 holds. 
So far, we prove all the theorems presented above.
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