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Abstract
It is known that the Horton starters can be used to construct uniform one-factorizations of
the complete graph. Of primary interest is the cycle structure of such one-factorizations. In this
paper we give some general conditions for the existence of k-cycles, then specialize this to the
cases k = 4, 6, completely characterizing the four-cycle case. We also show that for each even
k > 4 and any positive integer N there exists a uniform one-factorization in some large enough
complete graph containing at least N k-cycles.
© 2005 Elsevier Inc. All rights reserved.
Keywords: One-factorization; Cycle structure; Horton starter; Mullin–Nemeth starter; Steiner triple system
1. Introduction
A one-factor of a graph G is a subset of its edges which partitions the vertex set.
A one-factorization of a graph G is a partition of its edges into one-factors. Any one-
factorization of the complete graph K2n has 2n − 1 one-factors, each of which has n
edges. For a survey of one-factorizations of the complete graph, the reader is referred
to [11,14].
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A one-factorization {F1, . . . , F2n−1} of K2n is uniform if the graphs with edge
sets Fi ∪ Fj are all isomorphic for i = j . Since the union of two one-factors is
a 2-regular graph which is 2-edge-colorable, it is isomorphic to a disjoint union of
even cycles. We say the multiset T = (k1, . . . , kr ) is the type of a uniform one-
factorization if Fi∪Fj is isomorphic to the disjoint union of cycles of lengths k1, . . . , kr .
For convenience, we will say that a uniform one-factorization “contains a k-cycle’’
if k occurs in its type. A one-factorization of K2n is perfect if it is uniform of
type (2n).
It is known (see [3]) that a perfect one-factorization of K2n exists whenever n or
2n−1 is prime, and when 2n = 16, 28, 36, 40, 50, 126, 170, 244, 344, 730, 1332, 1370,
1850, 2198, 3126, 6860, 12168, 16808, 29792. Recently, perfect one-factorizations of
K530 and several other orders (all greater than 3000) have been found [6].
Uniform nonperfect one-factorizations have been studied less than the perfect case.
The paper [12] classiﬁes all of the uniform one-factorizations of K2n for 2n16,
except possibly for certain perfect one-factorizations of K16. An inﬁnite class of ex-
amples arises from so-called uniform Steiner triple systems (STS). A STS D = (V , B)
consists of a set V of points and a set B of 3-subsets of V such that every pair
of distinct elements of V appears in exactly one member of B. For x ∈ V , deﬁne
Nx = {{a, b} : {x, a, b} ∈ B}. An STS on |V | = v points gives rise to a Steiner
one-factorization of Kv+1 on the points V ∪{∞}, with one-factors Fx = {{∞, x}}∪Nx ,
x ∈ V . We say D is uniform when the graphs with edge sets Nx ∪ Ny are isomor-
phic for any distinct pair x, y ∈ V . Given a uniform STS on v points, it is easy
to see that the resulting one-factorization is uniform of type (4, t1, t2, . . . tr ), where∑
ti = v − 3. We mention a few examples here; for further discussion, see [11].
For instance, when v = 2m − 1 for some positive m, the binary projective STS
provide a construction of uniform one-factorizations of Kv+1 of type (4, 4, . . . , 4)
and when v = 3m the Hall triple systems yield uniform one-factorizations of type
(4, 6, 6, . . . , 6). There are also sporadic examples of perfect STS, [9], which give rise
to uniform one-factorizations of type (4, 2n − 4). Interestingly, there is no known
inﬁnite class of perfect STS. Apart from these examples, most current knowledge
about uniform and perfect one-factorizations arises from the algebraic construction
discussed below.
Our starting point for the construction of uniform one-factorizations is with starters
in ﬁnite ﬁelds. Let  be an abelian group of order 2n− 1, written additively. A starter
in  is a set of n − 1 pairs S = {{x1, y1}, . . . , {xn−1, yn−1}} such that every nonzero
element of  appears as some xi or yi , and also as some difference xj −yj or yj −xj .
Let S∗ = S ∪ {{0,∞}} and deﬁne x + ∞ = ∞ + x = ∞ for all x ∈ . Then by the
conditions satisﬁed by S we have that {S∗ + x : x ∈ } forms a one-factorization of
K2n (with vertex set  ∪ {∞}).
In what follows, GF(q) is the ﬁnite ﬁeld of order q, GF(q)+ and GF(q)× are the
usual additive and multiplicative groups. Let Q,Q ⊂ GF(q)× denote the quadratic
residues and nonresidues, respectively, and  : GF(q)× → {±1} the quadratic residue
character.
A particularly useful class of starters are those introduced by Horton [10] as a
generalization of the Mullin–Nemeth starters. These are deﬁned when  = GF(q)+
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where q = 2t + 1 is a prime-power with t odd. Hence in this case q ≡ 3 (mod 4).
For each a ∈ Q deﬁne Sa = {{x, ax} : x ∈ Q}. It is straightforward to show for each
a ∈ Q that Sa is indeed a starter, called a one-quotient starter. We deﬁne S∗a as above
and for b ∈ GF(q), let Ha(b) denote the graph on vertices GF(q) ∪ {∞} with edges
S∗a ∪ (S∗a + b). As mentioned above, Ha(b) is a disjoint union of even cycles. But
moreover, the graphs {Ha(b) : b ∈ GF(q)} are all isomorphic; that is, Sa is a starter
for a uniform one-factorization of Kq+1. We record this well-known fact in the lemma
below.
Lemma 1.1 (Anderson [1]). Suppose q ≡ 3 (mod 4) is a prime-power and Sa is a
one-quotient starter in GF(q). The one-factorization of Kq+1 that is produced from
Sa is a uniform one-factorization.
The explicit isomorphism from Ha(b) to Ha(b′) is given by x 
→ (b′/b)x or x 
→
b′ − (b′/b)x, depending on whether b′/b ∈ Q. We will denote Ha(b) as simply Ha
when convenient.
In Appendix A, we list all distinct cycle types for the one-factorizations
obtained from the starters Sa in GF(q) for each prime-power q ≡ 3 (mod 4),
q < 100.
The set of pairs P = {{x,−x} : x ∈ Z2n−1} forms a starter in the cyclic group
Z2n−1, called the patterned starter. The one-factorization of K2n that is formed from
this starter is denoted GK2n. In the case where 2n − 1 = p is a prime, it is identical
to the starter S−1 and it is well known that the resulting one-factorization GKp+1 is
perfect. In general, when q = pk (p prime) the Horton starter S−1 produces a one-
factorization of Kq+1 that is known to be uniform of type (2p, . . . , 2p, p + 1), where
there are (pk−1 − 1)/2 cycles of length 2p.
In the case where a is a primitive sixth root of unity in GF(q), the one-factorization
of Kq+1 arising from the starter Sa is a Steiner one-factorization that comes from
the Netto triple system on q points. In [13] the structure of these particular one-
factorizations is studied. More details of this result is given in Sections 3
and 4.
The type arising from a one-quotient starter for any other a ∈ Q is in general not
known. However, it is an easy fact that the types “pair up by inverses’’.
Lemma 1.2. Suppose q ≡ 3 (mod 4) is a prime-power and Sa is a one-quotient
starter in GF(q). Then the one-factorization of Kq+1 obtained from Sa is isomor-
phic to the one obtained from S1/a . Hence, the graph Ha is isomorphic to the graph
H1/a .
Proof. This follows immediately since −Sa = S1/a . 
In the next section, we present some general constructions for cycles in Ha(b).
This will enable us to characterize all 4-cycles in Ha as a function of a. We then
make progress on the same problem for cycles of length six or more, and present an
asymptotic result on the number of such cycles. We conclude with a brief discussion
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of the q ≡ 1 (mod 4) case and present a catalog of types for uniform one-factorizations
found by computer over small ﬁelds.
2. Some constructions for cycles in Ha(b)
To start, we deﬁne maps f and g on GF(q) by f (x) = fa(x) = ax and g(x) =
ga,b(x) = a(x − b) + b. For any x = x0 ∈ GF(q) ∪ {∞}, deﬁne the sequence
x0, x1, x2, . . . inductively as follows:
xi+1 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f (xi) if xi ∈ Q and i is even,
f−1(xi) if xi ∈ Q and i is even,
g(xi) if xi − b ∈ Q and i is odd,
g−1(xi) if xi − b ∈ Q and i is odd,
∞ if xi = 0 and i is even, or if xi = b and i is odd,
0 if xi = ∞ and i is even,
b if xi = ∞ and i is odd.
So when i is even we have that xixi+1 is an edge in S∗a , while when i is odd,
we see that xixi+1 is an edge in S∗a + b. Hence (x0, x1, x2, . . .) is a walk in Ha(b).
When xi+1 = f (xi) or g(xi) we say the edge xixi+1 is in the forward direction, when
xi+1 = f−1(xi) or g−1(xi) it is in the backward direction.
By Lemma 1.1, it sufﬁces to consider b = 1. Unless otherwise mentioned, this
simpliﬁcation will be assumed in what follows. We will also often simplify matters by
assuming that walks do not contain ∞. The cycle in Ha(1) which contains 0,∞ can
be described completely by the walk starting at x0 = 1 and ending at 0, while cycles
avoiding ∞ are not affected by this restriction. Thus we are able to focus on iterations
of the maps f and g of the form g2k f 2k−1 · · · g2f 1 , where i ∈ {±1}. One should
think of the value of i as representing whether the edge xi−1xi is in the forward
direction (i = 1) or the backward direction (i = −1).
We now analyze walks in Ha(1) in more detail. To simplify our notation we deﬁne
maps  and  on GF(q)× as (x) = a(x)x − 1 and (x) = a(x)(x)+ 1, where again
 is the quadratic residue character. Observe that these maps “symmetrize’’ the maps
f and g deﬁned earlier, in the sense that
(x) + 1 = f (x)(x), (x + 1) = g(x)(x),
and (x) = g((x))f (x)(x), provided (x) = 0.
Consider a walk W in Ha(1) starting at x, not containing 0,∞, and oriented to begin
with an edge of S∗a . From the above relations, we see that the vertex in W at even
distance 2k from x can be expressed simply as ()k(x). However, we caution the
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Table 1
Rational functions Pt (a) associated with sequences 1, . . . , t
t Sequence 1, . . . , t Sums e(0), . . . , e(t) Rational function Pt (a)
(i) 2 ++ 0,1,2 a2 − a + 1
(ii) 4 + + ++ 0,1,2,3,4 a4 − a3 + a2 − a + 1
(iii) 4 + + −+ 0,1,2,1,2 a2 − 2a + 2
(iv) 4 + − ++ 0,1,0,1,2 2a2 − 2a + 1
(v) 4 + − −+ 0, 1, 0,−1, 0 a − 3 + a−1
(vi) t +t 0, 1, . . . , t (at+1 + (−1)t )/(a + 1)
(vii) 2k +k−k 0, 1, . . . , k − 1, k, 2(1 − (−a)−k)/(a−1 + 1)
k − 1, . . . , 1, 0 +(−1)ka−k
(viii) 2k + 2 (+−)k − + 0, 1, 0, 1, . . . , 0, 1, 0,−1, 0 −a + (k + 2) − ka−1
(ix) 2k + 6 + + (+−)k − − − + 0, 1, 2, 3, 2, 3, . . . , −a + 3 − 2a−1
2, 3, 2, 1, 0,−1, 0 +(k + 1)a−2 − ka−3
reader that odd alternating compositions of  and  do not correspond to odd-distance
vertices in W. Indeed, the vertex at distance 2k + 1 from x is ()k(x)+ 1. The ﬁrst
few vertices of W are given below.
x0 = x,
x1 = (x) + 1 = a(x)x,
x2 = (x) = a(x)+((x))x − a((x)) + 1,
x3 = (x) + 1 = a(x)+((x))+((x))x − a((x))+((x)) + a((x))
etc.
Of particular interest is the sequence (x), ((x)), ((x)), . . . , which agrees with
the forward/backward sequence 1, 2, 3, . . . discussed earlier. Let its partial sums be
denoted e(j) =∑ji=1 i , with e(0) = 0 as a special deﬁnition. Observe that
x2k = ()k(x) = ae(2k)x +
2k∑
i=1
(−1)iae(2k)−e(i), (1)
provided again that W avoids 0,∞.
For each j, deﬁne the maps Pj (a) =∑ji=0 (−1)iae(j)−e(i). As we will see, the cycle
structure of Ha(1) depends on properties of Pj (a) for various sequences 1, 2, . . ..
For instance, a cycle of (even) length t4 in Ha arises if a satisﬁes ae(t) = 1 and∑t
i=1 (−1)iae(t)−e(i) = 0. These two conditions imply Pt(a) = 1.
For later reference, we present in Table 1 a list of various sequences 1, . . . , t and
their associated rational functions Pt(a).
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2.1. The cycle through ∞
As mentioned earlier, it is convenient to consider the cycle (say of length 2k + 2)
through ∞ in Ha as a path of length 2k from 1 to 0. So in what follows here, we take
x0 = 1 and consider a walk to terminate when x2k = 0 for some k. We begin with a
reformulation of this in terms of the Pj (a).
Theorem 2.1. The cycle through ∞ in Ha has length 2k + 2 if and only if, for the
sequence 1, 2, . . . , 2k with 1 = 1 = 2k and i+1 = (Pi(a)) for 0 i < 2k, the
corresponding maps Pj (a) have the property that P2k(a) = 0 and P2l (a) = 0 for
1 l < k.
Proof. The walk in Ha(1) starting at x0 = 1 is 1, a, (1),(1)+1, . . . . It reaches 0
at even length 2k when ()k(1) = 0 for the least such k. Now, by Eq. (1), ()k(1) = 0
if and only if ae(2k) +∑2ki=1(−1)iae(2k)−e(i) = P2k(a) = 0, where i is deﬁned as in
the statement of the theorem. Hence the cycle through ∞ has length 2k + 2 if and
only if P2k(a) = 0 and P2l (a) = 0 for 1 l < k.
Observe ﬁnally that 1 = (1) = 1 and also that 2k = 1 since (x) = 0 only has
solutions x = 1 − a or 1 − 1/a, and in both cases x − 1 ∈ Q. 
We now apply this theorem to one of the sequences in Table 1.
Corollary 2.2. Suppose a ∈ Q, a = −1, with a2k+1 + 1 = 0 in GF(q) (in particular,
when a is a primitive (4k + 2)th root of unity). If (aj+1 + (−1)j )/(a + 1) ∈ Q for
j = 1, . . . , 2k − 1, then the cycle through ∞ in Ha has length 2k + 2.
Proof. We check the conditions of Theorem 2.1 for the sequence (vi) from Table 1.
This sequence has 1 = · · · = 2k = 1 and associated Pj (a) = (aj+1 + (−1)j )/(a + 1).
But since a2k+1 + 1 = 0, we have P2k(a) = 0. Furthermore P2l (a) ∈ Q for 1 l < k,
and hence these P2l (a) are nonzero. 
2.2. Cycles not through ∞
A cycle of length t (t4 even) in Ha(1) = Sa ∪ Sa+1 is said to arise from a
“functional identity’’
()t/2(x) = gt f t−1 · · · g2f 1(x) ≡ x
if a satisﬁes ae(t) = 1 and ∑ti=1 (−1)iae(t)−e(i) = 0. These two conditions imply
Pt(a) = 1.
We now discuss several general families of functional identities; these provide the
basis for our later results. The following theorem shows an use sequence (vii) from
Table 1.
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Theorem 2.3. Let q be a prime-power and assume that a is a primitive (2k)th root
of unity in GF(q). Suppose there exists an x ∈ GF(q) (x = 0, 1) such that
x
ax − 1
a2x − a + 1
...
ak−1x − ak−2 + · · · − a + 1
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
∈ Q
akx − ak−1 + · · · + a − 1 = −x
−x/a + 1
−x/a2 + 1/a − 1
...
−x/ak−1 + 1/ak−2 − · · · + 1/a − 1
⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
∈ Q.
Then there is a (2k)-cycle in Ha(1) through x.
Proof. Since a is a primitive (2k)th root of unity in GF(q), it satisﬁes the relation
P2k(a) = 1 for sequence (vii) of Table 1. It is straightforward to check that this
sequence proceeds as required precisely when the stated conditions are satisﬁed. 
We mention an interesting strengthening of Lemma 1.2 in this case. By noting the
symmetry of the conditions in Theorem 2.3, it follows that there is a (2k)-cycle from
sequence (vii) in Ha(1) through x if and only if there is one in H 1
a
(1) through x.
Consider now the sequence (viii) of Table 1 of length 2k + 2. Since ae(t) = a0 = 1,
this sequence induces a functional identity if and only if (a−1 − 1)(a − k) = 0; that is,
when a = k. This is essentially the content of Theorem 2.4 below.
Theorem 2.4. Suppose q = ps ≡ 3 (mod 4) and consider Zp ⊆ GF(q). Let a ∈
Q ∩ Zp. Suppose there exists x ∈ GF(q) such that x − 1, x + a − 1 ∈ Q and{
x, x − 1
a
}
+
{
0,
a − 1
a
, 2
a − 1
a
, . . . , (a − 1)a − 1
a
}
⊆ Q.
Then Ha(1) contains a (2a + 2)-cycle through x.
Proof. From the hypotheses on quadratic residues and nonresidues, we have x ∈ Q,
(x) = ax − 1 ∈ Q, (x) = x + (a − 1)/a ∈ Q, and in general
()i(x) ∈ Q, ()i(x) ∈ Q, i = 0, . . . , a − 1,
()a(x) ∈ Q, ()a(x) ∈ Q.
Thus, the sequence of i proceeds exactly as (viii) in Table 1 with k = a. Again,
since for this sequence Pt(k) = 1, the walk x,(x), (x), . . . closes at length 2a + 2.
It is easy to see that the walk fails to close at any shorter (even) length, since for
i = 0, . . . , a, ()i(x) = x + (a − 1)i/a = x. 
We conclude this section with a ﬁnal example to illustrate the wide variety of possible
functional identities for cycles.
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Example. Consider entry (ix) in the Table 1 with t = 2k + 6. The given rational
function can be rewritten as
Pt(a) = (a3 − a2 + a − k) (a − 1)
a3
+ 1.
We have that Pt(a) = 1 if and only if k = a3 − a2 + a. For instance, when q = 547,
a = 2 ∈ Q and k = 6, this sequence is responsible for two different 18-cycles in the
uniform one-factorization of K548 arising from the starter S2 in GF(547).
3. Characterization of four-cycles
In this section we will ﬁrst characterize the a for which Sa generates a uniform one-
factorization of Kq+1 containing a 4-cycle. As usual, q ≡ 3 (mod 4) is a prime-power
and a is a quadratic nonresidue in GF(q). With the walk x0, x1, . . . deﬁned as in the
previous section, Ha contains a 4-cycle if and only if x4 = x0 = x2. We begin by
characterizing four-cycles through ∞.
Theorem 3.1. The cycle through ∞ in Ha has length 4 if and only if a2 − a + 1 = 0.
Proof. Let 1 = 2 = 1 and apply Theorem 2.1. Note 0 = P2(a) = a2 − a + 1. Since
a − 1 = a2, then 2 = (a − 1) = 1 as required. 
Theorem 3.1 immediately says that the cycle through ∞ in Ha has length 4 if
and only if a is a primitive 6th root of unity in GF(q). This is the case k = 2 of
Corollary 2.1. We now focus on 4-cycles not through ∞.
Theorem 3.2. Let q ≡ 3 (mod 4) be a prime-power and a ∈ Q. There is a 4-cycle
not containing ∞ in Ha(1) if and only if either (i) q ≡ 3 (mod 8), a − 1 ∈ Q and
a2 + 1 ∈ Q, or (ii) q ≡ 7 (mod 8), a − 1 ∈ Q, and a2 + 1 ∈ Q.
Proof. Suppose (x = x0, x1, x2, x3, x0) is a 4-cycle in Ha(1). Without loss of generality,
x ∈ Q and x1 = ax. Let f = fa and g = ga be deﬁned as in Section 2 (with b = 1).
We have x1 = f (x) and for some i ∈ {±1}, x2 = g2(x1), x3 = f 3(x2), and
x0 = g4(x3). In particular, there must be a solution to
g4f 3g2f (x) = x. (2)
If exactly one of the i equals 1, Eq. (2) reduces to one of
1 − 2
a
+ 1
a2
= 0, 2 − 2
a
= 0, or a − 2 + 1
a
= 0,
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all of which have only the solution a = 1, contradicting a ∈ Q. If all i = 1, Eq. (2)
becomes
a4x − a3 + a2 − a + 1 = x,
or x = 1/(1 + a). But gf (1/(1 + a)) = 1/(1 + a), contradicting that x2 = x0.
If 2 = 3 = 1 and 4 = −1, Eq. (2) reads
a2x − 1
a
+ 2 − a = x,
or x = (a − 1)/a(a + 1). The 4-cycle then proceeds as
(x0, x1, x2, x3) =
(
a − 1
a(a + 1) ,
a − 1
a + 1 ,
1 − a
a + 1 ,
a(1 − a)
a + 1
)
if and only if x0 ∈ Q, x1 − 1 ∈ Q, x2 ∈ Q, and x3 − 1 ∈ Q. These conditions are
equivalent to 2(a+1), 2(a2+1) ∈ Q and 2(a−1) ∈ Q. If 2 = −1 and 3 = 4 = 1, the
same 4-cycle as above results, except with starting point x = x2. The same conditions
on a must hold.
If 3 = −1 and 2 = 4 = 1, Eq. (2) is a2x − 2a + 2 = x, or x = 2/(1 + a). The
4-cycle in this case becomes
(x0, x1, x2, x3) =
(
2
a + 1 ,
2a
a + 1 ,
1 + a2
a + 1 ,
(1 + a2)
a(a + 1)
)
and this forces 2(1+ a), 2(a − 1) ∈ Q and 2(1+ a2) ∈ Q. Similarly, if i = −1 for all
i, we leave it to the reader to check that the same 4-cycle and conditions result.
Whether 1 + a ∈ Q or 1 + a ∈ Q, we have a 4-cycle in Ha(b) not through ∞ if
and only if 2(a − 1) ∈ Q and 2(1 + a2) ∈ Q. These conditions are equivalent to those
stated in the theorem. 
As a consequence of Theorems 3.1 and 3.2 we can now present the following two
results which completely characterize all 4-cycles in the one-factorizations generated
by Sa .
Theorem 3.3. Let q ≡ 3 (mod 8) and let a be a quadratic nonresidue in GF(q). The
number of 4-cycles in Ha equals
⎧⎨
⎩
1 if a2 = a − 1 [13],
1 if a − 1 ∈ Q and a2 + 1 ∈ Q, and
0 otherwise.
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Theorem 3.4. Let q ≡ 7 (mod 8) and let a be a quadratic nonresidue in GF(q). The
number of 4-cycles in Ha equals
⎧⎨
⎩
2 if a2 = a − 1 [13],
1 if a2 = a − 1 but a − 1 ∈ Q and a2 + 1 ∈ Q, and
0 otherwise.
Recall that a2 = a−1 automatically guarantees a−1 ∈ Q and a2+1 ∈ Q. Moreover,
this relation implies a is a primitive sixth root of unity in GF(q), so q ≡ 1 (mod 6)
is required. Thus a necessary and sufﬁcient condition for the existence of two 4-cycles
in the Ha arising from a one-quotient starter in GF(q) is that q ≡ 7 (mod 24). (For
example let q = 79 and a = 24). We record this fact below.
Corollary 3.5. There are precisely two 4-cycles in Ha if and only if a is a primitive
6th root of unity in GF(q), where q ≡ 7 (mod 24).
It is interesting to compare the results of this section with those of Robinson [13].
In that paper the author studied the cycle structure of the Steiner one-factorizations
obtained from the Netto triple systems (see [4]). These are STS of order q = 6t + 1
(with q ≡ 7 (mod 12)) that are generated from the difference family {{2i +j,2t+2i +
j,4t+2i + j} : 0 i < t, j ∈ GF(q)} in the ﬁnite ﬁeld GF(q) (with multiplicative
generator ). Netto triple systems are uniform and Robinson ﬁnds that in the case of
q ≡ 7 (mod 24) there is precisely one 4-cycle, while in the case q ≡ 19 (mod 24) he
shows that there are no 4-cycles.
Now, it is not difﬁcult to show that if a is a primitive 6th root of unity in GF(q),
then the one factorization of Kq+1 obtained from the Horton starter Sa is precisely the
Steiner one-factorization of Kq+1 obtained from the Netto triple system on q points.
Hence Robinson’s results on the cycle structure in the Netto systems are applicable to
our problem (and agree with our results) in the case when a is a primitive 6th root of
unity in GF(q) and q ≡ 7 (mod 12).
4. Some six-cycles
In the previous section, we saw that Ha contains at most two cycles of length four.
On the other hand, we have seen that certain “functional identities’’ exist for longer
cycles. To motivate this section with an example, consider the prime q = 139 with
quotient a = 97 (a primitive sixth root of unity in GF(q)). This induces a uniform
one-factorization of K140 with type
(24, 20, 14, 12, 12, 6, 6, 6, 6, 6, 6, 6, 6, 6, 4).
Furthermore, the  sequence for each of these 6-cycles is +++−−− . This is in sharp
contrast to the structure of every other one factorization coming from a Horton starter
when p = 139, as no other one-factorization has a type that contains more than 5 total
J.H. Dinitz, P. Dukes / Finite Fields and Their Applications 12 (2006) 283–300 293
cycles and furthermore none has more than two 6-cycles. Clearly there is something
special about Sa when a functional identity is present.
Similar to what was done in the 4-cycle case, we ﬁrst consider when the cycle
through ∞ can be of length six, and then give other conditions on Sa that can yield
other 6-cycles. Note that we will make use of the fact that if a is a primitive 6th root
of unity in GF(q), then it is a nonresidue in GF(q) when q ≡ 3 (mod 4).
Theorem 4.1. The cycle through ∞ in Ha has length 6 if and only if a is a primitive
10th root of unity (that is, a4 − a3 + a2 − a + 1 = 0) and
a − 1, a2 − a + 1, a3 − a2 + a − 1 ∈ Q.
Proof. From Theorem 2.1, we have 1 = 4 = 1. There are four cases for 2 and 3.
If 2 = 1 and 3 = −1, we have 0 = P4(a) = a2 − 2a + 2 = (a − 1)2 + 1. But
this contradicts −1 ∈ Q. Similarly, if 2 = −1 and 3 = 1, we have 0 = P4(a) =
2a2 − 2a + 1 = a2 + (a − 1)2 contradicting −a2 ∈ Q. If 2 = 3 = −1, we have
0 = P4(a) = 3 − a − a−1. Since −a ∈ Q, write −a = 2 for  ∈ GF(q). Then
0 = 2 + −2 + 3 = ( + −1)2 + 1, again contradicting −1 ∈ Q. So 2 = 3 = 1 and
0 = P4(a) = a4 − a3 + a2 − a + 1. 
Note that necessarily q ≡ 11 (mod 20) for there to be a 6-cycle through ∞ in a
one-quotient starter over GF(q).
We now consider 6-cycles not containing inﬁnity and in what follows we restrict to
the case when a is a primitive 6th root of unity in GF(p). Lemma 4.2 is a corollary
to Theorem 2.3 and was also given in [13].
Lemma 4.2 (Robinson [13]). Let p be a prime and assume that a is a primitive 6th
root of unity in GF(q). There is a 6-cycle in Ha(1) if there exists an x ∈ GF(q)
(x = 0, 1) satisfying the following conditions:
(1) x ∈ Q,
(2) x − 1 ∈ Q,
(3) ax − 1 ∈ Q, and
(4) a − x ∈ Q.
In fact when a is a primitive 6th root of unity, these conditions are sufﬁcient for
6-cycles arising from functional identities in Ha(1). (We sketch the proof here, and it
is also sketched in [13]). If such a cycle proceeds
x, f 1(x), g2f 1(x), . . . , g6f 5g4f 3g2f 1(x) = x
with (say) 1 = 1, then we must have ∑6i=1 i = 0 or 6. The latter case is ruled out
by observing fgf (x)−1 = −x ∈ Q as in the proof of Theorem 2.3. So ∑ i = 0. The
sequences +−+−+− and +−+−−+ force a = −1/3 and a = 2, respectively. In
each case, a6 = 1 is true only in GF(7) (among q ≡ 3 (mod 4)) and there can be no
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6-cycle generated by a starter in GF(7). The only remaining sequence up to shifting
is + + + − − − , which results in conditions (1) to (4) above.
We now exploit Lemma 4.2 to ﬁnd explicit conditions for the existence of 6-cycles
in the one-factorization generated by Sa . Our ﬁrst theorem shows that there is always
at least one 6-cycle in these one-factorizations.
Theorem 4.3. Let q be a prime-power, q ≡ 19 (mod 24), and assume that a is a
primitive 6th root of unity in GF(q). Then there is always at least one 6-cycle in
Ha(1).
Proof. We let x = a2 = a−1 in Lemma 4.2 and check the conditions. Condition (1) is
obvious. Now consider x−1 = a2−1, since a−1 ∈ Q, this will be a quadratic residue
if and only if a + 1 ∈ Q. For (3) we require that a3 − 1 ∈ Q. But since a3 = −1 this
follows from q ≡ 3 (mod 8) and 2 ∈ Q. For (4), a − x = a − (a − 1) = 1 ∈ Q. Hence
there will be a 6-cycle starting at x = a2 if and only if a + 1 ∈ Q.
Now let x = 1/a2 = a4. We again check the conditions. Conditions (1) and (3) are
the same. For (2) consider x − 1 = 1
a2
(1 − a)(1 + a). This will be a quadratic residue
if and only if a+1 ∈ Q. Checking (4) we get that a− 1
a2
= 1
a2
(a3 −1) = (−2) 1
a2
∈ Q
since q ≡ 3 (mod 8).
Thus there will always be at least one 6-cycle in Ha(1). It will begin at x = a2 if
a + 1 ∈ Q and it will begin at x = 1/(a2) if a + 1 ∈ Q. 
It is curious that there appears to be no easy analog of Theorem 4.3 for q ≡
7 (mod 8). Nonetheless, the following corollaries to Lemma 4.2 give conditions for
certain explicit 6-cycles to occur in the one-factorization formed by Sa when a is a
primitive 6th root of unity in GF(q). We will make use of the fact that 3 ∈ Q when
q ≡ 1 (mod 6) (this follows from quadratic reciprocity).
Corollary 4.4. Let q be a prime, q ≡ 19 (mod 24), and assume that a is a primitive
6th root of unity in GF(q). Then there is a 6-cycle in Ha(1) if
(i) 2 + 1/a and 2 + a ∈ Q,
(ii) 2 + a and 2 − a ∈ Q, or if
(iii) 2 + 1/a and 2 − 1/a ∈ Q.
Proof. For part (i), let x = −2. The conditions of Lemma 4.2 require −2, −3, −(2a+
1), a + 2 ∈ Q. The ﬁrst two are automatic, and the third is equivalent to 2 + 1/a ∈ Q
upon dividing by −a ∈ Q. Parts (ii) and (iii) are similar with x = 2a and x = −2a2.
We have used the identity (2 − a)(2 − 1/a) = 3 ∈ Q. 
Next we consider the case when q ≡ 7 (mod 24).
Corollary 4.5. Let q be a prime-power, q ≡ 7 (mod 24), and assume that a is a
primitive 6th root of unity in GF(q). Then there is a 6-cycle in Ha(1) if
(i) 2 + a and 2 − a ∈ Q, or if
(ii) 2 + 1/a and 2 − 1/a ∈ Q.
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Proof. Here, we let x = 2a2 and x = −2a for parts (i) and (ii), respectively and verify
the conditions of Lemma 4.2. 
Although x = 2 gives possible 6-cycles when q ≡ 3 (mod 8), we note that no 6-cycles
are formed when x = −2 and q ≡ 7 (mod 8). This is because two of the conditions
from Lemma 4.2, namely that 2a − 1 and a − 2 ∈ Q, imply (by multiplying) that
−3a ∈ Q, a contradiction.
At this point, we consider an application of Theorem 2.4 to 6-cycles. The following
gives an explicit 6-cycle in H2(1) when 2 ∈ Q for an inﬁnite family of q.
Theorem 4.6. Let q be a prime-power, q ≡ 11 or 59 (mod 120). Then there is a
6-cycle in H2.
Proof. We will show that (−2,−4,− 32 ,−3,−1,− 12 ) is a 6-cycle in H2(1) = S2∪(S2+
1). First note that since q ≡ 11 or 59 (mod 120), then {−1, 2} ⊂ Q and {3, 5} ⊂ Q by
quadratic reciprocity. We also have that (x, 2x) ∈ S2 iff x ∈ Q and that (x, 2x − 1) ∈
S2 + 1 iff x − 1 ∈ Q. It is now easy to see that (−2,−4), (− 32 ,−3) and (− 12 ,−1) are
all edges in S2, while (− 32 ,−4), (−1,−3) and (− 12 ,−2) are all edges in S2 + 1. 
5. Asymptotic result for cycles of length 6
To contrast with our earlier results for 4-cycles, we now proceed to show that cycles
of any length at least 6 can be plentiful in Ha . First, we require a number-theoretic
result.
Lemma 5.1. Let r, s be ﬁxed positive integers. For any N , there exists a P such that
for all primes pP with p ≡ 3 (mod 4),∣∣∣∣∣∣
(
r⋂
i=1
Q − i
)
∩
⎛
⎝ s⋂
j=1
Q − j
⎞
⎠
∣∣∣∣∣∣ N
for any disjoint subsets A = {1, . . . , r} and B = {1, . . . , s} of GF(p).
Proof. This result requires only a minor modiﬁcation to the argument in [8], which
essentially proves the claim for B = ∅. Thus we merely sketch the proof. Let  :
GF(p)× → {1,−1} be the quadratic residue character. For A,B ⊂ GF(p) as above,
deﬁne
AB(x) =
r∏
i=1
(1 + (x + i ))
s∏
j=1
(1 − (x + j )),
and m(A,B), m′(A,B), and m′′(A,B) to be the sums of AB(x) over x ∈ GF(p),
x ∈ A∪B, and x ∈ GF(p) \ (A∪B). It is enough to show m′′(A,B)N2r+s , as then
there must be at least N values of x ∈ A∪B with x + i ∈ Q for all i and x +j ∈ Q
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for all j. Using a result of Burgess [2], one can estimate
p − m(A,B) =
r+s∑
t=2
t∑
k=0
(−1)t−k
∑
A′⊆A, |A′|=k
B′⊆B, |B′|=t−k
∏
∈A′
(x + )
∏
∈B ′
(x + )

r+s∑
t=2
t∑
r=0
( r
k
)( s
t − k
)
(t − 1)√p
 [(r + s − 2)2r+s−1 + 1]√p.
Now a very conservative estimate gives
m′(A,B)2s
r∑
i′=1
r∏
i=1
(1 + (i′ + i )) + 2r
s∑
j ′=1
s∏
j=1
(1 − (j ′ + j ))2r+s(r + s).
So, m′′(A,B)p−[(r + s − 2)2r+s−1 + 1]√p− 2r+s(r + s). Choosing p large enough
(pP = O(N2 · 24(r+s)) will do), the claim follows. 
Theorem 5.2. Let k6 be a ﬁxed even integer. For any N , there exists a prime p ≡
3 (mod 4) and an a ∈ Q such that Sa generates a uniform one-factorization containing
at least N k-cycles.
Proof. Write k = 2a + 2 and suppose N is given. We apply Lemma 5.1 with r = 2a,
A = {0, (a−1)/a, 2(a−1)/a, . . . , (a−1)2/a}+{0,−1/a} and s = 2, B = {a−1,−1}.
Observe that these two sets are disjoint for a = 1. We are guaranteed the existence
of P such that for all pP , at least Nk values of x ∈ GF(p) satisfy the conditions
of Theorem 2.4 with q = p. There will be at least N different k-cycles through these
points. Moreover, a is a quadratic nonresidue mod p for inﬁnitely many pP . 
We conclude by noting that Theorem 5.2 is more generally true for primes to a ﬁxed
power, but that the corresponding choice of P in Lemma 5.1 changes.
6. Higher quotient starters
We now describe a richer collection of starters, originally developed in [5,7], which
generalize the one-quotient starters used thus far. These will enable us to ﬁnd uniform
one-factorizations in the case where q ≡ 1 (mod 4).
Let q be an odd prime-power and write q = 2rt + 1, where t is odd. In most
applications, r is a power of 2. Suppose  is a generator of GF(q)×. Let C0 be the
unique subgroup of GF(q)× of order t, with cosets Ci = iC0, i = 0, . . . , 2r − 1. A
starter S in GF(q)+ is said to be an r-quotient starter if whenever {x, y}, {x′, y′} ∈ S
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with x, x′ ∈ Ci , then y/x = y′/x′. An r-quotient starter S can be completely described
by a list of quotients a = (a0, . . . , ar−1), as follows:
S = Sa = {{x, aix} : (ai − 1)x ∈ Ci, i = 0, . . . , r − 1}.
Lemma 2.1 of [7] provides necessary and sufﬁcient conditions on a so that Sa deﬁned
as above is indeed a starter. These are:
(a) ai /∈ C0 for each i, and
(b) Aij , aiAij , Aij /aj , aiAij /aj ∈ Cj−i for all i = j ,
where Aij = (aj − 1)/(ai − 1) and the indices j − i are reduced modulo 2r .
As with one-quotient starters, we use the notation S∗a = Sa ∪{{0,∞}} and Ha(b) for
the graph with edges S∗a ∪ (S∗a + b). The following is a generalization of Lemma 1.1.
Lemma 6.1 (Dinitz and Stinson [7]). Suppose Sa is an r-quotient starter in GF(q),
where q = 2rt + 1, and t is odd. Suppose b, b′ = 0 with b/b′ ∈ C0 ∪ Cr . Then Ha(b)
is isomorphic to Ha(b′).
It follows from Lemma 6.1 that an r-quotient starter in GF(q) generates a uniform
(perfect) one-factorization of Kq+1 if and only if, for representatives bi ∈ Ci , i =
0, . . . , r−1, we have Ha(bi) all isomorphic (to a Hamiltonian cycle). This fact offers a
nice simpliﬁcation for computational purposes: it sufﬁces to compare r graphs instead of
q/2. Indeed, many examples of perfect one-factorizations were found in [7] and recently
in [6] using this technique. In Appendix B we list types of uniform one-factorizations
found in this way for r = 2, 4.
It seems natural to consider extending the earlier results for one-quotient starters to
r > 1. The maps fa , ga,b of Section 2 need to be replaced by a family of maps fai ,
gai ,b indexed by the quotients ai . The quadratic residue character gets replaced by a
character of order 2r , and there are many more cases to consider when deﬁning a walk
in Ha(b). Also, a major difference when considering r > 1 quotients is that each of
Ha(i ), i = 0, . . . , r −1 must be isomorphic for a uniform one-factorization to result.
We close this section by merely giving an example to illustrate one curious structural
difference between one-quotient and higher quotient one-factorizations. Recall for a
ﬁxed prime-power q ≡ 3 (mod 4) and quotient a ∈ Q that there are at most two 4-
cycles in Ha . At least in some sense, this bound on the number of 4-cycles fails in
general with more quotients.
Example. Let q ≡ 1 (mod 8) be a large prime-power. Consider the 4-quotient starter
generated by quotients a = (6/5, 5, 1/2, 1/3). Provided certain elements of GF(q) fall
into appropriate cosets, we may have 4-cycles in Ha(b) of the form
x 
→ 6x/5 
→ 6x − 4b 
→ 3x − 2b 
→ x,
using forward edges corresponding, in turn, to quotients a0, a1, a2, a3. We omit the de-
tails on estimating the number of such 4-cycles, and concede that for such a
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one-factorization to be uniform requires substantial luck. Nonetheless, it is of inter-
est that “functional identities’’ for 4-cycles can exist in higher quotient starters.
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Appendix A
q a type
7 −1 (8)
3 (4, 4)
11 −1 (12)
(6, 6)
19 −1 (20)
14 (16, 4)
8 (10, 6, 4)
23 −1 (24)
17 (12, 8, 4)
27 	 (28)
−1 (6, 6, 6, 6, 4)
31 −1 (32)
13 (24, 8)
27 (18, 14)
26 (18, 6, 4, 4)
3 (16, 16)
17 (16, 12, 4)
29 (16, 10, 6)
43 −1 (44)
30 (40, 4)
12 (36, 8)
32 (36, 8)
22 (32, 6, 6)
19 (32, 12)
3 (30, 10, 4)
28 (20, 20, 4)
37 (16, 12, 6, 6, 4)
47 −1 (48)
5 (44, 4)
40 (38, 10)
41 (28, 20)
13 (28, 16, 4)
43 (26, 12, 10)
q a type
23 (24, 16, 8)
11 (22, 18, 8)
59 −1 (60)
33 (56, 4)
10 (52, 8)
40 (50, 10)
2 (48, 6, 6)
42 (40, 20)
32 (40, 16, 4)
47 (38, 16, 6)
11 (36, 20, 4)
8 (30, 16, 14)
23 (28, 16, 16)
67 −1 (68)
13 (64, 4)
2 (56, 6, 6)
45 (52, 12, 4)
32 (50, 12, 6)
20 (48, 20)
46 (42, 22, 4)
50 (38, 30)
8 (36, 28, 4)
7 (34, 34)
43 (32, 22, 14)
18 (26, 22, 20)
38 (24, 16, 6, 6, 6, 6, 4)
52 (22, 18, 16, 8, 4)
71 −1 (72)
62 (64, 8)
59 (60, 12)
42 (58, 14)
56 (56, 16)
11 (52, 16, 4)
q a type
35 (52, 14, 6)
51 (46, 22, 4)
21 (42, 30)
41 (42, 22, 8)
23 (38, 34)
31 (34, 34, 4)
46 (26, 22, 18, 6)
79 −1 (80)
6 (76, 4)
48 (74, 6)
59 (72, 8)
34 (62, 18)
27 (60, 20)
12 (58, 18, 4)
57 (56, 24)
69 (48, 32)
54 (42, 38)
24 (42, 6, 6, 6, 6, 6, 4, 4)
29 (40, 40)
37 (34, 22, 20, 4)
83 −1 (84)
80 (80, 4)
15 (66, 12, 6)
2 (66, 6, 6, 6)
57 (64, 20)
14 (62, 18, 4)
71 (56, 28)
5 (54, 30)
20 (52, 20, 8, 4)
62 (44, 30, 10)
45 (44, 24, 16)
22 (32, 30, 22)
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Types of uniform one-quotient starters in GF(q), q < 100 (length of cycle through
inﬁnity shown in bold).
Note: 	3 + 2	+ 1 = 0 for GF(27).
Appendix B
q a Type
13 (−1,−1) (14)
25 (	1, 	13, 	10, 	14) (26)
(	1, 	4, 	15, 	2) (22, 4)
(	12, 	12, 	12, 	12) (10, 10, 6)
29 (−1,−1) (30)
(4, 28) (20, 10)
37 (−1,−1) (38)
(4, 11) (34, 4)
41 (−1,−1,−1,−1) (42)
(25, 4, 25, 31) (36, 6)
53 (−1,−1) (54)
(11, 43) (50, 4)
(17, 7) (42, 12)
61 (−1,−1) (62)
(6, 40) (56, 6)
(48, 5) (52, 6, 4)
73 (−1,−1,−1,−1) (74)
(52, 71, 9, 26) (70, 4)
89 (−1,−1,−1,−1) (90)
(3, 73, 83, 36) (86, 4)
(66, 36, 55, 48) (82, 8)
Types of uniform two- and four-quotient starters in GF(q) for q < 100 (the cycles
through inﬁnity are, in general, of different lengths).
Note: 	2 + 	+ 2 = 0 for GF(25).
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