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ON THE NULL SPACE 
OF A COLIN DE VERDIERE MATRIX 
by L. LOVASZ and A. SCHRIJVER 
1. Introduction and results. 
Let G = (V,E) be an undirected graph, with vertex set {1, ... ,n}. 
Let M ( G) be the set of symmetric n x n matrices M = ( mi,j) satisfying 
(1) (i) M has exactly one negative eigenvalue, of multiplicity 1; 
(ii) for all i, j with i =f. j one has : 
if i and j are nonadjacent then mi,j = 0, 
if i and j are adjacent then mi,j < 0. 
Moreover, M is said to have the Strong Arnold Property (or to 
satisfy the Strong Arnold Hypothesis) if for each symmetric n x n matrix 
X = (xi,j) satisfying Xi,j = 0 if i = j or i and j are adjacent, and satisfying 
M X = 0, one has X = 0. 
Yves Colin de Verdiere [1] introduced the parameter µ(G), being 
the maximum corank of any matrix in M ( G) having the Strong Arnold 
Property. (The corank of a matrix is the dimension of its null space.) 
Stimulated by discussions with Frarn;ois Jaeger (who suggested an 
idea to show (ii) below), Colin de Verdiere showed that µ(H) :S µ(G) if H 
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is a minor of G, and that 
(2) (i) µ( G) s; 1 if and only if G is a disjoint union of paths; 
(ii) µ( G) s; 2 if and only if G is outerplanar; 
(iii) µ(G) s; 3 if and only if G is planar. 
In [5], we showed that 
(3) (iv) µ( G) s; 4 if and only if G is linklessly embeddable. 
(A graph G is linklessly embeddable if it can be embedded in JE.:5 so that 
any two disjoint circuits in G form unlinked closed curves in IR.:3.) 
It was shown by Hein van der Holst [3] that if G is 3-connected and 
planar, then any matrix in M ( G) has corank at most 3 - also those not 
having the Strong Arnold Property. 
The main result in this paper is that if G is 3-connected and planar, 
then for any matrix M E M ( G) of corank 3, the null space ker M of Af 
yields an embedding of G in the 2-sphere S2 . We also show the related 
but easier results that if G is a path, then for any matrix Af E M ( G) 
of corank 1, the null space ker M of M yields an embedding of G in the 
line; furthermore, if G is 2-connected and outerplanar, then for any matrix 
Af E M ( G) of corank 2, the null space ker Al of M yields a representation 
of G as a convex polygon with non-crossing diagonals. 
To make this more precise, assume that G is connected. In this 
case condition (l)(ii) implies that the eigenvector 7r belonging to the 
negative eigenvalue is (up to scaling) positive. \Ve define the 111111 space 
representation derived from the matrix M as follows. Let r be the corank 
of Af, let a 1 , a 2 , ... , ar form a basis of ker M, and for each vertex i of G, 
let u; := (a1,i, a2,i., ... ar,i)T E IR.r. As 7r is orthogonal to each of a1, ... , ar 
we have 
2= 7r;1l; = o. 
This way we define a mapping V --+ IR''. Note that this mapping is 
determined only up to a linear transformation of JR.". In the results below, 
we have to scale the vectors u1• Note that arbitrary scaling of them can 
be achieved through appropriate scaling of the rows and columns of Af. In 
particular, we consider the unit vectors 
(4) 1 V; = llu1ll U;' 
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and the vectors 
(5) 
For (4) to make sense, we'll have to show that the ui are non-null. 
THEOREM 1.1. - Let G be a path. Then the mapping i 1-4 Wi, 
together with the segments connecting Wi and Wj for ij E E(G), gives an 
embedding of G in the line. 
THEOREM 1.2. - Let G be a 2-connected outerplanar graph. Then 
the mapping i 1-4 Vi, together with the segments connecting Vi and Vj for 
ij E E ( G), gives an embedding of G in the plane as a convex polygon with 
non-crossing diagonals. 
THEOREM 1.3. - Let G be a 3-connected planar graph. Then the 
mapping i 1-4 Vi, together with the geodesic curves on S2 connecting Vi and 
Vj for ij E E ( G), gives an embedding of G in S 2 . 
Remarks. - 1. It seems curious that we had to scale differently in 
the case of the path as in the other two cases. It may be the case that for 
planar and outerplanar graphs the scaling ( w.;) provides an embedding with 
interesting properties, say in the planar case an embedding in the skeleton 
of a convex polyhedron; but we cannot prove this. 
2. Our motivation has been to derive a similar result for one dimension 
higher, that is, for Jinklessly embeddable graphs, where we would like to 
obtain a linkless embedding of G in 8 3 . Suppose that G is a 4-connected 
linklessly embeddable graph and M is a matrix in M( G) of corank 4. 
Perhaps ker M yields a proper embedding of G in S3 : vertices of G are 
embedded in 8 3 in such a way that adding shortest arcs in S3 connecting 
adjacent vertices, gives a Jinkless embedding of G in S3 . We do not know 
if this is true. 
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2. Proofs. 
2.1. Van der Holst's lemma and its extensions. 
For any vector x E Rn, the support of x, denoted by supp( x), is the 
set {i E Vlxi f. O}. The positive support supp+(x) of x is the set {i E 
Vlxi > O}, and the negative support supp-(x) is the set {i E Vlxi < O}. 
For any U £:;; V, N (U) denotes the set of vertices i rf. U adjacent to at least 
one vertex in U. 
The following observation is useful: 
(6) Let ME M(G) and let x E ker M. Then each vertex in N(supp(x)) 
belongs to both N(supp+(x)) and N(supp-(x)). 
To see (6), consider any i E N(supp(x)) (so Xi = 0), and note that 
(7) I: mi,jXj = 0, 
j 
implying that, if Xj > 0 for some j adjacent to i, then Xj < 0 for some j 
adjacent to i, and conversely. (Here we use that mi,j < 0 if j is adjacent to 
i, and mi,jXj = 0 otherwise.) 
An important further tool we need is the following lemma proved by 
van der Holst [2]. A vector x in ker M is said to have minimal support if 
x-::/= 0, and each nonzero vector y E ker M with supp(y) ~ supp(x) satisfies 
supp(y) = supp(x). 
LEMMA 2.1 [van der Holst]. - Let G be connected, let ME M(G) 
and let x E ker M have minimal support. Then both supp+(x) and 
supp-(x) are nonempty and induce connected subgraphs of G. 
Geometrically, this lemma expresses the following nice property of the 
null space embedding: every hyperplane in Rr spanned by some vectors ui 
separates the graph into two non-empty connected subgraphs. 
We need the following variation on this lemma. 
LEMMA 2.2. - Let ME M(G) and let x E RV satisfy Mx < 0. 
Then supp+(x) is nonempty and induces a connected subgraph of G. 
One way to get a vector x with M x < 0 is to choose a vector in 
the nullspace of M and add a positive multiple of 7r to it. In this special 
case, Lemma 2.2 has a nice geometric formulation: the nodes i for which 
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Wi belongs to an open halfspace in JR.r containing the origin induce a non-
empty connected subgraph. 
We give a proof of a more general lemma, which also includes van der 
Holst's lemma and its extension given in [4]. To formulate this, we need to 
describe a class of exceptions. Let G = (V, E) be a graph, M E M ( G) and 
S C V. Let G1, ... , Gr (r 2:: 2) be the connected components of G - S, 
and let Si= V(G;). We say that Sis a regular cutset (in G, with respect 
to M), if there exist non-zero, non-negative vectors x1 , ... , Xr and y in R. v 
such that 
(i) supp(x;) = Si and supp(y) ~ S; 
(ii) Mx1 = Mx2 = ... = Mxr = -y. 
Note that if M; and x~ are the restrictions of M and Xi to Si, then 
x~ > 0 and Mixi = 0. Thus by the Perron-Frobenius Theorem, the x; are 
uniquely determined up to positive scaling. 
LEMMA 2.3. - Let ME M(G) and let x E R.v satisfy Mx ~ 0. 
Then supp+(x) is nonempty. Furthermore, if supp+(x) induces a discon-
nected graph then G has a regular cutset S such that x is a linear combi-
nation 
of the corresponding vectors x1, ... , Xr, where I: O:i 2:: 0, and at least two 
i 
O:i are positive. 
Proof - We may assume that the negative eigenvalue of M is -1. 
Then 
rrT x = -rrT Mx 2:: 0, 
an..d since x =f. 0, it follows that supp+(x) is nonempty. 
Suppose next that supp+ x can be decomposed into two disjoint 
non empty sets A and B such that no edge connects A and B. Let 
C := supp-(x) (this may be empty), and S = V \ supp(X). Let a, b and 
c arise from x by setting to 0 the entries with index out of A, B and C, 
respectively. Define 
w := (rrTb)a - (rrT a)b. 
Then rrT w = 0, and hence by our assumption that M has exactly one 
negative eigenvalue with eigenvector rr, 
wTMw 2:: 0. 
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On the other hand, we have aT Mb = 0 (as there are no edges between A 
and B) and aT Mc~ 0 (as a~ 0, c ::=_:; 0 and Mis non-positive outside the 
diagonal). Furthermore, M x s; 0 implies that 
aTMa :::_:; -aT Mb- aTMc :::_:; 0. 
Thus 
wT Mw = (7l'Tb) 2aT Ma - 2(7l'Tb)(11.T a)aT Mb + ('ll'T a) 2bT Mb :SO. 
This implies that wT Mw = 0. Moreover, we must have equality in 
aT Mc~ 0, which implies that there are no edges between A and C, and 
similarly, between B and C. 
Thus (Ma); = (Mx), s; 0 for i EA, and so aT l\fo = 0 implies that 
(Ma);= (Mx)i = 0 for i EA. Similarly, (Mb); = (Mx), = 0 for i E B. 
Thus supp(Ma),supp(Mb). supp(Mc) ~ S. 
Since M is positive semidefinite on vectors orthogonal to 71', wT ]'y[ w = 
O implies M w = 0. This says that 
1 1 
(8) ('ll'Ta)Ma= ('ll'Tb)Mb. 
To conclude, let S1, S2, ... Sr be the connected components of G- S. 
The fact that supp(Mc) ~ S implies that if z E JRV is defined by z.; = lxd, 
then M z :::; 0. Thus we can apply the above argument choosing any two 
components S, as A and B. If z; denotes the restriction of z to S;, and 
x; = (1/'ll'T z;)z;, then (8) above impliei; that M x 1 = ... = M x,.. We 
have also seen that this vector has support in S, and since iti; support is 
disjoint from the support of the x;, it ii; non-prn;itivc. Clearly x is a linear 
combination of the x;, and the conditiom; on the coefficieuts are trivially 
verified. O 
2.2. Proof of Theorem 1.1. 
Look at the null space representation (u;) of ME M(P) with corank 
1, where P is a path with n nodes labelled 1, 2, ... , n (in thii; order on the 
path), and the scaled version (w.;). Note that the w; are numheri; now. We 
claim that either W1 < w2 < ... < Wn or w1 > W2 > ... > Wn. It suffices to 
argue that w;_ 1 < w., ~ Wi+I cannot oc:c:ur. There are 3 cases to consider: 
(a) w; > 0. Then the vector x E IR" defined by x.i = ( w; - Wj )rrj 
satisfies Mx < 0, and has x; = 0, X;- 1 > 0, aud :i:;+ 1 ?'. 0. Let 
. _ { Xj - c, if j = i + J, 
YJ - x j, otherwiHe, 
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for a small positive c:. Then My < 0, and Yi = 0, Yi-l,Yi+l > 0, which 
means that supp+(y) is disconnected, contradicting Lemma 2.3. 
(b) Wi = 0. It is trivial from Mu= 0 that if a node i with Ui = 0 has 
a neighbor j with Uj < 0, then it must also have a neighbor k with Uk > 0 
(by (6)), which is not satisfied here. 
(c) Wi < 0. We know by Lemma 2.1 that there is a node k with 
Wk > 0. If i < k, then let j be the index with i < j < k and Wj minimum; 
this j then violates (a) (with signs flipped). If k > i, the argument is 
similar. D 
2.3. Proof of Theorem 1.2. 
As G is outerplanar, we may fix an embedding of G in ~2 • When 
speaking of faces below, we mean faces with respect to this embedding. 
Similarly for the outer face. We can assume that the vertices 1, ... , n occur 
in this order along the outer face. 
We first show: 
(9) if a and b are consecutive vertices along the outer face, then Ua and 
ub are linearly independent. 
Suppose not. Then there exists a nonzero vector x E ker M such that 
Xa = Xb = 0. Take such an x with supp(x) minimal. Lemma 2.1 implies 
that both supp+(x) and supp-(x) are nonempty and induce connected 
subgraphs of G. 
As G is 2-connected, G has vertex-disjoint paths P 1 and P2 , each 
starting in N(supp(x)), and ending in a and b respectively. By (6), Pi 
starts in a vertex that is both in N(supp+ (x)) and N(supp-(x) ). However, 
since supp+(x) and supp-(x) induce connected subgraphs of G, this is 
topologically not possible, showing (9). 
(9) implies that each ui is nonzero, and hence Vi is defined. To show 
that v1 , ... , vk occur in this order along 8 1 , it suffices to show that (using 
the symmetry of 1, ... , k): 
(10) let l be the line through v1 and 0. Then there is a k such tha.t 
V2, ... , Vk-1 all are at one side of l and Vk+ 1 , ... , Vn are at the othPr 
side of l. 
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Suppose this is not true. Let x be a nonzero vector x E ker M with 
x1 = 0. Then there are h, i,j with 2 :::; h < i < j :::; n such that xh > 0, 
x; :::; 0, and XJ > 0. Since supp+(x) induces a connected subgraph of G, 
there is a path P connecting h and j and traversing vertices in supp+(x) 
only. Then 1 and i are in different components of G - P. Both components 
contain vertices m with Xm :::; 0 (namely 1 and i), and hence vertices 
m E N(supp+(x)) (using the 2-connectivity of G).Any such vertex belongs 
to supp-(x) or is adjacent to a vertex in supp-(x). So both regions intersect 
supp-(x ). This contradicts the fact that supp-(x) induces a connected 
subgraph of G, which proves (10). O 
2.4. Proof of Theorem 1.3. 
As G is planar, we may fix an embedding of G in S 2 . When speaking 
of faces below, we mean faces with respect to this embedding. 
We first show: 
(11) if a, b,c are distinct vertices on a face of G, then Ua, ub and Uc are 
linearly independent. 
Suppose not. Then there exists a nonzero vector x E ker M such 
that Xa = xb = Xc = 0. Take such an x with supp(x) minimal. Lemma 
2.1 implies that both supp+(x) and supp-(x) are nonempty and induce 
connected subgraphs of G. 
As G is 3-connected, G has pairwise vertex-disjoint paths P1 , P2 , P3 , 
each starting in N(supp(x)) and ending in a, band c respectively. By (6), 
the P; start in a vertex that are both in N(supp+(x)) and N(supp-(x)). As 
supp+(x) and supp-(x) induce connected subgraphs of G, we can contract 
each of supp+(x), supp-(x), P1 , P2 , and P3 to one vertex, so as to obtain 
a K 2,3 with the three vertices of degree 2 on one common face, which is 
not possible. This shows (11). 
This implies that each u; is nonzero, and hence v; is defined. It also 
implies that v; and VJ are linearly independent if i and j are adjacent. 
So for adjacent vertices i and j there exists a unique shortest geodesic on 
S2 connecting v; and VJ· This gives an extension of i ~ u; to a mapping 
'I/; : G ~ S2 • We will show that this is in fact an embedding. 
To this end we show: 
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(12) Let (say) 1, ... , k be the vertices around a face F of G, in this cyclic 
order. Then u1, ... ,uk are the extremal rays of the convex cone C 
they generate in JR3 , in this cyclic order. 
Consider two consecutive vertices along F, say 1 and 2. Let H be 
the plane spanned by u1, u2 and 0. It suffices to prove that u3 , ..• , Uk are 
all at the same side of H. Let x be a nonzero vector in ker M satisfying 
x1 = X2 = 0 (x is unique up to scalar multiplication, as u1 and u2 
are linearly independent.) By (11), 3, ... , k belong to supp(x), and hence 
none of u3, ..• , Uk are on H. Suppose that they are not all at the same 
side of H. That is, both supp+(x) and supp-(x) intersect {3,. .. ,k}. As 
G is 3-connected, there exist vertex-disjoint paths P1 and P2 starting 
in N(supp(x)) and ending in 1 and 2 respectively. Contracting each of 
supp+(x), supp-(x), P1, and P2 to one vertex, we obtain a K4 embedded 
in S2 with all four vertices on one face, which is not possible. This shows 
(12). 
Next: 
(13) Let a E V, and let (say) 1, ... , k be the vertices adjacent to a, in this 
cyclic order. Then the geodesics on S2 connecting Va. to v1, ... , vk 
issue from Va. in this cyclic order. 
Consider a nonzero vector x E ker M with Xa. = x1 = 0. We claim 
(14) there are no h,i,j with 2 S h < i < j S k such that xh > 0, Xi S 0, 
and Xj > 0. 
Suppose that such i,j and h do exist. Since supp+(x) induces a 
connected subgraph of G, there is a path P connecting h and j and 
traversing vertices in supp+(x) only. Together with a this gives a circuit C, 
dividing S2 into two (open) regions. Both regions contain vertices m with 
Xm S 0 (namely 1 and i), and hence vertices m E N(supp+(x)) (using the 
3-connectivity of G).Any such vertex belongs to supp-(x) or is adjacent to 
a vertex in supp-(x). So both regions intersect supp-(x). This contradicts 
the fact that supp-(x) induces a connected subgraph of G. This proves 
(14). 
This implies that v2 and vk are on different sides of the plane H 
through Va., v1, and 0. Otherwise we can assume that x2 > 0 and Xk > 0. 
As a E N(supp(x)), we know that a E N(supp-(x)). So Xi < 0 for some 
i with 2 < i < k. This contradicts (14). Moreover, (14) implies that the 
nodes i with Xi > 0 occur contiguously, and also the i with Xi < 0 occur 
contiguously. This implies (13) (using the symmetry of the 1, ... , k). 
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Now it is easy to complete the proof. (12) and (13) imply that we can 
extend the mapping 'I/! : G ___, S 2 to a mapping 7/1 : 5 2 ___, 5 2 such that 'I/! 
is locally one-to-one. We show that 'I/! is one-to-one. To see this, note that 
there is a number k such that lw- 1 (p)I = k for each p E 5 2 . Now let H 
be any 3-connected planar graph embedded in 8 2 , with v vertices, e edges, 
and f faces. Then w- 1 (H) is a graph embedded in 8 2 , with kv vertices, ke 
edges, and kf faces. Hence by Euler's formula, 2k = kv - ke + kf = 2, and 
so k = 1. Therefore, 1/; is one-to-one, and 1/; embeds ICI in 8 2 . o 
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