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ABSTRACT
Integrating ultracold atoms with nanophotonics enables the exploration of new
paradigms in quantum optics andmany body physics. Advanced fabrication capabil-
ities for low-loss dielectric materials provide powerful tools to engineer light-matter
coupling of photons and atoms. For example, dispersion-engineered photonic crystal
waveguides (PCWs) permit not only stable trapping and probing of atoms via inter-
actions with guided mode (GM) light, but also the possibility to study the physics of
strong photon-mediated interactions between atoms. This thesis describes the de-
sign of a quasi-one-dimensional structure, the alligator photonic crystal waveguide
(APCW), which has already allowed for the observation of some of those features.
Furthermore, external illumination schemes allow for the trapping and transport
of atoms near the dielectric device. Here, atoms loaded into a one-dimensional
optical lattice are transported through the APCW. As the atoms trapped in the lattice
approach the APCW, the combination of lattice and GM potential can smoothly
guide atoms into the gap between the two dielectric nanobeams. Therefore, the
transmission of a weak guided mode probe is modulated at the rate determined by
the lattice moving through the APCW. In the near future, single atoms can then be
transferred from the moving lattice into optical traps formed in each unit cell by
GMs of the APCW. Moreover, a characterization of a simple 2D photonic crystal
slabs design is presented.
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1C h a p t e r 1
INTRODUCTION
Atoms and light are one of the oldest subjects of study in the history of human
knowledge. In the modern physics era, the invention of masers and lasers paved
the way for the study of light-matter interactions in ways that were not previously
possible. Numerous applications have dealt with neutral atoms, ions, solid state
systems, and even biological samples. In quantum optics, the quantum properties
of light pushed the limits of precision measurements beyond the standard quantum
limit, the observation of non-classical effects, and the generation of entangled states
of photons, atoms and photons, or even atoms [1].
The integration of several quantum systems in a network configuration, where the
nodes and channels have quantum properties, is still an ongoing effort [2]. High
degrees of control and isolation can be achieved using neutral atoms, and interfacing
them with different light fields, making them a natural candidate for the quantum
nodes and quantum channel, respectively. These networks can have a big impact on
theway quantum information protocols are performed, as the connectivity properties
of the network can help to overcome scaling and error-correction problems. On the
other hand, connecting single quantum systems to form a quantum many-body
system, by means of coherent and incoherent interactions, can emulate similar
systems that in principle could be harder to analyze. For example, interacting spin
systems can be represented by atoms whose interactions are mediated by photons
that can propagate among the network.
As quantum optics has nurtured many other research fields, quantum optics has also
been changing as other fields advance. Twomajor fields have had a significant impact
in recent years. Solid-state systems have been integrated with electromagnetic
fields in very different environments. Superconducting quantum circuits and the
possibility to createwell controlled qubits have pushed the efforts towards developing
quantum computing architectures [3]. Superconducting systems have been coupled
to microwave resonators and waveguides and have been used to perform numerous
error-correcting protocols relevant to develop quantum computing [4, 5]. In the
semiconductor community, quantum dos, rare-earth ions, and vacancy centers in
diamond have been observed to have a vast range of coherence times, and have been
2interfaced with nanostructures that enhance spectroscopic measurements [6, 7, 8, 9,
10, 11].
Naturally, advances in the optical community have high impact on different areas
across quantum optics. Progress in micro and nanophotonics has made possible the
creation of new platforms to engineer light-matter interactions, and test different ar-
chitectures in order to explore many-body physics to quantum information protocols
[1]. A paradigmatic example in quantum optics is cavity quantum electrodynamics
(cavity QED) [12], which traditionally investigated the interaction of single atoms
and photons inside an almost perfect cavity, but it has expanded over many other
fields like ion trapping and solid-state systems.
New physical regimes in quantum optics and atomic physics have been available
due to the increasingly high level of experimental control over atomic and optical
systems. The appearance of quantum many-body phenomena, originally confined
to the condensed-matter physics community, and the experimental opportunity to
access sufficient information to characterize different phases in these systems are
now common in the AMO community [13, 14]. Atomic ensembles trapped inside
optical resonators have shown impressive levels of spin squeezing, showing its
potential for applications in quantum metrology [15, 16]. In cavity QED, quantum
many-body systems can be formed by creating arrays of interacting cavities coupled
to atomic systems [14]. These arrays can work as quantum simulators with high
degree of addressability. A main challenge is to find the appropriate architecture to
perform these procedures.
An auspicious platform is the integration of atomic systems with nanophotonics,
where serious advances have already been made in the last two decades [17, 18,
19]. Beyond the cavity QED and waveguide QED [20, 21, 22, 23, 24] framework,
photonic crystals offer a way to tailor strong light-matter coupling for single atoms
and photons in a complex and scalable fashion. For instance, by designing and
fabricating the dielectric structure of photonic crystal waveguides, the dispersion
relation and mode structure permit the trapping and probing of ultracold neutral
atoms with commensurate spatial periodicity for both, while slow light effects near
the band-edge enhance the coupling [25, 26]. Such systems can lead to atom-atom
interactions mediated by photons within the waveguide [27, 28, 29, 30].
The work described in this thesis is part of a larger collaboration between different
members of the Quantum Optics Group at Caltech. Our objective is to trap atoms
along a photonic crystal waveguide with high filling fraction, in order to study light-
31 m
b
Figure 1.1: The alligator photonic crystal waveguide (APCW) and the side illumina-
tion trap. In (a) an SEM image of the APCW is shown, taken by Andrew McClung.
External illumination can be used to create intricate light potentials near the device,
as seen in the intensity pattern |E(r)|2 seen in (b). Details on these pictures will
appear later in the text.
matter interactions in tailored photonic environments [25, 30], many-body physics
[31, 32, 33], atom-atom photon-mediated interactions [28, 30], dispersive, spin-
dependent and collective forces on atoms [34, 35, 36], and non-linear physics at
the single photon level [37, 38], just to name a few. Although modest results were
obtained at the time this thesis was finished, a diverse set of tools was developed.
The main actor of this work is the alligator photonic crystal waveguide (APCW), a
standing structure fabricated in a SiN substrate that is integrated into the vacuum
system, and where light can be coupled in an out. A SEM image of a section of the
APCW is shown in Fig. 1.1(a). The structure follows the ideas mentioned before,
such that it is possible to create localized traps along the structure where a strong
probe mode can interrogate the trapped atoms. However, loading these traps with
atoms is challenging [39]. In order to overcome this difficulty, external illumination
schemes are used to trap atoms along the device using the device’s high reflection
[40] as seen in Fig. 1.1(b).
Trapped atoms along the device behave differently than in free-space [30, 28, 31, 33].
Remarkably, the photonic properties of the APCW have effects on the light-matter
interaction. The APCW has bands ωn(k) and frequency ranges where light cannot
propagate through the structure because of the presence of bandgaps. If the atomic
transition frequency is in the bandgap, as in Fig. 1.2(b), the atom cannot decay into
that photonic mode, and it is said that the atom is in the dispersive regime. The
incoherent interaction between the field and the array of atoms is partially or totally
4a
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Figure 1.2: If the atomic transition is guided, outside the bandgap, as in (a), an atom
near the photonic crystal waveguide can emit into a specific guided mode or into
any other channel, with rates Γ1D and Γ′ respectively. If the atomic frequency is in
the bandgap, then the atom can not decay into that photonic mode and it forms a
bound state with the photonic excitation.
suppressed, depending on the characteristics of the structure, while the coherent
exchange between atoms along the device is still present. Among the different states
the atom and the photon can have, it is possible to form a bound state where the
photonic component is localized around the atom.
The observation of such regime with cold atoms trapped near the APCW structure
has been recently reported by Hood et al. [29]. In this regime, strong and variable-
range interactions between atoms mediated by photons confined to one-dimensional
photonic crystal waveguides, or two-dimensional photonic crystal membranes [31],
can be engineered. The tight confinement of the guided modes favors strong in-
teractions between atoms and localized photons, while control over the interaction
length is provided by the presence of the photonic bandgap and its tunable dispersion
properties, making photonic crystal systems a unique platform to test many-body
systems of photons and atoms.
If the atomic transition frequency is guided, it is outside the bandgap, as shown
in Fig. 1.2(a), the atoms can see their spontaneous emission rate into the guided
5mode enhanced by slow-light effects as reported in Goban et al. [39]. The atoms
are then considered to be in the dissipative regime. An array of atoms can exhibit
superradiance emission into the guided mode, as collective interaction manifest in
this case [40].
It remains possible to trap more than ∼ 3 atoms as reported in those works. The
worked carried out in Lab 2 points towards that direction. In this experiment, the
delivery of atoms occurs by creating a standing wave pattern with two counter-
propagating beams polarized perpendicular to the APCW, such that the reflection
from the device can be minimized. The standing wave works as a conveyor belt if
the relative phase of the two beams are different. This allows the atoms to move in
a controlled manner. As the atoms, localized into the standing wave pattern, arrive
to the APCW, as shown in Fig. 1.3, the guided mode probe transmission signal is
modulated at the same pace as the arriving atoms. Recently, this signal has been
observed and is still being analyzed, paving the way to load and cool atoms into the
nanoscopic atomic lattices formed by the APCW guided modes.
This thesis focuses on several aspects of the project. On the experimental side, it
concentrates on the assembly of the experimental apparatus, its characterization, and
the measurements performed using the APCW devices. On the theoretical/applied
side, the design of these traps, starting from the design and requirements of the
APCW structure, the use of external illumination light, and the extension of the
schemes in 1D to 2D are described.
The second chapter serves as a brief introduction to the majority of the nanophotonic
aspects of the project, focusing on the description of light-matter interactions in
arbitrary systems, with particular emphasis on photonic crystal waveguides. The
AMO toolbox is described in the third chapter. Additionally, some fundamental
limitations related to loading atoms in optical dipole traps are discussed, keeping in
mind how they might, or already do, affect the performance of the experiment. An
extensive description of the APCW is found in the fourth chapter, with emphasis on
the design and fabrication challenges found along the way.
The following two chapters describe the core ideas behind the trapping schemes
employed. Both schemes developed in Lab 11 and Lab 2 are explained. The search
for a fringe sensitive signal in the probe transmission is discussed in chapter five.
The experiment is thoroughly explained in chapter six. Experimental results up to
this point are shown there.
6a b
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Figure 1.3: Transport of atoms in a standing wave near the APCW. As The phase
between two counter-propagating beams changes, from (a) to (d), the atoms move
with the intensity pattern of the standing wave. The APCW axis is along the x-
direction. The color plot represents the potential, and the black dots the atoms.
Details on this figures will appear later in the text.
Finally, the design of a 2D photonic crystal slab device can be found in the last
chapter. The design is based on a simple square lattice array of holes, where
efficient input and output coupling can be performed by means of another photonic
component that collimates light along the slab.
7C h a p t e r 2
LIGHT-MATTER INTERACTION IN 1D SYSTEMS
In general, microscopy can be imagine to just report the position of certain emitters,
by for example, collecting the light scattered by them with a microscope objective.
Superlative advances had been made in the last two decade towards using new
optical technologies and methods, from super-resolution fluorescence microscopy
to identify and study 3D living sub-cellular organelles [41, 42, 43] to adaptive
optical techniques in the Keck observatory to map the NIR and IR sky with higher
resolution and power [44].
However, an essential idea already present in early works on light-matter interaction
reveals light emitters also probe their local environment. These ideas can be traced
back to the originalWeisskopf-Wigner theory for spontaneous emission [45] or even,
later, in the extraordinary work by Purcell [46]. These properties can be exploited
by the recently new field of nanophotonics, because it is possible to design and
fabricate structures that support electric field modes, propagating or not, that can
excite emitters in ways that were not possible before [47, 1, 37].
Here, the coupling between a single emitter to the electric field that propagates
into those structures will be described. The problem will be treated using some of
the most powerful tools applied in the nanophotonics field: the Green’s function
formalism to describe light-matter interactions. In this section, the Green’s function
tensor will be introduced and used to obtain the total spontaneous emission rate
of a dipole emitter in an arbitrary environment as well as some general features
of nanophotonic systems, with emphasis in the adequate treatment for a photonic
crystal waveguide.
2.1 Dipoles and modes
In a broad class of experimental situations, it is accurate to approximate certain emit-
ters as point-like sources, for example, when a piece of matter is small compared to
the relevant wavelength. This is the so called dipole approximation, usually invoked
in the standard quantum electrodynamics treatment of light-matter interactions [48,
49, 50]. These point-like emitters can be thought as a small dipole emitting radiation
with their characteristic spatial distribution. This is the most elementary treatment;
8other corrections might need to be considered if necessary, but for now the treatment
will be limited to this easier case.
The Green’s function for the electric field
Maxwell’s equations define the field generated by currents and charges in any
material [51]. The wave equation follows from them, and shows how electric fields
can be generated from time varying current densities. In a linear medium, the
electromagnetic field can be written as a superposition of monochromatic fields of
the form
E (r, t) = E (k, ω) cos (k · r − ωt) . (2.1)
In general, the main interest is to study the spectral representation of time-dependent
fields, so only the time variable is going to be transformed. In this case, the spectrum
Eˆ (r, ω) of an arbitrary field E (r, t) is defined by the usual Fourier transform
Eˆ (r, ω) = 1
2pi
∫
E (r, t) eiωtdt . (2.2)
Back to the monochromatic fields, Eq(2.1) can be rewritten as
E (r, t) = Re {E (r) e−iωt} = 1
2
[
E (r) e−iωt + c.c] . (2.3)
An important tool in field theory is the Green’s function, which reflects the spatial
impulsive response of the media [51, 52]. The physical intuition behind it is that if
the solution for a point-like source for any position is known, a linear differential
equation admits as solution for an extended source the appropriate superposition of
solutions by many point-like sources. The Green’s function carries the information
of the solution at a point r from a point-like source at the position r′.
In the case of the electric field, the wave equation for a monochromatic field in
homogeneous space can be written as[∇ × ∇ × −k2] E (r) = iωµ0j (r) , (2.4)
where j (r) is the current density, µ0 is the relative vacuum permeability of the
medium, and k = ω/c is the wavevector. For each component, the Green’s function
for Eq(2.4) is defined as the solution to a localized point source[∇ × ∇ × −k2] Gi (r, r′) = niδ (r − r′) . (2.5)
9Figure 2.1: Sketch of the Green’s function G¯ (r, r′). The electric field at position
r due to a single point current source at position r′ is determine by the Green’s
function G¯ (r, r′). A simple integration over the extended source j (r) renders the
final result.
The Green’s function must be a tensor, as it might allow the possibility that, for
instance, a linear current density along the x axis generates an electric field along
the y axis. This can be captured by writing[∇ × ∇ × −k2] G¯ (r, r′) = I¯δ (r − r′) , (2.6)
where the bar on top of the bold vector now represents a tensor or dyad, and I¯ is the
unity tensor. In this case, the first column of the tensor G¯ (r, r′) represents the electric
field at a position r from a point-like source at r′ in the x-direction. Figure 2.1 gives
an idea of how the Green’s function propagates the point-like source solution to an
extended media case.
A rigorous analysis can be done to get from Eq(2.4) and Eq(2.6) the electric field
E (r) generated from a current density j (r) in terms of the Green’s function:
E (r) = iωµ0
∫
V
G¯ (r, r′) j (r′) dV ′. (2.7)
An oscillating dipole is themost elementary source of radiation, because it represents
a localized harmonic current source. For example, consider a distributions of charges
qn at positions rn, centered around r0, such that the current density is defined as
j(r, t) =
∑
n
qnÛrn(t)δ (r − rn(t)) , (2.8)
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and if the charges oscillate at some frequency ω, it is possible to write the current
density as j (r, t) = Re {j (r) e−iωt} with
j (r) = −iωpδ(r − r0), (2.9)
where the it is possible to recover the classical dipole moment of the distribution
p = ∑n qn [rn − r0].
Now, after having introduced the Green’s function treatment of current sources,
Eq(2.7), and determining that an oscillating dipole can be represented as a localized
current source, Eq(2.9), the electric field generated by an oscillating dipole is just
E (r) = ω2µ0G¯ (r, r0) · p. (2.10)
Therefore, the electric field at r generated by an oscillating dipole located at r0 is
determined by the Green’s function G¯ (r, r0) in Eq(2.6).
For a linear, homogeneous and isotropicmedium, theGreen’s function can bewritten
as [51]
G¯ (r, r0) =
[
I¯ + 1
k2
∇∇
]
G0 (r, r0) , (2.11)
where G0 (r, r0) is just
G0 (r, r0) = exp (ik |r − r0 |)4pi |r − r0 | . (2.12)
It is interesting to think about the Green’s function as a way to simplify some
problems. For example, if the total power emitted by a dipole is needed, one
can use the Poynting’s theorem to calculate it by integrating the Poynting vector
over a surface enclosing the emitter, needing to know the electromagnetic field
everywhere on the surface [51]. This can be rather complicated in real cases, like
atoms in cavities, next to dielectric surfaces, etc. But there is a roundabout this
option, which is to invoke the Green’s function formalism just introduced, which
might turn latter to be accessible for numerical simulations. From the Poynting’s
theorem the rate of energy radiated by a current source in a volume V is
dW
dt
= −1
2
∫
V
Re (j∗ · E) dV . (2.13)
For the dipole case the current source was described in Eq(2.9) and the electric field
at any position in Eq(2.10). After those substitutions, the dissipation rate is
dW
dt
=
ω3 |p|2
2c20
[
n · Im {G¯(r0, r0, ω)} · n] . (2.14)
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Therefore, the power radiated by the dipole is calculated by only knowing the field at
the dipole’s position, that is the Green’s function at one point G¯(r0, r0). Intuitively,
the Green’s function knows as much about the environment as the electric field
does. Not only does it takes into account the dipole electric field (primary field)
but also the field scattered by the environment (secondary field), including multiple
scattering events.
Although this treatment is based on a classical description for the dipole and field,
in the spirit of the nanophotonics community [52], these results will be used later to
understand how the photonic bath properties determine the way light-matter inter-
actions are described for emitters coupled to arbitrary modes of the electromagnetic
field, for example, the guided modes of nanostructures. To get a better intuition
about these changes, the spontaneous emission rate calculation for a dipole in an
arbitrary environment will be considered next.
Spontaneous emission rate in terms of the Green’s functions
Atomic systems are complex, encompassing several degrees of freedom, selection
rules for different transitions, levels and sublevels, energy shifts dependent on inter-
nal and external factors, single atoms, and maybe even molecules or bounded states.
It is sometimes useful to idealize these systems slightly in order to get a superficial
understanding of some of the properties one is interested in exploring. To begin
with, the real atoms can be replaced by simpler two-levels system with one ground
state and one excited state, in many cases an exact case [48, 49, 50]. The excited
state is unstable, and an atom in the excited state will eventually decay to its ground
state, even without driving. In isolated atomic ensembles, this happens by emitting
a photon at the atomic transition frequency.1
An atom in its excited state will couple with the electromagnetic field, driving the
atom to decay to its ground state2. The intention of this section is not to revisit
the full calculation that the reader can find elsewhere. The derivation will put an
emphasis on the use of the Green’s function to determine the spontaneous decay
rate in inhomogeneous environments. It will be based on the book of Novotny and
Hecht [52].
1It is possible to have different decay channels, referred as non-radiative decay, very important
in solid-state quantum emitters [47], but in this work we will only focus on the radiative decay case.
2As noted in Kimble and Mandel [53], spontaneous emission in the vacuum and the rate of
fluorescence in an external field do not depend on quantum properties of the electromagnetic field,
whereas the correlation functions do.
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To begin with, a two-levels system is placed at position r0. It has a ground state
|g〉 and an excited state |e〉 that differ in energy by ~ω0. The atomic system and
the electromagnetic field can be described by their usual Hamiltonians Hˆatom and
Hˆ f ield , respectively. The interaction terms between the atom and the electric field is
described by theminimal coupling Hamiltonian [48, 49] in the dipole approximation
HˆI = −pˆ · Eˆ. The quantum states describe the joint state of the electric field and the
atom. Removing the dust from the reader’s favorite quantum mechanics textbook
[48], perturbation theory says that the transition rate Γ between two states of the
system |i〉 and | f 〉 is
Γi→ f =
2pi
~2
〈 f | HˆI |i〉2 ρ f (E), (2.15)
where ρ f (E) is the density of final states | f 〉 with energy E = Ei − E f . This is the
so-called Fermi’s Golden Rule. The transition element
〈 f | HˆI |i〉2 represents the
probability that the Hamiltonian HˆI couples the states |i〉 to | f 〉, and the density of
states ρ f (E) considers the possibility that there are several possible degenerate final
states | f 〉. In the case described here, the initial state |i〉 represents the atom in its
excited state and no excitation in the field (|i〉 = |e, {0}〉), while the final state | f 〉 is
a set of states |g, {1k}〉 with the atom in its ground state and the field with a single
excitation in any of the possible modes k with frequency ωk .
The electric field can be quantized following an appropriate recipe, even in arbitrary
dielectric media, and it holds true that it can be quantized and described in terms of
annihilation and creation operators. In general the quantized field is
Eˆ(r, t) =
∑
k
[
E+k (r)aˆk(t) + E−k (r)aˆ†k(t)
]
, (2.16)
and aˆk(t) = aˆk(0)e−iωk t is the annihilation operator, and E+k (r) and its complex
conjugate are the negative and positive frequency parts of the field Ek(r). In the
process of quantizing the field for lossless media, it is possible to use the normal
modes expansion
E+k (r) =
√
~ωk
20
uk (r) , (2.17)
with the orthogonality condition
∫
V uk (r, ωk) ·u∗k′ (r, ωk ′) dV = δk,k′. This indicates
that |uk (r) | ∝ 1/
√
V .
After some algebra, using the orthogonality relations for the field mode functions
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and the fact that ρ f (E) = ∑k δ(ωk − ω0), the transition rate as in Eq(2.15) is
Γi→ f =
2pi
~2
∑
k
[
p · (E+kE−k ) · p] δ(ωk − ω0) (2.18)
=
piωk
~0
|p|2
∑
k
[
n · (uku∗k) · n] δ(ωk − ω0),
where the dipole moment was written as p = |p|n, n being a unity vector colinear
with p.
A step forward can be taken by expressing Eq(2.18) in terms of the Green’s function.
It can be shown [52, 54], again by expanding G¯ in the normal modes of the field and
using their orthogonality, that
G¯ (r, r′, ω) =
∑
k
c2
u∗k (r′, ωk)uk (r, ωk)
ω2k − ω2
. (2.19)
As in Eq(2.14), for the purpose of spontaneous emission rate the imaginary part of
G needs to be taken into account. After properly integrating by contours it can be
shown that
lim
η→0
Im
{
G¯ (r, r, ω + iη)} = pic2
2ω
∑
k
u∗k(r, ωk)uk(r, ωk)δ(ωk − ω). (2.20)
After substituting in Eq(2.18) the total decay rate of the dipole is
Γ =
2ω20
~0c2
|p|2 [n · Im {G¯(r0, r0, ω0)} · n] , (2.21)
comparable to the classic electrodynamics result in Eq(2.14).
The imaginary part of the Green’s function evaluated at its origin and at the right
transition frequency determines the spontaneous emission rate, providing a direct
link with the properties of the photonic bath (modes of the electric field).
A separate note can be done on how the density of states that appeared in Fermi’s
Golden Rule is present on the last expression. The density of states represents the
number of modes per unit volume and frequency of modes of the electromagnetic
field, and hence it should be associated with the Green’s function component of
Eq(2.21). In the literature [47, 52], the local density of states (LDOS) is often
defined as
ρp(r0, ω0) = 6ω0
pic2
[
n · Im {G¯(r0, r0, ω0)} · n] , (2.22)
as it contains the dependence of the transition rate on the location of the sourcewithin
its environment, the frequency, and its orientation. In an isotropic and homogeneous
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medium, like free space, it is possible to show the equality between the LDOS and
the more common total density of states. For example, carrying out the previous
calculations for the free space Green’s function, Eq(2.11), leads to the well know
blackbody radiation density of states ρ = ω
2
0
pi2c3 .
2.2 One dimensional systems
As presented in the previous section, the case of spontaneous emission can be
treated by using the classical electromagnetic Green’s function formalism. A more
extended analysis of the light-matter interactions can be also develop with the
Green’s function toolkit. The richness of this paradigm lies in the possibility to
capture single and collective phenomena in terms of the classical Green’s function.
The analytic solution is known for a handful of cases, but Maxwell equations can
be efficiently solved numerically as will be shown later.
The experimental platform described in this work is quasi-unidimensional (quasi-
1D), meaning that a single guided mode that propagates along one direction can be
isolated, despite its transverse spatial profile, and construct an effective model that
captures the interaction of the emitter with the mode. There are other guided and
non-guided modes that might be weakly coupled to the emitter and need to be taken
into account as well.
In this section, the interaction of atoms with quasi-1D systems will be described
within the master equation formalism of open quantum systems [49, 55] and a few
well known examples will be presented. It will be specially shown how collective
phenomena might arise due to photon-mediated interactions as described by the
Green’s function formalism.
The master equation and the Green’s function
The relations derived in the previous section, Section 2.1, depend on the electromag-
netic field quantization. This is usually the first step towards describing light-matter
interaction in any quantum system. Generally, one starts decomposing the electro-
magnetic field into its normal modes and associates them with the corresponding
bosonic creation and annihilation operators [48, 49]. This recipe works fine in
lossless, homogeneous systems, where (r, ω) =  , or approximately closed sys-
tems with a few relevant eigenmodes, like high-Q cavities. However, the problem
becomes more complicated as quantization techniques are considered in arbitrary
dielectric structures, even lossy ones. A powerful way to solve this problem was
developed only about 20 years ago in works by Welsch and coworkers and extends
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the Green’s function formalism developed before to arbitrary (r, ω) [56, 57, 58, 59,
60, 61].
It starts with the classical Green’s function defined as the solution of the electro-
magnetic wave equation for a localized source in a medium where the dielectric
constant changes in space and in frequency[
∇ × ∇ × −ω
2
c2
(r, ω)
]
G¯ (r, r′, ω) = I¯δ (r − r′) . (2.23)
The fluctuation-dissipation theorem establishes that the noise operator for the mate-
rial polarization should be associated with the material properties described by the
complex dielectric function, and it is usually the starting point to quantize the field
in any medium [58].
The paradigmatic problem is to find the self-consistent solution for the electric field
and the polarizability of a set of atoms [29, 30, 32]. The atoms, treated as dipoles,
generate their own field but also respond to external fields. As seen in the previous
sections, the re-scattered field can be expressed in terms of the Green’s function.
To be more explicit, let’s consider an input field E0(r, ω) and a set of N dipoles at
positions r j with a frequency dependent dipole moment p j(ω). The linearity of the
field equations and Eq(2.10) implies that the total electric field is
E(r, ω) = E0(r, ω) + µ0ω2
N∑
j=1
G¯(r, r j, ω) · p j(ω). (2.24)
As pointed out by Asenjo-Garcia et al. [30, 32], a way to think about the complex
quantization requirements that dielectric structures might pose is to realize that the
propagation of the quantum fields is the same as their classical counterpart. That
is, the propagator of the classical field, namely the Green’s function, also defines
the propagation of the quantum fields. The quantum nature of the fields lie in their
fluctuations and occupancies, associated with the noise operators mentioned before.
Hence, Eq(2.24) is still valid in the quantum domain if the dipole moments and
electric fields are replaced by their corresponding quantum operators. In several
relevant cases, the correlations in the photonic bath decay in much shorter time
than the correlations in the atomic system, a regime where it is possible to apply
the Born-Markov approximation, meaning that in the frequency domain the Green’s
function is more or less flat at the scale of the atomic linewidth. Taking this into
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account, one can rewrite the quantum version of Eq(2.24)
Eˆ+(r) = Eˆ+0 (r) + µ0ω20
N∑
j=1
G¯(r, r j, ω0) · pσˆ jge, (2.25)
where the dipole operator is pˆ j = pσˆ
j
ge + p∗σˆ jeg with the atomic coherence σˆ jge =
|g〉 〈e| and p = 〈g | pˆ |e〉.
In general one is interested in solving for the atomic system ρˆA, as the electric
field follows from the input-output relation just derived in Eq(2.25). Therefore, the
evolution of the atomic system is given by the master equation, taking into account
the incoherent evolution with the Lindbland super-operator [49, 55, 30]:
ÛˆρA = (−i/~)[Hˆ, ρˆA] + L[ρˆA]. (2.26)
As before, the interaction between the electromagnetic field and the atom is through
the dipolar properties of the latter, so it follows the form Hˆint = −pˆ · Eˆ [48]. The
total electric field, Eq(2.25), has information about the field scattered by the other
dipoles meaning that collective interactions mediated by the electric field can create
energy shifts, manifested in the Hamiltonian, and modify the incoherent evolution
of the system, introduced by the Lindblad super-operator. Neglecting the driving
field, it is possible to write
Hˆ = ~ω0
∑N
j=1 σˆ
j
ee − ~
∑N
i, j=1 J
i j σˆiegσˆ
j
ge, (2.27)
L[ρˆA] = ∑Ni, j=1 Γi j2 (2σˆige ρˆAσˆ jeg − σˆigeσˆ jeg ρˆA − ρˆAσˆigeσˆ jeg) , (2.28)
with the coherent and incoherent interactions rates being
Ji j =
µ0ω
2
0
~ p∗ · Re
{
G¯(ri, r j, ω0)
} · p, (2.29)
Γi j =
2µ0ω20
~ p∗ · Im
{
G¯(ri, r j, ω0)
} · p. (2.30)
The field re-scattered by each dipole creates dipole-dipole coupling terms between
distant atoms, as represented by the (resonant) photon-mediated coupling strength
Ji j . On the other hand, incoherent terms arise due to collective spontaneous emission
as represented by the term Γi j , also determined by the properties of the field Green’s
function.
The interest for the work presented in this thesis is to study the case of quasi-1D
systems, where one can isolate a single field mode that is effectively coupled with
the atoms and propagates in a well defined direction [30]. In this case, it is possible
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to separate the contribution of the selected mode by writing the Green’s function
as G¯(r, r′, ω) = G¯1D(r, r′, ω) + G¯′(r, r′, ω). The Green’s function G¯1D(r, r′, ω) takes
into account only the selected guided mode, while the other contribution G¯′(r, r′, ω)
includes other guided and non guided modes of the electromagnetic field that couple
to the atomic system. It is hard to account for collective phenomena arising from
non-guided modes or guided modes that are not of special interest, so a further
approximation is going to be made3. That is, the effects of G¯′(r, r′, ω) are only
significant at an individual atom level as energy shifts or decay rates corrections
and it is possible to write Ji j = Ji j1D + J
′δi j and Γi j = Γi j1D + Γ
′δi j . In fact, Γ′ can be
different than just the free space decay rate Γ0 by changing the dielectric structure
geometry and frequency response (r, ω), and by placing the atom in a specific
position. The J′ term accounts for spatial dependent energy shift on each atom,
generalizing the free space Lamb shift [48].
Now that all the photon-mediated terms have been included in the Hamiltonian and
Lindbland super-operator, a driving field EL(r) with frequency ωL can be added. In
the rotating-wave approximation respect to the driving field it is possible to write
the Hamiltonian
Hˆ = −~∆A
N∑
j=1
σˆ
j
ee − ~
N∑
i, j=1
Ji j σˆiegσˆ
j
ge −
N∑
j=1
(
p · Eˆ−L(r j)σˆ jge + p∗ · Eˆ+L(r j)σˆ jeg
)
,
(2.31)
with ∆A = ωL −ω0. Solving for the mean atomic coherences σ =< σˆ >, according
to the Heisenberg equations Eq(2.26)
Ûσ jge = i
(
∆A + i
Γ′
2
)
σ
j
ge + iΩ j +
∑
i
(
Ji j1D + i
Γ
i j
1D
2
)
σige, (2.32)
where the driving field Rabi frequency for the atom j is as usual Ω j = p · E−L(r j)/~,
makes it possible to study the atomic system in detail, specifically looking for
collective phenomena.
Examples of quasi-1D systems
Now that the general framework was introduced, it is useful to examine some special
cases. Some of the most paradigmatic cases in the literature are the free space case, a
high-Q cavities andwaveguides. The case of the photonic crystals will be introduced
in the next section.
3It is interesting though to keep in mind that one can also target these quantities by designing a
suitable nanophotonic structure
18
Free space
Although not a quasi 1D system, for the free space case, (r, ω) = 1, the Green’s
function was already found in Eq(2.11). In this case there is no single preferred
mode, so the distinction between G¯1D and G¯′ is not necessary.
From Eq(2.21) the spontaneous emission rate Γ0 is found to be
Γ0 =
ω30p
2
3pi~0c3
. (2.33)
The additional shift J′ renormalizes the atomic transition frequency ω0, and is
usually absorbed in its definition. This term can be associated with the well known
Lamb shift.
Waveguide QED
The case of an invariant waveguide is of interest in different experimental platforms
like superconducting circuits [62, 63], solid state systems [64, 65] and neutral atoms
[66, 67, 23, 68, 69, 70]. It is also simple enough to study more exotic cases such
as atom-atom entanglement generation, dissipative driven entanglement, or photon
mapping [71, 72, 73, 74, 75].
In the case of a translational invariant waveguide, the guided modes usually take the
form of En(r, t) = fn(ρ)e−i(ωt+kn(ω)z), where the index n identifies each mode, the
mode function fn(ρ) depends only on the radial position and kn(ω) is the propagation
constant along the waveguide. In the tapered nanofiber for example, the waveguide
can be operated in the single-mode regime, although due to the spatial symmetry
this mode is degenerate. Moreover, the properties of the field and the emitter at its
position determines the coupling to each of the modes [76].
The fact that the electric field has a simple dependence on the space coordinates
allows a clean expression for a selected guided mode contribution G¯1D. Given any
two points along the waveguide, the guided mode electric field at those points just
differ by an accumulated phase and a radial dependent function. In fact, a dipole
close to the structure can source a propagating field, like the guided mode seen
before. Therefore, the Green’s function should take the form
G¯1D(r, r′, ω) = g1D(ρ, ρ′)eik1D(ω)|z−z′ |, (2.34)
with g1D(ρ, ρ′) a function of the radial coordinates and k1D(ω) the propagation
vector of the selected guided mode. It is possible to demonstrate [30] that G¯1D can
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be simplified as
G¯1D(r, r′, ω) = iΓ1D2 e
ik1D |z−z′ |, (2.35)
where Γ1D depends on the radial coordinates.
As defined in Eq(2.29) Ji j1D = −Γ1D2 sin(k1D(ω0)|zi − z j |) and Eq(2.30) Γi j1D =
Γ1D cos(k1D(ω0)|zi − z j |) determine the range of the photon mediated interactions
between atoms. On one hand, there is a spin-exchange position dependent term be-
tween atoms, characterizing coherent dipole-dipole interactions. On the other hand,
the atoms can cooperatively enhance the spontaneous emission rate into the waveg-
uide mode. By setting the distance between the emitters one can totally suppress
the spin-exchange dynamics or the decay one, although Γii1D is always present.
A special case happens when atoms are spaced by dn satisfying k1D(ω0)dn = npi, n
an integer. Therefore there is no spin-exchange term Ji j1D = 0 and each pair decays
at the same rate Γi j1D = Γ1D. The emission into the waveguide is maximized such
that each dipole contribution constructively interferes to reflect as much light as
possible. In this case, with all the Γi j1D identical, the coherences evolve like
Ûσ jge = i
(
∆A + i
Γ′
2
)
σ
j
ge + iΩ j + i
Γ1D
2
∑
i
σige. (2.36)
Assuming the driving is the same for every atom, Ω j = Ω, the collective operator
Sˆ =
∑
i σ
i
ge satisfies
ÛS = i
(
∆A + i
Γ′
2
)
S + iNΩ + iN
Γ1D
2
S. (2.37)
The total spin operator evolves driven by a collective Rabi frequency ΩN = NΩ,
and decays at a rate ΓN = Γ′ + NΓ1D. This observation is important for creating
decoherence free subspaces, or subrradiant states, where the state does not dissipate
through the waveguide. There are proposals to build many-body entangled states
using the decoherence free subspace, then map it to a dissipative superradiant state
and reconstruct the atomic correlations from the observed photonic correlations
[73].
Optical resonator cQED
It is also instructive to consider the case of an optical resonator, composed of two
highly reflective and low-loss mirrors [77]. This case has been extensively studied
under the Jaynes-Cummings model [49, 78] in different coupling regimes. Here, a
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review of the well known results in the literature will be obtained using the Green’s
function paradigm [79]. In the context of this thesis, the evolution of the light-matter
system occurs under the Markovian approximation. For atoms that decay with a rate
Γ′ and photon losses at a rate κc, the Markovian approximation means that Γ′  κc.
From Eq(2.19), the Green’s function must have a spatial dependence of the form
cos(kcxi) cos(kcx j) as it can be represented in terms of products of normal modes
[30]. To be concrete, the resonator has length L and transversal mode area A, which
accounts for the radial extent of the Green’s function. Taking two points along the
cavity axis, at the same radial distance, the one-dimensional problem reduces to
take into account properly the propagation phase in the cavity, considering multiple
reflections from the cavity mirrors. After taking into account waves that propagate
in both directions, the one-dimensional Green’s function is [29, 79]
G¯1D(xi, x j, ω0) = ic2Aω0
∞∑
n=0
(
ei2k0Lr2
)n [
eik0(xi−xj )+ (2.38)
reik0(L−(xi+xj )) + re−ik0(L+(xi xj )) + r2eik0(2L−(xi−xj ))
]
,
where k0 is thewave-vector at frequencyω0, r is the complex cavitymirror reflection,
and it was assumed that xi > x j . Close to a high-Q cavity resonance, the wavevector
needs to be close to a resonant one, such that k0 ≈ kmc + δk, where kmc L = 2pim, and
the mirrors are low loss (r ≈ 1). In this case the one-dimensional Green’s function
is just
G¯1D(xi, x j, ω0) ≈ −
(
c2
Vω0
)
1
∆c+iκc/2 cos(kcxi) cos(kcx j), (2.39)
where V = LA represents the effective cavity volume. As in the Jaynes-Cummings
model, the single atom-light coupling strength is gi = g0i cos(kcxi) with g0i =
|p|
√
ωc
~0V
. Therefore, the collective spin-exchange and decay rates are, respectively,
Ji j1D = −g0i g0j ∆c∆2c+κ2c/4 cos(kcxi) cos(kcx j), (2.40)
Γ
i j
1D = g
0
i g
0
j
κc
∆2c+κ
2
c/4 cos(kcxi) cos(kcx j). (2.41)
The Jaynes-Cummings model under the Markovian approximation and in weak
coupling limit can be described by a Hamiltonian, like the one in Eq(2.31), and the
corresponding Lindbland super-operator for the cavity field and the atomic system,
with the one dimensional spin-exchange and decay rates as in Eq(2.40) and Eq(2.41),
respectively.
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2.3 Photonic crystals in a nutshell
Photonic crystals are complex structures that have a specific way to propagate light
[80, 81]. They occur naturally, from precious stones like opals to peacock feathers.
In the current era where the semiconductor industry and research continue to push
for miniaturization and high-speed performance, integrated photonic circuits seem
to have advantages over its electronic counterpart. Central to these advantages is
the nature of light propagation in dielectric media.
Despite some of the advantages optical circuits might have, the commercialization
of those is still something that has not happened, partially because a new architecture
needs to be developed to designmultipurpose devices. An appealing scheme to build
photonic circuits is to use a novel class of materials known as photonic crystals.
Within the complexity of all optical circuits, photonic crystals help to direct light
through different paths. Photonic crystals exhibit a position dependent dielectric
function, that helps to shape the way light propagates through them. Early ideas
originate in works by Yablonovitch [82] and John [27, 83]. Both of them suggested
that materials where the dielectric constant is modulated in a periodic way will affect
the structure and dispersion of their photonic modes. Photonic crystals structures
fundamentally relay on the appearance of photonic bandgaps to guide light.
In semiconductors, the crystalline lattice formed by the localized atoms creates a
periodic electromagnetic potential, such that electrons propagating through the ma-
terial are described by normal modes that follow the Bloch theorem [84]. Depending
on the properties of thematerial, there are gaps where electrons with certain energies
cannot propagate in any direction. In the case of photons, the spatial periodicity
of the dielectric function constitutes a periodic potential, enabling the appearance
of photonic band gaps where the light will not propagate through the crystal for a
specific frequency range.
The fabrication of such photonic crystals is rather challenging as the features in the
dielectric function need to be on the order of the wavelength. For the optical and
near-infrared regime, this means that the lattice constant needs to be around 400nm.
Only state-of-the-art lithography techniques are able to access this regime. For more
information the reader can look into Su-Peng Yu’s and Andrew McClung’s thesis.
In this section, a brief description of the general properties of photonic crystals will
be presented, although a more detailed section for the specific device design will
appear later.
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Generalities
It is often assumed when studying light propagation in certain medium that the
medium is somehow homogeneous on the length scale of its wavelength. The details
at the atomic scaled are averaged out because the field usually varies slowly at scales
bigger than the small constituents. The absence of irregularities are associated with
the lack of scattering from that medium. A different situation happens once some
(random) irregularities at the material happen at scales bigger than the wavelengths.
In this case, the scattering can be incoherent.
The realm of the photonic crystals lie somewhere in between these two regimes.
In the photonic crystals, typical features happen at scales below the free-space
wavelength λ0 of the light. Despite the well known similarity with electrons in a
crystalline lattice, light propagation in photonic crystals can be easily understood in
terms of coherent scattering. For example, consider the case of a perfect invariant
waveguide where light propagates according to some specific dispersion relation
ω(k). Then at some position along the waveguide a defect, a hole for example,
is extruded in the waveguide. Light incident on the hole is partially transmitted,
some fraction is reflected, and eventually there could be some scattered out of the
waveguide. Furthermore, when these defects are positioned in a periodic array, the
scattered fields coherently add, modifying also the dispersion relation and spatial
modes of the electromagnetic field inside the waveguide.
This coherent scattering can have dramatic consequences. For some frequencies, in
a very long system, the periodic array of scatterers will reflect all the light. This
propagation prohibition means that light can not propagate inside a photonic crystal
if the light frequency is inside the bandgap. Depending on the dimensionality of the
crystal, complete photonic bandgaps can be, and have been, observed. Moreover,
a defect in the otherwise perfect crystal, leads to localized modes in the gap. For
instance, a point defect can lead to a very well localized mode, or cavity; a line defect
in a two dimensional array creates a 1D waveguide, and a 2D defect can create a
planar mirror [80].
The propagation of light in photonics crystals is also studied by solving theMaxwell’s
equation. An important difference between electronsmoving in a crystal and photons
is that many-body effects are not present in the latter4. Numerical solvers, or
analytical solutions if available, accurately describe the properties of light in the
medium. A special and interesting property of Maxwell’s equation is that it is scale
4For low intensities where non-linear processes can be ignored.
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invariant. The periodicity of the dielectric function and its appearance on the wave
equation implies that the electromagnetic field satisfy the Bloch theorem.
The Bloch theorem establishes that the solutions for the field should have the form
Enk(r) = unk(r)eik·r, where the mode function (Bloch function) unk(r) inherits the
potential periodicity (lattice constant) and n identifies the band. The Bloch mode
expresses the consequences of the coherent scattering that was mentioned before.
The wavevector lies in the so called Brillouin zone and the solutions can be grouped
in sets characterized by the band index. If all possible dispersion relations ωn(k) are
plotted on the same layout one obtains the structure’s band diagram. The bandgaps
appear in the frequency domain when there is a lack of field modes for any value of
the wavevector inside the Brillouin zone for that given frequency range.
Photonic crystals waveguides
Initial works by Yablonovitch and John focused on the properties of photons in
dielectric materials. The former was interested in inhibiting the spontaneous emis-
sion of a solid state emitter by designing the appropriate photonic bandgap in the
embedded material [82], while the latter was keen on studying photon localization
by defects on the dielectric lattice [27]. Both works are extremely relevant for the
work developed in our group, as photonic bandgaps offer this unique and interesting
regime to control light-matter interactions. Before them, effects of subwavelength
cavities on spontaneous emission of atoms in the cQED context were analyzed by
Kleppner [85, 12].
Most of the work described in this thesis describes a set of emitters interacting with
photonic crystal waveguides, that is, a dielectric waveguide where the cross section
instead of being invariant is modulated with some periodicity. As initially pointed
out by the quantum dot community [47, 86], there are two fundamental reasons
why these waveguides are interesting from the point of view of their applications
in quantum optics. First, their ability to suppress the coupling to guided radiation
modes due to the photonic band gap. Second, an emitter close to the photonic crystal
waveguide will see its coupling to specific guided modes enhanced due to the slow
light effect.
A common cases is a rectangular cross section waveguide where holes are etched
through it, as seen in Fig. 2.3(a). This design, with several variations, has been
widely popular among several groups, specifically in its use in optomechanical
experiments done in Painter’s group [87] influenced our work. These waveguides
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can be characterized by their symmetry with respect to a specific plane. To be
concrete, the z = 0 and y = 0 are symmetry planes in the case of the structure
shown in Fig. 2.3(a). These symmetries are mapped into the allowed guided modes,
which are often classified with respect to the z = 0 plane symmetry. The transverse
electric (TE-like) family has polarization mainly in that plane, while the transverse
magnetic (TM-like) has its electric field polarizedmostly perpendicular to that plane.
In the one-dimensional waveguide, the only translational symmetry is along the
propagation direction x. That means that the kx component is conserved, while the
other components are not, and it is usual to just refer to kx as k. The family of guided
modes with frequencies ωn(k) that propagate along the waveguide is referred as the
projected band structure respect to k. The modes where ω ≥ ck are not guided,
and that region on the band diagram is referred to the light cone (line) for ω > ck
(ω = ck). Furthermore, since the photonic crystal waveguide modes appear below
the light line in the dispersion diagram, light in an ideal photonic crystal waveguide
can propagate without loss. In reality, unavoidable fabrication imperfections will
favor light leakage into non guided modes, and hence loss out of the waveguide.
The band structure for both TE-like and TM-like modes can be calculated using
numerical methods. The result is shown in Fig. 2.3(b). There is a bandgap for
the TE-like and bandgap for the TM-like modes; however, there is not a complete
bandgap, a common feature in one-dimensional systems [80]. It is typical that the
bands above and below the bandgap have a distinct intensity distribution in each
unit cell. The lower band has lower energy as most of the light concentrates in the
regions where the average dielectric constant ¯ is bigger, while the higher band has
higher intensity in regions where ¯ is lower, as shown in Fig. 2.3(c). This is the
reason why usually the lower and higher bands are referred to as dielectric and air
band, respectively.
As it happens in standard waveguides, the electromagnetic energy is transported
through the waveguide at a speed determined by the group velocity vg, defined
for the n-th band as vng(k) = ∇kωn(k). As seen in the band diagram showed in
Fig. 2.3(a), each of the bandss tend to flatten as they approach the edge of the
Brillouin zone, meaning that the group velocity decreases. This can be understood
in terms of the forward and backwards propagation interference ideas that were
described before. Frequently the dispersion relation has a parabolic-like shape,
meaning that the slower light happens close to the band edge k = pi/a, where a is
the lattice constant. A drawback in this design is that it also increases the dispersion
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a b c
Figure 2.2: Single nanobeam waveguide with an etched hole. The waveguide has
dimensions: thickness t = 200nm, width w = 350nm, hole radius R = 100nm and
lattice constant a = 350nm and an sketch of its dielectric function is shown in (a).
The band structure for the TE-like (red) and TM-like (blue) is shown in (b). The
black trace indicates the Cs D2-line frequency. In (c), the intensity pattern |E(r)|2
at the z = 0 is shown for the dielectric and air band at the X-point.
(d2ω/d2k)−1, a feature that might not be desirable for some applications.
A different regime can be found as the frequency is further away from the band
edge. As the mode lies further away from it, in the forward and backwards picture,
these components start to be slightly out of phase, such that the mode loses contrast,
i.e. it is no longer a standing wave. Even further away, they are completely out of
phase and the mode resembles a waveguide. As a side note, it is possible to have
waveguides where the slow light regime happens at different points from the band
edge [88].
Fabrication imperfections have a major role in everyday use of photonic crystals.
The lithographic patterning and the etching techniques are subjected to several
imperfections, which might cause several problems. Apart from losses, random
imperfections can create localized modes in the subwavelength regime due to very
strong contrast in the dielectric constant. In general, one can classify the main
effect into two classes [47, 89]. The first class is backscattering, that is, a defect
might scatter light back into the guided mode. The associated decay length with
this propagation loss mechanism has been shown to be quadratic with the group
velocity Lbacksc ∝ v2g , which has been shown to lead to Anderson localized modes
on the scales of 10µm [90]. The second class is associated with out-of-plane losses,
related with coupling to non-guided modes in the light cone. In general, it is hard
to associate a specific scaling for the out-of-plane losses.
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Decay rate of an emitter close to a photonic crystal waveguide
Nanophotonic waveguides can enhance light-matter interactions. Two fundamental
reasons are behind this statement. On the one hand, the local electric field is confined
to sub-wavelength scales, providing big single-photon electric field magnitude, an
important parameter to characterize an atom-photon coupling in cQED [78]. On
the other hand, the low group velocity enhances the light-matter coupling between
selected guided photonic modes and the emitter. Intuitively, the slower the group
velocity the higher the density of states is for a given frequency range, as there are
more modes where is possible to decay.
In the following paragraphs, a complete argument based on the Green’s function
theory presented before will be provided to account for the modification of the
spontaneous emission rate of an atom in the vicinity of a photonic crystal waveguide.
The general theory for this calculation can be found in several articles with a more
detailed presentation [47, 86, 91, 92].
The Green’s function determines the scattering rate of an emitter into any mode of
the structure. Here it will be assumed that the system is quasi unidimensional as
before, such that the focus will be on a specific guided mode. The electric field for
the selected guided mode can be decomposed in terms of normalized modes, which
should have the familiar Bloch theorem form:
uk(r) =
√
a
L
bk(r)eik x, (2.42)
where k = knx is the Bloch vector, bk(r) is the Bloch function with the photonic
crystal periodicity a, and L is the waveguide length. The Green’s function tensor
for this mode from Eq(2.19) is
G¯(r, r′, ω) = c2
∑
k
uk(r)u∗k(r′)
ω2k − ω2
. (2.43)
The evaluation of this sum is done in a few steps. First, the sum over the modes
can be replaced as usual by an integral over the k vector, correcting by the state
density
∑
k → (L/2pi)
∫
dk. Moreover, to integrate this expression an infinitesimal
parameter δ, that in the end will be taken to go to 0, is introduced in the denominator.
It is possible to write
G¯(r, r′, ω) = c
2L
2pi
lim
δ→0
∫
dωk
vg
uk(r)u∗k(r′)
ω2k − (ω + iδ)2
, (2.44)
where the dispersion relationω(k) and its derivative, the group velocity, was invoked.
To simplify this expression, the renormalized Bloch expansion in Eq(2.42) and only
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positive frequencies are considered, such that the it is possible to approximate the
Green’s function as
G¯(r, r′, ω) ≈ c
2a
4piω
lim
δ→0
∫
dωk
vg
eik(x−x
′) bk(r)b∗k(r′)
ωk − (ω + iδ) . (2.45)
Taking the imaginary part and the limit, one obtains
Im
{
G¯(r, r′, ω)} ≈ pic2a
4piω
lim
δ→0
∫
dωk
vg
eik(x−x
′)bk(r)b∗k(r′)δ(ωk − ω). (2.46)
The spontaneous emission rate for an emitter at position r0 and transition frequency
ω0 given by Eq(2.21) is written in terms of the imaginary component of the Green’s
function G¯(r0, r0, ω0). After some algebra, we can write the spontaneous emission
rate into the guided mode of the structure5
Γ1D(r0) = Γ0ng aσ02Ve f f (r0) = Γ0ng
σ0
2Ae f f (r0), (2.47)
where Γ0 is the spontaneous emission rate in free space (the Einstein A coefficient)
defined in Eq(2.33), ng = c/vg is the group index, σ0 = 3λ2/2pi is the free space
scattering cross section, and Ve f f (r0) = aAe f f (r0) is the effective mode volume and
area of the field at a position r0 defined as
Ve f f (r0) =
∫
cell (r)|uk(r)|2dV
(r0)|uk(r0)|2 . (2.48)
The expression for the decay rate of the atom into specific guided mode, Eq(2.47),
shows how different terms contribute to the enhancement of that rate respect with
the free space rate. The effective mode volume is a position dependent term that
accounts for the location of the dipole and how intense the field is at that position;
the relevant enhancement over free space rates is obtained once the mode volume
is smaller than (λ/n)3. In photonic crystal waveguides, it is usually the case that
Ve f f ∼ a(λ/n)2. Another term accounts for the slow light effects, where the
enhancement is given for the group index. Apart for specific design properties,
fabrication imperfection might limit the group velocities achieved.
Pioneering experiments carried out in Lukin’s group in Harvard achieved the trap-
ping of a single atom near a nanophotonic crystal cavity with mode volume λ3, a
remarkable advance [19].
5In this case we explicitly average over all dipole orientations
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Finally, a relevant remark is that the structure might affect the spontaneous emission
into all the other possible modes, guided or not guided. By properly designing the
structure, it is possible to inhibit or directionally enhance the scattering rate Γ′ into
those modes.
2.4 Numerical tools for the calculation of scattering rates in dielectric struc-
tures
For every nanophotonic system designed to interface light and matter, lies the basic
estimation on how well or bad the interface might work. In general, the employed
geometries do not have simple analytical electric field modes that might facilitate
the calculations. Even in situations where those modes are analytical, explicit
calculations can be challenging. A powerful tool to address this problem is a set
of numerical techniques that allows to calculate the Green’s function and estimate
relevant coefficients. In this section, we will briefly introduce them and make the
connection with the final physical problem we are trying to solve. Most of the work
on FDTD relevant for our experiment can be connected with the research performed
by the Hughes group in Ontario, Canada and Johnson and collegues at MIT. The
interested reader can look up their work.
FDTD methods
The finite-difference time-domain algorithm (FDTD) has been applied in a wide
range of situations and its use has been increasing since the development of the
method by Yee in the 60’s [93]. Numerically, the method is efficient as it runs
in order N , where there are N nodes in the grid, because it does not use linear
algebra techniques such as matrix diagonalization. It is accurate and robust and
can be parallelized, offering a major advantage over other methods where bounds
are beyond computational power. Physically, it can deal with Cartesian grids in
space, non-linear media, impulsive sources, and complicated dielectric structures
like lithographic patterned materials.
The FDTDmethod starts by considering the time dependent Maxwell equations in a
sourceless medium and discretizing space in rectangular cells, called Yee cells. The
electric fieldE and magnetic fieldH are defined in the Yee cell and in time following
a specific procedure. The E field is defined on integer space steps along the cell
edges and half integer time steps, while the H field is defined on half integer space
and integer time steps. Furthermore, the fields components are defined at specific
positions along the cell, such that if for example the cell is centered at (0, 0, 0) and
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Figure 2.3: The Yee Cell. The cell is centered at (0, 0, 0) and each edge has length
a. The electric and magnetic field components are defined at specific position along
the cell edges. Figure extracted from Wikipedia.
each side length is a, the electric field component Ex is defined at (a/2, 0, 0) while
the other components follow an analog rule. The magnetic field components are
shifted half a grid cell, such that the Hx component is defined at (0, a/2, a/2). As
innocent as it looks, this is the main advantage of the method, as it means that
the curl of a component, a vital part of the Maxwell’s equations, can be calculated
in terms of other components defined in a single plane. Typical problems due to
discretization are usually not relevant, as the grid can be made smaller than the
typical length scale of the fields.
There are a number of commercial and open software that can be used. In our
group, we usually use the commercial software Lumerical - FDTD solutions [94]
and the open software developed by the MIT groups Meep [95]. For an excellent
reference regarding the use of FDTD techniques in number of situations can be
found in Cole P. Van Vlack’s doctoral thesis work [96]. In this work, the use of these
methods towards obtaining spontaneous decay rates of dipoles close to nanophotonic
structures will be described.
Scattering rate of dipoles in inhomogeneous media
The Green’s function can be found exactly6 by using FDTD techniques. As FDTD
solves the time and spatial dependent Maxwell equations, obtaining the field E(r, t),
6Upon numerical accuracy and computer power
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the only requirement to obtain the Green’s function for a specific medium (r, ω) is
to solve for the appropriate current density.
As shown before, Eq(2.9), an oscillating electrical dipole at position r0 can be
represented by a current density j(r) = −iωδ(r − r0). For a dipole with dipole
moment magnitude |p| = 1 at position r′, it is enough to define the current source
at a specific position in space such that j ∝ δ(r− r′). That can be performed in both
the softwares described above. One is usually interested in a frequency broadband
simulations as the media can have different properties for some wavelength ranges,
for example the band gap in a photonic crystal waveguide. For that purpose, the
source takes the form j ∝ δ(r−r′)δ(t−t0). The specific normalization factor depends
on the specific software.
The time dependent electric field can be recorded at any position inside the simu-
lation volume. Using Eq(2.7), which describes the relationship between the dipole
source and the electric field at any position through the Green’s function, the Green’s
function can be obtained from
G¯i j (r, r′, ω) = E (r, ω) · niiωµ0j(r, ω) · n j =
F {E(r, t) · ni, ω}
F {iωµ0j(r, t) · n j, ω} , (2.49)
where F {E(r, t) · ni, ω} is the Fourier transform at frequency ω of the i-th com-
ponent of the output field E(r, t). This allows to perform accurate calculations of
spontaneous emission rates of dipoles near photonic structures, as seen in previous
sections.
A few analytical solutions exist for simple geometries and they are used as a bench-
mark test of accuracy. For a dipole in free space, the real part of the Green’s function
diverges as can be seen from Eq(2.11). On the other hand, the imaginary part does
not diverge, and averaging over orientations
n · Im {G¯(r0, r0, ω0)} · n = 13Im {Tr [G¯(r0, r0, ω0)]} = ω06pic, (2.50)
such that the spontaneous emission rate takes the well known expression
Γ0 =
ω30 |p|2
3pi0~c3
. (2.51)
In most cases presented along this work, the ratio between the imaginary part of
the Green’s function found through the simulation and corresponding value for free
space is plotted.
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C h a p t e r 3
THE AMO TOOLBOX IN A NUTSHELL
Our experiment brings together two different worlds: on the one hand, the nanopho-
tonic side of the project that involves fundamental and technical challenges discussed
in Chapter 2 and Chapter 4, and on the other hand, the challenges of AMO experi-
ments, such as delivering a cold sample of atoms towards the device or trap atoms
close to the structure. Apart from the specificities of the structure design, it is
necessary to realize new ways to cool and trap atoms using the properties of the
nanophotonic structure [97]. That is where the two core concepts need to work
together.
This chapter describes briefly some basic concepts regarding the cooling and trap-
ping of atoms in bigger and smaller optical dipole traps. Laser cooling techniques
and optical trapping are described in order to address some of the important steps
of the experiments. Furthermore, a brief description of steps that allow efficient
loading and cooling into optical lattices is described. In the end, some important
considerations regarding trapping in small traps are discussed. The incorporation
of this technique into the current experiment is probably the best way to trap much
more than one atom near the structure.
3.1 Laser cooling
Modern laser cooling is a well established field [97]. Alkali atoms are historically
the favorite group of the periodic table in experiments. Some of the reasons are the
existence of closed cycling transitions and the availability of lasers at the relevant
transitions. Cesium (133Cs) is a heavy alkali metal atom, and is specially well suited
for these experiments due to its atomic weight and associated small photon recoil.
The benefits of using slow atoms for precision spectroscopy, quantum optics, and
the emergent field of quantum simulations have been recognized for many years
[98]. Relatively simple experimental setups allow cooling large Cs samples to a few
µK in vacuum environments.
Alkali metals have very simple electronic configurations, with a closed shell and
a single valence electron. For instance, the electronic structure of Cs is [Xe]6s1.
Since there is only a single valence electron, the total orbital angular momentum
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Figure 3.1: Fine (left) and Hyperfine (right) structure for 133Cs and details on the
D1 and D2 lines.
(L) and total spin angular momentum (S) depend solely on this valence electron.
The total angular momentum quantum number of the atom J can take values in the
range: |L − S | ≤ J ≤ L + S. For Cs, the spin-orbit interaction L · S splits the first
excited level with L = 1 into two states 6P3/2 and 6P1/2. Both transitions lie in the
near infrared regime, where diode lasers are available.
The Cs nucleus has total nuclear spin I = 7/2 and the hyperfine interaction makes
it necessary to consider the total angular momentum of the atom F = J + I. Each F
state is split into substates labeled by mF , referred to several times as |F,mF〉. In the
ground state of cesium, the F = 3 and F = 4 levels are split into 7 and 9 substates,
respectively, and in the absence of magnetic fields the frequency separation is the Cs
clock transition ∆HFS = 9.192631770GHz. Fig. 3.1 shows the hyperfine structure
of Cs and the relevant splittings [99].
Cycling transitions are extremely beneficial for laser cooling, as usually many pho-
tons need to be scattered during the process. The selection rules guarantee the
existence of such transitions, but the closeness among different hyperfine levels can
create off-resonant scattering, making some a priori closed transitions slightly open.
For instance, in Cs the 6S1/2 F = 4, mF = 4 → 6P3/2 F = 5, mF = 5 is a closed
transition if driven by pure σ+ light, but it can off-resonantly drive the population
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to the 6S1/2 F = 3 state if the polarization is not perfectly pure for example. In
most cases, an additional laser can repump the population to the 6S1/2 F = 4 state,
returning them to the cooing cycle.
Doppler and sub-Doppler cooling
When an atom absorbs a photon, the state of the atom changes. Not only is it
excited, increasing its energy by ~ω0, but it also recoils from the light source with
momentum ~k. The atom stays in its excited state until it decays, emitting a photon
and recoiling again. Themain difference between the two processes described above
is that absorption is directional, and the laser imprints its momentum on the atom;
meanwhile in the the spontaneous emission process the photon is emitted in a random
direction, such that the mean momentum transfer is zero. The change in momentum
can be characterized by a force depending on the photon scattering rate, Rsc, and
the momentum transfered per event ~k, such that ®F = d ®pdt = Rsc~®k. The scattering
rate depends on atomic and light properties„ as the excited state linewidth Γ (the
free-space Einstein-A coefficient), light intensity I and associated Rabi frequency
Ω, the saturation intensity Is, and detuning from the resonance δ = ωL −ω0 and can
be written as [97]
Rsc =
Γ
2
I/Is
1 + I/Is + 4(δ/Γ)2 , (3.1)
where the saturation intensity is defined as I/Is = 2(Ω/Γ)2. As the atom moves
with some velocity ®v, the light frequency seen by the atom is Doppler shifted by
δD = −®k · ®v and it needs to be taken into account in the detuning, making the
scattering force velocity dependent. That makes it possible to rewrite the scattering
rate, Eq(3.1), as
Rsc =
Γ
2
I/Is
1 + I/Is + 4((δ − ®k · ®v)/Γ)2
. (3.2)
For a red detuned beam (δ < 0), the atom will preferentially scatter light opposed
to its velocity as it will be closer to the atom resonance in its rest frame. If two
counter-propagating beams with same intensity and red detuned from the atomic
resonance overlap with the atoms, the atom will be tricked to slowly stop. For
example, if it moves towards the left, it will preferentially scatter photons from the
beam coming from the left, while if it moves to the right it will preferentially scatter
photons coming from the right. The force can be expanded around v ≈ 0 and will be
just a dragging force F ' −βv, where the dragging coefficient β depends on similar
parameters as Rsc. This process is the so-called Doppler cooling mechanism. In
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principle, the above argument can be extended to three dimensions using three pairs
of orthogonal counter-propagating beams, called usually optical molasses [97].
Even though the energy and momentum transfer from the light field to the atoms
happens as small kicks, associated with its quantum nature, the effect of a single
photon has a negligibly small effect on the motion of thermal atoms at room T, but
repeated cycles of absorption and emission can cause a large change of the atomic
momenta and velocities. This is the reason why closed transitions are preferred for
laser cooling.
Due to the random characteristics of the spontaneous emission, the Doppler cooling
mechanism is not the only effect affecting the atoms. Each absorption event is
followed by spontaneous emission where the photon can be emitted in any direction.
The average momentum transfer of many spontaneous emission events is thus zero.
However, its fluctuations are not zero. An instructive way to think about it is
realize that each of this events causes a random walk in momentum space, with a
step size ~k and frequency 2Rsc because there are two beams in a given direction.
The diffusion in momentum space is characterized by a diffusion coefficient D0 =
2 (∆p)
2
∆t = 4Rsc(~k)2. The competition between the dragging force and the random
walk can be described by the same formalism as the Brownian motion or the
Langevin equation, achieving a steady state temperature TD = ~Γ/2kB, the Doppler
temperature [97]. For Cs, the Doppler temperature is TD = 125µK.
Early experiments that tried to measure this limiting temperature in different atomic
species found, for their surprise, that the temperatures were well below TD [100]. In
order to study real lab situations, where the atomic structure is a bitmore complicated
than the one in the simplifiedDoppler cooling scheme, Chu’s andCohen-Tannoudji’s
groups tried to explain these phenomena with a bit more realistic models [101, 102].
The key feature of these models was the inclusion of the hyperfine states of the
atoms and details of the motion of the atom through the light fields, allowing
optical pumping mechanisms to reduce the limiting temperatures below the Doppler
temperature TD.
While being cooled, the atoms move through the light field. The population among
the different ground state sublevels is redistributed by the optical pumping caused
by the light fields. Transitions among those levels can be achieved by exchanging
angular momentum between the light and the atom, so polarization gradients can
generate spatial redistribution of these populations. That is because different light
polarization will favor different angular momentum transfers, reorienting the atoms.
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However, not only optical pumping happens, but also light shifts are present as the
atoms move. An interesting process happens in this case: the atoms move through
a series of hills and valleys, while experiencing cycles of optical pumping. In each
closed cycle a fraction of the potential energy is radiated in the pumping event. This
happens several times, losing a bit of kinetic energy on each cycle in a process called
Sisyphus cooling [97].
The temperatures that can be achieved with this cooling mechanism are only limited
by the recoil temperature, Trec = 180nK for Cs, making it relatively straightforward
to achieve sub-Doppler temperatures. The sub-Doppler viscous force is much
greater than the Doppler viscous force, but its capture range is smaller, making it
really effective if atoms were already cooled to Doppler temperatures. In order to
create polarization gradients, different configurations can be achieved. Two typical
examples are lin⊥lin or σ+ −σ− counter propagating beams. Further details can be
found in several references, for example [97].
Trapping neutral atoms is a challenging task. For neutral atoms, trapping relies on,
for instance, induced electric dipole moments or its magnetic dipole moments and
the space variation of the electromagnetic field. In the case of optical dipole traps,
the atom acquires certain polarizability near its resonance. The spatial trapping can
be provided by changing the atoms potential energy in space, that is, creating spatial
dependent energy shifts of its levels, affecting potentially the spectroscopic of the
sample. A very standard technique to trap neutral atom is based on the magneto
optical trap (MOT), pioneered by work of Chu and Pritchard in 1987 [103]. A brief
description will be presented here, with not a lot of detail, but further details can be
found elsewhere [97].
The MOT operates as an hybrid trap that uses inhomogeneous magnetic fields
and light in order to exploit optical pumping and cooling due to the scattering
force. Usually, the set up is relatively robust as it does not depend on very precise
balancing light balancing, polarization, power, or strong magnetic fields, making
it a very standard tool in most AMO labs. To be concrete, it can be assumed
that the atoms move in one dimension called x. A magnetic field gradient with
B(x = 0) = 0 is present and can be achieved by using a pair of coils in the anti-
Helmholtz configuration. Furthermore, a pair of counter-propagating beams in the
σ+ − σ− configuration are present as in the optical molasses scheme. The presence
of the magnetic field causes imbalance in the scattering force of the lasers, providing
a position dependent contribution to the force near the center of the system. The
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internal structure of the atoms and its Zeeman shifts, in conjunction with a pair of
circular polarized and close detuned beams, generates not only the velocity damping
seen before, but also a harmonic force localizing the cooled atoms in the center.
Therefore, the effect of the field gradient and the optical molasses provides a force
like
FMOT ≈ −αx − βv. (3.3)
The restoring force depends on the magnetic field gradient, the light intensity and
detuning from resonance. Under normal conditions, the atoms in the MOT undergo
over-damped oscillations: atoms that enter the volume where the beams overlap are
slowed down by the optical molasses (−βv) while being pushed towards the center
by the restoring force (−αx).
The MOT can capture atoms within a certain velocity range and in a certain volume,
therefore several schemes can be used to load atoms into a MOT. For some species,
a high flux atomic beam is sent to the MOT region and collected in the MOT.
Another approach is to have a moderate partial pressure of the specific species to
cool and operate the MOT under normal conditions. The atoms will have a thermal
distribution given by the temperature of its reservoir, implying that there is a small
fraction of atoms whose velocity is relatively small, at the tail of the Boltzmann
distribution where v < vc, where vc is the so-called capture velocity.
A straightforward calculation shows that the loading rate of the MOT based on
this Boltzmann distribution argument can be written as RMOT = n0Api (v4c/v¯3) where
v¯ ∝ √kBT/m is the mean thermal velocity, n0 the Cs vapor density and A the
associated trap area [104]. The performance of theMOT is then determined basically
by the value of vc, which might depend on, for example, the available distance to
bring atoms at rest and the forces experienced. The scattering force in the optical
molasses is linear for small velocities and saturates around v = ±Γ/k rolling off
at higher speeds. Therefore, the competition between the MOT beam size and the
scales of the scattering force might dominate theMOT performance. For big beams,
it is found that the atom number increases only from the increased surface area for
capture RMOT ∝ L2.
3.2 Optical dipole traps
Position dependent forces that might trap or manipulate atoms can be also achieved
using intense light fields. Atomic trapping is a well established and powerful
technique [105, 106, 97]. Optical dipole traps rely on the electric dipole interaction
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with far-detuned light, which is in general a much weaker mechanism than radiation
pressure forces or magnetic confinement. The light pattern can be shaped using
different techniques to create intensity arrangements with features at subwavelength
scales. The most remarkable techniques developed are optical lattices and optical
tweezers. In an optical lattice, the interference pattern of various coherent fields is
used to create complex periodic intensity patterns in any spatial dimension. Some of
the most common uses of these potentials are in quantum simulation regime [13, 98]
and optical atomic clocks [107]. Optical tweezers, i.e. a tightly focus light beam,
have been used to trap individual atoms and perform detailed control operations on
them [108, 109, 110, 111].
Both techniques rely on the fact that optical dipole traps can produce deep potentials
while keeping a low light scattering from the lattice beams that might cause heating
or incoherent processes. For a two-levels atom with energy difference ~ω0 and a
trapping laser with frequency ωL , the scattering rate Γsc scales as [106]
~Γsc =
Γ0
∆
U, (3.4)
where Γ0 is the decay rate of the system, ∆ is the trapping laser detuning∆ = ωL−ω0
and U is the dipole potential1. Therefore, increasing the laser detuning improves
the ratio between the trapping strength U to photon scattering Γsc.
A monochromatic optical field can be written as
E (r, t) = 1
2
[
eE (r) e−iωt + c.c] , (3.5)
where e indicates the field polarization and E (r) its amplitude. The dipole potential
associated to the field can be written is [112]
U(r) = −1
2
α(ωL, e) < |E(r, t)|2 >= 14α(ωL, e)|E(r)|
2, (3.6)
where the brackets indicate time average over one optical cycle and α(ωL, e) is the
atomic polarizability.
For a given atomic state, the polarizability is can be found by applying second-order
perturbation theory and summing over all the possible dipole-allowed transitions
and its expression can be found elsewhere [112, 113, 114, 115, 116]. The polariz-
ability is a tensor operator that depends on the light polarization and the wavelength:
1To be precise, corrections need to be done to this expression, but it is not relevant in our context
[106].
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α¯(ωL, e) = αµν(ωL)e∗µeν. As the selection rules follow from different angular mo-
mentum (F) properties, it is preferable to decompose this tensor in the spherical
tensor base. In this case, the spherical tensor can be decomposed in three com-
ponents: two symmetric components, one traceless (tensor) and the other diagonal
(scalar), and one antisymmetric (vector) component.
Therefore Eq(3.6) can be written as [112, 113]
U(r) = −αµν(ωL)E−µ (r)E+ν (r), (3.7)
where the electric field is separated in its positive and negative frequency components
E+(r) = E(r)/2 = (E−(r))∗. Thementioned splitting in the polarizability is achieved
by writing it as [117, 113]
α¯(ωL, e) = αs(ωL)I¯ + αv(ωL)(e × e∗) · FzF + αt(ωL)
(3|e · ez |2 − 1)
2
(
3F2z − F2
F(2F − 1)
)
,
(3.8)
where the scalar αs(ωL), vector αs(ωL) and tensor αs(ωL) polarizabilities are in-
troduced, I¯ is the identity operator, Fz the angular momentum operator for the
z-direction, F the angular momentum operator.
For linearly polarized light only the the scalar and tensor components are relevant,
while the vectorial component creates Zeeman-like shifts (dependent on mF) if
elliptical components on the polarization are present. All the trap calculations are
performed using this expressions and the tabulated transitions are found elsewhere
[116, 118].
3.3 Optical lattices
In our experiment optical lattices play a very important role. The ability to create
localized optical dipole traps with low scattering rates favors the creation of dense
and cold samples of atoms that can be transported over centimeters and stored in the
lattice for hundreds of milliseconds. Those atoms can be moved to the nanometer
size traps created with the guided modes of the structure [25]. Some numerical
results and extensive experimental characterization will be discussed later in this
thesis, but for now the case of a one-dimensional optical lattice formed by two
counter-propagating laser beams will be described.
Gaussian beams optical lattice
For a single Gaussian monochromatic beam focused to a waist w0, with optical
power P0 and propagating along the z-direction, the electric field amplitude [119,
39
106] is2
Ein(r, t) = 1
2
E in0 (ρ)e−ikz−iωte + c.c., (3.9)
with e a norm one vector that denotes the field polarization and the transverse
dependence is encoded in the radial position function
E in0 (ρ) =
√
4P0
pi0cw20
e−ρ
2/w20 . (3.10)
If there is a counter-propagating beam with the same optical power, frequency, and
perfectly mode matched with the previous beam, the total electric field amplitude is
E(r, t) = 1
2
[2 cos (kz)E in0 (ρ)]e−iωt + c.c.. (3.11)
Plugging this term into Eq(3.6), the optical dipole potential is given by
U(r) = −α(λ) cos2(kz)|E in0 (ρ)|2. (3.12)
For a red detuned optical dipole trap (α(λ) > 0), the trap minima occurs at the
intensity maxima, that is each anti-node of the standing wave separated by λ/2 in
the z-direction. Atoms loaded into a red detuned one dimensional optical lattice can
be trapped and confined both axially and transversely, into a shape that resembles
a pancake as seen in Fig. 3.2(a). At the bottom of the trap the potential can be
expanded quadratically such that an atom with mass m oscillates with frequencies
νz =
1
2piw0λ
√
32piα(λ)P0
mc0
=
1
λ
√
2U0
m
, (3.13)
νρ =
1
2piw20
√
16α(λ)P0
pimc0
=
1
2piw0
√
4U0
m
, (3.14)
where the trap depth is
U0 =
4α(λ)P0
piw200c
, (3.15)
and in the usual settings used in this thesis have magnitudes in between kB × 1mK
and kB × 10µK. For beams that are not focused near their diffraction limit, it is true
that νz  νρ. The harmonic approximation and its consequence on the quantization
of the motion of the atoms along z is shown in Fig. 3.2(b).
Usually it is assumed that the atoms are cold enough compared to the trap depth that
the harmonic approximation remains valid. In some cases this is no longer true, and
2By now, the curvature radius andGouy phase are not considered to simplify the final expressions
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d
Figure 3.2: (a) Sketch of a few pancakes in a 1D optical lattice. Pancakes are
separated by λ/2, upon corrections, and have a transversal waist w0. Figure not
on scale. (b) Under the harmonic approximation, the motion in the z-direction is
described as an harmonic oscillator with its corresponding energy levels. (c) For
a standing wave along the z-direction, the intensity oscillates (top). For a red trap
(middle), the atoms are at the intensity maxima, while for a blue lattice (bottom),
atoms are trapped along z at the intensity minima. (d) Each pancakes j have Nj
atoms, whose width σ is characterized by the MOT and lattice overlap.
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one needs to take into account further terms in the expansion [120]. Those terms
can, for example, determine the thermalization rates for the whole sample if cooling
is performed in a specific direction, as they mix the different degrees of freedom.
Collisions might as well contribute to these processes.
For the lattice used in the experiment, two contrapropagating beams focused to
w0 = 55µmwith an optical power P0 = 150mW and detuned around ∆ = −500GHz
from the D2 transition are employed. Typically, oscillation frequencies are around
νz = 300kHz and νρ = 500Hz. More experimental details about our one dimensional
optical lattice will be presented later in Chapter 6.
Blue detuned lattices are, by themselves, unstable as axial trapping is only provided
at the intensity nodes but transversally the atoms are not confined as the intensity is
zero. In order to overcome this, a collinear single red detuned beam can be used to
create a deep trap that creates transverse confinement without destroying the blue
longitudinal confinement. An plot showing a red and blue detuned lattice trap along
the axial direction appears in Fig. 3.2(c).
Real Gaussian beams
In the previous section, the expression for the Gaussian beam was oversimplified.
In the paraxial approximation [119], the electric field amplitude is
E(r, t) = E0 w0
w(z)e
− ρ2
w(z)2 e−i(kz+kρ2/2Rc(z)−η(z)−ωt), (3.16)
where w0 = w(0) is the waist radius, zR = piw20/2 is the Rayleigh length, w(z) =
w0
√
1 + (z/zR)2 is the waist at position z, Rc(z) = z
√
1 +
(
zR
z
)2
is the radius of
curvature for the beam’s wavefront„ and η(z) = arctan(z/zR) is the Gouy phase.
When two identical beams are counter-propagated as before, the optical dipole
potential is
U(ρ, z) = U0
(
w0
w(z)
)2
e−
2ρ2
w(z)2
(
1 + cos
(
2kz + kρ2/Rc(z) − 2η(z)
))
. (3.17)
For the parameters described before the curvature radius Rc at zc = 7mm from
the focus, the actual separation between the lattice focus and the chip’s surface,
is Rc(zc) = 2.5cm and the Gouy phase is η(zc) = 0.36pi/2. The occurrence of
this factor in the phase of the lattice potential implies that the intensity maxima
are not separated by λ/2 as mentioned before, but rather by a different distance.
According to the values calculated for zc, the separation between intensity maxima
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along ρ = 0 differs from λ/2 in 3pm. Therefore, it is safe to assume the distance
between intensity maxima is λ/2.
Site occupancy in optical lattices
Usually the experiment starts by loading atoms into a one-dimensional optical lattice
from a MOT, whose density profile is usually Gaussian. The density distribution
inherits the Gaussian pattern imprinted by the original MOT, such that the site
occupancy will follow certain spatially dependent distribution. The atoms loaded
into each pancake are characterized by a thermal length that describes the spatial
density profile of the ensemble at certain temperature [121].
To estimate those thermal lengths, that are important to understand the atomic dis-
tribution that arrives to the nanostructure in the optical lattice, as it will be discussed
later, the real space density needs to be considered. The harmonic approximation of
the optical potential at a given anti-node, in the case of a red detuned optical lattice,
has the form
U(x, y, z) ≈ U0 +
mω2z
2
z2 +
mω2ρ
2
y2 +
mω2ρ
2
x2. (3.18)
In the experiment the atomic ensemble is not a degenerate gases, so it can be properly
described by a Maxwell-Boltzmann distribution. However, it is certainly true that
atoms can be cooled to the ground state of these potentials, at least along a specific
direction, as will be shown later. In this case, the motion of a single atom in one
of these pancakes can be described by a quantum harmonic oscillator Hamiltonian
HˆHO
HˆHO = ~ωz
(
nˆz +
1
2
)
+ ~ωx
(
nˆx +
1
2
)
+ ~ωy
(
nˆy +
1
2
)
, (3.19)
with ωx = ωy = ωρ as before.
The full quantum calculation can be performed using the analytical expression
of the eigenfunctions of this Hamiltonian and assuming a Maxwell-Boltzmann
thermal distribution. The density profile for a single pancake with N atoms, without
considering the curvature of the wavefront, is Gaussian:
nT (x, y, z) = N × e
−(x/Lx)2
√
piLx
× e
−(y/Ly)2
√
piLy
× e
−(z/Lz)2
√
piLz
, (3.20)
where Li =
√
~
mωi
√
1 + e−(~ωi/kBT)
1 − e−(~ωi/kBT) for i = x, y, z. Both the classical limit for
a harmonic oscillator or the quantum zero-point motion limit can be recovered
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depending on the ratio between the energy of a quanta of vibration and the thermal
energy. Usually, at achievable low temperatures in the experiment, the motion
is cooled axially to a few quantums of oscillation but its not significantly cooled
radially.
Now that the thermal distribution of a single pancake has been determined, the next
step is to study the atom number change along the z-direction. The atom number
along the lattice axis is assumed to be Gaussian with a width σ. The occupancy
distribution can be used to calculate a properlyweighted average of a certain quantity.
A sketch of the distribution is shown in Fig. 3.2(d).
If there are Ntot atoms trapped among all the pancakes, the j pancake will have Nj
atoms drawn from a Gaussian distribution
Nj = N0e−( jλ/2σ)
2
, (3.21)
where the pancake j = 0 is the lattice central pancake, loaded with N0 atoms.
Summing along all the pancakes it is possible to derive N0 as function of Ntot
N0 ≈ Ntotλ/2
√
piσ. (3.22)
In the experiment the distribution width σ is associated with the overlap between
the MOT and the optical lattice. The width is estimated to be σ ≈ 500µm, which is
around 1/20 of the Rayleigh length, zR, of the lattice beams and over that distance
the curvature of the wavefronts only change by 3%, so it is accurate to assume that
the lattice waist is uniform along the atomic sample.
Close to the chip, the associated thermal length for each pancake is Lx = Ly = 40µm
and Lz = 18nm for a lattice depth of Uchip0 = 500µK and temperature T = 50µK.
With Ntot = 1 × 106 atoms that make it to the chip, the central pancake has around
N0 = 500 atoms. A simple estimation of the ratio between the thermal area of the
pancake and the transverse area between the alligator photonic crystal nanobeams
allows a quick estimation of about 6 atoms near the device for the central pancake.
3.4 Loading, collisions, and cooling in an optical lattice
A basic step in the experiment is to load the one dimensional optical lattice with a
high phase space density. Loading the optical lattice is a balanced process where the
loading rate and losses rates, density dependent or not, determine the success of the
given approach. In general, the loading rate depends on the cooling efficiency and
the flux of atoms into the trapping volume, while the loss rate could be caused by
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noise in the trap (intensity noise, phase noise, etc), excited state collisions induced
by theMOT light, or ground state inelastic collisions for example. For the purpose of
this thesis, the loading was optimized by adjusting the MOT-lattice spatial overlap,
the repumper light intensity and the cooling parameters to take into account the
spatial dependent energy shifts. A great reference to follow a systematic study of
a large number of degrees of freedom can be found in the work of Kuppens et al.
[122], and some of the discussion here is based on that work and how it applies to
our experiment.
Initially a cold atomic cloud rapidly fills the lattice in the space that overlaps with it
until loss mechanisms start to balance the initial growth and sets a set a limit for the
number of loaded atoms. Meanwhile, the atoms that were not loaded will usually
move due to the gravitational drag or any other force that could be present. The
atomic flux into the trapping volume will eventually depend on the cloud density and
temperature while any sort of cooling mechanismmight be present to remove excess
energy from the atoms in the trap and enhance the loading rate. The complexity of
the light beams, the shape and depth of the optical potential„ and the intensity and
detuning of the resonant fields are important to control the loading of the lattice.
For dipole-trap loading, the MOT is typically operated in two stages. First, the
detuning of the MOT beams fields is set quite close to resonance, a few natural
linewidths away, to optimize the capture by the resonant scattering force. Then, the
MOT parameters are changed to optimize sub-Doppler cooling by further detuning
the MOT beams, reducing their optical power, turning off the quadrupole magnetic
field and nulling the residual magnetic field at the sample’s position. The latter step
usually reduces the temperature of the atomic sample, but the atom number is mostly
influenced by the former stage of the loading. The dipole trap is filled by simply
overlapping it with the atomic cloud in the MOT, before the latter is turned off. A
key ingredient in the efficient loading that will be discussed later is the reduction of
the F = 4 repumper intensity during the sub-Doppler cooling stage, such that the
atoms spend more time in F = 3 avoiding the absorption and reabsorption of the
near resonant MOT light, photoassociative collisions„ and ground state hyperfine
changing collisions [122]. Further experimental details will be provided later.
On the other hand, losses can be naively caused by heating mechanisms and col-
lisional processes. Spontaneous scatter of the trap light [106], background gas
collisions [123], intensity fluctuations, and beam pointing instabilities [124, 125]
generate significant heating and are usually density independent. The trap light
45
induces heating and is of paramount importance in optical dipole trapping to char-
acterize these processes. Spontaneous scattering of trap photons in far detuned
traps are elastic (almost elastic if a Raman transition changes the hyperfine ground
state), as the energy of the scattered photon depends on the frequency of the field,
although its associated fluctuations cause heating. At large detuning, the heating
due to absorption followed by random recoil in the spontaneous emission process
increases the total energy of the atom by twice a recoil energy 2Erec = kBTrec per
scattering event in a time scale 1/Γsc as described before in Sec 3.2. Atoms in
the vacuum chamber (Pressure∼ 10−9 Torr) can collide and expel trapped atoms,
affecting not only the steady state numbers of atoms in the MOT but also the atom
number in the dipole trap. In the current experimental system, background gas
losses in the MOT are well understood and do not contribute significantly within
the experiment timescale; however, local pressure close to the chip is still unknown,
depending on the behavior of the chip surface and other components as the glue and
the optical fibers in high vacuum. Furthermore, technical heating can occur due to
intensity fluctuations and pointing instabilities in the trapping beams creating reso-
nant parametric heating. In the first case, fluctuations at twice the characteristic trap
frequencies parametrically drive the atomic motion in the trap. In the second case,
a shaking of the potential at the trap frequencies increases the motional amplitude.
Experimentally, these issues will strongly depend on the particular laser source and
its noise spectrum.
Collisions, however, are density dependent [126, 127, 128, 129]. There are different
classes of collisional processes that are important in this experiment, for example,
photoassociation losses [130], spin exchange hyperfine changing collisions [131],
and radiative escape [132, 133]. Photoassociative collisions are caused by the
lattice field and ends in the production of untrapped molecular states. Although
they happen at specific frequencies resonant with the molecular states potential, in
Cs those frequencies are ∼ 40GHz apart and span tens of nm around the D1 and D2
transitions. Ground state hyperfine changing collision increases the atomic kinetic
energy as much as the hyperfine splitting (∼ 0.45K for Cs), more than enough
to expel them from the optical dipole trap. Light assisted collisions or radiative
escape, happen once a near resonant field is present. In the simple semiclassical
picture [132] resonant light excites an atom and induces a long range dipole-dipole
(∼ 100nm) attractive molecular potential that accelerates the atoms towards each
other. Meanwhile, the atom decays though having gained enough kinetic energy to
leave the trap.
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Pushed by the interest to create Cs BEC in optical and magnetic traps [128, 129] due
to the low temperatures achieved by laser cooling alone and its apparently favorable
scattering properties in the |3,−3〉 state, the study of cold and ultracold collisions
is a well developed research area both theoretically and experimentally. These
collisions are inherently dependent on the hyperfine state. Early measurements in
Foot’s and Dalibard’s groups showed that the |4, 4〉 state exhibit huge hyperfine-
changing collisions, responsible of large two-body inelastic loss in magnetic traps,
with measured rates of about K |4,4〉2 ' 1 × 10−11cm3s−1 at 30µK. Tiesinga’s group
performedmeasurements in optical dipole traps [134], measuring inelastic two-body
losses characterized by a rate
K |4,4〉2 = (1.1 ± 0.1 ± 0.2) × 10−11cm3s−1 (3.23)
and hyperfine changing collisions between F = 3 and F = 4 characterized by the
rate
K3−42 = (1.5 ± 0.2 ± 0.5) × 10−12cm3s−1. (3.24)
These high collisional loss rates have thwarted all attempts to attain BEC in Cs with
magnetic trapping. Optically trapping cesium in the |3, 3〉 lowest energy ground-
state led to the production of a Cs BEC in the Innsbruck group [135].
The |3,−3〉 state does not have hyperfine changing collisions, but it has a compli-
cated magnetic field dependent elastic and inelastic scattering properties. The first
measurements on the elastic collision cross sections and two-body inelastic collision
rates in spin polarized Cs was performed by Monroe et al. in 1993 [136]. An upper
limit of K |3,−3〉2 ≤ 5 × 10−14cm3s−1 was put on the two-body inelastic collision rate
coefficient, significantly smaller than for the |4, 4〉 state. That measurement was
performed with a strong bias field present (50G) where other effects described in
[137] can take place. However, the intricate structure of the Freshbach resonances
close to zero field, determining a negative scattering length for B ≈ 1G implied
the failure in Cs condensate experiments in magnetic traps at low fields [129]. A
detailed analysis of this low field resonances can be found in works by Julienne’s
group [137].
Although the focus of many of these experiments is on the possibility of creating a
Cs BEC and the implication of the losses in different stages of cooling, our interest
has less restrictions. Most noticeably, the losses will limit the loading of the traps
near the dielectric structure. Optical tweezers, deep in the so-called collisional
blockade regime, can offer a different perspective about loading several atoms near
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the device. A further analysis will be carried out at the end of this chapter and some
more hints about the use of small optical dipole traps will appear along different
sections of this thesis.
Apart from the sub-Doppler cooling stage briefly described before, a Degenerate
Raman Sideband Cooling (DRSC) stage is performed after all the resonant MOT
beams are completely extinguished. The method was developed by Chu’s group in
the late 90’s and at the time achieved the highest PSD [138, 139]. This is a way to
overcome density limitation in the standard sub-Doppler cooling stages, associated
with reabsorption of spontaneously emitted photons and atom-atom interactions
at high densities, meanwhile achieving significant population in the vibrational
ground state. DRSC relies in the use of only the two lowest-energy ground states,
suppressing different losses mechanisms specific to Cs. The method was first
demonstrated for atoms trapped in a one dimensional lattice [138], although due
to those collisions and trap characteristics, cooling among the three directions can
be observed. In these traps, the ground state wave-package spread is much smaller
that the optical wavelength of the cooling transition, k∆x0  1, the so-called
Lamb-Dicke regime.
The method is inspired in original work in Jessen’s group [140]. The sample is
initially polarized in the |3, 3, n〉 state, where n represents the vibrational quantum
number in the tightly confined direction, in this case the z-direction along the lattice
axis because νz  νρ. An external magnetic fieldB is applied, such that the Zeeman
splitting degenerates the consecutive vibrational levels for different hyperfine states
in F = 3, therefore the state |3, 3, n〉 and |3, 2, n − 1〉 are degenerate, as seen in Fig.
3.3. The cooling cycle is composed of a degenerate Raman transition from |3, 3, n〉
to |3, 2, n − 1〉, followed by optical pumping back to |3, 3〉. As the atom is in the
Lamb-Dicke regime, the photon recoil do not change the vibrational momentum, so
the atom falls into the |3, 3, n − 1〉 state removing one quantum of vibrational energy.
The Raman transition uses two photons with the same energy, and the biggest signif-
icance of Chu’s group work was to realize how to use the trap light to perform these
transition. A major advantage is the low heating associated with the spontaneous
Raman scattering of the far detuned beams. To create the Raman coupling between
these states that differ in one unit of angular momentum mF , an angle α between
the polarization directions of the counter-propagating beams that form the lattice
will induce an effective ellipticity in the field, creating a vector shift in the lattice
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Figure 3.3: DRSC for an atom trapped in a tight trap. One cooling cycle uses a
degenerate Raman transition (red) to reduce the vibrational quanta by one unit (red
to green), followed by an optical pumping transition (green) that accumulates the
atom in the ground and dark state |3, 3, 0〉.
potential. The corresponding coupling strength can be written as [117]
〈3, 2, n − 1|U(r) |3, 3, n〉 = (6n)
1/2
2
U0η sin(α) sin(β), (3.25)
where β is the angle between the external magnetic fieldB and the lattice wavevector
k, U0 is the trap depth for linear polarized light,  characterizes the strength of the
Raman transition for the lattice detuning, and η is the Lamb-Dicke parameter.
In the experiment, the atoms loaded in the optical lattice are transported by a moving
lattice over∼ 1inch. Different processes contribute to the efficiency of this transport,
but certainly cooling the sample to the ground state has been of great importance to
deliver a high flux of atoms towards the device.
Small volume traps
To conclude this chapter, a few remarks about loading atoms in very small traps will
be done. This might be taken into account specially in the JILA experiment as a few
atoms in a very small volume trap can be trapped, as it will be discussed later. In the
Lab 2 experiment, these effects might lead to collisional blockade while loading of
each individual trap created along the APCW. The implication in both experiments
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is currently under investigation.
Loading individual neutral atoms in small traps, as optical tweezers, has been
achieved in different contexts [141, 109, 19, 110, 111]. By loading individual atoms
in small volume optical traps, individual addressing with high resolution can be
achieved. Because of the small trapping volume, only one atom can be loaded at
a time. Consequently, the statistics of the number of atoms in the trap is strongly
sub-Poissonnian because there could be either one or zero atoms in the trap with
equal probabilities. In Schlosser, Reymond, and Grangier [142] the description of
this process is given. Fundamentally, depending on the trap parameters there could
exist a collisional blockade regime where the loading mechanisms as in Kuppens
et al. [122], and very small volume traps determine the number of atoms in the trap
and its statistics.
In the simple model [122, 142] where N atoms are in the trap loaded at a rate R,
subjected to one-body losses −γN like background gas collisions and two-body
losses βN(N − 1) the atom number changes as
dN
dt
= R − γN − βN(N − 1). (3.26)
As soon as two atoms are in the small volume trap collisions become the dominant
loss mechanism. This is the so-called collisional blockade regime, as once the atoms
collide, both are ejected of the trap. Consequently, in this regime the number of
atoms is either zero or one, as every time an atom is trapped is the cause of either a
loading or loss event. This plateau, as mentioned in [142], extends over a big range
of loading rates. After the plateau, the strong loading regime allows a large number
of atoms to be trapped in small volumes. However, reaching that regime is hard.
This is important for the experiments carried out in both labs and we begin to
understand the implications and limitations of the collisional blockade mechanism
in the small trapping volume systems that are used. Further research is performed
on this issues.
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C h a p t e r 4
1D PHOTONIC CRYSTAL WAVEGUIDE DESIGN FOR STABLE
TRAPPING AND STRONG PROBING
A promising frontier for optical physics would become accessible with the inte-
gration of atomic systems and nanophotonics, which have made remarkable ad-
vances in the last decade. Significant progress toward integration of atomic systems
with photonic devices has progressed on several fronts, including cQED, where
atom-photon interactions can be enhanced in micro and nanoscopic optical cavi-
ties, and nanoscopic dielectric waveguides, where the electric field is confined at
sub-wavelength scales.
Beyond traditional settings of cavity QED and waveguides, fascinating paradigms
emerge by combining atomic physics with photonic crystal waveguides. One- and
two-dimensional photonic crystal structures formed from planar dielectrics offer a
configurable platform for engineering strong light-matter coupling for single atoms
and photons with high complexity. For instance, dispersion-engineered photonic
crystal waveguides permit the trapping and probing of ultracold neutral atoms with
commensurate spatial periodicity for both trap and probe optical fields that have
disparate free-space wavelengths. Such systems can lead to atom-atom interactions
efficiently mediated by photons within the waveguide. In photonic crystal waveg-
uides, atom-photon coupling can be enhanced near the band-edge via slow-light
effects and can be tailored to explore quantum many-body physics with atom-atom
interactions that can be readily engineered.
The research in our group goes in that direction. In order to achieve such objectives,
different group members made great efforts towards designing, fabricating, and
characterizing the structures. Newer versions are being currently explored, and
some of the recent advances can be found in Jonathan Hood’s, Su-Peng Yu’s and
Andrew McClung’s theses [143, 144]. In this chapter the focus will be in my
personal contribution towards the alligator photonic crystal waveguide design and
some other characteristics of the system. This material can overlap with other group
thesis and published material [26].
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4.1 Rights and obligations
Trapping atoms very close to dielectrics is not an easy task, neither for neutral atoms
[145, 146] nor ions [147]. Several advances had been done on both fronts, with
optical fibers the favorite platform to trap and probe atoms. In the last ten years,
progress on creating very thin optical nanofibers where the propagating electric field
is mostly evanescent has increased the interest toward trapping neutral atoms near
dielectric surfaces [148, 149]. This important milestone was finally achieved in
2010 in Austria [23]. A two color trap scheme creates an array of stable optical
nanoscopic dipole traps for neutral cesium atoms spaced by λred/2, where λred is
the effective wavelength of the red detuned trap light. Around 2000 atoms can
be routinely trapped, providing a very optical dense sample of cold atoms [23];
long coherences times were observed in those traps [150], magic wavelength traps
were investigated [68], and multiple other phenomena like chiral emission were
demonstrated [151].
Although nanofiber traps are an exciting platform, they have some limitations.
Material properties of SiO2 might limit the possibility of efficient production and
detection of entangle states in atomic ensembles, as Raman scattering from the
trapping beams into the resonant atomic frequencies is considerable. The fact
that the trap longitudinal spacing is in general not commensurate with the probe
wavelength means that collective effects are not manifested in their full possibilities.
A major drawback of the nanofiber setup is that the light-matter coupling strength
is fundamentally bounded, depending only the ratio between the fiber radius and
distance of the atom to the fiber [24].
The ideas behind the nanofiber trap can guide the development of new hybrid atom-
photon platforms for neutral atoms. The idea is to further use the properties of
the guided mode not only to create stronger light-matter coupling as described in
Chapter 2, but also to create traps that employ the strong subwavelength confinement.
Photonic crystal waveguides are a good candidate to fulfill these requirements.
Significant technical challenges exist for developing these new platforms arising
from the following requirements:
• the fabrication is sufficiently precise to match waveguide photonic properties
to atomic spectral lines;
• atoms are stably trapped in the presence of substantial Casimir–Polder (CP)
forces yet achieve strong atom-field interaction;
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• coupling to and from guided modes of nanophotonic elements is efficient;
• sufficient optical access exits for external laser cooling and trapping;
• optical absorption is low, and the net device thermal conductivity is high,
permitting optical power handling to support 1 mK trap depths.
The first device designed to fulfill at least some of these requirements was inspired
by proposals in Chen-Lung Hung’s work [25] and consists of two parallel silicon
nitride (Si3N4) suspended nanobeams, each with a periodic array of circular holes.
The atoms are trapped in the gap between the beams. The band edges of the dielectric
and air bands for the TE-like modes are designed to be aligned with the Cs D1- and
D2-line transitions at 894nm and 852nm respectively. Two reasons are behind this
design:, the first one is to use low optical power to create strong optical traps with
the guided modes, while the second is to enhance the light-matter interaction by
having a band edge close to the relevant transition as described in Chapter 6. Light
couples into the device from a single mode optical fiber and is routed out of the
vacuum chamber with low loss. The light propagates through a long single mode
nitride waveguide, about 1.4mm long, and then an adiabatic Y-junction ends in a
double beam configuration. Each waveguide was designed to be 330nm wide and
separated by a gap of 250nm. The photonic crystal had 30 nominal holes in each
beam with radius 50nm and lattice constant is a = 365nm. A few more holes were
placed before and after the nominal holes in order to impedance match the double
nanobeam plain waveguide and the photonic crystal. There is another identical
Y-junction that brings the double nanobeam waveguide to a single beam waveguide
where bigger holes are etched to create a mirror for the TE-like modes by having
a bigger bandgap that includes the two Cs transitions. Some of this details are
captured in Fig 4.1.
Although this seemed a promising start, several things needed to improve. First
and fundamentally, it was extremely hard to fully etch 50nm radius holes through
the 200nm thick nitride. Some of the holes were not etched and the size of them
fluctuated considerably. Several other features were improved in later designs, but
the fundamental change was the adoption of a smooth modulation in the outer part of
the nanobeams in order to make the fabrication easier and more robust. I designed
and calculated the properties of the side modulation structures in 2013.
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Figure 4.1: (a) SEM images from the original devices with holes (Fabricated by
Su-Peng Yu). Note the big fluctuations in the hole size. (b) Band structure for the
TE-like modes (red) with the Cs D1- and D2-line frequencies indicated (blue). (c)
|E(r)|2 in the z = 0 plane for the the dielectric mode at k = pi/a. (d) |E(r)|2 in the
z = 0 plane for the the air mode at k = pi/a.
4.2 Alligator photonic crystal waveguide
The central component of our next device is an alligator photonic crystal waveguide
(APCW) region shown in Fig. 4.2(a). It consists of two parallel Si3N4 waveguides
(refractive index n = 2) where a modulation on the waveguide width is imposed by
changing the outer surface of the waveguide. This configuration is similar to the
double nanobeam with holes introduced before, but without holes. Instead, these
smooth modulationss can be fabricated with better detail and precision. In order to
create good trapping and enhance the density of states for the atom to decay into
the waveguide mode, the atoms can be trapped in the gap between the dielectrics
and the band edges are aligned to the Cs D1- and D2-line transitions [25] as shown
in Fig. 4.2(b). The TE-like modes of the structure have a significant intensity in
between the beams as the field from each of the nanobeams evanescently leaks into
the other beam. Around the structure the fields decay with ∼ 150nm decay length
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Figure 4.2: (a) Schematic of the APCW with dimensions: thickness t = 200nm,
inner waveguide width w = 187nm, gap g = 260nm, lattice constant a = 371nm,
and sinusoidally-modulated outer waveguide edge with amplitude A = 129nm. The
decay rates into the selected guided mode for the atom (orange sphere) into the
waveguide Γ1D and into other modes Γ′ are indicated. (b) Photonic band structure
of the fundamental TE-like modes of the nominal APCW device calculated with
the dimensions derived above from a typical fabricated device. Small adjustments
are made to the waveguide parameters within the absolute uncertainty of the SEM
(< 5%) to obtain better agreement between measured band structures and those
computed from SEM images. Figure adapted from [26].
for the intensity. Generally, the fabricated devices have about 150 unit cells (55µm)
and about 30-40 unit cells at each extreme to provide proper impedance matching
as described later.
Guided mode trapping in the APCW
One strategy for trapping and probing Cs atoms within the gap of the APCW is to use
the dielectric band mode blue detuned from the Cs D1-line as a trapping beam and
the air-band mode as a probe on the D2-line of the trapped atoms. In this scenario,
Cs atoms are trapped between the parallel nanobeams where the dielectric-band
mode has an intensity null in the x − y plane, as in Fig. 4.3(a). To be precise, this is
true exactly at the band edge, as the Bloch mode has maximum contrast in a given
unit cell. However, for modes that are still close to the band edge, there is not an
intensity null but rather a local minimum in the x − y plane. Along the z-direction
the blue detuned dielectric mode will slightly repel the atom from the z = 0 plane.
The confinement in the vertical z-direction can be recovered by an additional guided
mode red detuned from the Cs D2-line transition. Additionally, if the band structure
is the one shown in Fig. 4.2(b), it is possible to reverse this configuration and use a
D2 blue detuned guided mode in the air band to provide confinement in the intensity
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Figure 4.3: Finite-element-method (FEM) simulation of the guided mode electric
field magnitudes |E(r)| near the band edge for the TE-like (a) dielectric and (b)
air band. The optical frequencies correspond to the Cs D1- and D2-lines, and the
corresponding band structure is shown in Fig. 4.2(b). Figure adapted from [26].
local minimum in the x − y plane and use a D1 red detuned dielectric band mode
to confine in the z-direction. In general, if a blue detuned mode is used in a given
band to trap, the probing is done in the other band, such that the light intensity is
stronger at the trapping positions as seen in Fig 4.3(b).
To be specific, for the band structure shown in Fig. 4.2(b) and with counter-
propagating 30µW TE-like mode fields blue detuned 30GHz from the Cs D1-line
F = 4 → F′ = 4 transition combined with 15µW of counter-propagating TE-like
mode fields red detuned 300GHz from the D2 F = 4→ F′ = 5 transition, a ∼ 5 mK
deep trap can be created with trap frequencies of
{
νx = 3.5, νy = 1.4, νz = 0.7
}
MHz.
The actual optical power represented by the numerical solution is calculated by
taking the numerically computed group velocity vg and the electric field energy in
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Figure 4.4: Numerically computed Casimir–Polder potential along directions
(xm, ym, z) and (xm, y, zm) direction as indicated, where the (xm, ym, zm) is the di-
electric band intensity minimum as shown in Fig. 4.3(a). Figure adapted from
[26].
a given unit cell UE , and estimating the total power flowing through the waveguide
as P = ∆UE/∆t = UEvg/a.
For this calculation, Casmir-Polder potentials were not taken into account. However,
as shown in Hung et al. [25], surface forces are extremely strong at distances smaller
than 100nm. That will weaken the confinement in the y-direction fundamentally.
Furthermore, Casimir-Polder enhances the confinement in the z-direction, as it
creates an attractive potential for ground state atoms [59]. For this specific design
it creates a weakly 30µK trap by itself. The contribution of the surface potential is
shown in Fig. 4.4. The use of Casimir-Polder forces in order to trap atoms very
close to structures is an open topic that will probably be addressed in future research
[25, 31, 34]. A good review on the effects of surface forces in nanostructures can
be found in Rodriguez, Capasso, and Johnson [152].
Device engineering in the APCW
Although the heart of the experiment lies on the APCW device, there are several
other elements along the entire structure to in- and out-couple light efficiently, as
well as to provide mechanical support and to improve heat dissipation Fig 4.5. SEM
images taken along the length of the SiN waveguide show the various sections of
the device, including a waveguide-to-fiber coupling region, Fig. 4.5(b), mechanical
support and thermal tethers, Fig. 4.5(c), a tapered region of the APCW, Fig. 4.5(d),
and finally the central APCW region, Fig. 4.5(e).
The waveguide-to-fiber coupling in Fig. 4.5(b) consists of a slow tapering of the
nanowaveguide from a nominal width of 300 nm down to an endpoint, the coupler,
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Figure 4.5: Center: Schematic of the waveguide chip, illustrating the various regions
of the waveguide. Bottom: (a) Optical image of the fiber-coupled waveguide
chip showing the through-hole for optical access. Zoom-in SEM image of (b)
the adiabatic fiber-coupling region (A), (c) the alignment, mechanical support, and
thermal heat-sink tethers (B, C, D), (d) the tapered region of the APCW (E), and (e)
the central APCW region (F). The sinusoidal modulation facilitates high-precision
fabrication. Other elements (not shown) are side thermal contacts which consist of
a pair of 7.5µm wide SiN rails extending across the entire length of the waveguide
and connecting to the substrate. Figure adapted from [26].
near the fiber facet of width 130 nm and provides efficient optical mode-matching
to an optical fiber [153] (Nufern 780HP fiber; mode field diameter 5µm). The
coupler size is really critical, as the coupling efficiency can be strongly wavelength
dependent if the coupler is too big or too small. Theoretically, coupling efficiencies
above 90% can be estimated [153]. Optical fibers are placed into the input and
output v-grooves in the Si substrate, and they provide the most common way to
characterize the optical properties of the device. The new free space coupling
scheme, developed by Su-Peng Yu, is a very promising step towards maximizing the
use of all the fabricated devices and creating more flexible science chamber designs.
To mechanically support the nanowire-waveguide, nanoscale tethers are run from
the side of the waveguide either directly to the substrate or to side support rails of
7.5µmwide SiN that extend the entire waveguide length and connect to the substrate
at either end of the waveguide (labeled sections B, C, and D of Fig. 4.5 show the
tethers). The tethers are each 90 nm wide and consist of a single tether for fiber
alignment at the ends of the waveguide and multi-tether arrays of 15 tethers, spaced
at a 220 nm pitch. FDTD simulations show that the input coupling efficiency of
the taper and single alignment tether is 75% for light near the Cs D2-line. The
multi-tether supports provide anchoring against the high stresses within the device
and increase device-substrate thermal contact. Optical scattering is minimized at the
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multi-tether attachment points by tapering the waveguide width up to 1µm as seen in
Fig. 4.5(c). FDTD simulation shows that the scattering loss at themulti-tether points
is 0.5%, while at the fiber alignment tether can be 10%. New generations of 1D
slots waveguides and 2D photonic crystals slabs have different mechanical support
structures to accommodate new architectures. Details can be found in Su-Peng Yu’s
thesis.
The nanowire waveguides as shown in Fig. 4.5 are formed from a thin film of
stoichiometric SiN 200nm in thickness, grown via low-pressure chemical vapor
deposition on a (100) Si substrate of 200µm thickness. This sort of SiN has exhibited
low optical loss in the near-infrared [154, 155, 156] and large tensile stress (1 GPa)
[157]. A 1 × 5mm window opened through the Si substrate provides optical access
for laser trapping and cooling, with the nanobeam extending across the length of
window and into the v-grooves, spanning a total distance of about 2mm. Even with
the extreme aspect ratio of the waveguides, the high tensile stress of SiN preserves
mechanical stability and alignment. A key feature is angled tether label as C in Fig.
4.5.
The fabrication itself follows several well calibrated steps in order to produce clean
devices that can go into the science vacuum chamber. Further success cannot be
achieved without a careful and fully studied fabrication. Su-Peng, Andrew, and Jon
have done an amazing job in terms of characterizing in detail all the steps. Here
I will just provide a summary, based on published work [26]. In order to obtain
smooth waveguide side walls of vertical profile and to avoid damage during the
SiN etch, an inductively-coupled reactive-ion etch (ICP-RIE) of low DC-bias and
optimized C4F8 and SF6 gas ratios is employed. A similar etch has been used to
create record high-Q SiN micro-ring optical cavities near 800 nm [154, 158] and
verified again by creating the in-house design so-called ’fishbone’ cavities where
the mirrors are created using external modulations as in the APCW design.
Fabrication of the waveguide chip begins with a UV lithography step to define
the back window region. Then a single e-beam lithography step defines the fine
features of the waveguide and sets the fiber v-groove position and width (which
ultimately determine the fiber-waveguide alignment). A piranha clean removes
any resist residue prior to a potassium hydroxide (KOH) wet etch, which opens a
through-hole in the Si substrate defined by the two SiN windows on back and front.
After additional nanostrip cleaning, the chip is transferred to an isopropyl alcohol
solution where it is dried using a critical point drying step to prevent stiction of the
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double nanobeam APCW section. The last cleaning stage involves an O2 plasma
clean to remove any residual particles on the waveguide surface. Due to observed
Cs contamination in the devices, in current devices an alumina (Al2O3) coating is
used by performing a controlled single atomic layer deposition procedure on the
APCW structure. Usually about 10nm of alumina is deposited on each device.
Device characterization
Once fabricated, anti-reflection coated optical fibers are mounted into the input
and output v-grooves in the Si substrate. The fiber-waveguide separation is set
for optimal coupling (typically 5µm) before the fibers are affixed in place with
low degassing thermal cured epoxy. The Si chip and fibers are then attached to
a vacuum compatible Macor mount (see Fig. 4.5(a)) and loaded into a vacuum
chamber (reaching 10−9 Torr) with optical fiber teflon feedthroughs [159].
In order to measure the broadband reflectivity and transmission of the APCW, a
broadband superluminescent diode optical source and optical spectrum analyzer is
used. The measured normalized reflection R and transmission T spectra over a
frequency range of 320–360THz for a typical APCW waveguide is shown in Fig
4.6(a). These data sets provide substantial information about the optical properties of
thewhole device. Themeasured spectra reflects the position of the photonic bandgap
for each device. For the example in Fig 4.6(a), the fabricated APCW has the desired
photonic bandgap, with the dielectric and air band edges closely aligned with the Cs
D1- and D2-lines, respectively, and in reasonable agreement with the numerically
calculated spectra, Figs. 4.6(c)-(d), based on the device characteristics derived from
the SEM images. From the average reflection level within the photonic bandgap, the
estimated total single-pass coupling from optical fiber to APCW is' (60±5)%. The
high-frequency oscillatory behavior of the reflected and transmitted intensities is
due to parasitic reflections from the AR-coated input fiber facet (0.1% reflection) and
the input tether (0.2%). Based upon previous measurements for similar waveguides,
the power loss coefficient of the unpatterned nanobeam sections is ∼ 4 dB/cm.
Because of the finite length of the APCW reported in this work, the spectral regions
near the bandgap exhibit slowly oscillating fringes in transmission and reflection
which can be interpreted as low-finesse cavity resonances of the APCW section.
FDTD simulations reproduce the oscillatory behavior, as shown in Figs. 4.6(c)-(d).
As noted by Purcell, these cavities should affect the spontaneous emission rate into
the waveguide. In the APCW cavities, the enhancement due to these cavities is
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Figure 4.6: (a) Plot of the measured reflection and transmission spectra of the
complete device, with the input polarization aligned to excite the TE-like mode. A
smoothing filter is applied to the raw (transparent curves) reflection measurement,
yielding the solid lines. Within the bandgap, the transmitted optical power is 30dB
below the reflected power, consistent with the optical spectrum analyzer noise floor.
(b) Intensity of the scattered light imaged from a region near the center (blue) and
1/3 from the end (red) of the photonic crystal section, and (black) reflected optical
power as functions of the frequency of an incident probe laser. ((c) and (d)) FDTD
simulation (red) and measurements (blue) of the reflection spectra near the air (c)
and dielectric (d) band of the device. (e) Thermal tuning of a waveguide reflection
spectrum (red line) with respect to the device reflection spectrum (blue) and time
domain response of the device reflectivity (inset) to a step function input for which
the intra-device power is 60µW. The time-domain response is fit with a double-
exponential function with time constants of 70ms and 5ms. Figure adapted from
[26].
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generally ≤ 10, and peaks at the cavity resonance that is closer to the band edge.
The scattered light is imaged with a microscope objective positioned above the
waveguide as the frequency of a laser source is scanned across the slow fringes
at the band-edge. As shown in Fig. 4.6(b) (red and blue traces), the scattered
radiation from the APCW section is modulated as the input frequency is scanned
from resonance to antiresonance. The resonances are associated with super-modes
along the structure, so they have a smooth position dependence. The blue trace in
Fig. 4.6(b) is taken for a scatterer in the center of the crystal, so it is expected to
excite the first super-mode, the third, etc., but not the even ones. The red trace,
however, refers to a scatterer positioned closer to the end of the device and shows
the second super-mode. Based upon the measured enhancement of intensity within
the APCW (normalized with respect to illumination several THz from the bandgap
where no enhancement should be present) of ' 30 (i.e., a cavity finesse of ' 10),
at the reflection minimum nearest the bandgap the enhancement on the spontaneous
emission into the guided mode can be estimated to be Γ1D/Γ0 ' 20 for a Cs atom in
the 62P3/2 |F = 5;mF = 0〉 excited state.
The optical power handling capabilities of the APCW ultimately limit the trapping
schemes. Figure 4.6(e) shows the time and frequency dependent reflection signal of
a single mode laser, with frequency tuned close to the band edge of the APCW. In
this measurement, a heating laser, with frequency of 335THz, is abruptly switched
on at the input fiber port using an acousto-optic modulator for a 200ms interval.
The increase in the temperature for a device in ultrahigh vacuum can be estimated
by measuring the shift of the fast fringe shown in Fig. 4.6(a). For an input
power of 95µW, which corresponds to an intra-device power of approximately
60µW, the wavelength shift of the reflection spectrum is measured to be δλ =
40pm. For a thermo-optic coefficient of SiN of dn/dT = 2.5 × 10−5 [158], and
an estimated average energy density overlap ηE ≈ 0.85 of the guided mode within
the SiN nanobeams, the wavelength shift in the spectrum corresponds to an average
temperature rise of δT = 2◦C. This rise is roughly an order of magnitude smaller
than the temperature rise of the APCW devices without thermal rails, which serve as
thermal bath at room temperature for the device. The many node tethers described
before are able to conduct a limited amount of energy to the rials, effectively cooling
down the device. A very clean device and testing setup is essential to obtain
this improved result. Just as a reference, for the tapered optical nanofibers we
experimented with in our group, more than 200mW in vacuum had been employed
without damage, and in the case of the APCW in air several mW can be sent without
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deteriorating the device.
Impedance matching in the APCW
The nominal photonic crystal structure described in this chapter is really hard to
fabricate indeed. The band edges are required to be really close to the Cs transition
frequencies. Depending on the purpose of the experiment, devices whose bands
are 1nm or less away from the desired atomic wavelength might be employed. This
requires a very precise and accurate photonic device where the properties are as
constant as possible over the 150 cells that compose the nominal crystal structure.
Challenges are found at almost every fabrication and design step, and many of them
are described in the thesis of other members of the group. A problem we tried to
track at the initial stages of design was to understand all the features that appear in
the optical spectrum.
Near both band edges there are a series of about 5 resonances with a decreasing
separation between each other as they approach the band edge, seen in Fig. 4.6(a).
It is also true that the spacing depends on the device’s total length. These features
seem to reflect two things. First, they are associated with a structure that captures
the whole device, not like the Bloch mode that has the lattice constant a periodicity.
Furthermore, they seem to reflect the fact that the group velocity decreases near
the band edge. These features are consequences of the device finite extent and the
change on the dispersion relation as the side modulations on the device grow from
zero amplitude, the blank double nanobeams, and the nominal design described
before.
In a finite array of coupled elements, it is common to consider collective excitations
of the system, the so-called normal modes, where the dynamical coupled degree
of freedom has a common phase relation. For example, a unidimensional array of
masses coupled by springs has a lower frequency mode where the central elements
experience a bigger displacement from their equilibrium position than the elements
closer to the end of the array. The second mode envelope has instead a node in the
system’s center, while there are two positions along the array, between the center
and both extremes, where the displacement maximizes. Our system exhibits similar
characteristics, as many other photonic systems.
Moreover, the photonic crystal represents only about 50µm in a 2mm device. There
are several reasons for its small size: fundamentally the unavoidable defects and
disorder that can induce localized modes [89, 160]. In the context of the discus-
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sion presented here this is relevant because before the photonic crystal the light is
propagating in a double beam unpatterned waveguide. The dispersion relation in
both waveguides has very different structure. In principle, that means that if the two
sections are simply butted together, apart from the discontinuity on the dielectric
function, the group velocities, the wavevector, and the mode function will also be
different. These issues will create backscattering and losses into non guided modes
[89]. A different option is to adiabatically modify the unpatterned waveguides un-
til the modulation grows to the nominal value. This option has the advantage of
reducing the difference in the dielectric function cell to cell, and consequently, the
dispersion relation changes less abruptly reducing undesired effects. An SEM image
of this section in a fabricated device is shown in Fig 4.7(a).
In any case, it is really hard to design and fabricate a perfect adiabatic taper region.
Certainly, each taper regionwill be a reflector, with a strongwavelength dependence,
that will contain in the middle a strongly dispersive medium. The full APCW is
now partially a cavity, implying that the light-matter interaction picture needs to be
further modified by its presence. The first direct consequence of this can be observed
in the optical spectrum of the device is the appearance of some cavity resonance
on near both band edges, as shown in Fig 4.6(a). As the intercavity medium is
dispersive, ω(k), the free spectral range is proportional to the group velocity vg and
it decreases as the resonances approach the band edge. Besides, the accumulated
phase in a single pass increases pi between every consecutive resonance. For the
resonances close to the dielectric band edge, the wavevector can be written as
k ≈ pi/a − δk, such that the previous condition considering the phase over N units
cell gives δk = pi/Na. This first collective mode is bright in the central section,
while the second mode is dark at the middle while it has two bright spots between
the center and the extremes of the crystal.
In order to reduce the effect of the cavity enhancement into the atomic signal,
the reflectivity of the mirrors that surround the APCW needs to be as small as
practically possible. The idea towards this is shown in Fig 4.7(b). At the nominal
photonic crystal for the TE-like modes, both band edge frequencies νdiel and νair
for the dielectric and air bands respectively, sets the range of frequencies that do
not propagate through the APCW. To avoid unwanted reflection for the range of
frequencies that will propagate through the APCW, the band structure of each
unit cell that composes the taper must propagate those same frequencies. For
instance, if each unit cell has a TE-bandgap centered at the very same frequency
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νc = (νdiel + νair)/2 and its span increases slowly until reaches its nominal value
∆0 = νair−νdiel , the frequencies outside the nominal bandgap will always propagate.
This will indeed reduce the unwanted reflection, but not totally eliminate them. To
center the bandgap, the initial width of the double blank nanobeam is the central
parameter to accommodate for. In fact, the width is chosen such that ωblank(k =
pi/a) ≈ 2piνc.
The taper section length is an important parameter in order to have a smoother
transition, so it can also be used for the purposes discussed here. Nonetheless, what
seems more relevant in our design is the way the cells change in a given length.
In the side modulation design, the band structure does not open a significant gap
until the modulation is ∼ 70% of what it is in the nominal APCW. That means that
only a few sites along the taper with small modulations (≤ 0.7A) are enough to
adiabatically open the gap. However, as the modulation approaches to the nominal
one, the band edge frequencies quickly approaches their final values. Therefore,
if there are more site with dimensions closer to the nominal one, the changes can
happen at a slower pace. Keeping in mind that the structure is meant to be short,
the taper section usually will not take more than 30-40 sites on each side, with the
first ten or so sites quickly increasing the amplitude of the modulation and the rest
of the sites, 20 or so, slowly approaching the nominal size. This is the so-called
exponential taper.
In order to implement this the amplitude A of the modulation and width w with
the adequate length constant are changed at an exponential pace along the device
length. Fig 4.7(c)-(d) shows the band structure midgap frequency and its span for
different amplitudes and widths, with the values for each unit cell along the taper
represented by a red dot. The taper is designed to keep its bandgap central frequency
aligned with the nominal APCW bandgap central frequency and its bandgap span
always smaller than the APCW bandgap. Device to device fluctuations make it
difficult to analyze the different taper designs in detail. At the beginning Su-Peng
Yu fabricated several devices with this taper, however, later modifications opted
for a linear ramping on the modulation constant A and careful bandgap opening
alignment as described. FDTD simulations on the whole device where done to
get the reflection and transmission for different taper cases and are shown in Fig
4.7(e)-(f). A noticeable reduction in the size of the resonances is observed for the
exponential taper.
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Figure 4.7: Impedancematching in theAPCW. (a) SEM image from taper section (b)
Transition from unpatterned double beam waveguide to nominal APCW structure.
Different unit cells and associated band structure in the B.Z. defined by the lattice
constant a are sketched showing the bandgap centered at νc. (c) Midgap frequency
νc, with respect to the ideal midgap νAPCW , for different amplitude A and width w.
The red circles represent the values for each unit cell along the designed exponential
taper. The red line is just a interpolation. (d) Gap span ∆0, respect to the desired
nominal span ∆APCW , for different amplitude A and width w. Red circles are the
values along the designed taper. Reflection (blue) and transmission (red) from
FDTD simulation of the (e) linear and (f) exponential taper section (30 unit cells in
each extreme) and nominal device (100 sites), as indicated in the red trace in (c) and
(d).
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APCWmodes and symmetries
Given that the APCW design is symmetric with respect to the y = z = 0 planes,
the modes can be classified according to these symmetries as described in Chapter
2. There are two classes for each plane, even or odd, and can be combined between
them. The TE-like mode is y-odd-z-even, following the classification criteria from
[80]. The two lower bands for each symmetry is shown in Fig. 4.8. In terms
of design and fabrication, the photonic crystal waveguide strategy followed here is
more prone towards modifying the properties of the TE-like modes, as it is easier
to affect the structure of the waveguide in the x − y plane and harder to modified
the structure in the z-direction. However, in the APCW design and others, it is
still possible to modify the properties of the TM-like mode (y-even-z-odd). In
our experiment, the TM-like mode is important for observing effects that are not
affected by the photonic crystal properties of the systems, as the Blochmode contrast
and band structure details are less relevant and resemble a normal non-patterned
waveguide.
There are twomoremodes present in theAPCW that do not couple to the singlemode
waveguides and optical fibers present along the system. Moreover, unavoidable
defects along the waveguide can mix different modes. Some details regarding this
in the current design can be found in Andrew McClung’s thesis and related work in
the slot waveguide in Su-Peng Yu’s.
Although some more work on the characteristics of the TE-like and TM-like modes
will be discussed later, Fig. 4.8 summarizes some of the characteristics of the
different symmetries in the APCW. The full band structure for the APCW is shown
in Fig 4.8(a), where two bands for each symmetry are shown. Noticeably, the
TM-like bandgap is placed at higher frequencies and the y-even-z-even mode has a
bandgap that overlaps with the TE-like gap, being probably responsible for causing
some of the inter-bandgap features seen in Fig 4.6(a). The spatial structure of these
modes is really different for each mode. Fig. 4.8 (c) to (f) shows the intensity of the
lower band for each symmetry at k = pi/a in the z = 0 and x = 0 planes.
4.3 Coupling in the APCW
In past sections, a detailed analysis of the coupling of the emission to the photonic
bath of an infinite photonic crystal waveguide was presented, Sec 2.3. The sponta-
neous emission rate of the emitter into the waveguide, Γ1D was expressed in terms
of a properties of the atom and the waveguide in Eq(2.47). Form the full band
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Figure 4.8: (a) Full band structure for the APCW taking into account all the symme-
tries. The normal TE-like mode is in solid red (y-odd-z-even) and the normal TM-
like mode is shown in solid blue (y-even-z-odd). The other hybrid antisymmetric
modes are shown in dashed yellow (y-odd-z-odd) and dashed green (y-even-z-even).
Two dielectric function plane cuts are shown in (b) for the z = 0 plane (left) and
x = 0 plane (right) where the modulation is larger. Plots for |E(r)|2 are shown
for these planes, in particular for the lower band at k = pi/a and (c) y-odd-z-even
(TE-like), (d) y-odd-z-odd, (e) y-even-z-odd (TM-like), and (f) y-even-z-even.
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structure presented above in Fig. 4.8(a), both atomic frequencies are crossed by
several bands, enabling couplings to these guided modes. Furthermore, coupling to
these modes will depend on the position of the atom in the unit cell, its orientation
as a dipole and the local photonic properties at that frequency for example. In order
to account for these details, in this section the coupling of some of these modes to
the atom will be analyzed.
Optical depth model for uniform density atoms
To begin with, one can imagine that the atoms are not trapped and represent a dilute
sample around the device. This case is described in free-space by the Beer’s law.
The atoms are inhomogeneously coupled to the device mode as the local intensity
at different positions is different. An average Γ1D can be assigned according to a
uniform density of atoms in the vacuum section along the whole device according
to
Γ¯N1D =
Γ0ngNη
2
, (4.1)
where Γ0 is the free space decay rate, ng the group index, N = nLσ0 represents
an effective atom number, n is the uniform density, σ0 the radiative atomic cross
section, L is the device length, and η is the fraction of the field that interact with the
atoms
η =
∫
vacuum (r)|E(r)|2dV∫
cell (r)|E(r)|2dV
. (4.2)
In the same way, according to the Beer’s law the optical depth,OD, can be written as
OD = ηNng and will determine the medium absorption. The two tables below show
the values of some of these parameters for the modes that cross the Cs D2- and D1-
lines transition, respectively. These are numerical values based on the calculated
band structure and the spatial modes, not capturing effects that appear in finite
structures, which will be explained in the next section. Moreover, the atom density
is not uniform close to the structure because there are strong surface potentials that
disturb and deplete the density close to the device (≤ 100nm).
Mode symmetry Band k(2pi/a) η ng
y-odd-z-even (TE-like) Air 0.486 0.55 2.9
y-even-z-odd (TM-like) Dielectric 0.465 0.27 1.45
Table 4.1: Contribution from each mode that crosses the Cs D2 line.
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Mode symmetry Band k(2pi/a) η ng
y-odd-z-even (TE-like) Dielectric 0.495 0.52 6.2
y-even-z-odd (TM-like) Dielectric 0.442 0.23 1.35
y-even-z-even Dielectric 0.458 0.54 2.1
Table 4.2: Contribution from each mode that crosses the Cs D1 line.
Γ1D for guided modes: group index and effective mode area
There are two properties of the APCW that determine the coupling strength of
the atom to the waveguide. First of all, the group velocity directly relates to the
dispersion relation as the slope changes the local density of states. Although it
is possible to calculate the band structure from the dimensions inferred from the
SEM images, the device’s optical spectrum provides the most relevant information
to characterize the structure. The resonances described before near the band edges
have a regular spacing in the k-space, such that it is possible to map out the local
dispersion relation ω(k) [40]. The second component to determine the device’s
influence on the coupling is the spatial structure of the mode. The fact that the mode
is confined to scales smaller than ∼ λ means that the local intensities are much
higher than for free-space beams, reflected in the small effective volumes or areas
for the mode.
Mapping the band structure from the optical spectrum of the device is not straight
forward but is a powerful quantitative tool to characterize the device properly. The
simplest model involves a cavity with a dispersive medium inside and symmetrical
wavelength dependent mirrors, as described in Sec 4.2 and [40]. The dispersive
medium, given the quasi-parabolic description of the bands, can be captured by the
dispersion relation of the form ω(k) = ωc ±
√
∆2g + α2∆k2, where ∆k = k − pi/a is
the distance of the wavevector to the band edge, ∆g is half the gap span, ωc = 2piνc
is the midgap frequency and α is a parameter that characterizes the behavior close
to the band edge and far from it. Expressing the curvature in a slightly different way,
the wavevector can be written as
k(ν) = k0 ©­«1 −
√
(νc − ν)2 − ∆2g
ν2f ar − ∆2g
ª®¬ , (4.3)
where k0 = pi/a and ν f ar parametrizes the group velocity far from the band edge
(2piν f ar/k0). The phase acquired in a single pass through the structure is just
φ(ν) = Ncellak(ν), where the crystal has a total number of units cells of Ncell .
The inner material is surrounded by symmetric mirrors with reflectivity Rtapper ,
70
associated with the imperfect impedance matching section as described in Sec 4.2.
The cavity transmission is [119]
T(ν) = 1
1 + F sin2(φ(ν)) (4.4)
with the cavity finesse F = 4Rtapper/(1 − Rtapper)2. The positions of the cavity
resonances are fitted to Eq(4.3). In general, the midgap frequency νc is extracted
from the distance between the first resonances at each side of the bandgap, while the
gap span ∆g and frequency ν f ar can be fitted. After that, the cavity transmission can
be fitted to the data, using the accumulated phase φ(ν) and an empirical polynomial
expansion of the cavity finesse F of the form (F)−1/2 = A1(δν/∆g) + A1(δν/∆g)2 +
A3(δν/∆g)3 where δν = ν − νedge.
At this point, no loss has been added, but as observed by the resonances’ associated
linewidth and peak level, Fig 4.6(a), there is loss present in the system. Loss can be
added by assigning a small imaginary component to the frequency ν → ν(1 + iκ),
going back to Eq(4.3), taking φ(ν) = NcellaRe {k(ν)} and modifying Eq(4.4) to
T(ν) = 1
1 + L + F sin2(φ(ν)) (4.5)
with L = (1 − Rtappere−2ζ )2/e−2ζ (1 − Rtapper)2 − 1 and ζ = NcellaIm {k(ν)} param-
eterizing the single-pass transmission e−2ζ .
Some of these results are shown in Fig 4.9(a), where the optical spectrum for device
10 in Lil 2 is shown. By using a tunable monochromatic source, it is possible to
study in detail the structures near the band edges. For the dielectric band at the
first resonance, Fig 4.9(b), the group index is ng ≈ 6 and the cavity enhancement is
estimated to be E ≈ 8, the single pass-transmission is above 90%. For the air band,
Fig 4.9(c), the group index is ng ≈ 10 and the cavity enhancement is estimated to
be E ≈ 10, the single pass-transmission is just below 90%. This model is very
limited as it does not take into account the fact that the two bands can have different
curvatures, the mirrors might not be symmetric, long range disorder can change
the band structure of the unit cells at different positions along the APCW. Further
methods that combine imaging the hole device as the input wavelength is tuned can
provide better information [29]. However, it seems that, by several methods, the
group index at the first resonance can be ng ' 5− 10. In [40] a group index ng ' 11
and intensity enhancement E ' 4 was reported, meaning that the taper has lower
reflectivity for that specific device.
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Figure 4.9: APCW optical characterization. (a) Optical spectrum from a device
(Lil2, device 10 fabricated and characterized by Andrew McClung - Winter 2016).
Fitting in the (b) dielectric and (c) air band: transmission fit (left), group index and
intensity enhancement (middle), andmirror reflectivity and single-pass transmission
only through the APCW nominal section (right).
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Figure 4.10: Ratio Γ1D(r)/Γ0 with ng = 2 for (a) TE-like dielectric band at x = 0
and k = pi/a, (b) k = 0.9pi/a, (c) the TE-like air band at x = ±a/2 and k = pi/a, (d)
k = 0.9pi/a.
On the other hand, the spatial structure of the modes is really important. As seen in
Fig 4.3, in a given unit cell themodes go dark and bright, modulating the light-matter
coupling Γ1D(r). Without taking into account the effect of the group velocity, the
effective area Ae f f (r) determines the coupling to the guided mode. Focusing on the
TE-like modes and the trapping schemes described earlier on Sec 4.2, the atom can
be trapped at (x1, y1, z1) = (0, 0, 0) or (x2, y2, z2) = (±a/2, 0, 0). Fig. 4.10 shows
the ratio Γ1D(r)/Γ0 with ng = 2 as calculated from Eq(2.47) for: (a) the TE-like
dielectric band at x = 0 and k = pi/a, (b) k = 0.9pi/a, (c) the TE-like air band at
x = ±a/2 and k = pi/a, (d) k = 0.9pi/a. The further from the band edge, the lower
the contrast inside each unit cell, meaning that the peak Γ1D(r) is smaller. In this
specific case, the difference between k = 0.9pi/a and k = pi/a could be between
20% to 40%.
The evanescent nature of the fields is manifested in strong changes of the coupling in
relatively small distances. For example, the coupling is 5.5 times bigger at the center
of the nanobeams y = z = 0 than above the nanobeams (y = 0, z = 250nm). The
fact that the coupling varies so abruptly is a big complication in current experiments,
as it makes it harder to estimate the atom number and its coupling if atoms are not
trapped at precisely known positions.
Furthermore, the TM-like mode couples to the optical fibers, so there is a straight-
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Figure 4.11: Ratio Γ1D(r)/Γ0 with ng = 2 for the TM-like dielectric band D1
crossing at k = 0.88pi/a and (a) x = ±a/2, (b) x = 0; TM-like dielectric band D2
crossing at k = 0.93pi/a and (c) x = ±a/2, (d) x = 0.
forward readout of the signal from this mode. As the TM-like dielectric band
crosses the D1 and D2 frequencies at k = 0.88pi/a and k = 0.93pi/a respectively,
the photonic crystal resembles more to a waveguide, without a high contrast spatial
modulation across the unit cell, meaning a more uniform Γ1D(r) along the structure.
This is captured in Fig. 4.11, where the ratio Γ1D/Γ0 is plotted for the D1 and D2
TM-like modes at sections x = 0 and x = a/2. Clearly, the TM mode has lost
contrast as it is really far from its band edge at the D1 and D2 frequencies.
Although is quite direct to characterize the coupling of the emitter to a given guided
mode as shown above, the atomwill couple to several guided and non-guidedmodes.
As discussed through Chapter 2, all these details are captured in the calculation of
the total emission rate Γtot(r). In the following, this point is discussed.
Calculation of Γtot(r) in the APCW using FDTD techniques
To quantify the modification in the radiative coupling due to the presence of the
dielectric structure, the spontaneous emission decay rate Γtot(r0) is determined for
a point dipole located at r0 for a structure with Ncells unit cells. Finite-difference-
time-domain (FDTD) calculations are performed to evaluate the classical Green’s
tensor G¯(r0, r0, ω) and thus Γtot(r0) as described in Section 2.4 and [25, 61, 161,
162].
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Figure 4.12: Total spontaneous emission rate Γtot(r0)/Γ0 calculated using FDTD
techniques. The structure has Ncells = 60 unit cells. The dipole is positioned in
center of the unit cell as indicated by the red circle in the left inset. The right inset
shows the calculated band structure. The vertical black lines indicate the Cs D1-
and D2-line transitions.
In this case, the calculation for a small structure with Ncell = 60, and additional
3 taper sites at each side, is shown for a dipole positioned at r0 = (0, 0, 0), where
the cross section is the widest as seen in the left inset in Fig. 4.12. The biggest
contribution to the Green’s function is the yy component, as the dipole can radiate
in the dielectric TE-like mode polarized along the y direction. In Fig. 4.12, the
total decay rate is shown for this position. The inset shows the band structure for
the TE-like modes, where the two bands are aligned with the Cs D1- and D2-line.
Due to the small intensity of the air band modes near that position, the enhancement
for frequencies above the Cs D2-line is not significant. Inter-bandgap features are
associated with other modes, as seen in the band structure in Fig. 4.8(a).
Near the dielectric band edge, aligned with the Cs D1-line transition, a significant
enhancement is observed. The peaks observed near the Cs D1-line transition are
associated with the boundary conditions for finite structures, as also seen in the
reflection and transmission optical spectrum of the structure. Their position in the
kx-space is determined by knx ' pin/Ncella, with n = 1, 3, 5, ... as the dipole is at the
center of the APCW, and each resonance is associated with an mode envelope with
periodicity 2Ncella/n [25].
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C h a p t e r 5
TRAPPING A FEW ATOMS USING NEAR-FIELD
DIFFRACTION
Trapping neutral atoms in arbitrary systems other than free space is challenging.
It took about ten years until atoms were finally observed, trapped, and cooled in
high-Q optical cavities for a couple of seconds [77, 163, 164, 165] and trapping
neutral atoms very close to dielectric structures was only achieved using an optical
nanofiber [23, 68]. In parallel, randomly flyingRydberg atoms inmicrowave cavities
were used to perform exquisite control at the single quanta level [166, 167]. The
interest towards creating subwavelength confinement of light with nanophotonic
dielectric structures promises to combine the control protocols developed for atoms
with subwavelength manipulation and strong light-atom interactions associated with
tight light confinement.
Solid state systems, with their own advantages and disadvantages compared to neu-
tral atoms, have shown a great flexibility when integrated in nanophotonic systems
[168, 169, 9, 47]. Remarkably, fabrication techniques have evolved to the point that
they are compatible with either a priori knowledge of the emitter’s position or a
posteriori spatial placement of the emitter into the photonic system. For atoms, the
challenge of trapping within nanophotonics structures still remains.
On the other hand, trapping atoms in optical lattices has become a major field
pushed by its use in precision measurements and quantum simulations, to name
just two [170, 171, 172, 13]. Another remarkable technique developed nearly 15
years ago for trapping one or up to a few thousand atoms are the optical tweezers.
Recent developments in optical tweezers makes it possible to trap single atoms
with high efficiency [173, 109], create spatially complex arrays [110, 111], or
observe tunneling induced interactions between two atom in two close traps [108].
Nevertheless, energy scales in the simulation of condensed matter models, for
example Hubbard models or spin chains, can be substantially increased and long-
range interactions in coherent and dissipative many-body systems can be engineered
if atoms are trapped near nanophotonic structures with photon-mediated interactions
[28, 31, 33].
Pioneering work in the Lukin-Vuletić collaboration in Cambridge demonstrated the
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trapping and coupling of a single Rb atom to a nanoscale optical cavity with mode
volume ∼ λ3 [19]. In this experiment, an optical tweezer trap and transports with
exquisite control localize a single atom beside a nanophotonic cavity, where a small
volume trap was created by its reflection on the structure. Inspired by this scheme,
intuition on how to use the near field diffraction pattern in our structures was gained.
This chapter tries to explain the different trapping techniques I helped develop,
discussing some generalities of the near field diffraction pattern in our structure.
Then I will focus on one of the traps developed and where around 3 atoms were
trapped above the nanostructure. Furthermore, I will describe a different scheme
based on delivering atoms towards the structure using an optical lattice. This is
the current experimental effort performed by my colleagues and me. Finally, some
ideas about the loading of these nanosopic traps will be presented.
5.1 Scattering of light by thin and long dielectric structures
Understanding the consequences of having a dielectric patterned structure in the
scattering of light is of paramount importance. Light is used for cooling and
trapping atoms and how this is affected by having a nanostucture modifying its
spatial pattern can be useful to develop a successful trapping scheme. For example,
in the optical nanofiber case the traps are loaded from a polarization gradient cooled
cloud, formed by usually 2cm wide beams close detuned to the atomic resonance.
The evanescent traps are relatively open, sustaining a solid angle of∼ 2pi at∼ 200nm
from the dielectric surface, so the atoms that are loaded and cooled into these traps
experience the near field scattering behavior of the MOT beams around the fiber.
The scattering of light by small structures, compared to the incident wavelength, is
hard to interpret. Similarly as beforewhen revisiting theGreen’s function formalism,
the total field is the sum of the incident field and the electric field caused by the
structure’s induced electric polarization. In general, given the structure or particle
orientation and dimensions, the polarizability can have tensorial characteristics. The
scattering of light by small particles is a complicated field in optics [174] that has
seen great advances since the incorporation of numerical techniques to solve the
Maxwell’s equations in its full form without approximations. Structures like the
APCW resemble a long (H  λ) but narrow (w ∼ λ) dielectric cylinder, that for
the sake of simplifying the problem is homogeneous transversally. The easiest and
most paradigmatic problem to solve is the scattering of a plane wave incident on
such a cylinder. The problem turns to be quite comparable with the Mie problem
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Figure 5.1: Scattering regimes for a long finite cylinder
for the scattering of light by homogeneous small spheres.
To be specific, the cylinder is longitudinally oriented along the z-direction, it has
finite length and sees a plane wave incident propagating perpendicular to its axis,
let’s call that the x-direction, as seen in Fig. 5.1. The easiest solution is found for the
forward scattering field and three characteristic regions can be detailed depending
on the distance r from the structure:
1. for r  w2/λ, the wave pattern is complicated, depending on the transversal
length scale the field is very different. Wide cylinders have a shadow, and
narrow cylinders induce a field in this region.
2. for w2/λ  r  H2/λ, the scattered field has the character of a cylindrical
wave because the part of the cylinder that effectively contributes to the field
has a length of the order
√
rλ  H such that the cylinder is effectively infinite.
3. for r  H2/λ the scatteredwave has spherical characteristics and its amplitude
decays as 1/r . This is due to its small size once the field is calculated at infinity.
From these observations a few things can be inferred. First of all, far from the
device its influence might not be very relevant, as the scattered field quickly decays.
Furthermore, relatively close to the device, the scattering can be significant and
affect the properties of the local field even at distances comparable to its length H.
For instance, if the cylinder is seen as infinite, its radiation pattern might have a field
amplitude decaying as r−1/2. Unfortunately, not much about the near field can be
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known a priori. A few cases are well known in the literature. Relevant to our work,
a thin optical nanofiber is able to focus light behind the incidence point [175], being
a good candidate for atom trapping [176].
Traps for non-patterned single nanobeams
Before discussing the different trap schemes based on the APCW’s scattering, a
brief analysis on different trap configurations for non-patterned waveguides will be
presented. A single rectangular cross section dielectric nanobeam with refractive
index n can operate in the single mode regime, with a TE-like mode and a TM-like
mode as seen in Fig. 5.2(a)-(b). As the nanofiber traps where a set of counter-
propagating beams with significantly different evanescent decay lengths can create
a three-dimensional optical dipole potential minimum for an atom near the fiber’s
surface [23, 68], confinement can be obtained using the guided modes of a rect-
angular cross section waveguide. As described before in Chapter 4, optical power
limitations in a vacuum environment prevents the use of high optical power to create
these guided modes traps. Therefore, to create sufficient deep traps, optical fields
close detuned to the atomic transitions need to be used. This worked started as a
joint project with Daniel Alton in 2012 [177].
A careful balance between repulsive and attractive potentials can create the desired
trap minimum. A factor that always favors a more robust balance is the existence
of modes with very different decay lengths DL outside the dielectric. The decay
length for the evanescent field is defined from |E(ri)| ∝ exp(−ri/DL), where ri is
one spatial coordinate, i.e. ri is y or z. If only access to a given transition is possible,
the red and blue detuned beams can excite modes with different polarizations, and
hence a different decay length for a given direction. Fig. 5.2(c) shows the electric
field decay length for different modes along different directions as the nanobeam
changes its width. As shown in Fig. 5.2(c), a significant contrast can be achieved in
the z-direction for w ∼ 300nm between the TE-like and TM-like modes, and hence,
a combination of red and blue detuned modes can create a trap as in Fig. 5.2(d).
Furthermore, if two atomic transitions can be reached, like the Cs D1- and D2-lines
transitions, additional enhancement can be achieved by having a larger difference
between the wavelengths, and decay lengths, of the red and blue detuned beams.
Surface potentials are particularly challenging to overcome and calculate [178, 152].
However, simple approximations are valid in different regimes. Energy shifts for
both ground and excited states have been carefully studied in some structures, for
79
a b
c d
Figure 5.2: (a) TM-like and (b) TE-like mode intensity |E(r)|2 for a SiN (n=2)
rectangular cross waveguide with w = 400nm and t = 200nm. The structure
geometry is shown in the inset above (a) and (b). In (c) the decay length DL for
the evanescent electric field for different modes and directions, as the width of the
waveguide w changes but the thickness is constant t = 200nm, is shown for: TE-like
mode along the y-direction (blue circles), TE-like mode along the z-direction (red
square), TM-like mode along the y-direction (yellow circle), and TM-like mode
along the z-direction (green squares) (fits considered for fields up to 1µm from
surface). (d) Optical dipole potential created by balancing blue repulsive potential in
the TE-like mode and red attractive potential in the TM-like mode. Traps are created
∼ 100nm from the top and bottom surfaces. No surface forces were considered and
the modes have the same optical frequency. Blue colors indicate lower potential
values and yellow higher potential values
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example microtoroids gallery cavities [179], and can be described for the ground
state 6S1/2 by the van der Waals potential Ug = −C3/r3 with C3 = h1.99kHz×µm3
if the atom is close to an infinite SiN half space. Because the retarded surface
forces (r−4 scaling) decrease faster away from the surface than the van der Waals
forces, usingUg overestimates the surface interaction at the trap location. In order to
overcome the surface attraction, strong optical repulsive potentials keeps the trapped
atoms far from it. Comparing with numerical calculations performed by Chen-Lung
Hung while he was a postdoctoral scholar in our group, the dielectric half space
results is relatively good at distances d ∼ 120nm after scaling the C3 coefficient by
∼ 1/3. Therefore, in the trap shown in Fig. 5.2(d), it is possible to overcome surface
forces by employing sufficiently deep and balance optical potentials [177].
The scattering properties of a long single nanobeam can be used to trap atoms
too. To be specific, if a plane wave propagates along the z-direction and impacts
a nanobeam with an constant rectangular cross-section waveguide along the x-
direction as shown in Fig. 5.2(a), part of the field will reflect, interfering with
the incoming wave and producing a short range standing wave near the device.
Remarkably, the first intensity maximum of this interference pattern can have big
contrast, providing a single isolated intensity maximum suitable for a red detuned
optical dipole trap. The scattering pattern depends on the incident polarization: if
the plane wave is polarized along the length of the nanobeam it will excite a bigger
component of the dipole polarizability, while if the polarization is perpendicular to
its length it will not reflect as much. Other ideas were studied beforewhere auxiliary
structures will create additional reflection in order to place the intensity maximum
closer [177].
Below, Fig. 5.3 shows the intensity patterns |E(r)|2 for different beams dimensions
and incident polarization. The influence of the thickness is quite notorious, as drastic
changes on how close the intensity maximum is to the surface can be observed
for small increases. In the APCW the thickness is given by the SiN substrate,
and is therefore hard to modify. Recently, alumina deposition has been used„
increasing the device’s thickness, and in the past, CF4 etchings were performed to
reduce the device’s thickness. More details on the scattering properties for different
polarizations will be discussed later.
In order to develop some intuition regarding the position of the standing wave
intensity maxima, a simple model can be consider as done by Thompson et al. [19].
The distance from the closest lattice site to the nanostructure surface depends on
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Figure 5.3: Scattering in the single nanobeam case for incident field with k along
the z-direction. The input polarization could be along the x-direction (a) and (b), or
perpendicular to the device along the y-direction (c) and (d). Different thicknesses
are considered and the intensity |E(r)| is plotted: (a) (w, t) = (300, 210)nm, (b)
(w, t) = (300, 150)nm, (c) (w, t) = (400, 200)nm„ and (d) (w, t) = (400, 320)nm. In
all cases the input beam has the same amplitude and is focused to w0 = 15µm at the
device position.
the phase of the scattered light. This phase depends strongly on the dimensions
and dielectric properties of the nanostructure, and can be changed by fabricating
different structures in principle. For a plane wave with normal incidence on a single
dielectric-vacuum interface at z = 0, the Fresnel relations [51] give an amplitude
reflection coefficient r = (1 − n)/(1 + n) such that on the vacuum side the intensity
maximum happens at z = λ/4. If there is a second interface, replacing the dielectric
half-plane by a dielectric slab of thickness L, the reflection coefficient is
r =
(1 − n2) sin(nkL)
i2n cos(nkL) + (1 + n2) sin(nkL), (5.1)
such that the trap position and depth now depends on the thickness L and are coupled
in a nontrivial way as shown in Fig. 5.4. The trap can be closer to the surface,
and hence a bigger light-matter coupling is achieved, at the expense of reducing
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the trap depth. For the wavelength used in our experiments, the inferred position is
at z0 ≈ 200nm. Fig. 5.4 compares the results of fully vectorial three-dimensional
FDTD simulations for different polarizations and the predictions from the above
equation. Remarkably, the model and the actual simulations are in reasonable
agreement for thicknesses L < 400nm in their prediction of the intensity maximum
created by the device reflection.
There are differences between the two polarizations, but in general they behave in
a similar fashion as the slab case. The perpendicular polarization (purple trace)
trap’s position (Fig. 5.4(a)) follows the shape of the slab. It oscillates around λ/4
with excursion of amplitude λ/4 and periodicity of about λ/2n. The excursion
for the parallel case (red trace) is significantly smaller. There periodicity seems to
grow as the device thickness changes. The trap depth (Fig. 5.4(b)) shows similar
characteristics, for example oscillations with more or less similar contrast and with
an increasing period.
In terms of the angular spectrum of the scattered field, analytical analysis can be
done assuming cylindrical symmetry [174]. The scattered field can be decomposed
in terms of partial waves with azimuthal dependence eimφ, with φ the usual angle
in the cylindrical coordinate system. For small cylinders, w < λ as before1, only
the first partial wave m = 0 is reflected, producing a cylindrical symmetric scattered
field. Moreover, the mapping from a free space tweezer (no reflection) to a reflection
trap as discussed here and in Thompson et al. [19] work is possible because only
the m = 0 partial wave is excited, otherwise, more complicated variations on the
transverse nature of the scattered field make difficult the loading. Furthermore, that
could be the fundamental reason for the existence of an intensity maximum in the
case of the APCW or a non-patterned double nanobeam, as will be discussed later.
Another difference between the scattering for the two incident polarizations is the
fact that the induced polarizability has tensorial characteristics when the polarization
is along the y-direction. That is because the scattered field contains components
in the z-direction too. As seen in Fig. 5.5 these scattered components can acquire
an additional phase, creating a complicated elliptical polarization pattern near the
device. This induced ellipticity creates mF dependent/Zeeman-like shifts in the
atoms, so-called vector shifts.
1It is challenging to realize this in the current setup, where w  λ.
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Figure 5.4: Scattering characteristics of the slab model and the numerical simu-
lations. (a) Distance along the z-direction from the trap minimum to the surface
according to the dielectric slab model described by Eq(5.1) (blue) or from numerical
simulation for a Gaussian beam focus to w0 = 15µm polarized along the waveguide
longitudinal axis x (red) or transversal direction y (purple). (b) Trap depth for
the closest trap site, taken as the contrast between the intensity maximum and its
closest intensity minimum. The input field is the same in every case: the slab and
waveguides has refractive index n = 2, and the infinity long waveguides have width
w = 350nm and changing thickness L. The incident vacuum wavelength is 852nm.
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Figure 5.5: Real and imaginary components of scattered field for an input Gaussian
beam polarized along the y-direction and propagating along then z-direction for a
single SiN nanobeam with width w and thickness t (w, t) = (300, 210)nm. The field
components are (a) Re(Ez), (b) Re(Ey), (c) Im(Ez), and (d) Im(Ey). In all cases the
input beam has the same amplitude and is focused to w0 = 15µm and for the same
phase.
Traps for non-patterned double nanobeams
The scattering pattern for a double blank nanobeam depends also on the separation
between them. The relevant dimensions are described in Fig. 5.6(a). The scattered
fields of each single beam interfere again to create an intensity maximum just above
the gap between two structures as shown in Fig. 5.6(a). If the distance between the
two nanobeams is much larger than the free-space wavelength λ, that effect will not
be present. As further discussion will be presented for the APCW structure, some
details will be skipped. However, in Fig. 5.6(c)-(d) the trap depth and position of
that maximum is plotted against the separation g between the beams.
A scheme that will be described here is based on the illumination of two incoherent
beams incident from the y-direction. The reflections in the different interfaces create,
in the near field of the waveguide, a strong intensity maximum if the scattering from
each beam is considered independently, hence the incoherent assumption. For our
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Figure 5.6: Scattering in the double nanobeam waveguide for fields polarized along
the x-direction. The top inset shows the relevant dimensions and dielectric structure.
(a) Intensity pattern for a Gaussian field (w0 = 15µm) propagating along the z-
direction. The nanobeam has (w, t) = (400, 200)nm and the field is polarized along
x. The position of the standing wave maximum on top of the beams, z0, is indicated.
(b) Incoherent intensity sum for two beams propagating with a 10◦ angle with the
y direction. The input field configuration is shown. (c) Position z0 of the trap
minimum and (d) intensity I0(z0) for the intensity maximum closer to the surface
along y = 0 as in (a) for different nanobeams distances g and same dimensions as
in (a). (e) TE-like mode, (f) TM-like mode„ and (g) optical dipole potential for a
combination of both.
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chip architecture, this situation is extremely complicated. However, small angles
(< 15◦) are tolerated for the incidence of the two beams. The main problem in this
case, as seen in Fig. 5.6(b), is the appearance of multiple intensity maximums. In
principle, atoms can be loaded in each site, but the interaction strength with the
guided modes decays exponentially with the distance.
Another similar scheme is based on the use of guided modes, as seen in the case of
the single nanobeam. Using a combination of TE-like, Fig. 5.6(e), and TM-like,
Fig. 5.6(f), guided modes with positive and negative detuning with respect to the
atomic transition, it is possible to create a tight trap in the center of the system
with the usual repulsive-attractive combination. Fig. 5.6(g) shows one of these
combinations and the resultant trap potential in between the nanobeams.
Hybrid traps in the non-patterned double nanobeam system
For a double nanobeam system with dimensions similar to the APCW, the guided
modes offer the possibility to create a high intensity region in between the beams
because the single beam modes hybridize and occupy the region in between them.
For the TE-like mode, a saddle point with non-zero intensity exists at the center
of the nanobeam system. If used as an optical dipole trap, confinement will be
provided along one direction while the other will provide a rolling potential creating
an escape channel from that region. A similar situation arises in quadrupole ions
traps [180]. However, the solution ion trappers found is to change the electric field
configuration (electrodes polarity) in time in order to create an average confining
force in all three directions. To do so, the confining and anti-confining directions
are switched at a rate faster than it takes the particle to escape the trap, such that on
average the ion sees a restoring force along each direction. The traps are also called
"radio frequency" traps because the switching rate is often in the radio frequency
range.
In particular, as far as we know, there is not a similar scheme for neutral atoms
using optical dipole traps with fields in the optical regime. It has been demonstrated
that, for example, the fast motion of a blue detuned beam moving in circles around
some point P creates effectively a circular wall around P, providing confinement
[181]. Furthermore, time-varying inhomogeneous electric fields with micron sized
electrodes can be applied to trap spinless neutral atoms like 88Sr [182]. We propose
that a fast and continuous switching between blue and red detuned fields of the
same guided mode, i.e. TE-like, can provide confinement in alternate directions as
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Figure 5.7: Field switching trap. The potential for two different time instances are
shown. The blue potential is slightly bigger than the red one. The effective potential
is also shown. A very tight minimum appears in the center, as a consequence of the
saddle point structure of the intensity profile.
in the quadrupolar ion trap. The switching frequency and strength of the potential
are usually bounded in order to provide stable trapping and they are related to the
stability regions of the Mathieu equation that describes the motion of the atoms in
the oscillating potential.
To be specific, lets consider the motion of an atom in the transversal plane y − z
as the system is totally invariant along the waveguide axis x and its motion along
that direction is straightforward. The blue and red harmonic potentials for the
mentioned mode are UB = m(Ω2Byy2 − Ω2Bzz2)/2 and UR = m(−Ω2Ryy2 + Ω2Rzz2)/2
respectively, such that the time varying potential isU(y, z, t) = UB(y, t) cos2(ΩRF t)+
UR(y, t) sin2(ΩRF t)whereΩRF is the RF switching frequency. The time varying part
of this potential can be written asURF(y, z, t) = 1/2(UB(y, z)−UR(y, z)) cos(2ΩRF t)
and gives rise to a pseudo-potential Ue f f = 14m(2ΩRF )2 |∇URF |
2 that describes the
so called secular motion, while the micro-motion is assumed to be just a small
perturbation. In the last expression, the gradient is taken on the time independent
part of the potential. Fig. 5.7 shows different instances in time of the switching
potential and the effective potential Ue f f (y, z).
Small waists beams
A subject that will be probably studied in the new JILA-Caltech collaboration will
be the possibility to incorporate optical tweezers into the APCW and future designs.
In addition to the threats posed by confining an atom in very small volume like an
optical tweezer trap does, significant challenges can be encountered by loading one
of these side illumination traps if created by an optical tweezer reflecting from a
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nanostructure. Pioneering work by Thompson et al. [19] demonstrated that starting
from a single atom trapped in a tightly focus optical tweezer, adiabatic loading to the
closest trap site in a similar nanostructure can be performed. The ideas are similar
to the ones presented above, except that further requirements due to the fact that the
beam is so tightly focus (w ∼ λ) need to be taken into account.
For instance, the diffraction patter changes considerably, as can be seen in the fully
3D vectorial FDTD simulation [183] for an actual APCW structure presented in
Fig. 5.8(a)-(b) for waist radius w = 1µm and w = 0.5µm beams polarized along
the APCW axis, where the waist is defined as half the FHWM for the central
field intenisty lobe. Again, this simulation is not performed under the paraxial
approximation. Partial wave arguments can be made to analyze the properties
of the scattered light in similar situations, and is currently interesting for a big
community studying trapping very small spheres with optical tweezers close to
different structures [184, 174], but as far as we are aware, there is not any systematic
study in the literature to refer to.
Another characteristic property of tightly focus beams is the appearance of longi-
tudinal components in the electric field. Naively, in a charge free space ∇ · E = 0
meaning that the spatial components should relate like |ET |/w = |EL |/λ, where the
subindex T and L indicate transversal and longitudinal components respectively.
When used to create a trap, these components can cause Zeeman-like shifts, inho-
mogeneous broadening, and significant heating. As an example, the strength of each
of the components for a beam focused to w = 1µm and w = 0.5µm and impacting
on the APCW wider section is shown in Fig. 5.8(c)-(d).
Precision in the relative positioning between the beamand the structure nowbecomes
very relevant, as the scattering is highly dependent on where the device is located
relative to the nanostructure since the reflected light will leave the structure forming
a bigger angle with the incoming beam. Fig. 5.8(e) and (f) captures the cases for
incident angles 20◦ and 40◦ in the APCW for w = 1µm radius beam. In these
plots, the incident beam is still focused on the APCW center y = z = 0, but small
deviations become relevant if they are on the scale of the beam’s waist. Moreover,
it can be seen that adiabatic transport for an atom trapped in a tweezer that rotates
around the structure’s axis can be complicated as the field pattern acquires several
angular components, creating wavelength scale distortions.
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Figure 5.8: Scattering in the APCW structure (FDTD simulation) for very small
waist beams. Fully 3D vectorial numerical model showing the intensity pattern
|E(y, z)|2 at the widest part of the APCW for a waist radiusw = 1µmandw = 0.5µm
in (a) and (b) respectively and normal incidence. As the beam is so tightly confined,
the paraxial approximation is no longer valid and different components appear in
the total field as seen in (c) for w = 1µm and (d) for w = 0.5µm. For different
incident angles, (e) θ = 20◦ and (f) θ = 40◦„ the intensity profile |E(y, z)|2 is shown
for w = 1µm.
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5.2 Creating atomic traps with external illumination in the APCW
As pointed out in the previously, Section 5.1, external illumination can create strong
traps near dielectric structures. Naturally, due to the small size of these traps they
are hard to fill. Therefore, in order to maximize the filling efficiency, a very specific
and truthful knowledge of the nanophotonic device and light scattering properties is
required. Despite this, they might offer some advantages over the guided mode traps
presented in Chapter 4. For example, they are relatively open as they are usually
above the devices and not in the small space between the beams, as seen in Fig. 5.3
and Fig. 5.6. Surface forces might be less, although somewhat, important than in the
guided mode traps as surfaces are further away from the trap position. Furthermore,
they might depend mostly on parameters that are easier to control in the laboratory
as the design of the free space optical delivery of light to the structure. But those are
supposition, and it takes a lot of effort and time to verify each of them. Fortunately,
at some point in 2014 Aki Goban and Chen-Lung Hung figure out how to load a few
atoms into these traps created with external illumination after they were proposed
and studied by Chen-Lung and me [40]. In this section, details on the trap design,
characterization, and experimental results will be discussed.
Scattering properties of the APCW for parallel incident polarization
Motivated by the scattering properties of the double non-patterned nanobeam struc-
ture, the same effect on the APCW device was investigated. In the experiment
reported in [40] and [29], the atoms can be trapped in the tight optical potential
created by the interference pattern of a side-illumination beam and its reflection
from the surface of the APCW. The polarization of the external beam is aligned
parallel to the x-direction of the 1D waveguide to maximize the reflected field. With
a red-detuned external beam, cold atoms can be localized at any of the intensity
maxima around the structure. However, because of the exponential falloff of the
guided mode intensity, only those atoms sufficiently close to the APCW can interact
strongly with guided photons of the input field.
The trap site with the strongest atom-photon coupling is located at (y1, z1) =
(0, 220)nm, closest to the center of the unit cell and ∆z ∼ 120nm from the plane
of the upper surfaces of the APCW, as seen in Fig. 5.9(d)-(e). Other locations are
calculated to have coupling to the fundamental TE-like mode less than 1% of that
for site z1 (e.g., the sites at z−1 on the other side across the device and the second
maximum z2 have probe intensity ratios I(z−1)/I(z1) = 0.01, I(z2)/I(z1) = 0.005).
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Along the x axis of the APCW, the dipole trap U(x, 0, z1) is insensitive to the
dielectric corrugation within a unit cell and is nearly uniform to within < 2%
around the central region of the APCW as seen in the detailed numerical simulation
plot in Fig. 5.9(c), so atoms are usually not confined along the x-direction for the
temperatures achieved in the experiments to date. By contrast, atomemission into the
fundamental TE-like mode is strongly modulated with Γ1D(x, 0, z1) ' Γ1D cos2(kx)
due to the Bloch mode function near the band edge of the APCW (k = pi/a). Thus,
even for atoms uniformly distributed along the x axis of the trapping potential, only
those close to the center of a unit cell, i.e. kx = ppi for p = 0, 1, 2, ..., where
the probe is stronger, can strongly couple to the guided mode, greatly facilitating
phase-matched symmetric excitation of the atoms. In the experiment, the external
beam has power P = 60mW and waist wtrap = 25µm (radius)„ providing weak
confinement along the x axis, with atoms localized near the central region (∆x′ ±
10µm) of the APCW for the estimated temperature ∼ 30 − 50µK from a time-of-
flight measurement in free space of the atomic cloud trapped in the several pancakes
forming above the structure. The external beam for dipole trapping is 220GHz
red-detuned with respect to the D2 line and has a total power of 50mW for all
measurements reported.
In order to calculate the trap potential for the reflection trap formed by the 50µm
diameter beam, a 3D FDTD calculation needs to be performed. Details of this kind
of simulation are shown in Fig. 5.9 for a long APCW structure and a Gaussian
beam with waist w = 20µm. Given the size of the Gaussian beam, the simulation
volume is usually really big. The trap is weakened along the directions closer to the
nanobeams because of Casimir-Polder forces, creating a lower barrier around the
optical potential minimum. Fast atoms can leave the trap through these directions,
most probably crashing into the SiN surfaces. As seen in the case of the non-
patterned double nanobeam (Fig. 5.6) the position of the intensity maximum can be
really sensitive to the gap between the beams. Mechanical deformation of the long
∼ 60µm suspended double nanobeam probably modulates the gap by ∼ 10− 20nm,
as is described in AndrewMcClung and Su-Peng Yu’s theses, creating an additional
modulation on the trap distance to the nanobeams ∆z1.
The small modulations over the w ∼ 20µm scale envelope for I(x, 0, z1) seen in Fig.
5.9(b) correspond to the lattice constant scale changes on the dielectric function.
The depth of the modulation is really small, such that the trap above the structure can
be considered as a long cigar shaped dipole trap. However, as seen in Fig. 5.9(d)
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and (e), there are significant changes in the scattering pattern near the external
modulation of the beams, i.e. the sinusoidal profile wrote in the structure.
Although the trap depth can be modified by changing the dipole trap detuning from
the atomic transition or the optical power, as a matter of fact the number of atoms
loaded in the trap do not seem to be more than three. Different loading routines,
cooling techniques as bright- and gray-molasses, and the use of guided modes, just
to name a few examples, were tried by Aki and Chen-Lung, although no further
improvement was observed. The reason why this loading is limited might be the
appearance of light induced collisions between the atoms in the trap. The trap
volume is extremely small V ∼ (100nm) × (100nm) × 10µm∼ 1 × 10−13cm3, such
that "densities" above 1 × 1013cm−3 can be reached. These densities are not only
huge in terms of MOT loaded traps, but also any kind of light induced collisions
as discussed in Chapter 3 might turn on in really short time scales and equilibrate
the number of trapped atoms. Further investigation are being performed in the
experiment at JILA.
Superradiance
In the experiment performed in lab 11 by Aki and Chen-Lung, cold atoms from a
MOT that surrounds the APCW are loaded into the dipole trap described before
during an optical molasses phase (∼ 5ms) and then optically pumped to 6S1/2, F =
3 (∼ 1ms). For the APCW used in the experiment [40], the TE-like fundamental
mode band edge is close to the Cs D1-line at 894.6 nm, such that it is ideal to probe
the atoms with a resonant 6S1/2, F = 3→ 6P1/2, F = 4 TE-like excitation. Atoms
are held in the dipole trap for a time tm and then a short free-space absorption image
is taken in order to measure the atom number. As shown in Fig. 5.10(a), a free-space
measured trap lifetime τ f s = 54 ± 5ms and a peak density ρ0 ' 2 × 1011cm−3 near
the APCW is measured.
From the normalized probe transmission, T/T0 with T0 is the transmission without
atoms, measured against different holding times, the lifetime can be also bemeasured
by observing the time-dependent guided mode transmission when atoms are trapped
near the device, as can be seen in Fig. 5.10(b). The signal T/T0 gradually reaches
T/T0 = 1 as tm increases, with a fit to the data giving a 1/e time of τgm = 28 ± 2ms.
Given that in the employed APCW device the Cs D1-line transition is guided for the
TE-like mode, it serves as a great scenario to study the properties of the so-called
dissipative regime, where propagating fields mediate the atom-atom interactions.
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Figure 5.9: Scattering in the APCW structure - FDTD simulation. A w = 20µm
waist Gaussian beam propagating along the z-direction and polarized along the x-
direction. (a) Intensity pattern |E(x, 0, z)|2 in the y = 0 plane a 100µm long APCW
with 30 taper sites on each site. The gray arrows indicate the incident direction
and the white rectangle the outline of the long waveguide. (b) Intensity pattern
|E(x, 0, z1)|2, notice the very small modulations on the lattice constant scale and the
beam waist scale envelope. (c) A detail of (b) with the < 1% intensity modulation
near the device center x = 0. The transversal pattern |E(xi, y, z)|2 at the (d) narrow
(xi = 0) and (e) wider (xi = a/2) APCW sections closer to APCW center.
94
0 20 40 60 80 100
0.0
0.2
0.4
0.6
0.8
1.0
0 20 40 60 80
0.7
0.8
0.9
1.0a b
Figure 5.10: Lifetime of trapped atoms near the APCWdetermined by (a) free-space
absorption imaging of the cloud τ f s = 54 ± 5ms, (b) observed from the normalized
transmissionT/T0 of a resonant GM probe τgm = 28±2ms. Figure reproduced from
Goban et al. [40].
The main observation of this work is then on the dissipative characteristics of the
set of atoms trapped above the crystal. The observation of superradiance involves
monitoring the transient decay of both forward and backward emission from atoms
trapped along the APCW. The excitation is provided by a weak and short pulse
(FWHM 10ns) with an average photon number Nph  1 per pulse, ensuring that a
small degree of excitation can be uniformly shared among all ground-state atoms.
For a collection of N > 1 atoms, superradiance is heralded by a total decay rate
Γtot = ΓSR+Γ
′ that is enhanced beyond the total decay rate for one atom Γ1tot = Γ1D+Γ′
as described in Chapter 2. ΓSR is the N-dependent superradiant rate operationally
determined from Γtot and Γ1tot. As before, Γ′ is the radiative decay rate into all
channels other than the TE-like guided mode. In this experiment Γ′ is evaluated
numerically and determine to be Γ′ = 1.1Γ0 for an atom at the trap site z1, where Γ0
is the Einstein-A coefficient for free space [48].
Two different kinds of measurement are performed in order to study the nature of
the emission properties. A time-domain measurement records the emission into the
guidedmodes following thementioned short pulse excitation. Repeated cycles of the
excitation are performed in order to accumulate data after the high-extinction edge
of the excitation pulse over a total time much shorter than the observed lifetimes.
The total decay rate Γtot is extracted from exponential fits as shown in the inset of
Fig. 5.11(a). By changing the holding time tm, the atom number in the trap changes
and differences in the observed total decay rate Γtot are observed. Asymptotically,
only the single atom contribution is observed such that the single atom decay can
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be extracted from measurements for long holding times, giving Γ1tot/Γ0 ≈ 2.0. Fig.
5.11(a) shows the measured decay rate for different hold times, while Fig. 5.11(c)
shows the same rate as a function of the mean number of trapped atoms N . In this
case, N is adjusted by changing the trap hold time (red) or atom loading time (blue).
The black line is a linear fit to the combined data sets giving ΓSR = ηΓ1DN¯ with
η = 0.34 ± 0.06.
A second set of measurements is performed in order to observe the superradiant
behavior, this time in the frequency domain. Steady-state transmission spectra T(∆)
measured at tm = 3ms for 5ms is shown in Fig. 5.11(b) for different MOT densities.
The measured linewidths Γm are significantly broader than the free-space width
Γ0 = 2pi × 4.56MHz, and they are also affected by the atom number, as shown
here in Fig. 5.11(d) as a function of the loading MOT density. The shift in the
line center for the transmission spectra is induced by the red optical dipole trap.
Furthermore, trapped atoms should suffer small inhomogeneous broadening in the
spectra, since the light shift induced by the dipole trap is small (< 1 MHz) for the
6P1/2 excited states, and the atoms are well localized around the trap center due to
their low temperature. In Fig. 5.11(d), a linear interpolation allows to estimate the
single-atom linewidth as Γ1m/Γ0 = 2.1 ± 0.1 and hence single atom decay rate into
the TE-like guided mode Γ¯1D/Γ0 = 1.1 ± 0.1. The mean number of atoms for the
highest density used can be estimated from N¯m = (Γm(ρ0) − Γ′)/Γ¯1D = 2.4 ± 0.4
atoms.
5.3 Transporting atoms towards the device using an optical lattice
In the process of investigating the scattering properties of the non-patterned single
and double nanobeams, the effect of different incident polarizations was discussed.
A few examples where shown and the main differences described before in this
chapter. The limitations in the Lab 11 experiment and the difficulties to reliably
generate a long lived small MOT pushed us to look for different ways to deliver
atoms near the device. While investigating the several different combinations of
external illumination and guided modes, the use of coherent fields combinations
near the device proved to be a possibility.
To begin with, consider the scattering of light by a double nanobeam waveguide as
described before. In fig. 5.12(a) the intensity pattern |E(r)|2 is shown for the input
polarization along the y-direction. The incomingwave has amplitude 1. The features
along the propagation direction have mostly the same length scale as the nanobeams
96
a b
0 10 20 30
0.4
0.6
0.8
1.0
0.0 0.2 0.4 0.6 0.8 1.0
2.0
2.5
3.0
3.5
0 10 20 30 40 50 60
2.0
2.2
2.4
2.6
2.8
3.0
0.0 0.5 1.0 1.5 2.0 2.5 3.0
2.0
2.2
2.4
2.6
2.8
3.0
0 20 40 60
0.01
0.1
1
c d
Figure 5.11: Superradiance experiment. Time-domain measurements fitted total
decay rate vs. (a) holding time, with inset with different decay traces and (d)
inferred atom number based on asymptotic value. Frequency-domainmeasurements
for the transmission spectrumT(∆) for different MOT densities (b), and its linewidth
dependence on the density (d). Figures reproduced from Goban et al. [40].
and they are more or less flat transversally. The power reflection coefficient based
on the amplitude of the first maximum is Rperp = 0.033. For an incoming beam
polarized along the x-direction and propagating along the z-direction as indicated
in Fig. 5.12(b), the scattering pattern changes significantly as seen in Fig. 5.12(b).
The central feature is on top of the gap center and bigger contrasts are observed.
The associated reflection coefficient is Rpara = 0.20, six times bigger than for the
other polarization. The question now is how these fields would affect the transport
of atoms to the device.
A set of counter-propagating Gaussian beams propagating along the z-direction
can create interesting near field patters. Disregarding its input polarization, the
near field diffraction scattering modifies the usual interference arrangement found
when identical light beams counter-propagate in space. Furthermore, the total field
intensity depends on a number of factors, such as the phases between the two beams
and the relative position of APCW. For example, if the phases are such that the
lattice anti-nodes are close to the dielectric structure, it is reasonable to suppose
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Figure 5.12: Scattering of light by a double nanobeam waveguide for two different
polarizations. The field intensity |E(r)|2 for an incoming plane wave is plotted
for two polarization of the field. In (a) the electric field is polarized along the
y-direction, while in (b) it is polarized along the x direction.
that the light will preferentially leak into the dielectric. But if the nodal plane is
closer, the lattice will not be so distorted locally. Besides, as the structure is really
long and not very wide, the induced polarizability for light polarized along x might
be bigger than for light polarized along y. Therefore the y-polarized case might
resemble more to the free space and no-dielectric case. Finally, note that scattering
near yhe APCW edges, as the ones in the waveguides before, usually induce high
electric fields that might extend in space for a few tens of nanometers.
The following figures, Fig. 5.13 and Fig. 5.14, show the intensity pattern for two
incident plane waves on a double beam non-patterned waveguide with polarization
along the device axis x and along the transversal direction y respectively2. Both
cases show that the local maxima and minima on the lattice intensity move towards
the device although affected by the diffraction effects of the device. The cycle in
these figures shows consecutive steps of pi/2 in the relative phase between the beams,
such that t5 = t1.
On the one hand, if the incoming beams are polarized along the x direction the
intensity maximum along y = 0, indicated with purple circles in each frame on
Fig. 5.13, approaches the nanobeams but splits, just before it gets too close to them,
into two maximums that move towards the sides and impact onto their surface. For
example, starting in the t3 frame, the maximum at z = 0.5µm, indicated with a
purple circle, moves closer to the structure in frame t4 and splits into two maxima
2This is usually a good approximation as the field just above the device does not really change
for different beams width as seen before in Fig. 5.9, for example.
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Figure 5.13: Side illumination for a standing wave propagating along the z-direction
and polarized along x. Each frame ti represents the total intensity |E(y, z)|2 for
consecutive pi/2 steps between the relative field phases. Some relevant maxima and
minima are marked with purple and red circles, respectively.
in t1 and t2 that appear back in t3 and t4, hitting the beams’ surface. If used as
a trap, the atoms will adiabatically follow the intensity maximums and crash into
the surface. Likewise, the intensity minimums indicated with red circles also split,
although there is clearly a minimum that goes through the center of the beams. For
example, the red circle at z = 0.5µm in the frame t1 it approaches the beams until
t4, but it splits again at t1 colliding with the beams’ surface at t2. In contrast with
the intensity maximums, an intensity minimum at y = z = 0 can be seen in frame
t4, but it is not continuously connected to any of the other minimums in the vacuum
region for different time frames.
On the other hand, if the beams are polarized along the y-direction, the pattern
is less distorted by the structure diffraction and more resembles a normal lattice
interference pattern, as seen in Fig. 5.14. For example, there are multiple high
intensity points around the device in Fig. 5.13 but those do not appear in Fig. 5.14
because the diffraction from the device is not so strong. Particularly, the intensity
nodal planes continuously move through the beams gap. Therefore, if an atom is
localized in the intensity minima along the y = 0 direction, indicated by red circles,
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Figure 5.14: Side illumination for a standing wave propagating along the z-direction
and polarized along y. Each frame ti representss the total intensity |E(y, z)|2 for
consecutive pi/2 steps between the relative field phases. Some relevant maximums
and minimums are marked with purple and red circles, respectively.
as the lattice moves towards the device the atom will go through the beams. That
can be seen following the red circles through the different consecutive frames in
Fig. 5.14, ending in the t4 frame where the nodal plane is in between the nodes.
The intensity anti-node planes behave similarly as before, with the central maximum
splitting just before they arrive to the nanobeams.
An optical lattice can be loaded far from the device and atoms can be transported
as depicted in Fig. 5.13 and Fig. 5.14 by carefully controlling the phase between
the two beams. In the laboratory, the optical phase between the two beams can be
modified by shifting their frequency with an acousto-optical modulator (AOM) for
example. This frequency shift can be controlled with great accuracy using digital
synthesizers. Several parameters enter in the efficiency of the transport sequence like
the lattice trap depth and vibration frequency, technical noise, the lattice transport
velocity, temperature, etc. In the last year, Lucas Peng, following initial efforts
by Michael Martin at the end of his postdoctoral period in the group, has been
performing an extensive numerical study of the transport properties far and near the
device. It has been very useful to have the numerical tools that Lucas optimized
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with great effort as an efficient comparison tool with the experiments.
Some of his results and the experimental results will be shown in the next chapter.
However, as a way to introduce some basic ideas, the transport of atoms near the
device is shown in Fig. 5.15. A red detuned lattice polarized perpendicularly to the
device axis as seen in Fig. 5.15(a) can transport atoms in its intensity anti-nodes,
as can be seen in the transport simulation snapshots in Fig. 5.15(a) to (d). Each
snapshot represents a different relative phase value between the two fields. Notably,
a fraction of the atoms crash into the beams’ top surface, while a significant number
of them move smoothly through the nanobeams gap. The two events happen at
slightly different times and have different time span, marked by different phases
between the two beams, so any atomic signal dependent on N × Γ1D, the resonant
light transmission for example, will exhibit modulation that follows the amount and
position of the atoms near the device. When this happens, we say the signal exhibits
fringe sensitivity. The device usually scatters into its guided mode some small
amount of the lattice light that oscillates with the lattice optical phase. A narrow
frequency filtering allows to collect this light and trace back the lattice as it passes
through the device.
Additional information comes from the density distribution among areas with dif-
ferent AC-shifts. Therefore, a common tool to analyze the simulation and its fringe
sensitivity is to plot the normalized probe transmission T(∆) as a function of detun-
ing ∆ and time, at the scale that resolves each pancake arriving. For a simulation
consisting of 5 pancakes, the transmission is shown in this way in Fig. 5.15(e).
Oscillation in the transmission signal are observed for different detunings as the
atoms arrive and leave transported by the lattice. On the other hand, when atoms
are transported with a blue detuned lattice polarized parallel to the device axis, the
atoms crashing and going through the device center produce time modulated signals
with bigger contrast. Recent experimental results will be shown in the next chapter.
5.4 Loading a single trap site
Even though the atoms can transit through the gap between the beams, trapping them
is another story. Guided mode traps can be present, but the transfer between atoms
trapped in the lattice and the guidedmode trap sites is not straightforward. Numerical
simulation allows us to perform extensive studies on the different parameters like
trap frequencies, lattice detuning, temperature, and lattice speed, but its dependence
are rather complex. For example, in a one-dimensional system where a moving
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Figure 5.15: Transport of atoms in the conveyor belt near the device. A single
pancake, black dots, trapped in the lattice formed by two counter-propagating red
detuned beams polarized perpendicular to the device’s axis as shown in (a), is shown
as it approaches the device in (a), (b), (c), and (d). The color scale in the figure
represents the lattice potential in µK. In (e) the time-detuning transmission signal
for 5 pancakes is shown.
lattice transports atoms towards a deep localized trap (dimple) the lattice speed
(frequency) can be resonant with the dimple’s trap frequency. In particular, if the
lattice moves twice as fast as the dimple’s oscillation frequency the lattice helps to
create an effectively deeper trap, helping to confine the particle for some cycles until
it dephases and escapes.
The main problem is whether it is possible to perform any kind of procedure that
allows one to increase the trapping efficiency. In principle two different procedures
are of interest. The first involves loading without removing energy from the atom
by, for example, creating deeper traps that confines the atom. The second scheme,
more ambitious, involves cooling the atom into the localized trap. Normal cooling
techniques, like Doppler or polarization gradient cooling, usually needs several
scattering events and motion along a few wavelengths to remove significant energy.
However, the transport discussed in Sec. 5.3 might pose serious constrains in
terms of performing conventional schemes for loading and cooling because the trap
volumes, travel distances, and transit times can be quite small. Therefore, we have
been thinking about different schemes that might allow cooling and loading into
guided mode traps.
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Single photon loading and state sensitive traps
Optical dipole traps are state dependent„ as discussed in Chapter 3, due to the fact
that the dynamical polarizability tensor depends on the angularmomentumoperators
α¯(λ, F,mF). Fields that are not linearly polarized generate Zeeman-like shifts and
tensor shifts have a quadratic dependence on the azimuthal total angular momentum
number mF . Far from resonance, the scalar polarizability for different ground states
6S1/2, F = 3, and F = 4 is almost identical, but for near resonant they can differ
significantly. For example, for a detuning of ∆ = 30GHz the scalar polarizabilities
are significantly different with a ratio |αs(F = 3,∆)/αs(F = 4,∆)| = 1.5. Even
differences of ∼ 1% in traps with depths of 100µK can be easily observed in a
microwave spectrum and used to calibrate the trap depth, for example.
As atoms are transported in the lattice towards the device, they will posses a big
kinetic energy component associated with the motion of the lattice, with typical
speeds v ≈ 0.35m/s giving Klattice ≈ 1mK in our experiment. If the atoms are going
to be loaded into a static lattice site, all this energy needs to be removed in some
way or at least transformed into potential energy. In case the latter is chosen, deep
traps U0 ∼ Klattice are required such that usually very close detuned light fields are
needed.
An example that tries to exploit the internal state sensitivity of the traps could be a
simple 1D problem where an atom trapped in a lattice with depthUlat is transported
towards z = 0 where a tight close detuned optical trap is created. The trap actually
is non degenerate for the different ground states, such that one of them, Fs, sees a
shallower lattice with depth Us and the other, Fd , sees a deeper trap with depth Ud .
The atom is in the state Fs while transported in the lattice and once it arrives to
the tight trap at z = 0 it will transform a big part of its total energy into potential
energy. If the lattice depth is not as big as the localize trap depth, the motion inside
the static tight trap will be dominated by the restoring force of the dimple potential,
and the atom will oscillate in the trap or escape from the trap depending on its initial
energy. If spatially selective pumping can be applied, by for example exciting the
correct guided mode in the APCW, the atom can be pumped to Fd near x = 0 with
high probability. In this deep trap, the atom will be trapped as its total energy will
be smaller than the trap depth. In Fig. 5.16 a diagram depicting this situation is
shown, inspired by the work realized in Mark Raizen’s group [185, 186].
In the real APCW case, there are some factors that need to be taken into account.
The problem is not unidimensional, having consequences on the lattice transport
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Figure 5.16: Single photon loading scheme in the state sensitive trap. An atom
trapped in an optical lattice with depth Ulat is transported by it towards z = 0 with
velocity v in (1) in the state Fs. Once the atoms starts to move through the localized
trap (2) it can be optically pumped to a different state Fd that sees a deeper trap with
depth Ud (3). The atom oscillates in the trap Ud and remains in the state Fd (4).
near the device, as seen in Sec. 5.3, and the oscillation in the localized trap
created by the guided modes, as seen in Chapter 4. In between the nanobeams
surfaces forces can perform an important role in reducing the confinement in the
y-direction and effectively reducing the strength and spatial region around y = 0
where confinement can be achieved. Furthermore, to have significant trap depths
and differences between them, it is necessary to go close detuned. In principle,
only |Ud | > Klattice is required, but the difference between the two state dependent
traps is an important difference to favor the final confinement. In order to reduce
the kinetic energy of the transported atoms, which reduces the required trap depths,
slower lattices can be used and have been tested in our laboratory. Further studies in
single photon cooling and loading schemes are found in works from Mark Raizen’s
group, for example [185, 186].
Another possible modification on this scheme is to use a detuning in between the
two ground states F = 3 and F = 4. In this case, one state will see a blue detuned
beam and the other a red detuned beam. If the atom approaches in the lattice and
sees a localized potential hill, it will slow down and eventually roll back. However, a
single optical pumping event can drive the atom to the other trapped state. The speed
reduction in this case favors the use of lower optical powers and hopefully avoids
significant heating schemes. Again, spatial selective optical pumping is relevant to
enhance the effect of state dependent traps.
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Sisyphus cooling in localized traps
Amechanism that allows to cool atoms into these traps also depends on the existence
of state dependent potentials and was proposed by Zoller and Cirac in 1994 [187].
Their scheme is based on the interaction between a far detuned trapping laser, which
forms a standing wave, and an auxiliary near resonant laser that will help to cool
and localize the atoms in the lattice. They were thinking mostly on two-level atoms,
such that one level was the ground state and the other the excited state, although
generalization to a Λ system is discussed in terms of a Raman cooling scheme,
similar to the one performed in ion traps.
However, the important difference between laser cooling of neutral atoms in optical
potentials and laser cooling in an ion trap is that for an ion trap the ground and
excited state potentials are identical, while for a neutral atom the dependence on the
internal state quantum numbers and selection rules create different potentials. For
the model studied by Taïeb et al. [187] it is shown that laser cooling can only be
obtained if the excited state is more tightly confined than the ground state. For alkali
atoms the two ground states are typically Zeeman levels (mF states) belonging to
the 6S hyperfine structure manifold and in this case the optical potential for the two
ground states are identical for far detuned lattices. This leads to a Raman cooling
mechanism in complete analogy to ion traps.
The basic idea of the scheme is shown in Fig. 5.17, although for specific details
please refer to [187]. An atom in the state F2 oscillates in the more tighter confined
potential U2(x) around x = 0, while it is selectively pumped to the other state F1 at
a distance xa at a rate Γa, where ∆Ua = U1(xa) −U2(xa) < 0. The atom oscillates
in its new potential U1(x) until it reaches x = 0 again and is pumped to F2 with
a rate Γ0. This time, the energy difference ∆U0 = U2(0) − U1(0) > 0. If the
difference ∆Ucycle = ∆Ua + ∆U0 is negative, the atom lost that potential energy in
the cycle. Successive oscillation cycles create a Sisyphus mechanism that can cool
down the atom. The APCW system can, potentially, be ideal to perform those kind
of mechanisms as very strong and spatially selective fields can propagate through
the photonic structure. Ground state cooling can be achieved if the pumping rates
are smaller than the oscillation frequencies, similarly to standard sideband cooling.
Importantly, schemes similar to this have been already performed in neutral atom
traps like works by Miller, Dürr, and Wieman [188]. In their case an rf-induced
Sisyphus cooling in a circularly polarized far detuned trap, is demonstrated. An
optical dipole trap is formed by a single circularly polarized laser beam, exhibiting
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Figure 5.17: Sisyphus cooling into guided mode traps. An atom oscillates in state
dependent potentials and is pumped to different states at specific locations. In each
cycle the atom loses energy if the potentials are as shown in the figure. Figure
adapted from [187].
a Zeeman state dependent trap with is eventually spin polarized by the off resonant
scattering of the trap beam. An rf field, microwave pulse, can couple the different
Zeeman potentials inducing rapid cooling as before. As far as I am aware, the only
other reference that applies to a scheme similar to this one is on Page 72 of Thibault
Peyronel’s doctoral dissertation [189] in reference to a hollow-core fiber atom trap.
In order to perform a scheme similar to this, microwave pi-pulses could be an option,
but usually they take ∼ 10µs in our setup, probably limited by the radiation intensity
at the atoms position. A two photon Raman transition could be a good option, as
it will allow to be depend strongly on the light shifts at the atoms position. The
main challenge is to limit the entire scheme to happen in a couple of µs, as that is
the timescale it takes the atoms to transit the gap between the nanobeam. Probably,
a scheme where the atoms can be slowed down and then have a cooling scheme
applied is a more promising case to try.
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C h a p t e r 6
DELIVERING ATOMS TO THE APCW
The two legs of this experiment, the nanophotonic one and the atomic one, need to
complement each other in order to succeed in trapping several atoms in the vicinity
of photonic crystals and observing photon-mediated interactions. The experimental
apparatus needs to satisfy all the requirements required. Standard laser cooling
and trapping, experimental control of the parameters, and characterization of the
different processes that can attempt to destroy the expected signal are key ingredients
to trap several atoms near the APCW.
The following chapter explains in detail the performance of the apparatus, focus-
ing on the lattice trapping characterization. At the end of this section, relevant
experimental results are discussed. Currently, there is strong evidence that fringe
sensitive signals have been observed. The characterization and comprehension of
these signals is being performed at the time this thesis is written in collaboration
with my colleagues.
6.1 Experimental apparatus
The experimental apparatus for Cs is relatively simple, as usually reasonable size
MOTs can be loaded from background gas, and high power laser diodes are available.
The setup used in the experiments described in this thesis and others in our group is
similar. The main characteristic is the existence of multipleMOTs in different stages
and positions of the system, in order to protect the nanophotonics devices from a high
cesium partial pressure environment. Exposure of silicon nitride surfaces to low
cesium vapor pressure has been reported in earlier experiments carried out at Caltech
in the Painter-Mabuchi collaboration [154]. In their case, a micro-resonator was
placed in a low pressure environment and one of its resonances was followed after
the Cs reservoir was opened (10−9 Torr). Remarkably, the resonator’s resonance
shifts after being exposed to Cs, exhibiting a power-law dependence with time.
Similar experiments performed in Pfau’s group [190] recently shown that rubidium
also sticks on nitride resonators generating losses. However, they found that by
coating the structure with 9nm of alumina by means of an atomic layer deposition
technique the "resonances remain visible, although their linewidth is still increased
after rubidium exposure"[190]. This observations, and a set of our own in the
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nanofiber experiment [68], showed that is was important to keep the structures in
an environment as clean as possible. To mitigate this problem a separated two-
chamber system was built, where atoms are transported from a high partial pressure
environment to a very low partial pressure environment where the nanophotonic
device is placed, as was done in the microtoroid experiment1 [18, 177, 179]. There,
atoms need to be captured, cooled, and transported towards the dielectric structure.
In the rest of this section some of the technical details of the system built in the
laboratory will be described.
To begin with, the vacuum system and the transport of atoms from the first chamber
(source chamber) to the second chamber (science chamber) is described. Techno-
logical developments for this purpose have been tested under different circumstances
and different methods exist to separate the two chambers and obtain a high flux of
slow atoms. Among them, we adopted a method similar to the one described by
Wohlleben et al. [191]. Two vacuum chambers, each with its corresponding ion
pumps, are placed 70cm from each other. The source chamber is a small 2.75"
stainless steel spherical hexagon pumped by a 35L/s ion pump. The chamber is
connected to a Cs reservoir kept at room temperature (∼ 20◦) by a small valve
and an angle valve is used to pump the whole source chamber system if needed.
The science chamber is a standard 6.0" stainless steel spherical octagon (Kimball
Physics - MCF600-SphOct-F2C8) that is connected to its own 50L/s ion pump and
to the source chamber by a long 50cm nipple-in-line valve-short bellow-nipple sec-
tion. The in-line valve between the two chambers is closed every time there is a
chip transfer and the science chamber system is exposed to ambient pressure. The
science chamber is also connected to an angle valve that is used to pump every time
it is needed. The system is horizontal and the distance between the center of each
chamber is 70cm and both at the same height. A sketch of the system is shown in
Fig. 6.1
The element that actually isolates the two chambers is a small tube positioned
close to the source chamber. That tube, usually called differential pumping tube,
effectively creates a large pressure gradient between the two chambers. The tube
used here is 8" long with 4mm ID. The Cs reservoir vapor pressure [99], the ion
pumps, and the conductance between the different elements in the system determine
the Cs pressure in the source and science chamber.
1Even with two chambers, resonances in the high-Qmicrotoroid resulted from the Cs deposition.
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Figure 6.1: Sketch of the experimental system. The two chambers, source and
science, are separated by a differential pumping tube that keeps a pressure difference
between them. The source MOT formed from Cs vapor pressure due to the Cs
reservoir connected to the source chamber (not shown) is pushed and recaptured in
the science chamber. A 1D optical lattice (green) goes through the MOT and chip
(black). Optical fibers (purple) are connected to the chip and threaded through a
multiplexer.
Pushing beam
In the source chamber a big MOT is loaded by capturing and cooling atoms from
the low velocity part of the Maxwell-Boltzmann distribution at room temperature.
This MOT traps approximately 1.5 × 108 atoms, based on calibrated fluorescence
measurements. The MOT loads quickly, with a 1/e time below 500ms that allows
fast loading in order to shorten the experiment cycle. The three orthogonal MOT
beams have different characteristics. The horizontal beams have a waist of 1cm and
are partially clipped by the 17mm viewport windows before being retro-reflected.
Each beam has 10mW of optical power. The horizontal beams form a 120◦ angle
between them, and each of them forms a 30◦ angle with the chamber-chamber
direction. Meanwhile, the vertical beam has 15mW of power and a 1" waist2 as the
top and bottom viewport are bigger. Each beam is derived from the same optical
path after a tapered amplifier , its polarization is the usualσ+−σ− configuration, and
2All the waist indicated in the thesis are represent 1/e2 drops in its intensity, unless otherwise
stated.
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it is usually detuned by −10MHz from the F = 4→ F = 5 transition. Additionally,
there is a 1 inch almost resonant F = 3 → F = 4, 5mW repumper beam colinear
with the vertical beam. A set of coils whose axis is alignedwith the vertical direction
produces a magnetic quadrupole field with a gradient of 10G/cm near the chamber
center. Furthermore, three pairs of coils aligned with each of the orthogonal spatial
axis, oriented as indicated with the orthogonal system in Fig. 6.1, produce a uniform
magnetic field in the center of the chamber where the atoms are trapped.
From this MOT, a small laser beam aligned along the chamber-chamber direction
and close detuned to the F = 4 → F = 5 transition extracts a significant amount
of the trapped Cs atoms. Different configurations were tested. Most of the existent
works propose the use of a time-continuous beam that creates a radiation pressure
imbalance in the MOT [191], but a significant enhancement is observed if a short
pulsed beam is used. A remarkable difference between our work and most of the
papers is that our system is horizontal while many of the other systems were vertical
or inclined. In general the beam is linearly polarized and focused close to the
source MOT, with a waist of about ∼ 1mm. This pushing beam is pulsed usually
every 23ms for 450µs and it almost destroys the whole MOT after every flash. The
atoms are not cooled along the transversal directions, so the trapped cloud expands
ballistically.
The MOT and pushing beam are centered by first observing the pushing beam going
through the differential pumping tube and then moving the source MOT with the
bias magnetic coils. At the other end of the vacuum system, there is a viewport that
makes it possible to monitor the beam profile of the pushing beam slightly after the
science MOT. First and foremost, monitoring the intensity profile of the pushing
beam at that viewport is used to easily determine if the beam clips on the differential
pumping tube, or not. The first aperture of the tube is at 12cm from the source
MOT, holding an angle of about 20mrad. At the source MOT the pushing beam
has a 1/e2 waist radius of 1.1mm while at the science MOT is 4mm. Therefore, the
radiation pressure produced by this beam at the science MOT is at least 16 times
smaller than at the source MOT. The smaller intensity at the science MOT is needed
to avoid destabilizing the recaptured MOT, while at the source MOT the imbalance
on the radiation pressure creates an escape channel.
Atoms arrive at the recapture MOT in the science chamber 30ms after being pushed,
as detected by the fluorescence signal at the science chamber as the MOT starts to
load, traveling then at a mean velocity of 23m/s. As is the case here, atoms traveling
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the 70cm distance between the two MOTs will experience the gravitational pull
down. To be specific, they will fall 1cm if they do not have any initial velocity
component along the vertical direction. In order to avoid the cloud crushing inside
the differential pumping tube, the pushing beam angle with the horizontal plane is
changed by tilting a mirror, increasing the recapture efficiency.
While the atoms are being pushed the source MOT light beams are on as well as
the quadrupole magnetic field. Therefore the atoms are continuously kept in the
F = 4 ground state by the repumper beam. The atoms will scatter light mostly on
the closed F = 4→ F = 5 transition but occasionally will off resonantly scatter and
fall into the F = 3 ground state where the radiation pressure will be extremely small.
As the atomic cloud moves through the illuminated region where the repumper is
present, the radiation pressure force will continuously accelerate the atoms. After
they escape that region, the atoms will be quickly pumped to F = 3 and remain
there without being accelerated, only subjected to gravitational forces until reaching
the recapture region. Despite the transversal characteristics of the cloud, if the
acceleration is too big atoms can move very fast once they arrive at the science
MOT, region reducing the capture efficiency. If they go too slow, they will impact
on the differential pumping tube.
A very simple semiclassical model can capture some of these features. The force
acting on an atom in this multiple beam configuration is a priori very complex. For
simplicity, a two level system will be assumed with two levels |g〉 and |e〉 with an
energy difference ~ω0 and spontaneous emission rate Γ0. The radiation pressure
force is
F = ~kΓ0
2
s(r, v)
1 + s(r, v), (6.1)
where the saturation parameter is
s(r, v) = I
Isat
1
1 + 4
(
δ − k · v ± µB/~
Γ0
)2 , (6.2)
and takes into account the interaction with the magnetic field and the Doppler shift.
The nature of this force in the MOT environment is really complicated. While
the pushing beam is on, the intensity I is well above saturation Isat . A quick
approximation shows that s ≈ (500Isat/Isat) × 1/(1 + 4 × 22) ∼ 303, and therefore
it can be assumed that F ≈ ~kΓ0/2. Notice that at the science MOT this number is
3Here δ ≈ 2Γ0, k · v ≈ 0 at the beginning and µB/~ ≈ 0.5Γ0.
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estimated to be 16 times smaller, and hence s ≈ 2 and probably can be overcome by
the additional MOT beams. Once the atoms start to accelerate towards the observed
velocity and further from the quadrupole center, s ≈ 5 at the source chamber. It
is safe to assume the pushing force is more or less constant over the whole transit
through the MOT beams region, accelerating at a rate apush ' 5900g, with g the
standard acceleration due to gravity. Starting from rest and accelerating at the
mentioned rate apush, it will take 830µs to transit through the 2cm distance where
the repumper is present in the current experiment. However, as mentioned before
the push beam is on only during 450µs. This indicates that the final velocity should
be vpush = 26m/s in good agreement with the observed velocity of 23m/s.
Themain limitation found in the experimental efforts is the fact that the atomic cloud
expands significantly before arriving to the differential pumping tube, probably
because it is too big to completely go through the whole tube. To check this, a
camera was placed near the source MOT as it was pushed. A series of images as
the atoms flight through the chamber are taken and enable the characterization of
the cloud as it travels through a 1cm distance. The position and spread of the cloud
gives information about the velocity, acceleration, and temperature of the cloud.
A Gaussian fitting performed on each image gives information about the center of
the cloud. The displacement as function of time tp is plotted in Fig. 6.2(a) and its
extracted derivative, which represents the velocity, is shown in Fig. 6.2(b). Clearly
for short times (t < 450µs) the displacement is quadratic in time and for longer times
is linear equilibrating at a velocity of ∼20m/s, reflecting some of the observations
made before in the simple model.
A number of parameters change the velocity with which the cloud moves. As
discussed in the simple model, if the pulse is shorter the final velocity is smaller,
and we have observed this for a set of pulse widths. For pushing pulses ≤ 200µs the
cloud elongates along the pushing beam direction, some atoms are not really pushed
away and remain in around the MOT position. Furthermore, spatially redistributing
the power on the near resonant MOT beams and the repumper changes slightly
the final velocity. A configuration where most of the repumper is in the vertical
direction, the widest beam, was adopted. Slower velocities can probably enhance
the recapture efficiency, but are also more susceptible to experiencing larger falls
due to gravity and crashing inside the differential pumping tube.
The measured temperature is an important parameter to characterize the spreading
of the cloud. In continuous push schemes, the push beam can serve other roles along
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Figure 6.2: Tracking the flying cloud in the sourceMOT. A 450µs wide pulse moves
the MOT and is monitored using florescence images. During the pushing, the MOT
beams, the repumper, and quadrupole are on. Before the 50µs resonant pulse to
image, all the laser beams are switched off. The linear displacement of the cloud
center is shown in (a). An initial quadratic increase is associated with a constant
force, followed by a constant velocity motion after the pulse is switched off. A
quadratic and linear fits help to guide the eye in those two regimes. The extracted
velocity is shown in (b). The camera calibrationmight not be ideal, probably causing
the small discrepancy on the observed final velocity of 23m/s.
with pushing. A red detuned beam can provide enough radiation pressure force to
push the atoms while it also provides gently dipole guiding to avoid transverse
spreading. However, the pushing scheme we adopted seems to just propel the whole
MOT without significant guiding and deforming the flying cloud. The 1/e width of
the cloud along the longitudinal and transversal direction, σL and σT , respectively,
evolves quadratically in time as shown in Fig. 6.3(a). In the usual time of flight
measurements, the spreading is associated with the sample’s temperature. From
these measurements the fitted longitudinal temperature is TL = 200mK while the
transversal temperature is TT = 15mK, both measured after the 450µs pulse is
finished. The big difference between the two directions is caused by the preferential
direction of the pushing mechanism, and the fact that the MOT beams probably
contribute to transversally cool the cloud.
As discussed before, as the push beam is strongly saturation the cloud, s  1, m
the scattering rate is maximized Rsc = Γ0/2. The total number of scattered photons
is Nph = Rsctpush ≈ 7.5 × 103. Spontaneous emission causes the mean square
velocity to increase as v¯2 = N × v2r or along a specific axis v¯2z = ηN × v2r , where
vr = 3.4mm/s is the recoil velocity for Cs and η =< cos2(θ) > is the angular
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average for the spontaneous emitted photon. Additional fluctuations associated
with the absorbed number of photons leads to an increase in the velocity spread by
v¯2z = N × v2r assuming Poissonian statistics. Therefore, if only the pushing beam is
acting and the scattered photons are isotropically distributed (η = 1/3) the spread in
velocity is v¯2z = (1+η)N×v2r associated with a temperatureTpush = mv¯2z /kB ≈ 2mK.
There is a huge difference with the measured temperatures along the two directions.
This model is a simplification, as during the push cycle the MOT beams are on,
presumably cooling, and the magnetic field gradient is also present. We were not
able to find any reasonable mechanisms that produce this discrepancy.
The measured temperatures pose a big limitation in the transport efficiency. At
the entrance of the differential pumping tube the transversal spread is σT ≈ 4mm,
comparable with the tube ID. Without taking that into account, at the science MOT
the longitudinal spread is almost 10cm and the transversal one is almost 3cm,
comparable to the size of the MOT beams. Although there does not seem to be a
major drop in the recapture efficiency if the science MOT beams are changed from
2.5cm diameter beams to 1.5cm diameter beams, further reductions decrease the
atom number. Smaller temperatures were observed for shorter pulses and different
detunings of the push beam, although the recapture efficiency is smaller.
Finally, a curious observation is about the detuning of the pushing beam. As
seen in Fig. 6.3(b) the atom number at the science MOT is optimized for a blue
detuned (δp = 10MHz∼ 2Γ0) push beam. As a reminder, δ = ωL − ωA. A blue
detuned push beam will enhance the pushing efficiency as it will compensate for
the Doppler shift. A small peak near δ = −12MHz is also observed. In principle, it
is possible to argue that if the push beam detuning is negative and bigger than the
MOT beam detuning (|δ | > |δMOT |), assuming similar intensities, the trap is only
decentered and no flux is established between the twoMOTs. Also, there exist some
negative detuning were the trapping and pushing force are comparable, and some
local maximum can be expected. The work by Wohlleben et al. [191] explains the
fact that there is a decrease in the recapture efficiency near the free space resonance
δ = 0 associated with an increase in the jet divergence. For a positive detuning
the trapping and pushing forces are comparable and there is a higher efficiency
in the recapture process, probably associated with an increase in the source MOT
transversal cooling efficiency[191].
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Figure 6.3: From the same measurements described before, the cloud width can
be extracted, indicating the transversal and longitudinal temperatures. In (a) the
blue (red) dots and dashed line indicate the longitudinal (transversal) measurements
and TOF fits, respectively. The temperatures are higher than expected. In (b) the
recapture efficiency (normalized to the maximum) is shown for different pushing
beam detunings. Two peaks near δ ≈ ±10MHz are observed, while a drop near the
free space F = 4→ F = 5 resonance is shown.
Science MOT
The second chamber helps to recapture the atoms and form a second MOT, the so-
called the science MOT. The optical access in this chamber provides better imaging
of the MOT in the horizontal and vertical plane. The six 1" circularly polarized
MOT beams come from the same source and are split into three pairs that are retro-
reflected. The horizontal beams form 90◦ between them and usually have about
35mW of power each. The vertical beam propagates normally to the horizontal
plane and carries about 50mW of power. The repumper co-propagates with the
vertical beam and usually carries about 10mW of power. The magnetic quadrupole
is generated by a big 14cm radius anti-Helmholtz coils pair, each of them with 150
turns and generating a 15G/cm gradient at the center of the system. Each direction
also has three different coil pairs in the Helmholtz configuration to produce different
uniform magnetic fields. Along each direction, the three pairs have have 50, 25,
and 10 turns in case bigger or faster fields are needed. The quadrupole field current
though the coils turns off in 3ms, but parasitic currents in the system extinguish in
about 15ms.
Under normal conditions, the science MOT loads about 30 × 106 atoms from the
atomic flux coming from the source MOT. The 1/e loading time is about 1s, while
the time constant once the pushing beam is turned off is usually 3s, indicating that
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the base pressure is around 10−9 Torr. That is pretty good considering that the
chamber is opened once every 4 months and has not been baked since the beginning
(Fall 2012). Every time the system is opened, it is purged with high purity N2. Once
the chip transfer has been performed, it is pumped with a turbo pump for 12 hours
before the ion pump is turned on and the turbo pump is turned off slowly while the
system closes. After 48 hours, the science MOT is close to its steady state size with
lifetimes around 3s.
The atoms are usually loaded at certain position in the science chamber, slightly
away from the push beam as the recapture efficiency is bigger. This is done by
moving the minimum of the quadrupole field by adding a bias field. After the
loading is concluded, the bias field is changed and the atoms move towards the
center of the chamber where the cooling works a bit better.
One of the science chamber viewports chip is used to position the chip and its fibers
inside the vacuum environment as seen in Fig. 6.4 (a). The viewport has attached
a 2.75" conflat flange adapter that allows to mount a conflat flange multiplexer that
serves the purpose of housing different instruments. This multiplexer has grooves
machined in its inner surface that allows to lock a small groove-grabber plate where
a long arm that positions the chip close to the chamber center is attached Fig. 6.4(b)-
(c). The multiplexer housing also has a normal 2.75" flange at its other end that
allows to have significant optical access in that viewport Fig. 6.4(e). Additionally, it
has four smaller 1.33" ports where four vacuum Swagelok fitting adapters can house
a machined teflon feedthrough where the optical fibers enter the vacuum system.
The teflon pieces are pressed once the fitting is closed and the fibers-teflon interface
isolates the vacuum system from the exterior. Each feedthrough was able to house
up to 4 fibers so far, so while no significant changes in the base pressure, fiber
transmission or strain-induce birefringence were observed. Hitherto, the record has
been 16 fibers out of the vacuum chamber.
The transfer usually takes two working days. The first day is used to glue the optical
fibers to the chip in Lab 11A. The chip is glued to a Macor or aluminum chip mount,
a thin flat piece with a 8mm×8mm hole in the center. Cleaved AR-coated single
mode optical fibers are positioned and glued to each device V-groove and the chip
holder, which is kept hot (∼ 100◦) in order to accelerate the curing. The final result
is seen in Fig. 6.4(d). After the gluing process concluded, the chip plate is screwed
to a clean and long aluminum angled arm that helps position the chip closer to
the chamber center. The arm is attached to the groove-grabber in the multiplexer
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Figure 6.4: Components on the science chamber. The science chamber sketched in
(a) with the chip (blue square) recessed from the center by means of the extension
arm attached to the grooves near the multiplexer flange. (b) A sketch of the arm-chip
pair. (c) Relative position with the 1" horizontal MOT beams. (d) Photograph of
the Macor holder and the chip with 16 fibers glued. The brown regions are the cured
glue. Note on the bottom right corner the screw that held the mount to the arm.
The multiplexer attached in the chamber viewport can be seen in (e). In the back
the mounted chip and the arm are seen, while some of the fibers that go through the
feedthrough are seen near the window.
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flange, the fibers are carefully cleaned and fed through the full teflon feedthrough
system, and then the multiplexer is inserted in an acrylic N2 purged box. The
chip-multiplexer system is transported to Lab 2, where the recently opened chamber
awaits. After the multiplexer and all the other conflat flanges are tight, the system is
pumped as described before.
The chip is finally positioned parallel to the vertical direction, normal to the hor-
izontal science MOT beams bisector, as seen in Fig. 6.4(c). The chip surface is
about 1" away from the MOT. A valid concern is to know the local pressure near the
devices. Even if the science MOT decays in time scales of 3s without the pushing
beam flux, the pressure could be significantly higher near the chip. Indeed, it has
been observed that if near infrared light heats up the chip substrate, the scienceMOT
disappears and the pressure gauge increases its registered value. Probably, the rise
in pressure is a result of material degassing from the chip surface or glue when it is
heated up. Therefore, it might be the case that material is continuously coming out
of it at any given temperature, modifying the pressure and probably the lifetime of
any trapped atomic system.
Once mounted, the chip motion has been studied a couple of times using a version of
a Twyman–Green interferometer. There, a beam is spatially split in two orthogonal
polarizations using a polarizing beam splitter (PBS). One beam is reflected normally
on the chip and the other is reflected on a mirror in the optical table, each of them
passing twice through a λ/4 waveplate. After that, the beams are combined in the
same PBS, the common polarization is filtered by a rotated PBS and a photodiode
detects the intensity as seen in Fig. 6.5(a). The intensity can be analyzed in a
spectrum analyzer and its power spectrum measured. Different acoustic resonances
can sometimes be observed that change every time the chip is replaced. The
amplitude is not immediately calibrated by just observing the power spectrum. The
time trace is relatively quiet, with some noticeable oscillations at ∼65Hz as seen
in Fig. 6.5(b). When the chamber is shaken by hitting it rhythmically with a
screwdriver, the amplitude of the oscillations increases, as seen in Fig. 6.5(b). This
is attributed to a fringe wrapping in the interferometer, meaning the chip moved
more than half a wavelength. That intrusion changes the voltage at the photodiode
output by about 0.1V. When the system is quiet, the voltage intrusions are only
about 0.05V. Therefore, the chip shakes only a fraction of a wavelength when it is
not forced. It is hard to draw any further quantitative conclusion, as other parts of
the system might shake, so there could be higher frequency oscillations in principle
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Figure 6.5: Twyman-Green interferometer to measure chip vibrations. In (a) the
optical setup for the interferometer is shown. In (b) different time traces measured
at the photodiode (PD) reflect the vibration of the chip. The red and yellow trace
are two traces taken under quiet conditions, amd indicate that all the equipment is
on and the system left by itself. The blue trace was taken while tapping the science
chamber (indicated in green in (a)).
not taken into account or we could just have been lucky that no one was trying to
park near the lab, but if the chip shakes it happens with time scales of 20ms. New
measurements will be taken soon, as it might be a relevant source of phase noise
and it changes every time the device is changed.
MiniMOT
In order to position atoms close to the nanostructure, different procedures where
used during my time in the group. At the beginning, an additional set of six
almost orthogonalMOT beamswith 1mmdiameter were threaded through the chip’s
window. The science MOT with tens of millions of atoms was cooled into a moving
frame by quickly changing the magnetic field, through a two-photon process called
velocity selective resonance [97]. The atoms were recaptured in the new miniMOT.
Usually around 2 × 106 atoms would be recaptured and cooled to 40µK. This new
MOT is a bit more particular than its cousins (science and source), as it is formed
near the dielectric structure and by small beams.
The size of the MOT beams is relevant to determine the trapping volume and the
capture velocity. When the beams are small, the atoms might be able to escape the
trapping volume resulting in a small lifetime for the MOT. In most of our group
experiments, the cooled atomic cloud has decay times of 50ms. During that time,
guided mode traps were placed as in [40, 29], and different cooling techniques were
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Figure 6.6: Cold atomic cloud around the APCW. Measured reflection spectra and
theoretical fit for the APCW in (a) and (b). In (b) the miniMOT density is reduced
by 25%. The fits are based on transfer matrix models. (c) Simulated relative density
of atoms around the device considering surface forces and the blue detuned guided
mode excitation. Figure adapted from Goban et al. [39].
employed to try to load the APCW nanotraps, as in the nanofiber case.
Noticeably, by using a single blue detuned guided mode detuned ∆ = 10GHz from
the D1 transition and with less than 1µWof power, the reflection of a weak resonant
probe guided mode caused by the atoms was enhanced [39]. Numerical simulations
showed that the blue detuned guided mode favors the atoms to localize near the
center of the cell, 30nm away from the surfaces. This localization is just temporal;
the atoms transverse that region and stay there a significant time to scatter some
guided mode probe photons. The blue guided mode still prevents the atoms from
entering the gap between the beams, as there is a significant intensity there which
repels them. On the other hand, trajectory simulations showed that the atom density
above the APCW gap is significantly increased when the guided mode is present.
From the information gained from the simulations and reflection measurements, we
determined that an average of 1.1 ± 0.4 atoms were present at every time around
the structure with an average coupling Γ1D/Γ′ = 0.32 ± 0.08, already significantly
bigger than in the nanofiber experiments. Details of the density around the device
and reflection measurements can be found in Fig. 6.6.
For the measurements in [68], the device architecture was not as developed as it is
now. Furthermore, working with the miniMOT became remarkably complicated.
The miniMOT characteristics were extremely dependent on several parameters,
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like beam alignment, scattering on the chip window, power, and science MOT
positioning. Additionally, it was clear that these kind of procedures were going to
be inadequate as new structures were designed and new ways to load and cool atoms
near the device were needed. For that reason, two different schemes were developed.
First, Lab 11 developed the single beam external illumination trap loaded from the
miniMOT as discussed in Chapter 5. On the other hand, Lab 2 started to develop
a new way to deliver high density cold atoms to the structures, based on the optical
lattice schemes shown in Chapter 5, that does not depend on the miniMOT.
Laser and optical system
The laser system used is straightforward. The near resonant light to the 6S1/2 F = 4
ground state is derived from a home made ECDL laser, locked to the 6P3/2F = 3′-
6P3/2F = 4′ crossover by means of a saturation absorption spectroscopic signal4.
About 40mW of power are used to injection lock another laser and seed a tapered
amplifier (TA) that outputs around 600mW of power. A series of polarization
elements and double pass AOMs sifts the frequency of the TA output closer to the
desired transition. In particular, near resonant light to the F = 4→ F = 5′ transition
is taken from here to form the sourceMOT, the scienceMOT, the pushing beam, and
the imaging beam. An additional beam near resonant with the F = 4 → F = 4′ is
used to depump the atoms to the F = 3 ground state. The TA output has a significant
ASE pedestal that carries spectral power at different wavelengths and spreads above
50nm around the seed’s wavelength. In order to avoid resonant heating, the TA
is not used to create optical dipole traps. An additional homemade ECDL laser is
phase locked to the master and used to interrogate the atoms around the structure.
An additional ECDL laser is locked around the 6S1/2 F = 3 resonant frequency,
specifically at the 6P3/2 F = 3′ − 6P3/2 F = 4′ crossover. This light is properly
shifted and acts as a repumper in both MOTs. An injection locked laser is used to
have enough power. Furthermore, an F = 3 → F = 2′ optical pumping beam is
taken from this laser and used in the DRSC scheme discussed in this thesis.
Having covered the D2 transitions, lasers to cover the D1 line are needed. There are
few companies that sell diodes at that frequency, and only large batch requests are
subject to production. As a solution, two DBR lasers were bought to operate at the
desired wavelength. As the excited state manifold is quite sparse, with two hyperfine
states separated by 1GHz, a the crossovers usually do not appear and it is required to
4Here, the prime in the angular momentum value appears only on excited states.
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lock to the transitions. One of the lasers is locked to the 6S1/2 F = 3-6P1/2 F = 3′
transition and the second laser is phase locked to the master. The phase lock can be
done either at a beat note of 1GHz or at 9GHz, but it is more convenient to just lock
to the other ground state transition 6S1/2 F = 3-6P1/2 F = 4′. This light is usually
used to probe the atoms in the D1 transition.
The guided mode trap lasers are two commercial ECDLs, one near the D2 and the
other near the D1 transitions, that can be tuned over a 20nm range by rotating the
diffraction grating. The free-space optical lattice light is the output of a Solstis
M2-Lasers Ti:Sapphire laser that can be also scanned automatically from 700nm to
980nm. This laser is sometimes used to study the optical properties of the device,
specially if it is inside a vacuum environment.
Frequency filtering is usually done by using lithographically patterned volumeBragg
gratings (VBG) that can be aligned to reflect with high efficiency (> 95%) light
in a 40GHz range around the center wavelength λ0 for any polarization. The
central wavelength can be easily adjusted by changing the VBG incidence angle.
Transmission across the VBG is almost lossless for light not in the filtering range, so
light with different frequencies can be combined with high efficiency using a VBG.
For example, the probe and guided mode trap beams need to be combined before
they are sent to the device and in some cases only a 300GHz (∼ 1nm) difference
between the probe and one of the trap beams frequencies exist, making it challenging
to succeed. A simple set of VBG can do the task.
Imaging is an important part of the daily characterization and measurements of the
system. Fluorescence from the atoms is hard to use as atoms need to be observed
usually from certain distance and the signal strength depends on the collected
scattered photons. In the current system, the closest an objective can be to the atoms
is about 6cm, although the off-angle is large (∼ 40◦). A more convenient family
of methods to use are the absorption imaging techniques. Absorption imaging is
done by illuminating the atoms with a laser beam and imaging the shadow cast by
the atoms onto a CCD camera. Because cameras are not sensitive to phase, the
absorption image shows the spatial variation of sample’s transmission. A good
review on imaging methods is [192]. Absorption imaging is sensitive to energy
shifts, so for big traps its topography can be resolved by a combination of images at
different detunings of the probe. For small traps, the trap shift can be manifested as
an enhancement in the total signal for different detunings.
The imaging procedure is simple: the atoms can be released from the trap or not,
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and at any given time a pulsed resonant light beam is sent to the atoms. Usually, in
order to increase the signal a cycling transition is used. In the spatial profile of the
output beam the atoms leave a hole that can be imaged in a detector. A single image
does not reveal all the useful information as it also contains all the information of
the spatial profile of the imaging beam and the imaging system. A second image
without the atoms can be subtracted to the first in order to normalize the first image.
The sample’s optical density is justOD(xi, y j) = − ln
(
Iatoms(xi, y j)/Inoatoms(xi, y j)
)
which can be easily inferred from the data. To collect the light and focus the image
onto the CCD camera we use an Infinity long working distance microscope with
a IF-3 objective and a doubling tube that gives a resolution of about 5.5µm at a
working distance of 170mm. Different setups with standard camera objectives that
offer a much lower resolution (1/8th of the mentioned resolution) are also used.
Usually the probe beams for absorption imaging are 1 inch waist beams.
Most of the optics in the system is designed to have the two MOTs working at
the same time, while having the possibility to perform different kind of cooling
techniques and image at different positions. The 1D optical lattice has its own
optical system and propagates normally to the chip surface. Atoms are loaded in the
lattice and moved towards the chip as described in Chapter 5. In the same path, an
optical pumping beam and imaging beam are aligned.
The experimental control happens in the central computer. A LabVIEW code
controls a series of analog outputs and inputs (AO/AI) as well as different digital
PFI ports. The whole sequence is stored as a bigMATLABmatrix where the indexes
represent the corresponding analog or digital channel and the timing array, while
the entries are their values. Most of the digital outputs work as TTL ports to control
RF switches, camera triggers and any other timed action. The timing resolution
is 10µs and it is usually enough to control most of the tasks. The set of AOs are
usually used to set different RF frequencies and powers by using commercial VCOs
and VCAs.
The data acquisition for probing atoms near the APCW is mostly based on time
precise photon counting. The photon counts are usually recorded in a single photon
counting module (SPCM) whose output goes through a gated photon counter that
outputs an analog signal. These pulses are finally digitalized by a commercial
multiple-event time digitizer card (FAST ComTec MCS6A). For every single cycle
of the experiment, a time trace with 200ps resolution is generated and saved as a
binary file that can be read later.
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6.2 Optical lattice for atomic transport
The optical lattice 1" away from the chip
Having described most of the characteristics of the experiment apparatus, the next
step is to describe the measurements. The experiment starts by loading a one
dimensional optical lattice near the center of the science chamber, following some
of the tips mentioned in Chapter 3. The optical lattice light is derived from a
Ti:Sapph laser with 2W of output power, pumped with a Verdi G-10 laser. The laser
is connected to a wavemeter with 600MHz resolution and has a software interface
that locks the laser frequency using the etalon and reference cavity. Most times, the
red optical lattice is red detuned and the laser frequency is locked around 853.5nm,
which is 1.3nm below the atomic transition (∆ = −2pi × 500GHz). The laser is
located in the room adjacent to Lab 2 and a 20 meters long optical fiber delivers
around 800mW of power to Lab 2. It has been observed that for longer fibers
the transmission efficiency drops significantly as the input power increases. By
monitoring the damping port of the optical isolator placed before the fiber input, a
fast flash is observed in that port when the input power increases above 1W. That
could be associated with stimulated Brillouin scattering (SBS) [193] from the fiber
material. In this case, Stokes backreflected optical power is initiated by thermal
phonons and there exists a threshold where the nonlinear gain is significant enough
to reflect the input beam into the backwards direction. The gain depends on different
material parameters, but it is also a function of the fiber length. The observations
made in Lab 2 seems to reflect that dependence.
The light is then divided into two paths with similar power and orthogonal po-
larization. Each path goes through an 80MHz double pass AOM that shifts both
frequencies in the same direction. Each beam is coupled to a 1 meter polarization
maintaining optical fiber that is launched on the optical table using a 15mm molded
aspheric lens that collimates the beam to a waist of 1.5mm. Two dielectric mirrors
are used to modify the beam pointing, and polarization elements are used to align
the polarization of both beams parallel to the horizontal plane. Before each side of
the chamber, a 300mm achromatic doublet lens mounted on a 3-axis translational
stage is used to focus each lattice beam inside the chamber. The two beams are
focused to the same point, usually about 7mm away from the chip and 1.8cm from
the science MOT. Using the edges of the chip’s window, a knife edge measurement
allows to measure the beam waist. At the focal point, the beam is focused to 55µm
with a Rayleigh length of zR = 11.1mm. Just before the chamber’s viewport a 1"
polarization beam-splitter is placed. Usually, after all the optics each beam has a
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Figure 6.7: Optical lattice setup. The light derived from a Ti:Sapph is split in two
paths whose frequencies are shifted in a controlled way and then are interfered in the
the science chamber. The frequency ramp ∆ f (t) controls the motion of the conveyor
belt.
150mW of power before entering the chamber. The beams are aligned to a device
and usually a good backcoupling efficiency is observed. The laser light path that
creates the lattice is shown in more detail in Fig. 6.7.
The RF driving signal for eachAOMcauses the atoms tomove towards the chip. One
of the AOMs is driven by a 80MHz signal generator that also outputs a 10MHz signal
used to phase lock other generators. The other AOM is driven by mixing a 70MHz
phase locked signal and a 10MHz signal generated by a commercial DDS (AD9854).
This DDS is clocked by a 200MHz signal, phase locked to the others, and is able to
store in its internal memory an arbitrary frequency ramp. A band-pass filter (5MHz
bandwidth) removes the additional frequency components generated in the mixing
process. The frequency ramps are programmed on an Arduino microprocessor and
transmitted to the DDS through a serial SPI bus.
Transfer of atoms from the MOT into the optical lattice with a high efficiency is of
paramount importance for the experiment. A prerequisite for a successful loading
is a thorough alignment of the dipole trap laser onto the MOT. The overlap is
controlled by changing the current in the science chamber bias coils. The lattice
beams are turned on and the MOT operates for 35ms. During that time, the MOT
beams power and detuning are changed and the quadrupole is on. The repumper
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power is significantly reduced, almost to its minimum (∼ 20µW total), increasing
the time atoms remain in F = 3, in order to avoid resonant light re-scattering and
inelastic collisions that turn on at higher densities as seen in Sec. 3.4. After that, the
quadrupole is turned off and the bias field is dynamically changed, trying to keep the
atomic cloud around the lattice beams. Usually, the correction on the magnetic field
is performed mostly along the quadrupole axis. The change in the magnetic field
lasts about 10ms and coexists with the changes in the MOT beams parameters. At
this point the lattice is loaded almost to its full capacity and the sample thermalizes
close to its Doppler temperature (125µK).
After that stage, the current in each of the bias coils is set to cancel any residual
magnetic field at the lattice position. To set this values a microwave scan is per-
formed, usually every few weeks. The MOT beams and repumper beams are turned
off and a 1ms depumper beam pumps all the atoms to F = 3. Subsequently, the
atoms are prepared among all the 7 mF states, with its specific distribution given
by tyhe details of the optical pumping process. A residual magnetic field will
create a Zeeman-like shift of the form gF |B|, where the gF coefficient determines
the sensitivity to the magnetic field. For F = 3 (F = 4), the gF coefficient is
gF = −350kHz/G (gF = 350kHz/G). A microwave field with frequency around the
ground states hyperfine splitting can coherently transfer atoms between F = 3 and
F = 4 and in the presence of a magnetic field there will be several frequencies where
transfer between different mF states can happen. A pi-pulse transfers most of the
atoms to F = 4 where the atoms can be imaged as described before. As the mi-
crowaves are not polarized, every possible transition among the 15 is usually excited.
The splitting between two consecutive peaks is proportional to the magnitude of the
magnetic field. By changing the bias coils settings and repeating the microwave
scan around resonance the peaks can merge into a single peak around resonance,
indicating that the magnetic field is nulled as seen in Fig. 6.8(a). When all the
peaks merge and absent power broadening, the width of the spectrum determines
the residual magnetic field. For the yellow trace in Fig. 6.8(a), the peak is about
40KHz wide, giving a residual field Bres ≈ 10mG. Given the microwave power at
the atoms location, a pi-pulse can be found by changing its duration and maximizing
the transfer, as seen in Fig 6.8(b). For the experiment, that time is about 55µs and
the associated Rabi frequency is Ωµ−waveRabi = 2pi × (4.5 ± 0.2)kHz.
Once the field has being nulled, polarization gradient cooling further cools the atoms
in the lattice. Temperatures as low as 10µK for non-trapped atomic clouds have
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Figure 6.8: Microwave spectroscopy of untrapped atoms. The atoms are exposed to
a pi microwave pulse that pumps them from F = 3 to F = 4. If residual magnetic
fields are present, the different sublevels broaden the central peak or are completely
separated if the field is too big. In (a) the transition from the blue-red-yellow scan
represent the transition from a bigger field to a smaller one as the bias coils are
changed. The duration of the pi-pulse is extracted from (b).
been measured by means of time of flight measurements, but in order to maximize
the atom number loaded in the trap the temperatures measured are around 40µK.
Atom number in the lattice is usually measured after waiting at least 50ms in order to
get rid of the non trapped science MOT atoms. For deep traps, where a few million
atoms are loaded, significant difference between the lifetime for samples that are
pumped to F = 3 and samples that remain in a balanced mixture between F = 3 and
F = 4 are observed. When the atoms are polarized to F = 3, after holding them in
place for 100ms usually the lattice contains 2 × 106 atoms with an axial and radial
Gaussian rms width of σlatt−ax = 450µm and σlatt−rad = 80µm, respectively.
At the science MOT the optical dipole potential has a depth
UMOT0 = 400µK,
with trap frequencies
νMOTz = 262kHz,
νMOTρ = 374Hz,
for the corresponding waist radius wMOT = 135µm, P = 150mW, λtrap = 853.57nm
and αs = 85500 a.u.5 (the difference between the scalar polarizabilities for the two
5In atomic units (a.u.) the atomic unit of electric polarizability is e2a20/Eh = 4.64877 ×
10−41C2m2J−1 according to the CODATA value.
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Figure 6.9: Optical dipole trap at the science MOT. In (a) the radial confining
potential with the effect of gravity is shown while in (b) the axial dependence over
a wavelength space is shown.
ground state is about 1.7% of its mean value at this detuning). Each pancake
is characterized by a radial thermal length Lρ = 46µm and axial thermal length
Lz = 17nm. Along the z-direction gravity reduces the trap depth by 35µK. The
off-resonant scattering rate is Γsc = 2pi × 88Hz. Once the atoms move towards the
chip, the trap volume reduces significantly. For the same power, the trap depth is
Uchip0 = 2.43mK,
with trap frequencies
ν
chip
z = 646kHz,
ν
chip
ρ = 2.26kHz,
and the scattering rate is Γsc = 2pi × 510Hz. For these calculations, as the lattice
light is still close to the Cs D2-line transition, the trap is calculated using the atomic
polarizability. The simple two level approximation tends to overestimate the trap
strength by almost 50%. Fig. 6.9 shows the trap along different axis at the MOT
position, considering gravity.
Further cooling for the trapped atoms is performed by the DRSC technique intro-
duced in Section 3.4. In order to cool the atoms to its vibrational axial ground state,
the polarization between the lattice beams is rotated by 15◦. That weakens the trap
depth, but creates the desired Raman coupling. An additional circularly polarized
F = 3 → F = 2′ optical pumping beam is introduced along the y-direction. Usu-
ally it is operated at very weak intensities with just about 200nW in its 1mm waist
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(∼ 0.01Isat) and detuned about −Γ from resonance, in order to avoid broadening
in the |3, 2〉 state. Higher powers tend to decrease the efficiency of the cooling and
result in atom loss. A bias magnetic field produced by a fast switch in the current
through the bias coils along the y direction is introduced to create a degeneracy of
the Zeeman sublevels and vibrational levels as described before. Usually, after the
DRSC is successfully applied the atoms are polarized in the |3, 3〉 state. A fraction in
|3, 2〉 can remain as a small pi polarized component is needed in the optical pumping
beam.
In the interest to find the actual value of the applied bias magnetic field for DRSC,
the current through the y-coils is scanned in small steps and the atoms are held in
the trap for 100ms before being released and imaged 8ms later. An increase in the
total number of atoms, accompanied by a reduction in the cloud size, and hence
denser (peak OD), is the symptom of cooling. For the opposite current direction,
heating is observed although it exhibits a much broader resonance than the cooling.
By monitoring the OD for different By fields, usually a couple of resonances are
observed once the Zeeman shifts equals the energy of one and two vibration quanta
as seen in Fig. 6.10(b). Free space imaging techniques usually measure an axial
temperature Tax = 20µK and radial Trad = 45µK, although the latter tends to reduce
as cooling extends for longer times, probably associated with thermalization due
to non-harmonic trap characteristics, small though, and collisions. The observed
cooling along the axial direction is fast, and usually 10ms is more than enough.
The Rabi frequency associated with the Raman coupling calculated from Eq(3.25)
is ΩnDRSC =
√
n2pi × 440kHz. As a consequence, even smaller angles between
the two polarization directions can provide significant cooling. However, the main
limitation in the cooling rate is the small optical pumping rate.
After DRSCmost of the atoms are pumped to the |3, 3〉 state. If the trap is turned off
and a microwave pulse is applied as before, there will be a few narrow resonances
associated with atoms populating certain mF states as shown in Fig. 6.10(a).
There, the blue trace hows the resonances associated with atoms populating |3, 3〉
and |3, 2〉 for an unpolarized microwave pulse. However, if the trap is on during
the microwave pulse information about the trap can be also obtained. In Fig.
6.10(a) the red trace indicates a widening of the peaks, associate with the trap
potential and the sample temperature. Furthermore, it is possible to excite transitions
between different vibrational levels manifested as sidebands around the carrier. For
example, an atom can be excited from state |3,mF, n〉 to the state |4,mF ′, n ± 1〉
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Figure 6.10: Degenerate Raman sideband cooling in a 1D optical lattice. In (a),
for the applied bias magnetic field, a microwave spectrum revels the distribution of
the atoms among the different sublevels for the lattice on (red) and off (blue). The
lack of a specific polarization for the microwave pulse excites several transitions.
In (b) the results of the absorption imaging analysis shows the peak optical depth
increasing as the voltage that controls the current through the bias coils in the y-
direction is applied. Heating is observed for a different direction. Finally, in (c) a
microwave spectrum is taken after applying a big magnetic field in order to isolate
a single Zeeman sub-level with the trap on (red) and off (blue). When the lattice
is off (blue), the carrier is narrow and centered in the free-space expected position.
Once the trap is on (red), the vibrational sidebands are reveled showing that the
sample is significantly cooled to the ground state. Peaks at ∆ = −140kHz and
∆ = 100kHz correspond to the red and blue sideband respectively. The carrier for
the red trace is located at ∆ = −20kHz. The trap is different to the one described
in the text (bigger waist), and hence the resolved vibrational frequency is smaller
(νz = 120kHz). The difference between the carrier centers for the blue and red trace
(20kHz) is a consequence of the different polarizability for the two ground states.
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Figure 6.11: (a) Repumper power influence in the lattice loading. (b) Trap filling
after DRSC considering the radial temperature vs the trap depth U0.
if the microwave frequency is shifted by ±νz with respect to the carrier, exciting a
vibrational sideband. The asymmetry in the sidebands is associated with the fraction
of atoms that occupy the vibrational ground state as those atoms can not undergo a
transition that reduces its vibrational quantum number. A big blue sideband and a
disappearing red sideband is usually a good indication of ground state cooling. It
can be also used to estimate the temperature, as in equilibrium the ratio between
the sidebands should be e−
~νz
kBTax . A measurement of the sidebands is shown in Fig
6.10(c). The width and asymmetrical characteristics of the sidebands are associated
with the radial motion and temperature and are hard to resolve in this case. For a
beautiful thermometry analysis the work of Blatt et al. [120] is recommended.
The dependence of the atom number loaded into the one dimensional lattice as
function of the repumper power is shown in Fig. 6.11(a). As observed by Kuppens
et al. [122], low values of the repumper power enhance the loading efficiency. In
that way, the atoms remain more time in the F = 3 ground state, where resonant
light re-scattering and inelastic collisions are suppressed as explained in in Section
3.4.
Other measurements where performed to study the distribution and localization of
the atoms in the trap. In particular, in order to estimate the magnitude of different
heating processes the ratio between the atoms total energy E and the trap depth U0
is necessary. The measurement is simple, the power is reduced and the trap depth
reduced proportionally. For each power the temperature of the sample is measured.
At the science MOT position before DRSC, the ratio is about E/U0 ≈ 0.3 but after
DRSC the ratio can decrease to E/U0 ≈ 0.13. That means that the atoms are really
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localized in the trap. The measurement can be seen in Fig. 6.11(b).
Optical conveyor belt
By carefully controlling the RF driving source, submicron precision in a few cen-
timeters distance can be achieved for transporting atoms [194, 195, 196]. As
described before, the dipole trap formed by the two counter-propagating beams with
waist w0 and Rayleigh length zR produces a time and position dependent optical
dipole potential6
U(z, t) = U0
w20
w2(z)e
−2 ρ2
w2(z) cos2(pi∆ f t − kz), (6.3)
where w(z) = w0
√
1 + (z/zR)2 is the beam radius with waist w0 and ∆ f is the
frequency difference between the two beams imprinted by the two AOMs. In the
laboratory frame, this pattern corresponds to a moving standing wave along the
optical axis with velocity vlattice = pi∆ fk =
λ∆ f
2 .
After the atoms are loaded and cooled into the lattice by 40ms of DRSC, the lattice
is ready to move. Over a big range of final velocities, 10m/s < vlattice < 1m/s,
it was verified that short acceleration times were ideal to avoid losses. In most
cases the lattice accelerates from 0 to v = (1MHz)λ/2 ≈ 0.43m/s in 100µs. This
acceleration alatt is significant, about 4.3 × 103m/s2 ' 440g. In the accelerated
frame the potential is the sum of the standing wave one Ulatt(z) = U0 cos2(kz) and
the contribution of the acceleration force Ua(z) = malatt z. The result is a tilted
λ/2 periodic potential with an smaller effective potential depth. The atom remains
trapped as long as the acceleration potential does not create a force larger than
the lattice force, that is the same as the existence of a potential local minimum.
The acceleration is thus fundamentally limited by the trap depth U0, such that the
maximum acceleration is amax = U0k/m = 2.3 × 105m/s2 ' 2.35 × 104g, which
is about 50 times bigger than the accelerations used in the experiment. For the
accelerations used in the Lab 2 experiments, this effect weakens the lattice depth by
malattλ/2 ≈ kB30µK.
In this work, bigger accelerations are hardly ever used, although we have experi-
mented with 1.6MHz and 2MHz moving lattices. Experimenting with faster lattices
have problems apart from what was just discussed. A common technical problem is
6Here the intensity profile is assumed to be transversally flat according to the discussion in
Section 3.3.
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the AOMs bandwidth that limits the use of lattices faster than 10MHz at the expense
of reducing efficiency significantly.
When the acceleration starts, it is rapidly switched on from0 to alatt . The equilibrium
position of the accelerated potential is shifted by the amount∆z = − arcsin(alatt/amax)2k ≈
−13nm. These sudden changes of the potential, either heat or cool the atoms
depending on the relative position in the potential. If before any change in the
potential the atom has a significant potential energy, a sudden change in the potential,
that results in a weaker barrier, might not be able to confine the atom. As in the
experiment alatt/amax  1, the maximum energy gained due to an abrupt jump
is insignificant. As described before, the initial thermal energy distribution of the
atoms in the trap corresponds to 0.2U0. A slow change in the acceleration would
avoid this heating because the atoms would then adiabatically follow the motion of
the potential well, but at expense of trap loss due to the finite lifetime of the atoms
in the optical lattice.
Losses in the moving optical lattice
As described before, the lifetime of the atoms in the lattice is limited by several
different mechanisms. Here, a more detailed analysis of the different losses mecha-
nisms is presented. As a note to the reader, many of the heating models considered
here are just that, simplifications of the real and more complex problem.
Cold Collisions
For short times, very big state dependent losses are observed. The measurements
performed prepare atoms in (i) a balance mixture of F = 3 and F = 4 or (ii) every
atom in F = 3 by turning on a depumper beam. Among all the mechanisms that
can take place and generate losses, the only one that can explain such a difference
between the two ground states are state dependent collisions. Along with absorption
imaging measurements, the procedure developed in Section 3.3 gives peak densities
of ∼ 1× 1012 atoms/cm3, which is enough to start showing two-body losses for both
states over the time of transport our lattice to the APCW. This has implications not
only in the fast atom number decays, but also on the observed long term lifetime as
seen in Fig. 6.12. It has also being verified that if a smaller number of atoms is
loaded, by for example reducing the efficiency of the push beam scheme, the two
lifetimes become more comparable. In order to reduce the effect of this loss, the
atoms are continuously pumped to F = 3 during the cooling and transport to the
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Figure 6.12: Lifetime for different sample preparations. The red trace is the expo-
nential decay fitting for the orange squaremeasurements when the atoms are pumped
into F = 3 (case (ii) in the text) with τ = 200ms, while the blue trace is the fitting
for mixed state preparation in F = 3 and 4 (case (i)) with τ = 80ms.
chip. If the atoms are further cooled continuously observed lifetimes can exceed
500ms.
Recoil heating
The observed lifetime could be explained by big contributions due to off resonant
scattering from the lattice beams. The scattering rate at the MOT position Γsc =
2pi × 88Hz means that a photon is scattered every 1.8ms. The atom oscillates
many times while absorbing and emitting photons such that the momentum transfer
averages to zero. In the best case, each absorption and emission process increases
the atomic energy by the one-photon recoil energy Er 7. The energy of the atom
increases then at a rate Û¯E = ErΓsc/2, where the factor of two comes from applying
the virial theorem. Therefore, only nheat photons are needed to heat the atom out of
7If vector shifts are present, the recoil energy is higher, as additional energy is carried away in
every scatter event.
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the trap with
U0 = 2nheatEr . (6.4)
This gives nheat ≈ 9.7 × 102 photons which limits the lifetime to about 4s, and 2.5s
considering that the atoms fill the trap to about a third of its depth. From the MOT
decay measurements, the background gas collisions might will limit the trap lifetime
to about 3s. There is still almost a tenfold difference between the projected lifetime
and the observed one. It has been verified that, the lifetime depends on the power
used to load the lattice, and hence the trap depth.
Excited-ground state dipole force fluctuation
For a two level system the polarizabilities have opposite signs, therefore, at the
potential minimum for the ground state, the excited state has a local maximum. Over
several excitations, the randomly fluctuating dipole force causes heating. Cs atoms
and their trap potentials are more complex than just this two level approximation,
but it is at least a simple model to develop intuition about the scaling and magnitude
of this effect. A great review on this topic is presented by Dalibard and Cohen-
Tannoudji [197].
The idea is to consider the momentum transfer that results from a fluctuation in
the dipole force. In the ground state, an atom experiences a position dependent
force with magnitude Fg(r) = |∇Ug(r)|, while in the excited state the force is
Fe(r) = |∇Ue(r)|. As a consequence of the different sign for the polarizabilities and
hence the optical dipole potentials8, at the same position the forces for ground and
excited state have, approximately, opposite direction as can be seen in Fig. 6.13.
As the excited state has lifetime τ = 1/Γ0 ≈ 30ns, much shorter than the oscillation
period in the trap, and the momentum transfer if an atom is excited to the ground
state for that time is
∆p = τ(Fe(r) − Fg(r)) = τ∆F . (6.5)
This instantaneous momentum transfer, associated with a kick force, is identical to
the Langevin equation treatment discussed before in Chapter 3. Therefore, the kicks
in momentum space drive a random walk with steps
Ekick =
(∆p)2
2m
. (6.6)
8This remark is true for the 6P3/2 excited state family, as there are not appreciable light shifts in
the 6P1/2 excited state manifold due to the lattice potential.
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Figure 6.13: Optical dipole force fluctuations as the atom can be pumped to the
excited state where the force is different.
For a ground state trap with U0 ≈ kB × 400µK and considering its variation over
a lattice period the force can be estimated as Fg ∼ U0/(λ/2) ≈ m × 6 × 103g
and the associated energy step is Ekick ≈ 105nK. The rate at which these kicks
happen, Γkick/2pi, is a bit more tricky. It is not immediate that it is the lattice
scattering rate, because in the dressed state picture the dipole potential mixes ground
and excited state components and the lattice photons absorbed do not necessarily
describe changes in the shape of the potentials that lead to these fluctuations. Instead
the rate at which this excitations happen is given by [197]
Γkick =
Γ2sc
Γ0
≈ 2pi × 2mHz. (6.7)
This process has therefore a negligible effect on the atomic motion giving a heating
rate of Û¯E = 1.23nK/s.
However, near resonant light can contribute to this form of heating in a more
significant way, as associated rate is higher. For a periodic cosine potential, the
maximum force Fmax is experienced at the turning points if the energy is half
of the depth of the potential (E = U0/2) where the force varies linearly with
the displacement. If the atom energy is significantly smaller than the potential
depth, under the harmonic approximation the maximum force is Fmax
√
2E/U0, and
therefore the heating rate is
Û¯E = Γkick τ
2F2maxE
mU0
. (6.8)
Along the axial direction, for E = U0/2, the maximum force is
Faxmax = kU0 ≈ 4
~kΓ0
2
, (6.9)
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and along the radial direction a similar argument follows because near the bottom
the two potentials are harmonic such that
Fradmax =
U0
w0
2√
e
≈ 0.007~kΓ0
2
, (6.10)
where both comparisons are made with the maximum force due to resonant light
scattering. The axial heating rate is significant Û¯E = 2.6K/s. As the radial heating
rate is greatly suppressed, axial temperatures could be larger than radial temperatures
during continuous illumination. This case does not apply to our experiment, as the
only near resonant light present during the transport is the depumper beam, but it
only acts if the atoms is pumped to F = 4.
Lattice fluctuations
The previous heating mechanisms discussed here have origins in different atomic
properties. But very important sources of noise have technical causes that need to
be characterized and suppressed as much as possible. Two of these technical noises
associated with the laser light and its propagation system can cause fluctuations in
the trap depth and position. In the one dimensional lattice, fluctuations of the laser
optical power lead to changes in the trap depth, therefore changing the oscillation
frequency. Beam pointing instabilities can transversally move the trap, but the phase
noise is more important in our interference pattern traps.
Fluctuations in the laser intensity have been proven to heat up atoms trapped in
optical dipole traps [124]. In this model, fluctuation in the intensity changes the
trap frequencies which, in the quantum picture, drives transitions towards different
trapped states, causing heating and cooling. Using perturbation theory and assuming
the intensity fluctuations are small the energy increases exponentially ( Û¯E ∝ E¯),
where the heating rate associated with a trap frequency ν0, is [124]
ΓI(ν0) = pi2ν20SI(2ν0), (6.11)
and SI(ν) is the spectral density of the relative intensity noise defined as the normal-
ized variance of the intensity in a spectral band dν around the frequency ν,
SI(ν)dν = < (∆I)
2 >dν
< I >2
. (6.12)
This effect is similar to the classical parametric heating effect, where fluctuations
or driving at twice the motion frequency increases the amplitude of the oscilla-
tions. Due to the factor ν20 , high oscillation frequencies are more critical than low
frequencies.
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By measuring the power of the laser with a photodiode (Si photodiode), the relative
intensity noise SI(ν) of the Ti:Sapph in the lab can be determined. The power
spectrum of the photodetector output (bandwidth from DC to 10MHz) can be
determined in an spectrum analyzer (SRS-760 and HP-E4403B) and by dividing
by the DC voltage one obtains the relative intensity noise SI(ν). Details are shown
in Fig. 6.14(a), where SI(ν) is shown over different detection windows, hence the
different color traces. At low frequencies, 1/ f -noise and the power line frequency
(60Hz) and its harmonics dominate. A series of strong peaks at (2,4,8,12,16,20)kHz
dominate the acoustic regime. The fundamental cause of these peaks could be on
intrinsic laser noise, electronic noise (power supplies, etc) and noise in the pump
laser. At high frequencies the noise becomes flat with the exception of a broad peak
around 75kHz and reaches the theoretical shot noise of the photocurrent determined
from the DC output voltage. At some point an AOM was used to remove acoustical
range noise on the laser intensity, but it never had a significant impact on the lifetime
of the trapped atoms, although the laser systems has been updated since that then.
A significant fraction of the acoustical noise is due to polarization fluctuations and
vibration in the optical elements and in principle can be improved.
The characteristic 1/e time constant τI = 1/ΓI(ν) described in Eq(6.11) is shown
in Fig. 6.14(b). If an oscillation frequency of the atom in the lattice coincides with
one of the large peaks in the noise spectrum, significant heating is expected. For
the calculated trap frequency at the MOT νMOTz = 260kHz, the time constant is
τMOTI,z = 10s.
Shifts in the trap position resemble the application of a stochastic force that can
induce a random walk in phase space and therefore heating. Transversal position
fluctuations of the lattice beams can be caused by acoustical vibrations of the optical
elements or by pointing instability of the laser beams. With Sz(ν) being the relative
spectral density of the position fluctuations, the associated heating is given by [124]
Û¯E = pi3mν40Sz(ν0). (6.13)
The spatial stability of the standing wave dipole trap inside the vacuum chamber is
not known. At the science MOT position, the waists w of the lattice beams have
been changed over a wide spectrum, from 30µm to 150µm. Due to the dependence
of the trap frequencies on the waist w and the strong influence the trap frequencies
has on the heating, Eq(6.13), it is fair to believe that this is not a relevant heating
mechanism in the experiment.
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Figure 6.14: Laser intensity noise. In (a) the relative intensity noise SI(ν) is shown.
The different traces correspond to the use of different spans and bandwidths in the
spectrum analyzer. Every trace is normalized accordingly to estimate the relative
intensity noise. Several peaks and its harmonics appear in the spectrum. In (b) the
corresponding 1/e time constant τI = 1/ΓI(ν) is shown.
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The optical phase noise is really relevant for the unidimensional lattice and the
operation of the optical conveyor belt. As the two counter-propagating beams are
derived from the same laser light and frequency shifted by two AOMs that cause the
motion of the standing wave pattern. For a change ∆φ in the optical phase between
the beams, the atoms will move axially by ∆z = ∆φ/2k according to Eq(6.3). The
phase noise can have different causes: the mirrors shake, the temperature or strain
in the optical fibers changes, and also electronic noise in the AOMs driving system
to name a few examples. The electronic noise is relevant as it can have serious
consequences on the expected probe transmission in the APCW.
The noise on the RF signals can be studied by doing an heterodyne measurement
on a phase detector. The idea here is to characterize the phase modulation of an
oscillating signal by comparing that signal with a reference oscillation that would
have a fixed offset in frequency and phase from the signal if no modulation were
present. The phase difference between the two electronic signals, ∆φel , is encoded
in the voltage output of the phase detector Vφel = V0 cos(∆φel). If the two signals
are set in quadrature, such that < Vφel >= 0, the output voltage is proportional to
the phase difference: (Vφel )rms = V0(∆φel)rms. As both AOMs are in a double pass
configuration, the position fluctuation is
< ∆z2 >=
< ∆φ2el >
k2
. (6.14)
Therefore, the relative position noise is derived from the relative phase noise
Sz(ν) = Sφ(ν)/k2 and from Eq(6.13) the associated heating rate is derived. The
measurements performed are shown in Fig. 6.15. At high frequencies the heating
rates can be on the order of a fewmK/s. Two peaks at ν0 = 545kHz and ν0 = 410kHz
with heating rate 350mK/s and 4mK/s respectively could be significant. A possible
effect associatedwith Eq(6.13) is the fact that as soon as the atoms start to heat up, the
harmonic approximation is no longer valid and the effective trap frequency can drop
significantly when atoms filling a large fraction of the trap depth, meaning that the
phase noise is no longer relevant. The integrated phase noise is∆φrms = 3×10−3rad,
which is quite small. Further improvements can be done and are being discussed.
Adiabatic compression of the lattice
As the atoms move towards the chip, the waist, the intensity and the trap depth
change. This variations in the trap characteristics can create more complicated
effects. If these changes happen slowly, the trap will deform and the atoms will
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Figure 6.15: Electronic phase noise. In (a) the relative phase noise Sφ(ν) in the
electronic signal is shown. The different traces correspond to the use of different
spans and bandwidths in the spectrum analyzer. Every trace is normalized accord-
ingly to estimate the relative phase noise. In (b) the corresponding heating rate due
to the position fluctuation caused by the phase noise is shown using Eq(6.13) and
Eq(6.14). Only the peak at ν0 = 545kHz represents a significant problem.
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change its thermodynamic properties to adapt to the new trap, analogous to a gas
compressed in a box. If the atoms remain in equilibrium during this adiabatic
change, its temperature will change too. This is relevant because over the transport
distance the trap suffers significant modifications.
Radially, the potential length scale is given by the beam waist, while axially the
wavelength dominates the behavior. The thermal properties of the trapped atomic
gas were described in Section 3.3. In equilibrium, the thermal length scale along
each direction, Lth, describes the spatial density distribution. Each pancake can
be consider as an identical and independent trap given that the atoms occupy an
extent much smaller than the beam Rayleigh length zR and the atoms are sufficiently
localized near the bottom of the trap. Therefore, the effective volume of each of
these separate traps is
Ve f f = (Lρth)2Lzth ∝ (ν2ρνz)−1/2, (6.15)
because Lth ∝ ν−1/2. For the scaling described before in Eq(3.13) and Eq(3.15)
where νz ∝
√
U0 and νρ ∝
√
U0/w(z)2 with U0 the trap depth, the effective volume
depends on the power P and the waist w(z) of the beams, such that
Ve f f ∝ (w(z))
5/2
P3/4
. (6.16)
At constant power P, for a zR = 1.11cmRayleigh length after moving 2.5cm towards
the focus, the effective volume reduces by more than 9 times. For smaller focus
beams, this effect is bigger.
In the adiabatic process, the phase space density is kept constant.Therefore, the ratio
ν/T is constant during the process. The modifications are adiabatic if the change in
the oscillation frequency in one cycle is much less than the oscillation frequency,
that is Ûν/ν2  1. Under normal transport conditions, this is satisfied.
If the potential is assumed to be separable and the dynamic is conservative, following
the Liouville’s theorem, each direction is thermalized to its own temperature Tρ and
Tz radially and axially respectively. Therefore, during adiabatic compression
νz/Tz is constant, and νρ/Tρ is constant. (6.17)
Under trap frequency changes the effective volume as a function of the temperature
should change as
Ve f f ∝ (T2ρTz)−1/2. (6.18)
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In the example described before, a reduction in the effective volume comes along
with an increment in the sample’s temperature. If the two temperatures, Tρ and Tz,
where the same T¯ , once the atoms are at the focus they are more than 4 times hotter
in a 6 times deeper trap. In the experiment, the measured temperature between the
two directions after DRSC is usually different, but there exist mechanisms that tend
to equilibrate them as elastic collisions.
To be specific, for any given two points along the lattice axis z1 and z2, the axial
temperatures are related like
Tz(z1) = Tz(z2)
√
P(z1)w2(z2)
P(z2)w2(z1), (6.19)
where the power P can change, and the waist w(z) changes as the atoms moves along
the beams. For the radial direction,
Tρ(z1) = Tρ(z2)
√
P(z1)w4(z2)
P(z2)w4(z1) . (6.20)
A comparison with numerical simulations confirm the simple thermodynamical
model as the atoms move towards the focus. In this case, the simulation is done
using a scalar Gaussian beam to generate each lattice beam and the device is not
present. The initial cloud consisting of a few thousand atoms is trapped 1.0cm
away from the focus and is thermalized along the three direction to T = 30µK.
The optical frequency difference between the beams is ∆ f = 1MHz, such that
the transport velocity is vlatt = 0.43m/s. The cloud moves and its momentum
distribution spreading is used to extract the temperature along each direction. At
the focus, the atoms are characterized by an axial temperature Tz = 90µK and
radial Tρ = 210µK as seen in Fig. 6.16(a), in agreement with the predictionss from
Eq(6.19) and Eq(6.20). Meanwhile, the position spreading decreases along both
directions, following the adiabatic criteria described before. Fig. 6.16(b)-(c) show
the numerical simulation result and the model’s prediction for the radial and axial
direction respectively.
As part of the experimental efforts, the temperature has been measured at different
positions between the science MOT and the chip. A set of observations seem to
suggest that this effect is really relevant for the success of the transport. A common
type of routinemeasurement to check if the systemworks as expected is the so-called
torture test. The torture tests are based on a single back-and-forth transport, over a
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Figure 6.16: Simulating a long transport. In (a) the momentum distribution width
is used to determine the temperature along each direction in agreement with the
model. The red trace represents the axial direction, axis on the right side of the
panel, while the blue trace represents the radial direction, axis on the left side of the
panel. In (b) and (c) the position distribution width is plotted as the cloud moves
for the radial and axial direction, respectively. Numerical simulations performed by
Lucas Peng.
distance close to the 2.5cm separating the science MOT and the chip. The atoms are
accelerated for 100µs at a constant acceleration a, and then they move at constant
speed, vlatt , for a variable time T , with T  100µs. An opposite acceleration to
the initial one, −a, is applied for 200µs, followed by another constant speed interval
with pf length T and value −vlatt . After that second interval of length T , the atoms
are accelerated at a constant value a in order to stop them in 100µs at their initial
position. In other words, it is a time symmetric back-and-forth trip as shown in Fig.
6.17(b). The temperature and atom number are measured once the trapped cloud
comes back. If the power is kept constant during a T = 35ms test, less than 20%
of the atoms come back and are significantly hotter. From the images taken, some
atoms are really lost in the several acceleration stages, but during the constant speed
trip atoms are also lost. Additionally, if the optical power in both beams is changed
from an initial high power Pi to a final lower power P f in the first trip and ramped
up back to Pi in the second trip, the efficiency of the torture test can increase above
50% and the final temperature is almost as low as the initial temperature. Therefore,
by keeping the trap as flat as possible, the transport is more efficient and keeps the
atoms colder.
The efficiency of the round trip for different final power is shown in Fig. 6.17(a) and
a detail on the transport sequence is shown in Fig. 6.17(b). When the optical power
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in each beam is reduced to P f ≈ 0.15Pi, about 55% of the initial atoms survive the
70ms round trip to the vicinity of the chip and back to the science MOT. For this
optimal lattice, the projected lattice depth is kept relatively flat, changing by less
than 20% as noted in the theoretical calculation in Fig. 6.17(c). As a comparison, if
the power were kept constant the trap depth increases by a factor of 6. The projected
equilibrium temperature T¯ for the optimal case is shown in Fig. 6.17(d) and only
increases by a factor less than two. It is indeed, similar to the temperature observed
in the experiment. The axial and radial trap frequencies, νz and νρ, are shown in Fig.
6.17(e) and (f) respectively. Axially the change is small, but radially it increases by
a factor of 2.
When the power is kept constant during the transport, time of flight measurements
are not reliable as the temperature is very high and the cloud expands quickly out
of the 1.8mm wide window used to image the atoms. Another method was used to
infer the temperature near the chip by performing spectroscopy on the AC-shifted
density distribution of the atoms [198]. The idea is relatively simple: absorption
images (and background images) of the sample of trapped atoms are taken in order
to map the radial degrees of freedom. The imaging beam is locked to the Cs D1-line
transition, such that the excited states are nor perturbed significantly by the trapping
light. From the OD images it is possible to reconstruct the probability density
p(E) describing the trapped atoms. For an atom trapped in a harmonic potential the
probability density in equilibrium is p(E) ∝ E2e−E/kBT . The result of this analysis is
shown in Fig. 6.18, where the radial temperature is determined to be T f it = 300µK,
as the imaging is performed along the lattice axis. This method works well if the
trap is very deep, in order to resolve the AC shifted atoms.
Resonant and parametric heating due to reflections in the moving lattice
The change in the trap as the atoms move might also enhance other heating mech-
anisms, therefore it is important to study numerically and experimentally their
influence. To be specific, there could be an exchange of energy from the center of
mass motion, dominated by the lattice chirp frequency ∆ f , to the oscillations in the
trap site, dominated by the axial and radial trap frequencies. In different systems,
losses were observed once the atoms move at certain speeds using the optical con-
veyor belt [194]. The explanation found for this phenomena [199] is going to be
described here and is relevant to understand the transport near the device.
The example is relatively easy but it might have significant consequences. The
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Figure 6.17: Torture test and lattice characteristics during optimized transport. In
(a) the back-and-forth transport efficiency is measured for different final powers
P f . The motion is described in (b). The trap depth U0, the mean temperature T¯ ,
and the axial and radial trap frequencies νz and νρ for the optimized sequence with
P f = 0.15Pi are shown in (c) to (f) respectively.
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Figure 6.18: AC-shifts spectroscopy of the trap potential in the radial plane. The
column optical depth along the (a) horizontal and (b) vertical direction is shown
for different detunings for a sample of trapped atoms. The dark regions (OD < 0)
correspond to a small leakage of the trap light. In (c) the reconstructed probability
density p(E) is shown. The fitted radial temperature is T f it = 303µK.
idea is the following: apart from the two counter-propagating beams with a relative
frequency shift ∆ f a third beam, a product of the reflection of one of the beams,
is present as shown in Fig. 6.19. Two assumptions will be made. The first
is that all the fields are plane waves, without variations in the radial direction.
Furthermore, the amplitude of the two counter-propagating beams is the same,
while the reflection coefficient changes the amplitude of the third reflected beam.
Under this assumptions, the total electric field is the sum of these three fields
E(z, t) = Re
(
e(−i(kz+2pi f t)) + e(−i(−kz+2pi( f+∆ f )t)) + re(−i(−kz+2pi f t))
)
, (6.21)
with r the amplitude reflection coefficient. In the reference frame moving with a
velocity v = ∆ f λ/2, the total electric field is the sum of the main standing wave and
the weak third beam
E(z, t) ≈ 2 cos(2pi f t) cos(kz) + r cos(2pi( f − ∆ f )t − kz). (6.22)
For small reflections the potential is just
U(z, t) = U0
[
cos2(kz)(1 + r cos(2pi∆ f t)) − r cos(kz) sin(kz) sin(2pi∆ f t)] .
(6.23)
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Figure 6.19: Partial reflection on the chip or any other surface can cause interference
between the three beams that lead to different heating mechanisms.
The first term modulates the trap depth U0(1 + r cos(2pi∆ f t)) while the second
generates a different kind of periodic driving force. The equation of motion for
small oscillations (kz  1) is
Üz = − 1
m
∂U
∂z
= −2U0k
2
m
(1 + r cos(2pi∆ f t))z − rU0k
m
sin(2pi∆ f t). (6.24)
Identifying the axial vibration frequency in these equations,ωz = 2piνz, the equation
of motion can be rewritten as
Üz = −ω2z [1 + r cos(2pi∆ f t)]z − r
ω2z
2k
sin(2pi∆ f t). (6.25)
Each term can cause heating as it is forcing the atoms. A simple analysis considers
each term resonating with the natural motion of the atom in the lattice in separate
steps. For the resonant term ωz = 2pi∆ f and small reflections, the equation of
motion is
Üz = −ω2z z − r
ω2z
2k
sin(ωzt). (6.26)
For a particle initially at rest at the trap minimum, the solution has a normal ho-
mogeneous oscillation part and another growing amplitude part that causes heating.
That latter is
z(t) = ωzr
4k
t cos(ωzt). (6.27)
As the amplitude of the oscillation grows linearly in time, the energy averaged over
a cycle depends on the amplitude squares, and therefore it grows quadratically in
time. The characteristic time Tres that it takes an atom to heat from the bottom to
the top of the trap is
Tres =
4
rωz
, (6.28)
148
which could be about ten oscillation cycles.
The other term in Eq.(6.25) gives rise to a parametric heating effect [200]. At exact
resonance 2ωz = 2pi∆ f the equation of motion is
Üz = −ω2z z − rω2z cos(2ωzt)z. (6.29)
Over once cycle, the constant frequency harmonic force, Fhar = −mω2z z, does not
increase the energy of the atom, assuming that the motion is unperturbed z(t) =
A cos(ωzt). The harmonic time dependent force, Fdep = −mrω2z cos(2ωzt)z, is
suppressed by the small reflection parameter r but its effect is to slowly increases
the oscillation amplitude A. Therefore, the only non-zero work done on the particle
is result of the explicit time dependent force, such that the energy increases at a rate
Û¯E =< Fdep Ûz >= rωz2 E . (6.30)
Therefore, the characteristic heating time is
Tpara =
2
rωz
. (6.31)
Both parametric and resonant effects have similar time scales and are characterized
by very selective rules for the lattice chirp frequency and oscillation frequency. That
might limit the speed at which the atoms might move and how they scan different
trap frequencies in the conveyor belt, in order to reduce the time span this "resonant"
condition is encountered, in case it is. Besides, the reflection from the device can
be significant as seen in Chapter 5, compromising the transport near the device.
Numerical simulations show some evidence of this phenomena, although the reach
of these specific effects is still under investigation.
6.3 Experimental results
After analyzing in detail the trapping and loading of the atoms in the dipole trap
and its properties during the conveyor belt transport, it is time to describe the
observations made with the nanostructure. The principal objective was to find a
fringe sensitive signal as described in Chapter 5. This characteristic is intended
in order to perform delicate triggered actions on the atoms, understand the atom
localization near the device and eventually load an array of traps with high filling
fraction. It also helps to identify the contribution of the atoms that go through the
center of the APCW nanobeams and separate them from the many atoms that might
be moving near the external surfaces of the nanobeams or crash into the nanobeams’
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surface. Just recently, hints of a fringe sensitive signal have been observed. This is
still under investigation, but there is strong evidence that the localized atoms arrive
to the device and are affected by the presence of guided modes. New efforts by
using a blue optical lattice will be described at the end of the section.
Measurement settings
In most cases the measurements are carried out by sending a weak probe near the
Cs D1-line transition 6S1/2 F = 3→ 6P1/2 F = 4 because it has the largest relative
hyperfine transition strength factor SFF ′ = 3/4 [99]. The probe goes through a
couple of VBG that spectrally separate and combine different fields in the same
optical path. The probe and eventually guided mode trap beams are delivered to
the device with the same optical fiber. Before the VBG setup, each beam has a set
of a quarter and half waveplates that helps to align the polarization of the coupled
light. In order to do so, the scattering from the tether closer to the coupler is
employed. The waveguide and tether form a four-way dielectric right angle cross
that scatters light with a very strong polarization dependence. If the polarization
is parallel to the tether the scattering is very big. On the other hand, if light is
polarized perpendicularly to the tether, the scattering is strongly suppressed. A
camera monitors the tether scattering while the waveplates are used to minimize
the scattering. This case excites the propagation of the TM-like mode. To excite
the TE-like, the polarization is rotated by 90◦ using the waveplates. Usually, after
setting up the fibers and polarization, and unless the fibers are shaken significantly,
the polarization will remain aligned during the whole measurement period. This
procedure is also used to probe the optical spectrum of the device by using a
Velocity laser near the Cs D1- and D2-line resonances (New Focus TLB-6700).
Characterization scans are performed every time a probe measurement is taken in
order to keep track of spectral shifts and cavity features that modify the optical
spectrum.
To align the lattice to the device the translational stages that hold the lenses that focus
the optical lattice beams are used to center the scattering on the device. Previously,
each beam is retro-reflected on the chip surface to have near normal incidence. To
fine tune the alignment of the lattice beams, the scattering of the lattice beams onto
the device is monitored. Part of the lattice light is scattered to the guided modes,
usually a couple of nW. The scattering is not symmetric, meaning that even for very
similar intensities for each beam at the APCW, the amount of light collected from
each beam is not the same. The scattering of light is something that ideally should
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not happen, but probably due to surface imperfections, cleanliness and not-normal
incidence„ this effect is noticeable. This light is efficiently picked up in the VBG
setup by adding a grating resonant with the lattice wavelength. Usually one of the
two lattice beams is aligned to the device with the procedure just described, while
the second beam is aligned by optimizing the back coupling in the optical fiber from
which the first beam was launched.
In every experiment, the weak probe is sent to the device and its back reflection
filtered by the VBG and monitored with a SPCM. The transmission of the weak
probe is also monitored after being spectrally filtered by another VBG setup and
detected in one or two SPCMs. As described before, the SPCM time traces are
digitalized and recorded in a fast photon counting card. In most cases, there is not
polarization filter in the path from the device output to the detectors where the probe
reflection or transmission are measured.
Stop-and-go
After subsequent optimization, atoms are transported to the device by creating a
∆ f = 1.6MHz optical beat note between the lattice beams. After transporting the
atoms for T1 = 35.2ms, the atoms stop 1mm away from the device. Thereafter
the lattice stops for T2 = 10ms before the final transport stage at a speed v. The
stop-and-go procedure intends to get rid of atoms that might have heated up and
are not really trapped. In most cases, those are a considerable fraction of the total,
around 20% in most cases. The presumed untrapped atoms usually continue flying
at the original speed and can be detected by the guided mode probe. A common
tool to study the signal is a time-detuning plot. The normalized atomic reflection
(R/R0) and transmission (T/T0) is recorded, and it is plotted in a two dimensional
plot where the horizontal axis is the time axis, with t = 0 some instant in the T1
long interval, and the vertical axis is the detuning from the Cs D1-line transition in
free-space. Fig. 6.20 shows the time-frequency signals for optical conveyor belts
with the same optical power but moving at different velocities after the T2 waiting
period. In all cases the probe is weak and TE-like polarized.
Contribution of atoms around the device
Contrary to the case of a few trapped atoms in the reflection trap described in Chapter
5 and used in the Lab 11 experiment, the atoms in the lattice are not localized respect
to the waveguide for a significant time. Only a small fraction of the trapped atoms
in each pancake will effectively interact with the device. Even though the probe is
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Figure 6.20: Stop-and-go sequence and probe normalized transmission through the
APCW for different lattice speeds. Each time-detuning plot shows the normalized
transmission T(∆, t)/T0. Lattice speed determined by the frequency detuning (a)
∆ f = 800KHz, (b) ∆ f = 400KHz and (c) ∆ f = 200KHz.
evanescent with an exponential decay as shown in Chapter 5, the atoms are more
or less uniformly distributed transversally along the central part of the pancakes
as shown in images and numerical simulations. This is an approximation, as the
near field of the lattice deviates appreciably from their free space form, as shown in
Fig. 5.14 for example. The optical lattice potential deforms as the lattice anti-nodes
approach the dielectric and the atoms adiabatically follows this deformation. In
a very coarse approximation, the product N × Γ1D determines the strength of the
interaction, therefore that product will also decay roughly exponentially in space.
That means that only atoms that are within ∼ 200nm to the device will contribute
to the signal.
The complicated light pattern of the lattice around the device shifts the energy levels
of the different atoms in a position dependent way. In principle, this manifests as an
inhomogeneous broadening effect that will be reflected in broader line shapes once
spectroscopic measurements are taken. In numerical simulations this is manifest
too. After a million trajectories are simulated, the probe transmission for a given
atomic sample can be computed. A transfer matrix model can be used by picking a
representative sample of atoms with position dependent coupling Γ1D(r(t)) and light
shifts δLS(r(t)) and monitoring in time the transmission through the system [39,
40]. These simulations can be quite rich, as several experimental parameters can
be changed and their effects can be mapped in the normalized probe transmission.
This analysis was performed by Lucas Peng.
As described by Asenjo-Garcia et al. [30] the characteristics of the transmission
depends not only on the optical properties of the device and the light-matter cou-
pling of an individual atom, but also on the relative position between the atoms. In
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the experiment performed here, as the atoms are not trapped their coupling fluc-
tuate and analyses based on [30, 29] are more complicated to perform. An easier
approximation is found by using the optical bistability equations [201, 202] that
describe the semiclassical structure of an atom-cavity system, that in the APCW of
Lab 11 resembles the ones found in [30]. The electric field transmission for such an
atom-cavity system can be written as
t(φ, δ,C0) =
((
1 +
2C0
1 + δ2
)
+ i
(
φ +
2C0δ
1 + δ2
))−1
, (6.32)
with δ = ∆−∆0
Γ
the normalized detuning from the light shifted resonance ∆0, C0
the cooperative parameter and φ a parameter that describes the transmission of
the empty cavity t0 = 1/(1 + iφ) and hence carries information about the cavity
characteristics. The effect of the atoms on the cavity is to shift the output field’s
phase and its amplitude with respect to its empty cavity value. Fig. 6.21(a) shows
the fitting for the spectrum showed in Fig. 6.20(a) for the data integrated in the
interval [21, 22]ms.
The atom number loaded into the lattice Nlatt , is changed by modifying the push
beam pulse width and is calibrated using absorption images. For the standard 450µs
pulse width, Nlatt = 2.6 × 106 atoms are loaded. Transmission spectra is shown
in Fig. 6.21(b) for different values of Nlatt . The cooperativity parameter for these
spectra is shown in Fig. 6.21(c), a linear fit describes well the relationship between
C0 and Nlatt in this parameter regime.
Differences between TE-like and TM-like probe modes should be reflected in the
probe transmission due to the different spatial intensity profile and the different
factors that enter into the signal enhancement. For example, the TM-like mode
might be more sensitive than the TE-like mode to the class of atoms that crash or are
close to the beam top and bottom surfaces. Furthermore, the TM-like mode lacks
the high spatial contrast from the Bloch mode function because it is far from the
small bandgap, and hence it falls into the so-called waveguide regime described in
Chapter 4. As described in [30, 203], for random filling the atoms might be consider
as a "noninteracting" system where each atom might decay into the specific guided
mode and others mode with rates Γ1D and Γ′, respectively. A modified version of
the Beer-Lambert law for the normalized power transmission can be recovered in
this regime
T(δ)
T0(δ) = exp
[
−N ln
(
δ2 + (Γ′ + Γ1D)2/4
δ2 + (Γ′)2/4
)]
. (6.33)
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Figure 6.21: Optical bistability equation fitting. The fitting parameters are
(φ,∆0,C0, Γ). In (a) the data shown in Fig. 6.20(a) is fitted for the [21,22]ms
interval. The fitting values are (φ = −0.4,∆0 = 12MHz,C0 = 0.13, Γ = 9.6MHz).
In (b) the atom number loaded into the lattice is changed and the spectra are fitted
for the same time interval as in (a). (c) The dependence of the cooperativity C0 on
the atom number Nlatt loaded in the lattice is plotted, for the plots show in (b). The
horizontal axis in (c) is calibrated using absorption imaging.
In the case where the coupling to the guided mode is small compared to the coupling
to free space and other channels, Γ1D/Γ′  1, it is possible to recover the usual
form of the Beer-Lambert law
T(δ)
T0(δ) ≈ exp
[
− OD
1 + (2δ/Γ′)2
]
, (6.34)
where the optical depth isOD = 2NΓ1D/Γ′. Fig. 6.22 shows a TE-like and TM-like
probe transmission spectrum under the same delivery conditions and the associated
fits from in Eq(6.34). The measured linewidths are Γ′TE = 2pi × 28MHz and
Γ′TM = 2pi × 21MHz, and are heavily influenced by the AC-shifts inhomogeneous
broadening. The optical depths are ODTE = 0.38 and ODTM = 0.33. From
these measurements the fitted NΓ1D is (NΓ1D)TE = 2pi × 5.2MHz and (NΓ1D)TM =
2pi × 3.5MHz. The inset shown in Fig. 6.22 shows the optical spectrum for the
TE-like mode near the Cs D1-line, indicated by the black vertical line.
Certainly, this model does not capture the full spatial details that determine the
spectrum characteristics. However, it helps as a tool in the laboratory to monitor
and optimize the experiment. A detailed time analysis of the acquired data might
154
Figure 6.22: Noninteracting system -ODfitting. The normalized probe transmission
is measured for the same transport conditions. The D1 TE-like probe (blue trace)
is near a cavity resonance, hence the near symmetric profile. The TM-like probe
(red trace) is also shown. The inset shows the optical spectrum of the device for the
TE-like mode near the Cs D1-line transition (indicated by the black vertical line).
be the best way to analyze the atoms delivered by the lattice.
Guided mode potentials
The atoms trapped in the optical lattice experience light shifts that modify its
spectrum too. Furthermore, any guided mode will generate similar shifts, with their
intensity pattern imprinted on them. For the guided modes used to create the atomic
traps that we hope to realize, a few effects need to be taken into account. Due to the
limited power capabilities of the APCW devices under vacuum, the guided mode
traps are usually detuned by less than 1nm, with associated high scattering rates
(e.g. relative to those required for magic wavelength traps [25]). Moreover, the
spatial profile of the guided mode translates into a very complex structure for the
light shifts the atoms might suffer9. For example, a blue detuned TM-like guided
mode will create a repulsive barrier on the top and bottom surfaces, while a red
9Light-shifts due to surface potentials can also be significantly close to the surfaces < 50nm.
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detuned TE-like mode will create a saddle-point potential between the beams that
will attract atoms to crash onto their inner surfaces.
The intensity of the guided mode depends also on other optical properties of the
photonic crystal waveguide. The slow light effect, group index ng > 2, and the Bloch
mode contrast can alter the intensity of the guided modes, because for the same total
optical power, the intensities can be very different depending on the closeness to
the band edge as explained in Chapter 4. Therefore, it is really hard to calibrate the
potentials created by guided mode fields and balance them to create traps. In order
to do so, the atomic signal in presence of guided mode potentials is compared to
numerical simulations where different effects can be taken into account. Numerical
simulations are extremely relevant in this context as the AC-shift spatial pattern and
its dependence on a set of parameters is complex.
The effect of the guided mode traps need to be balanced against the energy of the
atoms transported by the optical conveyor belt. The atoms moving with the lattice
can have kinetic energies on the order of a few mK. For example, for atoms moving
in a ∆ f = 800kHz conveyor belt, the kinetic contribution is Klatt = mv2/2 =
kB × 0.93mK. Repulsive potential barriers created by the guided modes can reduce
the atoms’ kinetic energy and also exert an appreciable force, guiding atoms to the
space in the gap between the beams or completely repelling them from the structure
surroundings depending on its magnitude. If the barrier is too small ( Klatt), it
will have a negligible effect and will not appreciably deflect atoms. If, on the other
hand, it is too high ( Klatt) it will shield the device from the atoms. If the height is
comparable to the kinetic energy Klatt , the spatial dependence of the guided mode
can enhance the contribution of some atoms in regions where the barrier is not that
high, and reduce the contribution of atoms in regions where the barrier has strength
to deflect atoms away from the device. This specific calibration is challenging as the
distribution of power in the device is not known in such a detailed way every time
a signal is acquired. Fig. 6.23 describes this situation for a blue detuned TM-like
guided mode. In (a), (b), and (c) the total potential, lattice, and guided mode is
plotted for different magnitudes of the guided mode potential as indicated in the
figure caption.
The numerical simulations allows to distinguish different atomic trajectories. It is
possible to study only the atoms that will go through the center of the beams or
the ones that crash into the top and bottom surfaces. As the guided mode potential
increases, the contribution from each class changes. Fig. 6.23(d) indicates the
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Figure 6.23: Numerical simulations for the lattice potential and a blue detuned TM-
like guided mode. For (a), (b) and (c) the total potential (lattice plus guided mode) in
mK is shown. The lattice is 130µK deep (νz = 150KHz), comparable to the lattice
at the time of the measurement. The guided mode potential is indexed from its value
at center of gap between the beams: (a) Ublue(0, 0, 0) = 80µK represents the index
2, (b) Ublue(0, 0, 0) = 320µK represents the index 5 and (c) Ublue(0, 0, 0) = 1.1mK
represents the index 15. Given the structure of the intensity for the TM-like mode,
it is much stronger at the beams’ top and bottom surfaces. The relative contribution
for each class of atoms, for the different guided mode powers, is shown in (d). The
inset represent the calibration between the index and the potential at Ublue(0, 0, 0).
The normalized transmission spectrum for a TE-like probe is shown for (e) all the
atoms, (f) atoms that crash and (g) atoms that go through the gap. Indexes 1 to 16
are shown and colored in light blue, dark blue, dark brown, and then light brown in
that order. Numerical simulations performed by Lucas Peng.
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number of atoms that crash into the beams’ top surface (blue) and the atoms that go
through the gap between the beams (red). The guided mode potential is indicated as
an index, and its calibration is shown in the inset in Fig. 6.23(d), where each index
corresponds to a value of the potential at the center of the beams (U(0, 0, 0)).
The time average transmission spectrum can be calculated using transfer matrices for
a representative sample of atoms, taking into account the spatial varying AC-shifts
δLS(r(t)) and coupling Γ1D(r(t)) resulting from the trajectory simulations. These
results are shown in Fig. 6.23(e), (f) and (g). In (e) the transmission spectrum for
all the atoms is computed for different guided mode potentials. As the potential
increases, as shown in the inset of (d), the color of the lineshape goes from light
blue, to dark blue, to dark brown and then light brown, in that order. As the guided
mode potential increases, the lineshapes move to the lower frequencies due to the
AC-shift created by the blue detuned light. For the sample containing all the atoms,
without distinguishing among classes, the lineshapes deform to exhibit two peaks.
The origin of these peaks is clarified in Fig. 6.23(f) and (g). When only the atoms
that crash are considered, Fig. 6.23(f), a big central peak near 0 detuning stays in
that place and decreases its size. A wider tail appear in the negative detuning area,
creating a very asymmetric lineshape. In case only the atoms that go through the
gap between the beams are taken into account, as seen in Fig. 6.23(g), the lineshape
is mostly symmetric, moves uniformly to the negative frequencies and increases its
depth followed by a reduction, with a similar trend as the atom number contribution
for atoms in the gap in Fig. 6.23(d). Therefore, a signature of the atoms that go
through the gap can be obtained by mapping these lineshapes.
The same measurements described by the simulations were performed in the lab-
oratory, although the calibration between input power and potential is not known
precisely. The optical power of the two counter-propagating TM-like blue de-
tuned beams that create the guided mode potential10 is changed and the normalized
probe transmission spectrum is acquired. Fig. 6.24(a) and (b) show the numerical
simulations and the experimental measurements for the normalized probe trans-
mission for different powers, respectively. Notice that the feature at 60µW and
around -20MHz for the experimental data (b) follows the expected behavior for
indexes around 5. Therefore, 60µW have a similar effect as the potential for index 5
Ublue(0, 0, 0) = 320µK. Further analysis is being performed in recent measurements.
10A counter-propagating scheme is used in order to suppress elliptical components in the polar-
ization.
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Figure 6.24: Numerical simulation and experimental lineshapes for different blue
TM-like guided mode powers. In (a) the numerical simulations rearrange the
lineshapes shown in Fig. 6.23(d) for all the atoms, indexed according to the criteria
shown in Fig. 6.23(d). The experimental result is shown in (b). The features
appearing in the region near -20MHz are similar to the features for indexes around
5. Therefore, 60µW have a similar effect as the potential for index 5Ublue(0, 0, 0) =
320µK. Lattice moves at ∆ f = 800KHz.
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Saturation and optical pumping
In order to address atoms that are at a specific position the fact that the atoms can
saturate and have two different hyperfine ground states can be used. For example,
the two atomic ground states can be addressed independently by using different
lasers. During the loading and transport, the atoms are continuously pumped to
6S1/2F = 3 via a near resonant F = 4→ F = 4 beam. Otherwise, the lattice beams
pump the atoms into a depolarized mixture of F = 3 and F = 4 in about 3ms for the
intensity and detunings usually employed, Section 6.2, and apart from this source,
there is no other light process that might pump the beams to F = 4. Therefore, the
atoms are in F = 3 once they arrive to the device such that if the atoms are probed
in the F = 4 state, there will be no absorption signal.
A few scattering events in an open transition are needed to pump the atoms to one of
the two ground states11. As the scattering rate is strongly dependent on the spatial
profile of the optical field through the saturation intensity s(r), the guided mode can
be used as a tool to make atoms in a certain region bright respect to the probe. This
process might take some time such that convoluted with the motion of the atoms
in the lattice cannot completely resolve their position with respect to the APCW. In
case a few photons are needed to be scattered, it is safe to say that in at least ∼ 300ns
the sample can be optically pumped to a given ground state. For a ∆ f = 800KHz
conveyor belt, in 300ns the atoms move around δz ≈ λ/8 ≈ 100nm which could be
relevant if the atoms are near the nanobeams. Recently, Raman transition schemes
have been considered to pump atoms and probably will be applied in the near future.
In the laboratory, two different frequencies can be used to perform the pump and
probe experiment. The atoms are pumped to the F = 4 ground state using a TE-like
or TM-like guided mode near resonant with the Cs D1-line transition 6S1/2 F =
3 → 6P1/2 F = 4′ and with power POP while they are probed by a weak TE-like
guided mode resonant with the 6S1/2 F = 4→ 6P3/2 F = 5′ transition. The TE-like
probe is well localized in space and mostly sees atoms that might be very close to
the device center. The guided mode optical pumping power POP is changed and
the normalized probe transmission signal is monitored. The lattice is moved at
∆ f = 800kHz and its settings are the same in previous sections. As the power POP
increases, the atoms are pumped to the F = 4 ground state and can therefore interact
much more strongly with the resonant probe mode. Fig. 6.25(a) shows the signal
strength as the optical pumping power is modified.
11Selections rules might apply
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In the limit where the coupling to a specific mode of the device is small compared
to the coupling to other channels NΓ1D/Γ′  1, the saturation parameter s(r) is
expected to scale as
s(r) ≈ ng I(r)/Isat, (6.35)
where the intensity is
I(r) = P/Ae f f (r). (6.36)
Ae f f (r) is the effective mode area as defined in Chapter 2 and the free-space sat-
uration intensity Isat = 2.7mW/cm2 for the D2-line and Isat = 2.5mW/cm2 for
D1-line12 [99]. This is an expected result as the atoms saturate easier if the electric
field is more confined or the group velocity is smaller. Therefore, given a measured
saturation optical power from the data shown in Fig. 6.25(a), the intensity and
effective mode area Ae f f (r) can be mapped out.
As the optical pumping measurements just described are performed, the results are
shown in Fig. 6.25(a) for a large span on the optical pumping power POP. The
power associated with the 1/e transmission dip maximum happens for P∗OP = 15pW
for both TE-like and TM-like repumping. For ng = 2, that is absent group velocity
enhancement, the area associated with saturation, s = 1, is Ae f f (r) = 1.2µm2. From
Eq(2.47), this means that Γ1D/Γ0 = 0.3. Both TE-like and TM-like repumping have
the same strength at around 60nm from theAPCW top and bottom surfaces as seen in
Fig. 6.25(c) and (d) respectively. However, the fact that the two curves shown in Fig.
6.25(a) are so similar could also indicate that atoms are pumped once they are really
far from the device as they might spend enough time there. Future measurements
combined with the fringe sensitive data will allow a better understanding of these
processes.
The absorbed power Pabs carries information about the saturation power. In free-
space an atom only can absorb as much as it scatters, that is Psc = ~ω0Γ02 = 3.8pW.
Therefore, by measuring the absorbed power under saturation, it is possible to
determine the atom number in free space. That is similar to the absorption imaging
technique. In a nanophotonic environment, this might change. First of all, the
saturation power might depend in a nontrivial way on the atom number as collective
changes on the spontaneous rate exist. Second, the intensity has a clear position
dependence that as usual makes the problem more complicated. Without a better
understanding of the position of the atoms sampled, these measurements might not
inform the atoms coupling and number.
12These values might change with polarization for example.
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Figure 6.25: Guided mode optical pumping and probe saturation. In (a) the normal-
ized transmission dip vs the repumper guided mode power is shown. The blue trace
corresponds to a TE-like repumping beam and the red trace is for the TM-like mode.
(b) A y − z plane cut for the TE-like Γ1D(r)/Γ0 is shown. (c) A y − z plane cut for
the TM-like Γ1D(r)/Γ0 is shown. For (b) and (c), no velocity group enhancement is
taken (ng = 2) in Eq(2.47).
Even though the arguments are just back of the envelope estimations, the only
reason they are presented is to make the point that only a few atoms are effectively
probed and are weakly coupled, but close to the device. With new time dependent
techniques, the saturation of atoms with different locations could be probed.
Device shifting
An important problem found during the experiment has been the shifts observed
in the optical spectrum. In the miniMOT era, the observed shift was small and
not really significant. In general, the shift moves the optical features towards lower
frequencies. After having set up the one dimensional lattice transport, the form and
speed at which thee shifts happened have changed. In Andrew McClung’s thesis a
more detailed description of this process can be found [144].
From the observed shift in the optical properties of the two bands correlated to
running the experiment and from the SEM images taken after a chip has been used
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for a couple of months, it is clear that there is material depositing on the APCW’s
surface. Furthermore, the modeling performed by Andrew suggests that material
deposit in localized parts of the crystal and the band structure changes locally.
This limits the lifetime of the devices to a few weeks. Usually the device needs some
time to activate and then the shift happens faster. In the last chip transfer, 8 devices
were coupled. In the near future, free space coupling might allow us to fabricate
more devices per chip.
6.4 Pursuing a fringe sensitive signal
A large part of the current and past efforts in the laboratory have focused on finding
a fringe sensitive signal, that is, a probe transmission signal that is modulated in time
with the same periodicity of the transport lattice passing through the APCW. The
transport simulations show that for sufficiently localized atoms in the lattice, their
arrival to the device produce a time varying signal that has details on the the probe
structure and the atomic density distribution as described in Chapter 5, particularly
it can be seen in Fig. 5.15. In order to pursue this search different analysis methods
had been used, different experimental techniques tried and a lot of measurements
performed. Very recently, there is strong evidence that this signal has been observed.
Comparison with simulations under different conditions are being done and, so far,
the two have a qualitative correspondence at least.
For a red detuned lattice polarized perpendicular to the device longitudinal axis x,
the near field and the numerical simulations suggest that a big fraction of atoms
crash into the device’s top surface and some atoms might go through the space in
between the nanobeams13. These two events happen at similar times. Therefore
the relative contrast in the transmission signal can be reduced. For a blue detuned
lattice instead, the two cases are separated in time in a more sensitive way and the
expected contrast might be bigger. However, the atoms that crash on the beams
might last shorter, such that even in the red detuned case the two populations can
be partially distinguished in time. The use of guided modes as described in Section
6.3 can enhance the distinction between the different populations.
A relevant tool to characterize a possible fringe sensitive signal is the frequency
filtered pick up lattice light that couples to the device. The light, about 5nW, is
usually measured in a fast, high gain APD (Hamamatsu C10508-01) and the analog
13Over 100000 trajectories simulated in a lattice with νz = 150kHz moving at ∆ f = 800kHz, for
no guided mode potentials, about 1.5% of the atoms crash into the surface, while 0.5% go through
the gap between the beams.
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Figure 6.26: Boxcar analysis to detect a fringe sensitive signal. (a) The zero-crossing
signal (orange), with periodicity T , is recorded in a channel of the photon counting
card. (b) The transmitted probe counts (blue) are recorded in another channel. (c)
By performing the boxcar analysis and folding the probe counts in the span of the
zero-crossing period T , taking as t = 0 the zero-crossing time, the accumulated
probe counts are used to compute the probe transmission (green curve). A fringe
sensitive signal is present as it has the same modulation as the optical lattice. In the
figure, noise was not added for the sake of simplicity.
output signal is used for multiple purposes. A zero-crossing detector circuit based
on the fast precision comparator AD790JN digitize the lattice light oscillations.
The logical output is sent to a channel in the photon counting card and its time
trace is recorded together with the probe detected photons in the SPCMs. Recently,
the analog signal from the fringe has been recorded on a fast oscilloscope (FPGA
module).
Under normal conditions, the observed jitter on the logical output is below 10% the
mean period. Apart from the electronic noise in the signal that drives the AOMs,
motion of the device or the optical elements can contribute to the jitter observed in
the zero-crossing signals. The pick-up light partially is sensitive to them. In recent
experiments, partial reduction of the jitter has been observed by using different
recording techniques and changing the amplification settings of the optical signal.
The role of this jitter on the character of the expected signal is still being investigated.
Different techniques can help to detect the fringe sensitive signal and some of them
will be described here. The most standard method is based on the boxcar average
analysis [204] shown in Fig. 6.26. Here the input signal is integrated after certain
waiting time, the trigger delay, over a specific period of time, the gate width, and
then averaged or accumulated over multiple samples. To be concrete, the logic
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output from the zero-crossing detector, or any other reference with respect to the
fringe, is used as a trigger as seen in Fig 6.26(a). In between each trigger, the time
is distributed over Nbc equally τbc long time bins and the probe photon counts ci
for each bin, for i = 1, 2, ..., Nbc, are recorded as in Fig. 6.26(b). This can be done
in software post-analysis because the photon counting card record the time trace of
each event. After doing that for several fringe cycles, the counts are averaged and
the transmission signal for each time bin, with respect to the trigger, is computed
as seen in Fig. 6.26(c). In general, the boxcar average improves the signal to noise
ratio of n samples compared to one sample by
√
n.
It is expected, as observed in the numerical simulations, that the fringe sensitive
probe transmission signal should be reflected in the periodicity over the Nbc bins.
Fig. 6.27 shows the result of the boxcar analysis for the same transport sequence,
red lattice moving at ∆ f = 800KHz, with a (a) TE-like probe and (b) TM-like
probe. The sought signal is visible in both cases. The time reference, t = 0, is taken
from the zero-crossing detector, and in the post-analysis the counts are accumulated
using the boxcar technique and the compared with the same no-modulated signal
taken 10ms later when no atoms are present. The signal seems to reflect some
of the expected features, as for example differences between TE-like and TM-like
probes can reflect the population sampled by each probe as described in Section
6.3. The TM-like samples the atoms that crash into the beams’ surfaces better than
the TE-like probe, that on the other hand probes the atoms that go through the
beams. Those populations might be seen with different contrast in a fringe and with
different timings respect to the zero-crossing. Further analysis are still pending, as
for example the right interpretation of the lattice scattered light into the device is
not know yet.
When guided modes are added, the spatial dependent forces exerted on the atoms
can change the timing and strength of the signal. For a blue detuned TM-like guided
mode with power Pblue and a lattice moving at ∆ f = 800kHz, the boxcar analysis
is done for different values of Pblue. The normalized probe transmission plots are
shown in Fig. 6.28 for a TE-like probe. In (a) the blue detuned guided mode is not
present Pblue = 0, the signal is stronger near the central time, t ∼ 600ns, and shows
a very dispersive lineshape due to the position of the Cs D1-line resonance respect
to the resonances near the band-edge. The red lines indicate the ∆ = 0MHz and
∆ = −20MHz values. From (b) to (d) the guided mode power increases. The central
dip moves closer to t = 0 while it acquires a diagonal structure in the time-detuning
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Figure 6.27: Fringe sensitive signals. The probe transmission is recorded for 2.5ms,
the time it that takes for the atomic cloud to move through the device. The boxcar
analysis is performed with respect to the zero-crossing signal. In (a) the probe is
TE-like while in (b) it is TM-like. The analysis was performed binning the time in
15 phases with respect to the zero-crossings triggers.
plane. Both this motion and the stretching are observed in numerical simulations
too. The hypothesis is that it corresponds to an enhancement in the population that
goes through the gap center while different populations see different AC-shifts that
explain the stretching along the detuning axis. Further analysis are still pending in
order to obtain a ore accurate comparison between the two.
A normal Fourier transform on the probe photon count events can also show the
periodicity of the signal. However, under normal experimental conditions the best
signals are acquire when the probe count rate is around 1 mega-count/s (MC/s), so
usually only about one count per cycle can be detected. Due to the photon shot
noise, the fluctuation on the counts in each cycle is significant and the hope to find a
representative peak in the counts power spectrum at the lattice frequency vanishes.
A better way to implement a this kind of analysis is to use a lock-in amplifier.
The lock-in method can be thought as technique to amplify a signal in a fringe
sensitive way. The idea behind the lock-in technique is relatively straightforward.
In the analog version, a time varying signal F(t) is multiplied by a known function
g(t) and then integrated over one period, such that L(T, δ) = (1/T)
∫
T dtF(t)g(t),
where δ is a relative phase that can be changed in the reference function g(t). This
is not more than a way to cross correlate the signal with a known reference signal.
In the particular case where g(t) = cos(2pi f0t + δ) and if T is long compared to
the periodicity of g(t), then L(T, θ) = (F0/2) cos(θ) where F0 is the amplitude
of the signal f (t) at the frequency f0 and θ is the relative phase between the
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Figure 6.28: Fringe sensitive signals with a blue detuned TM-like guided mode.
The probe transmission is recorded for 2.5ms, the time it that takes for the atomic
cloud to move through the device. The boxcar analysis is performed with respect
to the zero-crossing signal. The probe is TE-like in every plot. Axis units are only
in (a), but are identical in every plot. The device reflection spectrum is shown, the
dispersive lineshapes are consequence of the cavity resonance. The ∆ = 0MHz and
∆ = −20MHz lines are shown as a reference in every plot. In (a) no guided potential
is present. For the rest of the sequences, the power on the blue detuned beam is (b)
Pblue = 33µW,(c) Pblue = 65µW, (c) Pblue = 88µW, and (d) Pblue = 110µW.
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two signals, hence a function of δ. The lock-in techniques can have significant
advantages to reduce sources of frequency dependent noise. For example, if the
noise is broadband, the lock-in is able to extract small modulated signals even if a
sufficiently small bandwidth can be achieved. In summary, even when the noise is
bigger than the signal and are indistinguishable in the time domain, if the signal has
a definite frequency band and there is no large noise peak within that band, noise
and signal can be separated sufficiently in the frequency domain.
The probe counts are a positive defined function, modulated at the frequency of
the conveyor belt ∆ f . They can be hence represented by a function like f (t) =
F0 + F1 cos(2pi∆ f t). Therefore, the frequency component is the same as the lattice
relative frequency. Currently, analysis are being performed in conjunction with the
boxcar analysis to compare and obtain evidence of a fringe sensitive signal without
using the fringe as a resource.
Finally, a remark about the characteristics of the observed lattice pick-up light in
the device, that we have been calling the fringe. Presumably, it is the result of
the scattering of the lattice light by imperfections, roughness or dirt on the device
surface all along the APCW. Numerical simulations allow us to evaluate the lattice
intensity at the surface as it passes through the APCW. Together with the trajectory
calculations and the calibrations of delays in the setup, the instance in each "period"
where the atoms might arrive to the structure can be determined. For the plots
shown in Fig. 6.28, the atoms pass through the gap between the beams at t = 900ns.
This is still under investigation, as differences when adding guided modes can be
present.
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C h a p t e r 7
TWO-DIMENSIONAL SLAB PHOTONIC CRYSTALS
This chapter will describe part of the research done a couple of years ago. Most
of the theoretical contributions have been part of the work of Chen-Lung Hung,
postdoctoral scholar in our group, and Alejandro Gonzalez-Tudela, postdoctoral
scholar in the Theory Division at MPQ in Munich, Germany. Chen-Lung and Ale-
jandro investigated several interesting phenomena that happen in two-dimensional
photonic crystal slabs. For example, trapping deep in the subwavelength domain,
where tunneling coupling grows significantly, spin-spin physics mediated by pho-
tons, and engineering long-range tunable spin interactions for trapped atoms in
photonic crystal slabs [31, 33].
The focus of this chapter is on how to design a first stage two-dimensional structure,
where the band structure and the structure dimensions requirements are not so
challenging as in the previous articles, but still allow us to learn how to deliver and
trap atoms in two dimensional structures. Both Su-Peng Yu and I have been working
on this for a while. His work focus on the design and fabrication of more complex
2D structures [143].
7.1 What is new in two dimensions?
The core physics of atoms coupled to photonic crystals was described previously in
Chapter 2. As a fundamental objective, the experiment aims to achieve strong atom-
light coupling, and enhance collective phenomena by using guided mode photons.
The knobs that can help to engineer the light-matter coupling are several. For
example, the band structure ω(k) and its curvature are relevant to determine the
local density of states. The strength of the electric field enhance the light-matter
coupling, hence it is desirable to trap atoms in positions with high intensity. A third
factor that is relevant is the dimensionality.
This is evident as soon the density of states comes along in the derivation of the
coupling of the emitters to the electric field guided modes of the structure. The local
density of states, ρ(ω) is, as defined in Chapter 2,
ρ(ω) = 1
V
∑
k
δ(ω − ω(k)) =
∫
ddk
(2pi)d δ(ω − ω(k)). (7.1)
169
The dimensionality d is relevant then.
For the relevant "van-Hove"-like dispersion relations of the form ωvH(k) = ω0(1 +
α(k − k0)s)1/s it is possible to express the density of states analytically. This band
structure model is just taken as an example, as both this or a quadratic band structure
model describe well the behavior near the band edge (k = k0) for the structure we
have been working with. For the one-dimensional case and the most common case
s = 2,
ρ1DvH(ω) =
1
2pi
ω√
α(ω20 − ω2)
, (7.2)
but for two-dimensional systems it is
ρ2DvH(ω) =
1
2piα
ω
ω0
. (7.3)
For a parabolic or quadratic dispersion relation the results is a bit more striking, as
for two-dimensional systems the density of space can be even constant. Even in this
general situations the discrepancies between the different spatial dimensionalities
are reflected in the divergence of the density of states near the band edge. The
one-dimensional case shows a square root singularity, while the two-dimensional
case is flat or linear close to the band edge.
Another relevant dispersion relation is theDirac or linear dispersion relationωD(k) =
ωD+α(k−k0). Near the special point k0, where the energy dispersion is not gapped.
This relation can be relevant on certain structures and several interesting works have
been carried out with this situation. An interesting point is that the density of states
for any dimension d ≥ 2 will vanish near the band edge following the relation
ρd≥2D (ω) ∝ (ω − ωD)d, (7.4)
while it is flat for the unidimensional case ρ1D =
1
2piα . Particularly, for a 2D structure
at the critical point k0, Xie et al. [205] determined that the interaction can be purely
coherent as the dissipation Γi j2D = 0 and the interaction is purely due to a Coulomb
like spin-exchange term Ji j2D(ri j) = −J0/ri j , in terms of the ideas developed in
Chapter 2 extended to two-dimensional cases [31]. This leads to photon trapping
if a defect, maybe an atom, is present in the lattice, even without a band gap as
reported using numerical simulations in [205].
Two-dimensional structures are more complicated than the one-dimensional ones.
The reduced Brillouin zone now expands in two dimensions and the high symmetry
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points are more abundant. The easier case is a square lattice. For instance, a
square array of holes in a dielectric slab with spacing a in the x and y directions.
The reciprocal lattice is also a square lattice with lattice constant 2pi/a [84]. If a
bandgap for some polarization were present, or a full bandgap, the frequency at
one of the two high symmetry points, will determine the span of the bandgap. In
this case, the two frequencies at the two high symmetry points will define different
detunings for the same atomic transition, associated with different values of the
decay length of the localized modes inside the bandgap. Following the procedures
discussed in Douglas et al. [28] and in González-Tudela et al. [31], it is expected
that the bounded photonic cloud can reflect the directional features associated with
the 2D band structure. The asymmetry of this cloud could be used, for example, in
photon routing experiments if interactions between photons are considered as in the
one dimensional case discussed in Douglas, Caneva, and Chang [38].
New regimes in the Hubbard model can be explored by using the photonic crystal
slabs to localize atoms at closer distances. If structural details are made smaller
and smaller, and the patterned dielectric slab ca be used only as a way to trap atoms
within these subwavelegth scales, then tunneling coefficient between adjacent sites
can increase significantly [31]. If external illuminations fields are used as in the
APCW case, the requirements to achieve enough contrast in the intensity pattern
to provide stable trapping, are harder as the dielectric features are smaller [31, 25].
Usually, higher powers and smaller detunings are required, with the consequent
changes in the eating mechanisms. Vacuum forces can help to provide confinement
in these cases if the structure is designed and fabricated with the right features [31].
For different structures, where a careful design of the guided modes is taken into
account by, for example, aligning the band edges with relevant atomic transitions
of special trapping frequencies, the trapping can be provided with the help of
different combinations of symmetries and bands as in the APCW [31]. Not only
strong coupling can be also implemented near band edges, but if there is a photonic
bandgap and the atom is inside a hole for example, the spontaneous emission to
free space and other channels, Γ′, can be reduced as the emission in that plane is
suppressed. Therefore, relative enhancement in the factor Γ2D/Γ′ can be achieved
from two effects in slab structures. It is also possible to observe this same effect
for dipoles placed in some quasi-1D systems but that inherit that property from a
linear defect in a 2D slab structure, for example in slotted waveguides designed and
fabricated by Su-Peng Yu.
171
Challenges in creating a two dimensional photonic crystal slab are several. The
fabrication is still complex, as more area is present, it is more probable defects and
localized modes. Coupling light into the structures is complex. The light dispersion
in 2D slabs is different than in 1D and, as a consequence, one can imagine that
light spreads across the slab. Therefore there is a necessity to couple light from
several directions. From the point of view of the light-atom coupling, the richer
band structure could induce a more complex structure in terms of resonances and
coupling to other modes.
Two-dimensional free space systems are also very interesting. Atoms trapped in
two dimensional lattices are more common now in degenerate quantum gases ex-
periments, but even far from this regime, collective phenomena associated with the
geometry and filling fraction can reveal interesting properties about the scattering
of light by atomic arrays. This results is well known in the nanophotonic commu-
nity, where for a two-dimensional array of particles, or holes, big reflection factors
can be found near wavelengths comparable to the lattice periodicity [206]. For
atomic arrays, recent work by Shahmoon et al. [207] have shown that cooperative
effects in the light scattering properties are present. Both phenomena are associ-
ated with resonances between the incident field and the scattered field, described
by the corresponding Green’s function. This is also an interesting prospective for
the work carried out here and in the optical tweezers community. Recently, novel
work by Perczel et al. [208] have shown that atomic quantum optical system in two
dimensional arrays can display interesting topological properties. In the system
that the authors of the article considered, a honeycomb array of atoms displays a
broken time-reversal symmetry regime due to the presence of magnetic fields and
Zeeman structure of the atoms. The result is the creation of topological protected
optical modes that are robust not only against imperfections, but also with respect
to scattering into free-space or other modes.
7.2 Designing a two-dimensional structure
The design of a nanostructure that can fit into the science vacuum chamber and
be suitable to do reasonable experiments is a multi step process. Not only the
nominal photonic crystal section needs to be designed according to the purpose of
the experiment, but also all the other mechanical and optical subcomponents need
for the integration into the atomic experiment. In this section, a partial description
of a structure where light can be couple in and out the nominal section with high
efficiency along one direction will be presented. This resembles a first step towards
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studying a similar problem as in the APCW system. After a preliminary structure
was designed, Su-Peng Yu was able to fabricate a couple of structures where the
reflection and transmission were characterized. Therefore, part of the work in this
section overlaps and complements with the one appearing in Su-Peng Yu’s thesis.
Nominal photonic crystal
The nominal section of the photonic crystal can be designed for different purposes.
In the specific case of this application, in order to reduce the complexity of the
problem in a first stage, a square lattice of holes in a slab is considered. As shown
in Fig. 7.1(a), a Si3N4 slab with thickness t = 200nm has been extruded with holes
with radius R and in a square lattice array with lattice constant a, oriented along the
x and y direction. The symmetry of the guided modes can be classified with respect
to the symmetry along the z = 0 plane, such that the TE-like guided modes are
polarized mostly parallel to the z = 0 plane, while the TM-like modes are polarized
mostly perpendicular to the z = 0 plane. The band structure is determined by
the triad of high symmetry points with coordinates in the reciprocal space (kx, ky):
Γ = (0, 0), X = pia (1, 0) and M = pi√2a (1, 1) as seen in Fig. 7.1(b). There is also the
Y -point with coordinates Y = pia (0, 1). The band structure is usually presented along
the Γ − X − M − Γ closed circuit and the light line is defined by ωLL = c|k| along
that path.
There exist several a and R values where the frequency at the X-point or theM-point
can be placed close to the Cs D1-line or D2-line transition. For example, Fig. 7.1(c)-
(d) shows the lowest two bands for the TE-like and TM-like modes, respectively,
for a structure with a = 290nm and R = 103nm. In general, the frequency at the
M-point in the dielectric band is higher than the lowest frequency in the air band,
therefore there is not a bandgap present.
The mode profiles can be calculated numerically as in the APCW case, by properly
changing the boundary conditions to reflect the 2D periodicity. For the TE-like
modes near the high symmetry points, the guided mode field amplitude |E(r)| for
different plane cuts are shown in Fig. 7.2. The first row corresponds to the dielectric
function (r) for different planes. The first plane (first column) is the z = 0 plane, the
second plane (second column) is the y = 0 plane, and the third one (third column) is
the x = 0 plane. For each plane, the corresponding field amplitudes for the TE-like
mode for different bands and at different high symmetry points are plotted in the
different rows in Fig. 7.2 as explained in the caption.
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Figure 7.1: Photonic crystal slab with square lattice of holes. (a) In real space, the
holes with radius R are arranged in a square array in the x − y plane with lattice
constant a. The reciprocal lattice is shown in (b), with the Brillouin zone (red region)
and the high symmetry points indicated. For the values (a, R) = (290, 103)nm the (c)
TE-like modes and (d) TM-like modes projected band structure are shown. The gray
region indicates the light cone and the blue line indicates the Cs D2-line frequency.
The air and dielectric bands show higher intensity in the regions where vacuum
or dielectric are present, respectively. The combination of the relevant symmetries
and the propagation direction create the observed patterns. For example, for the
dielectric band TE-like mode near the X-point (second column) the propagation
vector is along the x-direction and as the field is polarized in the z = 0 plane,
the high intensity regions are along the y-direction. Similar features happen for the
different propagation directions and bands. Interestingly, for the air band the TE-like
field near the X-point has a strong amplitude in the hole, while near the M-point
it has an intensity minimum in the middle, suitable for probing and trapping. The
TM-like modes exhibit the expected behavior, and the field is strong on the top and
bottom of the slab, leaving a series of interesting minimums near the center of the
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Figure 7.2: Electric field amplitude for TE-like guided modes. Each row correspond
to a different band and high symmetry point, while each column represents the same
plane z = 0, y = 0and x = 0, respectively. Rows: (i) dielectric function (r), (ii)
X-point, dielectric band, (iii) M-point, dielectric band, (iv) X-point, air band, and
(v) M-point, air band. The unit cell has (a, R) = (290, 103)nm.
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Figure 7.3: Electric field amplitude for TM-like guidedmodes. Each row correspond
to a different band and high symmetry point, while each column represents the same
plane z = 0, y = 0 and x = 0, respectively. Rows: (i) dielectric function (r),
(ii) X-point, dielectric band, and (iii) M-point, dielectric band. The unit cell has
(a, R) = (290, 103)nm.
holes. The main characteristics for the high symmetry points in the air band are
shown in Fig. 7.3, where the plots follow the same logic as before. Note the very
high intensity contrast that can be found for several TE-like and TM-like guided
mode amplitude profiles.
In order to understand the light-matter coupling in these two dimensional structures,
the electric field generated by a dipole near the structure was simulated using FDTD
simulations as described in Chapter 2. These simulations allow to characterize the
different spectral features of the Green’s functions. The dipole source is placed
100nm above of the structure surface at different relative positions with respect to
the array of holes. As the computation can be quite intensive, due to the spatial
extent of the device and the dipole emission pattern, the first round of simulations
were done with a small 15×15 array. In Fig. 7.4 the position of the dipole relative to
the dielectric function is shown in the top-right insets on each plot. Each row shows
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the enhancement of the total spontaneous emission rate compared to free-space,
expressed by the ratio Im
(
G¯ii(ν)
) /Im (G¯0ii(ν)) . Most of the features are associated
with the band structure of the photonic crystal and others are associated with the
behavior of an atom near a uniform dielectric slab. For comparison, the uniform
slab enhancement is shown in Fig. 7.5(a).
The first row, Fig. 7.4(a), places the dipole source at z = 200nm, in the center
of the system, equidistant from the nearest 4 holes. There, the Green’s function
components in the x and y direction are identical (G¯xx = G¯yy) due to the positioning
and lattice symmetry. The xx component is almost flat, following the xx slab-like
variations. The peak at ∼ 350THz is associated with the TE-like dielectric band
modes near the X- and Y -points that have some intensity at the dipole’s position, as
seen in the second row of Fig. 7.2. The zz component has a different structure, also
following the broad features of the zz slab-like component. The peak at ∼ 410THz
is associated with the TM-like dielectric band mode at the X- and Y -points. The
small peaks between 450THz and 500THz could be associated with resonances with
the dielectric TM-like modes near the M-point. Both features are consistent with
the dipole position and the field intensity pattern for the different modes.
The second row, Fig. 7.4(b), corresponds to the case where the dipole is at z =
200nmbut equidistant only to two centers aligned in the y-direction. At this position,
the dipole sees the lattice in a different way in the x − y directions, such that the
three diagonal terms will be different between each other. The yy have a series of
oscillations at lower frequencies that end up in the big resonance around 350THz.
Given the dipole orientation and the relative position, this peak is consequence of
the resonance due to the dielectric TE-like mode near the X-point. The Y -point
contribution is significantly suppressed as the intensity there is small. Over that
same range, the emission of a dipole aligned along the x direction is not enhanced.
That is because the dielectric TE-like mode near the Y -point, polarized along the
x-direction, has a smaller intensity at the dipole’s position. The dielectric M-point
contributes, but its polarization is mostly along the diagonal direction. In the band
between 450THz to 500THz there are multiple resonances and features the lowest
level seems to be well above 1. These can be associated with resonances with the
TE-like air band modes; even though it has a smaller intensity there, it has a flatter
band, and hence smaller group velocity. For the zz components the same dielectric
TM-like X-point feature appears near 400THz. The feature around 450THz is
probably associated with dielectric TM-like mode at the M-point.
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Figure 7.4: Spontaneous emission rate enhancement for a single dipole near a small
15 × 15 array. In each case the dipole is at z = 200nm, that is 100nm from the
dielectric surface. Yellow traces corresponds to the zz components, red traces are
xx, yy is represented with blue traces, and, whenever the symmetry makes xx = yy,
their trace is dark red. The unit cell has (a, R) = (290, 103)nm.
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The third row, Fig. 7.4(c), shows the case of a dipole on top of a hole at z = 200nm.
Due to dipole’s position and the lattice symmetry, the x and y contribution are equal.
For the xx and yy components, a strong peak near 450THz appears. As the atom is
now above the holes, the suspect is the TE-like air band. The zz component follows
the usual broad feature peaked at 250THz, but it also shows a small peak near
470THz probably associated with the TM-like air band mode, as it has a significant
intensity there.
A few more FDTD simulations are shown in Fig. 7.5. The 200nm thick nitride slab
Green’s function contribution is calculated at 100nm from the dielectric surface and
shown in Fig. 7.5(a). In order to resolve better the spectral feature in Fig. 7.4, for
the second cases studied there a bigger array with 50 × 50 sites is simulated and
shown in Fig. 7.5(b). The resonant features are narrower and taller, and also shows
further structures associated with the finite size simulation volume. The narrow
peak is associated with the dielectric TE-like X- and Y -points as before. A series of
smaller peaks for higher frequencies are now resolved. If the dipole is positioned
200nm from the surface, most of the photonic crystal substructure vanishes, and the
strong modulations due to the slab-like characteristics dominate. That can be seen
in Fig. 7.5(c) for a small 15 × 15 array.
Trapping in this photonic crystal slab can be also performed by using high contrast
guided modes as described in González-Tudela et al. [31]. A different possibility
is to use a external illumination techniques, also explored in [31]. In particular,
a moving standing wave is suitable to transport atoms near the device. Further
investigation is being performed to take into account the different effects discussed
in the APCW case.
Coupling in and out along one direction
A simple experiment that can be performed with atoms trapped near the two di-
mensional slab is to study one dimensional transport properties. In that case, atoms
arranged near the patterned slab can be interrogated with a beam propagating in a
specific direction, and then, that light can be efficiently collected at the other side of
the device. There are more interesting things to do, but for the sake of keeping the
discussion simple, this is the case that will be considered here.
For instance, suppose that the fundamental mode of a rectangular cross section
waveguide propagates along its axis, the x-direction. The waveguide ends in much
a wider rectangular cross section waveguide with the same thickness that extends
179
a
b
c
Figure 7.5: Spontaneous emission rate enhancement for a single dipole near different
dielectric structures. In (a) a uniform dielectric slab contribution is shown for the
used thickness and refractive index. In (b) a bigger array of 50 × 50 was used to
resolve better the features. Finally, in (c) the dipole is placed at z = 300nm and the
array is just 15 × 15. The color code is the same as in Fig. 7.4. The unit cell has
(a, R) = (290, 103)nm.
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along the x-direction as seen in Fig. 7.6(a). Intuitively, the incoming field spans
transversally along the y − z-plane with associated momentum components in a
region with span ∆k⊥. When the field propagates in the slab-like section, the
dispersion relation, ω(kx, ky) = v
√
k2x + k2y , imprints a different behavior for the
momentum components of the incoming field. To be specific, the equi-frequency
curves (EFC) are circles with center in the origin and the group velocity, vg(k) =
∇kω(k), is perpendicular to the EFCs. For a slab, the EFCs are shown in Fig.
7.6(b). Given the initial spreading of the incoming field and its frequency, the
slab will spread the initial field over a broader transversal region as the different
components will acquire very different group velocities.
If additional structure is added to the slab, for instance a periodic hole pattern as
in Fig. 7.6(c), the dispersion relation and the EFCs will change. For example, Fig.
7.6(d) shows the dielectric TE-like EFCs for a square lattice photonic crystal slab
with (a, R) = (290, 103)nm. As it can be seen, the EFC are flat for frequencies
higher to 350THz near the M-point. The dashed black square in the figure is the
region where the group velocity direction is almost uniform. Near the Γ-point,
the dispersion relation is similar to the slab, but as the frequency approaches the
frequency at the special high-symmetry points, the EFC deform and exhibit regions
where it is flat over a significant space. For the TE-like dielectric band in square
lattice structure, this only happens near the M-point as the X- and Y -points are
saddle points for the dispersion relation ω(k). For the air band, not shown here,
it might be possible to get flat EFCs near the X- and Y -points. The original idea
behind this design, referred in the literature as self-collimation, is due to Witzens,
Loncar, and Scherer [209].
A high input-output efficiency system can be designed by coupling a rectangular
cross section waveguide to a photonic crystal slab with the dimensions described
before and the M-point aligned along the propagation direction. In this system,
the frequencies that can be self-collimated will propagate through the slab without
significantly spreading over different transversal regions of the waveguide. The
spreading is a consequence of the small curvature of the EFCs and the span of the
initial input mode. For example, the narrower the input waveguides, the more the
field spreads transversally in the patterned slab as it occupies a bigger range in the
(kx, ky) plane. The reflection and transmission simulations usually take a long time,
so in this case there was not a systematic characterization of the parameter space.
The optimized self-collimation band structure for (asc, Rsc) = (330, 103)nm has the
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Figure 7.6: Self-collimation in photonic crystal slabs. In (a) and (c) the propagation
of light from a narrow to a wider waveguide is depicted for cases with and without
holes in the slab. The EFCs are plotted for (b) a uniform slab and (d) a (a, R) =
(290, 103)nm unit cell. The black square indicates the region in k-space where the
group velocity (perpendicular to the EFCs) has uniform direction and can be used
in the self collimation section.
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Cs D2-line a few tens of THz below the M-point frequency, such that its EFC
is as flat as possible for that frequency. On the other hand, the nominal section
has its M-point aligned with the Cs D2-line with (anom, Rnom) = (360, 103)nm.
The two sections can be connected by an impedance matching section where the
lattice constant a and hole radius R are changed progressively from (asc, Rsc) to
(anom, Rnom). In the nominal section the self collimation is not so effective, but if
its length is short enough to not show significant transversal spreading it is still an
acceptable solution. After the nominal section, another impedance matching stage
followed by a self-collimation section ends in a wide waveguide.
The last step in the coupling is what we called an anti-reflective (AR) coating. Its
purpose is to suppress the reflection from the multiple interfaces of the system.
The method is based on work by Lee et al. [210]. To be specific, after the input
waveguide an additional single row of holes, at a distance dar from the first row of
holes in the self collimation section, is added. The holes of the AR coating feature
are separated between them by
√
2asc and have a radius Rar . The setup can be seen
in Fig. 7.7(b).
In a simple model where a light beam normally incident from a first homogeneous
medium n1 onto the second thin slab n2 placed before the second semi-infinite
section n3 as in Fig. 7.7(a), the total amplitude reflection coefficient r is
r =
r12 + r23ei2φ
1 + r12r23ei2φ
, (7.5)
where ri j is the reflection coefficient at the ni − n j interface [51] and φ is the
accumulated phase change across the slab n2 region. The reflection coefficient can
be made zero in case r12 = −r23ei2φ. Therefore, by changing the properties of the
slab section n2, the amplitude and phase of the coefficients can be adjusted in order
to suppress the reflection r . In the present case, a systematic study was performed
to optimize the values of dar and Rar that minimizes the reflection, resulting in
(dar, Rar) = (190, 80)nm.
The full structure model has then 5 fundamental components as seen in Fig. 7.7(c).
The first component is the input waveguide. This waveguide can be wired to the rest
of the chip’s infrastructure, as done in the APCW. The light enters the slab region
and the first thing it encounters is the AR-coating row of holes (orange circles in
Fig. 7.7(c)) with radius Rar , spacing
√
2asc and at a distance dar from the first row
of holes in the self-collimation section. Then, the self-collimation section (green
circles in Fig. 7.7(c)), consisting of a M-point oriented square array with (asc, Rsc),
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transitions, through an impedance matching section (not shown), to the nominal
section. The nominal section (blue circles in Fig. 7.7(c)) has (anom, Rnom), such that
its M-point dielectric TE-like frequency is aligned with Cs D2-line.
The final reflection and transmission simulations for the full designed structure are
shown in Fig. 7.7(d) and (e). The reflected and transmitted power is projected into
the input-output waveguide modes for cases with (d) and without (e) the single row
of AR coating near the two waveguides. Transmission regions higher than 80% are
found for this system and the resonances are extinguished in the relevant frequency
range near the Cs D2 transition (black vertical lines).
For that device simulated in Fig. 7.7(d), the field intensity |E(r)|2 for the z = 0
plane is plotted in Fig. 7.8. The different sections can be seen along the collimation
of the input waveguide mode.
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Figure 7.7: AR-coating and full device description. The AR-coating can be un-
derstood in a simple slab model as in (a) and the photonic crystal implementation
is shown in (b). The full structure sketched in (c) (orange-AR-coating, green-
self-collimation, blue-nominal) can be simulated using FDTD techniques. The
transmission and reflection simulations (d) with and (e) without the AR-coating row
are plotted. The black vertical line is the Cs D2-line frequency.
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Figure 7.8: Field intensity |E(r)|2 for the full device at the plane z = 0.
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C h a p t e r 8
CONCLUSION AND OUTLOOK
This final chapter summarizes the key results presented in this thesis. Additionally,
forthcoming changes in the experiment are discussed in the outlook.
8.1 Conclusion
Photonic crystal systems represent a new challenge for quantum optics and atomic
physics. Starting from the design, accomplishing the nano-fabrication procedures,
followed by the understanding of light-matter interaction in nanophotonic environ-
ments and ending with realization of an atomic physics experiment. A new field
that combines all these characteristics is drawing more attention from researchers,
and it is expected that further developments will happen in the future using some
of the techniques already developed. This thesis tries to introduce some of these
issues and related results obtained recently using the APCW device developed in
the group.
Several aspects regarding the device design and trap designs, using guided modes
and external illumination, can be found in Chapter 4 and Chapter 5. Two external
illumination trap schemes are proposed. One of them relies on the high reflectivity
of the APCW when light is polarized along its axis. The other method relies on the
lower reflectivity when the light is polarized transversally. In latter case, atoms are
loaded into a standing wave trap far from the device and are transported with good
control into the device’s vicinity, a process analyzed in detail in Chapter 6.
The experiment design and its characterization is shown in Chapter 6. Finally, recent
results show the observation of a periodic modulation of a weak probe transmission
when atoms are moved periodically trough the device using an external trapping
optical lattice. This is the first step to gain higher control over the motion of the
atoms, and eventually succeed in loadingmany guidedmode traps with single atoms,
thereby achieving a high filling factor.
In the last section, the design of a simple 2D structure is described in Chapter 7.
Numerical simulations showing the coupling of single dipoles to the guided modes
of the structure are shown. Moreover, a dispersion engineer section along the 2D
slab provides efficient input-output coupling along one direction. Similar results
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can be extended to other lattices geometry.
8.2 Outlook
As experimental progress is made on two main fronts, device design and atom
trapping near nanostructures, new possibilities will open. A new experimental
setup that integrates larger optical access, efficient free-space coupling, and atom
trapping and cooling capabilities is needed to make the fabrication-experiment
circuit being faster and more efficient. Several members of the Quantum Optics
group in collaboration with Cindy Regal’s group at JILA have been working on the
new platform.
New designs where not only the light-matter coupling with an specific guided mode
is enhanced, but also the spontaneous emission into other modes and free-space is
conveniently suppressed, will pave the way to observe cleaner signatures of long-
range interaction, and maybe some of the photon mapping protocols developed for
other systems can be observed.
Trapping is still one of the most challenging aspects of this experiment. A better
understanding of the loading limitations and the near field pattern is needed to trap
more atoms in the side illumination and standing wave traps. Numerical tools are
essential to understand how the traps near the dielectric work, and the encouraging
results for detecting fringe sensitive signals need to be used together with them to
calibrate the experimental parameters and achieve trapping.
An additional possibility is to improve the optical pumping scheme to be faster and
more spatially selective, such that the single photon loading schemes can be tested.
For example, by using Raman lasers, a good control on the coherent exchange of
population between two Cs ground states can be achieved in terms of parameters
like their intensity and detuning. Therefore, the optical pumping experiment will
benefit significantly by using a pair of lasers that excite guided modes with high
contrast in its intensity pattern.
A better RF signal source can be used to allow a faster and lower noise phase
modulation control. A good example is described in [211, 212]. In principle,
together with modern FPGA technology, this will allow real time, phase preserving
changes in the optical potential created by the standing wave. For instance, it can
be used to lock the standing wave to the device, as its motion can change near field
diffraction pattern, or to trigger guided mode potentials or resonant light processes
that can enhance trapping.
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Finally, numerical simulations suggest that deep blue detuned lattices can enhance
the transport quality near the APCW in two ways. First, the trap potential minimum
does not split into two minimum as the lattice approaches the device, because the
potential minimum, this time, is the intensity nodal planes of the standing wave that
are not pulled by the dielectric nanobeams. That results in a small "droplet" moving
smoothly through the nanobeams. Furthermore, numerical simulations have shown
that for deep potentials (U0 ≥ Klatt), the class of atoms that still crash into the
beams’ surfaces are significantly separated in time with respect to the atoms that go
through the device center. In Lab 2, a hybrid blue detuned lattice and red detuned
single beam have already been successfully loaded and used to transport atoms near
the device. The red beam serves the purpose of providing transversal confinement,
as the blue detuned standing wave does not provide confinement parallel to its nodal
planes. We expect that by improving the loading of this lattice and making it deeper,
better time resolved measurements and actions can be performed.
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