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A family of highly degenerate, nearly integrable, real analytic Hamiltonians 
of (2n + 2) variables is considered. It is shown that the system of differential 
equations associated with the Hamiltonian possesses a quasi-periodic solution 
with exactly n degrees of freedom (one less than one usually expects to find). 
The Hamiltonian has the following degeneracies: 1) the angular frequencies 
associated with the integrable part of the Hamiltonian either tend to zero 
as a smallness parameter goes to zero or are identically equal to zero, 2) the 
characteristic exponents associated with the conjugate variables with angular 
frequencies equal to zero also tend to zero as a smallness parameter goes to zero. 
The results also offer a proof of the existence of quasi-periodic solutions to 
a special planar three-body problem. 
1. INTRODUCTION 
The object of the paper is to treat a Hamiltonian system with 2n + 2 
variables and to show that there exists quasi-periodic solutions with n 
rationally independent frequencies. The Hamiltonian may be considered 
as a perturbation from an integrable Hamiltonian system for which there 
exists an n-parameter family of n-dimensional tori in the 2n + a-dimensional 
phase space. The question we wish to study is the possibility of finding 
among the tori of the unperturbed Hamiltonian a torus or set of tori which 
may be continued for small values of a parameter. Among the anomalies 
of the Hamiltonian are: (1) some of the frequencies of motion may become 
very small, and (2) the characteristic exponent of one pair of the canonical 
variables in the unperturbed problem tends to zero as the small parameter 
goes to zero. 
This Hamiltonian, in the case n = 2, arose in the author’s study [5, 61 
of a planar three-body problem in which two small nonzero masses move 
on nearly elliptical, widely separated orbits about a large mass in such a 
manner that the major axis of one of the elliptical orbits oscillates with 
mean value zero about the other major axis. The theorem and corollary 
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contained in the present paper thus yield a proof of the existence of quasi- 
periodic solutions to a special type of three-body problem. 
Much attention has been focused on the problem of the existence of 
invariant periodic surfaces for Hamiltonian systems since Kolmogorov [3] 
announced his results in 1954. Kolmogorov showed that under suitable 
conditions the majority of invariant n-dimensional tori of an integrable 
analytic Hamiltonian of 2n variables under an analytic perturbation did not 
disintegrate, but were only slightly perturbed. 
Arnol’d [l , 21 extended these results to the case when the unperturbed 
Hamiltonian seemingly did not possess n-dimensional invariant tori, but 
only (n - K)-dimensional tori. However, using the method of averaging, he 
constructed appropriate n-dimensional tori and applied Kolmogorov’s 
result to prove the existence of a wide class of quasi-periodic solutions 
to the n-body problem. 
Moser [8] extended Kolmogorov’s results by proving that under suitable 
conditions there exists (n - l)-dimensional invariant tori to an analytic 
Hamiltonian of 2n variables. 
The results that we have obtained here are a generalization of Moser’s 
work to the case where the Hamiltonian is highly degenerate as mentioned 
above. Nevertheless, we can still prove the existence of (n - I)-dimensional 
invariant tori. 
The degeneracies in the Hamiltonian are such that the tori we find do 
not deform continuously as one lets the small parameter go to zero. Thus 
we must require in our analysis that our small parameter be bounded away 
from zero. This phenomenon manifests itself analytically by our inability 
to satisfy a certain number-theoretic condition continuously as a function 
of our parameter near zero. 
We consider the following Hamiltonian with variables 
xk 3 k = I,..., n, 
Y$ 3 j-1 ,.*., n + 2, 
and with parameters 
H = i (wj + UY~ - (wo + Ao)(y:+1 + yfz+z) 
j-1 
+ h(xk ,Yi,hi, ,h PO)* (1.1) 
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Associated with this Hamiltonian is the set of differential equations 
3;j = Wj + hj + h.yj ) j = l,..., n, 
jj = -k, , j = I,..., n, 
9 n+1 = --2&l + ho)Yn+z + &,+* 9 
Yntz = 2(%l + ho)Yn+1 - 4/“+1 * 
U-2) 
The term ~a depends upon pcLo and satisfies w,, ---f 0 as CL,, + 0. In addition, 
wj (j = I,..., n) may also depend upon pa and may also satisfy wj + 0 
but it does so in such a way that 
0 <(do -=I 14, j = l,..., n. (1.3) 
However, in any case, these numbers are assumed to satisfy for the required 
value of p,, the following condition: 
(1.4) 
where the kj (j = l,..., n) assume all integer values for each j but are not 
zero simultaneously; the subscript k, assumes only the values 
ko = f(O, 2,4); 
T>? 
2’ 
0 < co < 1, 
w, = ,@& 1 wj 1. 
That it is possible to find such a set of numbers wj , ws , co is shown in 
Section 13. The function h(x, , yj , h, , CL, p,,) is a real analytic function of 
its arguments in some complex domain D defined by 
D: IYP <P cl, j = l,..., n, 
IYjl <r<l, j=n+1,n+2, 
Ihj/ <o<l, j = o,..., n, (1.5) 
IImx,I <Q < 1, k = 1,...,7t, 
I P - PO I < PO/4 . 
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In addition the function h is 271 periodic in xk and satisfies the following 
condition in D for some positive e: 
Ihl 
__ - O(Po9 as pa---f 0. (1.6) 
#o 
We shall now prove the following: 
THEOREM I. Let H satisfy the above conditions in the domain D. Then 
for PO , suficiently small and fixed, there exist constants (A,*) E D such that 
the associated system of dzperential equations possesses a quasi-periodic solution 
with n frequencies 
We may write this solution as 
where 
In addition, we have 
I P - PO I < PO/4 
where 
and 
max j=l,...,?l (I aj I + I yk I) --j 0 
k=l,...,?w2 
@j(% I..., z?z 1 PT PO), jr 
Y&l ,...> %~tc~tLO~ ) k= 
j = l,..., n, 
(1.7) 
j = I,..., 72 + 2, 
as p. --t 0 (1.8) 
1 >***, % 
1 ,..., n + 2 
are real analytic functions of xc and 27r periodic in xe . 
The constants p, Y, CT, q in (1 S) will be related to p. in a way to be described 
in the proof, but in such a way that all these quantities tend to zero. If 
we require the shown estimates in particular for p = r = q = 1, the assertion 
certainly holds. 
For purposes of an application we have the following corollary: 
COROLLARY 1. Under the hypotheses of Theorem 1 with 
hj z wy,;1/3~i , j = I,..., n, 
ho = wollo e/g, (1.9) 0 T 
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and with D defined explicitly as 
/ yj 1 < &qpy, j = l,..., n, 
I yj 1 < gpy12 , j=n+1,n+2, 
1% < 1, j = o,..., n, 
(1.10) 
1 Im xk 1 < l/2, k = I,...) n, 
I PO - PO I < PO/49 
the conclusions of Theorem 1 are true. 
It should be noted here that Corollary 1 does not follow immediately 
from Theorem 1, but rather from the estimates of Lemma 1. This is related 
to the fact that in the proof of Theorem 1, we find a subdomain by coupling 
the bounds (p, Y, etc.) in a special way to ensure convergence of our trans- 
formation. It could turn out that the precise bounds used in Corollary 1 
would not contain the subdomain in Lemma 1. This, in reality, does not 
occur. This point will become apparent from the proof. 
2. METHOD AND PROCEDURE 
The method of proof follows the work of V. I. Arnol’d [l], A. N. 
Kolmogorov [3, 41 and J. Moser [7, 81. 0 ne tries to find a transformation 
of the coordinates (x, y, h) defined in D into new coordinates ([, 7, A) defined 
in some new domain D where D C D, in such a way that, under this trans- 
formation which will be canonical, the new Hamiltonian becomes 
r = f Cwj + xj) rlj - Cm0 + xo)(7Z,+l + rlfz+2) 
j=l 
+ r(E, 79 Ji CL! PO), 
where y is a real analytic function of its variables in D, 2z-periodic in tk , and 
suplyl <supIhI. 
d D 
What we do is introduce a sequence of these transformations to reduce 
the original Hamiltonian to an integrable one in a new domain. Thus the 
key step in the proof will be to carry out one step in this iteration. We first 
prove a lemma regarding the possibility of finding such a transformation. 
We then make estimates of the size of the transformation and its derivatives 
and we then will verify the aforementioned theorem. 
509'11/1-8 
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3. LEMMA 1 
Before stating the lemma we rescale and rename some of the quantities 
in H and redefine the domain D. All small quantities will be related to pO 
(which is a bound for p : 2~s < TV < &,). Since the frequencies w,, and 
W, are both allowed to be small we introduce two exponents 
v>vz>o (3.1) 
by the requirement that 
“0 - PO” (3.2) 
and 
% - 4 (3.3) 
which means, e.g., that wo/~oy is bounded between two fixed positive constants. 
The parameter range of ho is chosen of order Q and that of X, , X, ,..., h, 
is of order & where we insist on v. > v and v, > vs ; in fact, even on 
vo > v > Vl > v2 3 0. (3.4) 
Resealing the parameters 5 by 
A, = so/Q (3.5) 
hj = a&, j = I,..., n, (3.6) 
we have the new parameter range 
Ioljl < 1. (3.7) 
For the success of our method it will be essential that the perturbation 
term h is small compared to the smallest frequency. For this purpose we 
rename h as ~OVz requiring that the new h is small in some sense. In fact, 
from our previous condition on h in (1.6) we see that 
h = O(,o% e > 0, (3.8) 
in the new domain D*: 
IYil <P < 1, j = I,..., n, 
IY? I < r < 1, j=n+l,n+2, 
IoLjI <a<l, j = 0, l,..., n, 
IImxk/ <q< 1, k = l,..., n. 
(3.9) 
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In addition, for convenience, we define the quantity E as 
sup 1 h / = E. 
D* 
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(3.10) 
Therefore, from (3.8), E = E(& = O(pge). 
We now are in a position to state our result: 
LEMMA 1. Let H in (1.1) satisfy the conditions (3.1)-(3.10) and the 
periodicity and analyticity conditions below (1.5). Then for CL,, suJicie+ 
smaZZ but fixed and for w&J (j = O,..., n) chosen to satisfy (1.4), there exists 
four positive numbers 
K> 4 vo > ~‘1 , (3.11) 
where 
vo > v > v1 > v2 , (3.12) 
K > 1, (3.13) 
a generating function 
3 = i wi + Yn+17In+a + sbf7 %Yn+1 > %I+2 > c cc> PO) (3.14) 
j=l 
which defines the canonical transformation 
6, = xk + ‘%, , 
Yj = r)j + szj 9 
%t1 = Ynt1 f %,t, ) 
Ynt2 = 7lni2 + sYntl) 
and II + 1 transformations 
q = $ + Xj(% p1 PO), 
such that the Hamiltonian 
n 
k = l,..., n, 
j = l,..., n, 
(3.15) 
j = O,..., n, (3.16) 
(3.17) 
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defined in the domain D* in (3.9) is transformed into the Hamiltonian 
which is dejned in the domain a*, where 
Di* CD*. (3.19) 
In addition, y([, ?I, &, p, pO) is real analytic in a*, 2rr-periodic in & , and 
satisfies the inequality 
sup I y I < @, for K>l. (3.20) 
i?* 
ii* is defined as 
I % I < P+ < P/2, j = l,..., n, 
I 17i I < r+ < r/2, j=n+l,n+2, 
(3.21) 
/ sj I < u+ < O/2, j = O,..., n, 
I Im tk I < 4+ < 4 - 6 for some 6 > 0, 
where the plus subscript signajies: (-)+ = (-)” except for q. The derivatives 
of the transformation satisfy 
where D1 is d@=rentiation with respect to any one of the variables (X, v), 
and D, is d@entiation with respect to parameters 6, . Moreover, the trans- 
formations may be written as functions of f, 7 as 
Xk = 51, +fk(s, 3% z>, k = l,..., 71, 
yi = 79 + g&, 71, q, j = l,..., 12 + 2, 
ak = gk + hk(G), k = O,..., n. 
(3.23) 
We prove the Lemma as follows: First, we construct the transformations; 
second, we estimate the magnitude of the transformation and its derivatives; 
third, we establish the conditions which must be satisfied to have 
D* CD*, 
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while at the same time 
suplyl <cK; K > 1; 
ii+ 
finally, we verify that these conditions and the conditions on vO, or , K, d 
may be satisfied. 
4. CONSTRUCTION OF TRANSFORMATIONS 
We now proceed to construct the functions S and Xj . Using the fact 
that the transformation is canonical we set 
H = l-. (4.1) 
We introduce into (4.1) the transformations defined in (3.15) and (3.16) 
to obtain 
After cancellation we are left with the following nonlinear P.D.E.: 
(4.2) 
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If we could solve this equation with y = 0, then our task would be completed 
and the necessary reduction would be accomplished in one step. However, 
the difficulty in solving this nonlinear P.D.E. is too great and we must be 
satisfied with solving this equation only approximately. 
To accomplish this we split the equation into two parts: one, a linear 
P.D.E. from which we can explicitly find the transformations S and Xj ; 
the other, a relation for estimating the error in the approximation. We 
list these as follows: 
L WjS=j - 2woh+2Sy,+, - yn+ls,,+,) 
Ph is defined as: 
+ P%“+lYn+l(~’ 0) YtL+1 
+ hYn+1Yn+2(X’ o)Y”+l%+z 
(4.3) 
(4.5) 
The dependence of h and its derivatives on C?L, p pa has been neglected 
for convenience. 
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5. SOLUTION OF P.D.E. IN (4.3) 
Before solving the P.D.E. in (4.3) we make a change of variables in the 
following way: 
Y~+~ + irln+2 = z, 
Yn+1 - i%+2 = z* 
(5.1) 
This change will simplify the solution to the differential equation. Under 
this transformation, (4.3) becomes 
where (4.5) becomes 
Ph 
i wjA%&, - 2W,i(%Y~ - ZS,) 
i=l 
h(x, 0) + i h&, 0) ~j + hz(x, 0)~ 
i=l 
+ h&, 0)~ + i$,,(x, 0) 2' 
+ h&x, 0) zt + +h&, 0) f2. 
(5.3) 
Because of the form of the Hamiltonian, we look for real solutions of the form 
s = 444 + i 44 17j 
j=l 
+@q+ + &)3 
+ g(c(x) 22 + 2D(x) zz + C(x) 52). (5.4) 
The coefficients are assumed to be periodic in x, and all depend upon 01, p, pLo . 
B(x) and C(X) are complex conjugates of B and C, respectively, and D(x) 
will be shown to be real. If we define the operator a as 
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substitution of (5.4) into (5.2) yields the following set of equations: 
aA, = -p,,Vh, (53) 
aA, = - PO 2/d “h - $Xf, e = l,..., 71 (5.6) 
8B + 2w,iB = -2povh, , 
XT + 4w,iC = -pOVhzz , 
aD = -pOYhzz + &“Xo . 
(5.7) 
(5.8) 
(5.9) 
All the above equations have the same form 
We solve this equation by Fourier Series methods assuming 
X = f Xk &(k.x), 
k=--m 
(5.11) 
where k . x = k,x, + k,x, + e.1 + k,x, . Substituting (5.11) into (5.10), one 
finds xk must satisfy 
(i(k . W) + h)xi” = yk, 
where yk is the Fourier coefficient of y. Thus 
x”’ = p 
i(k . w) + h ’ 
(5.12) 
The coefficients x”, k # 0, are well defined since the denominator does 
not vanish by our number-theoretical conditions on wk . 
For the coefficients At and D in (5.5), (5.6) and (5.9), h is zero. When 
1 k 1 = 0 too, a compatibility condition is necessary for a solution to exist, 
namely, 
yo z 0. (5.13) 
This may be accomplished by defining the parameter transformations X, as 
& = -&-“‘[h,J, e = l,..., n, (5.14) 
where [h,] is the mean value of h,&x, 0) with respect to x1 ,..., x, . For 
A,(x) this may be accomplished by the choice of ho = 0, since a constant 
does not affect the differential equations associated with the Hamiltonian. 
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For D(X) we merely set 
x0 = &“O[hZZ]. (5.15) 
For convenience, we set X0 equal to zero for A,(x) and D(X). 
Finally, we note that D(X), and hence S, is real, since, in this case, from 
(5.9) and (5.12), D(X) is obtained from 
(5.16) 
where hz5 is the Fourier coefficient of hzZ . Observation of (5.16) shows 
X” = J!-” - * 
6. ESTIMATES OF S AND ITS DERIVATIVES 
We now find estimates for the transformation in terms of po, the constants 
of D*, B*, and the constants of the number-theoretical condition. We first 
find estimates for the general term x which has the form 
where 
y” = (2+” 2n y(x) e-i’“‘“) dx. 
0 
F(X) is 2r-periodic in x and is a real analytic function in x for ] Im xk / < Q, 
since h(x, y, 01, CL, po) has these properties. 
By an estimate from [?‘I, there exists a constant c dependent only on co 
and 7 such that 
C&P 
sup I XWI < (A + w, 1 ,,Z=l<, I ml 
h f 0 
I Imq I <n--6 
(6.3) 
and 
sup I 234 < -& gq<* I WI x=0 (6.4) 
IImql<a--6 Q k 
wherep =r+nand26 <q-q+. 
We now estimate S in terms of povPh and (6.3) and (6.4). The coefficients 
A, , B, C, D in (5.4) are related to Ph in (5.3) by the right-hand sides of 
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the Eqs. (5.5-5.9). We shall estimate two expressions: 
[Sl = (2;). ... ss s 
S dx, ... dx, (6.5) 
and 
I s - [Sll (6.6) 
in the domain D*. For (6.5) one observes from (5.4) and (5.13) that 
[Sl = Re(Pl4 + Re([W), (6.7) 
since all the other mean value terms have been set equal to zero. From 
(5.7), (5.8) and (5.12), 
&/I?U PI = - , 
WO 
and 
G-dhzz1 [Cl = -&-- * 
0 
We employ the Cauchy estimate for these derivatives. This result states 
that if a functionf(z) is analytic for j z 1 < r, then 
I I dy dzk (6.8) 
for 1 z 1 < r+ < r/2. Using (6.8) and (3.10) on (6.7), one obtains 
(6.9) 
To find an estimate for (6.6), we have, from (5.4), 
I s - ES11 G I Ao(x)I + f I 4w ! 7li I + I fw - ml I z I 
j=l 
+ I C(x) - Fll I x I2 + I 441 I z i2. 
For each function of x on the right, we can obtain an estimate like (6.4) 
and we have 
I S - ISI I G 3 [I h I + i I h, I I 11~ I 
Z=l 
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Using the Cauchy estimate and (3.10), one obtains 
SUPIS-[S]/ <+. 
d* 4 
Finally, we note that x derivatives of S can be estimated by multiplying 
the estimates of 1 g(x)1 by 6-l to the power of the x,-derivative taken. This 
follows from the fact that taking such derivatives brings into the numerator 
of the Fourier expansion of x(x) the factor Kj which may be estimated 
by j K 1, and consequently introduces another power of 6-l into the integral 
estimate in [7]. 
We are now in a position to obtain an estimate of the derivatives of S 
with respect to the variables and parameters. We introduce the following 
notation: 
k = o,..., n. 
Using the above notation and the Cauchy estimate for derivatives, we obtain 
the following estimate from (6.9) and (6.10): 
when no = n, = 0, and 
in the other cases, where K = 1, 2, 3 ,..., n and 7 is yn+I or qn+s . 
Note. The reason for the two separate estimates is as follows: When 
it,-, and n, are not both zero, the constant term will be removed by the 
differentiation. 
We conclude this section by estimating the parameter transformation 
and its derivatives from their definition: 
x, = -cL;-“%/J, e = I,..., n, 
x, = p;-“O[hz~]. 
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We obtain the following: 
(6.13) 
(6.14) 
7. TRUNCATION TERM IN y 
We now turn our attention to the term y, defined in (4.4), and we estimate 
the quantity 
h(& rl + s, , E + x, p, pl4 - Ph(x, ‘I, 6 PP PO) (7.1) 
in this formula. We will obtain an estimate by using the estimate of Section 6 
coupled with the mean-value theorem and the truncation error in the Taylor 
series expansion. We add and subtract the term h(x, 7, 5, p, pa) to (7.1) 
to obtain: 
I h - Ph I < I h(x, rl + S, ,a + 4 - h(x, rl, g)I 
+ I h(x, 7, C) - ph(x, 7, E>l- (7.2) 
We use the mean-value theorem on the first term on the right and obtain 
(7.3) 
Using (6.1%6.20), (3.10), and (6.15) on (7.3), we obtain 
I h(x, q + S, , n: + X) - 4x, rl> 41 
On the second term in (7.2) we estimate the Taylor expansion remainder 
and because of the special form of Ph, i.e., linear in JQ (8 = I,..., n) and 
quadratic in yn+l , Y~+~ , we obtain the estimate in terms of (3.9) and (3.21): 
j h(x, ‘I, 3) - Ph(x, 7, E)/ < CE ((+)3 + (F)2 + y$), (7.5) 
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where C is a fixed constant. Combining these two results, we obtain an 
estimate of (7.2): 
(7.6) 
In this section we list the conditions which the constants 
must satisfy in order to guarantee that B* CD* and that supd* 1 y 1 < E+ . 
We consider each of the variables separately in (3.15) and (3.16). The 
variables xg (k = l,..., n) are related to fk from (3.15) and (5.4) by 
51, = % + A&) (k = l,..., z). (8.1) 
We shall be able to invert this equation, i.e., solve x in terms of 5 provided 
the derivative 
$4,(x) j, k = l,..., II 
3 
is small enough in the domain 
IImxkI <4. 
Using the fact that A,(x) = LX/& and (6.12) this is equivalent to requiring 
@!z qj-(P+l, < 1 
P”a 
with a larger constant C. We shall be able to satisfy 
lImxkl<ql 
(8.3) 
provided we require 
IImtkI +lImAk/ <q--6 
for 
IIm&I <4+- 
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Using our estimate of SQ or A,(x) in (6.12) the inequality will be satisfied 
provided 
(8.4) 
For the variables yr , k = l,..., n, we have from (3.15) the relation 
Yk = ?lk + ‘%, - 
The condition 1 yk / < p will be satisfied provided 
Using our estimate for &., in (6.12) we see that the condition will be satisfied 
provided 
and 
P+ < P/2* 
For the variables yk , k = n + 1, n + 2 we obtain, in similar fashion, 
by using the estimate for Sq, in (6.11) the relation 
and 
For the parameters 01~) k = l,..., n, we have the relation 
a,+ = & + x, , k = I,..., n. 
The condition 1 ‘Ye j < u will be satisfied provided 
I Olk / + 1 xk / < 17. 
Using the estimate for Xk in (6.13) we obtain the following condition to be 
satisfied 
for 
C&"lEp-1 < 42 
u+ < O/2. 
(8.7) 
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Similarly from (6.14) the condition on the parameter % will be 
for 
This completes the conditions to be satisfied in order that D* C D*. 
We now consider the conditions which are placed on the constants such 
that 
1 y 1 < E+ in D*. 
From Eq. (4.4) we see that 
+ %P0”(l s,,+1 I2 + I sn,,, I”) (8.9) 
+ CLrF”u+@r I snn+2 I + I s7Jn+2 I”)
+Ih-PhI. 
The condition 1 y 1 < E+ in D* will be satisfied if each term on the right 
of (8.9) is less than he+. Introducing the estimates from (6.11-6.14) and 
(7.6) we obtain the following set of conditions to be satisfied: 
c z p~&Pf” < Qc, , 
2C&$J&r+(w,r + wqls--D) < &+ , 
c2p~+“u2-“(w;’ + w,1s-9)2 < $E+ ) 
Y 2 -2 2csUJ,/L0 E r (co,, + w,%-q2 < Qe+ )
2c&%++,r + fJJQ%--D) < Qc+ )
C2p~+vu+E2r-2(uJ;1 + w;1s--21)2 < QE, , 
C~2pov(W4-1~-(9+l)P-l + w;lr-2 + ,3-5-2 
+ py’p-b-l + /L;“v-a-l) < Qc+ )
W+V3 + P+~/P~ + r+p+lrp) < &+ . 
(8.10) 
(8.11) 
(8.12) 
(8.13) 
(8.14) 
(8.15) 
(8.16) 
(8.17) 
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Finally, we find conditions such that the second derivatives of S and 
first derivatives of X satisfy (3.22), i.e., 
sup(i 4’s I + I D&S I + / 4X, I) < pod, 
is* 
where D, is differentiation with respect to variables tk, qk. , yn+r , yn+a , 
and D, is differentiation with respect to parameters (Y, . Using the estimate 
for the derivatives of S and X in (6.11-6.14), the condition in (3.22) will 
be satisfied provided 
cp;r”Er-=a;16-2” < 4 pod (8.19) 
Note. From the form of S in (5.4), we have 
S n fm SO (k,j = l,..., ?2) 
and 
snp, = 0, j = l,..., n, k=n+l,n+2. 
9. INEQUALITIES FOR EXPONENTS 
The proof of Lemma 1 of Section 3 reduces to verifying for sufficiently 
small pO, the validity of the preceding sixteen conditions, i.e., (8.3-8.8) 
and (8.10-8.19), subject to our hypothesis on d, K, vo, v, in (3.11-3.13). We 
accomplish this by relating the constants of the domain D* to the parameter 
pO in the following way by means of the exponents A, 8, S, A, e: 
(9.1) 
Thus our task will be to find positive exponents A, /, S, A such that the 
previous sixteen conditions can be satisfied with K > 1. Moreover, we 
must also show that we can find positive exponents I+, and Ye such that 
vo > u > VI > v2 , 
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where Y and va are given constants of the problem determined from the 
condition that 
Wo - PO”, 
w, - p8”. 
A close observation of these sixteen conditions shows many redundancies. 
For example, the inequality in (8.16) implies the inequalities in (8.3-8.8). 
In addition, the inequalities in @lo), (8.11) and (8.14) will be satisfied if 
&+J;1’E;1s-2D - 0 as p. - 0, (9.2) 
p$&E;1s-2~ - 0 as p. ---z 0. (9.3) 
Similarly, the inequalities in (8.12), (8.13), (8.15), and (8.16) will be satisfied if 
E2~;lp0”~-l(p&-~ + pp-2) g-2D 4 0 as p0 --f 0. (9.4) 
In addition, the conditions in (8.18), (8.19), and (9.4) will be satisfied provided 
PO 
v-vl-d8-2~,E2E;lp-la;1_, 0 
(9.5) 
PO 
v-v0-ds-2ge2Ei-ly-20;1- 0. 
(9.6) 
We now gather the necessary conditions which we must show can be 
satisfied. They are the conditions (8.17), (9.2), (9.3), (9.5) and (9.6). We 
next introduce the exponents defined in (9.1) into these conditions and we 
obtain the following inequalities to be satisfied by the exponents: 
v~-v~>(K-I)~+~@, (9.7) 
vo - V > (K - l)e + @A, (9.8) 
2X > e, (9.9) 
3L > e, (9.10) 
X+L>e, (9.11) 
(2-K)e---sK>V1-V+++22pd, (9.12) 
(~-K)~-~~~--SK>VO-V+$+~P~. (9.13) 
10. COMPUTATION OF EXPONENTS 
We now verify that it is possible to find positive exponents d, X, b’, s, A, 
K- 1, “03 and vi such that v. > v > vr > v2 3 0. The exponents e, v, 
SOS/II/I-9 
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and as are assumed to be known with v > vs > 0. The seven inequalities 
(9.7-9.13) can be satisfied by the following two examples. The last one 
will be used in the proof of Corollary I, where there is a specific relation 
between some of the exponents. 
For example, one possible choice of the exponents could be 
K = 1+ l/100, 
vo - v = v1 - v2 = 2e/50, 
d = 2pA = KS = e/lo& 
G = 2el.5, 
h = 2e/3. 
Another choice could be 
K = 1 + l/lo& 
v. - v = e/9, 
Vl - v2 = 42 - 2e/3, 
d = 2pA = KS = eil(lcl, 
4-e 
‘L=7, 
t = 5e/12, where v2 = e/2 and v > 2e. 
These values of the exponents satisfy all the inequalities at the end of 
Section 9. This completes the proof of Lemma 1. 
11. PROOF OF THEOREM 
In this section we conclude the proof of Theorem 1 by using the results 
of the Lemma 1. Essentially, what we do is apply Lemma 1 to the Hamiltonian 
H infinitely often. The resulting Hamiltonians are defined in ever-decreasing 
domains, the diameter of which tend to zero. At the same time the perturba- 
tion term in the Hamiltonian goes to zero and the resulting Hamiltonian 
becomes integrable in this limiting domain. 
We define V” to be the transformation found in Lemma 1; i.e., V is 
given by 
+c = &x +fk(& 7, q, k = l,..., 11, 
Yk = 7, + &(t> 179 47 k = l,..., ?z + 2, (11.1) 
%z = 4 + hc@), R = o,..., ?z. 
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V thus maps D* into D*. The functions fk , g, , h, are related to the 
derivatives of S and to Xj . From Lemma 1, we also know that fk , g, , hk 
are small with respect to .& , Q , E, and, in addition, the first derivatives 
of fti , g, , h, are small with respect to one. Moreover, these transformations 
have been chosen so as to reduce the size of the perturbation term in the 
domain iI*. We rewrite the transformation V as (i.e., use vector notation): 
(11.2) 
and we define the m-th iterate transformation 9, by 
xwt-l) = .Jm) +fm)(Xbn),ycm), &a)), 
Y (77-l) = p, +gm(xm) , y(m), aw), 
&n-l) = &TO + h(,n)(&M). 
(11.3) 
We perform this transformation on the Hamiltonian H, again and again, 
denoting the composition transformation by 
*w, = ~loo20~~~09&. (11.4) 
The perturbation term in the resulting Hamiltonian satisfies in D, the 
condition 
sD”p 1 y(n,) / < Pm, K > 1, (11.5) 
m 
where D, is given by 
I yj I < pm), j = l,..., n, 
j yj 1 < r(K*), j=n+1,?2+2, 
(11.6) 
j (Yk / < @(Km), h = o,..., n, 
j Im xii / < q - t P’), h = l,..., n, 
j=o 
where K is found from (10.8). As m -+ co, the transformation is defined 
in decreasing domains which shrink to zero in the limit. By choosing p,, so 
small [since 6 = P,,~, d > 0 by (10.1 l)] we may make Cyz, 6K’ < q/2 and 
all mappings will be analytic for 
I Im xk I < q/2, h = l,..., 71. 
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In addition, as m -+ co, one sees from (11.5) that the successive perturba- 
tion terms in the Hamiltonian also go to zero. Thus the system of O.D.E.‘s 
in (1.2), associated with the Hamiltonian, become in the limit 
@’ = Wk + o(I Y’“’ I), 
Cm’ 
YlC = 0 + 4 Y’“’ I), 
. (00) 
Yn+1 = --2%Y22 + 4 Y’“’ I), 
y(m) n+* = 2~oY~~~ + 4 Y’“’ I), 
which have solutions 
Cm’ 
x7c = OJ$ + const, k = l,..., n, 
(m’ = 0 
Yk , k = l,..., 71 + 2, 
r$’ = 0 k = o,..., n. 
(11.7) 
To find the solution to the original Hamiltonian system we need only apply 
our transformation 
to the solutions given in (11.7). H ence, the problem reduces to verifying 
the convergence of the transformation WY,- and its first derivatives. 
We may relate the solution which we seek for the system in (1.2) to the 
m-th iterated transformation given in (11.3) as follows: 
x = x(“) +f(&dm), y(m), CP)), 
y = y(m) + &&w, y(m), CP), (11.8) 
a = cdm) + h(,)(cP)). 
The functions fern, , g(,) , h(,, are merely the resulting compositions of 
ffK), gcrc), ML) for k = 0, 1 ,..-, m - 1. The convergence of the sequence in 
(11.8), as m + co, follows from our estimates (3.22) on the transformations 
S and Xi . From (11.3) and (II& we obtain 
s,uP(IfM I + I g(m) I + I 4,) I) G f (IP I + I ‘P’ I + I h(j) I> m j=O 
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where K > 1 and d > 0. Since this series converges for small p0 , the limit 
of the composition transformation exists. We write this limit as 
%c = 4 + @R(~lL %4 CL, PO), k = l,..., n, 
Yj = ~juj(4,..., %4 CL, PJr j = I,..., II + 2, (11.9) 
OLj = cQ(O), j = o,..., n, 
where j Sp, / and 1 ?Pj 1 + 0 as p0 + 0, since CT=, &’ --f 0 as pa ---f 0. 
The proof of the convergence of the first derivative of the sequence of 
transformations is similar to [7], and will not be repeated. It is here, however, 
where we make use of (3.22). 
Hence the limit in (11.9) exists, is a solution to the system of differential 
Eqs. (1.2), and satisfies the condition (1.8). The constant hj* in Theorem 1 
is simply related to aj(0) by 
Aj” = &&(O), j = I,..., n, 
A”” = &$)(O). 
This completes the proof of Theorem 1. 
12. PROOF OF COROLLARY 
Corollary 1 follows quite simply from Lemma 1, and the second example 
given at the end of the proof of Lemma 1. In fact, with the domain D&J 
defined as in (1.10) we see that the exponents for the domain are defined 
from (3.9) and (9.1) by 
2e v1=v-!cv2v2+II--, 
2 3 2 3 
“,a+: 
9’ 
v+e h-7, 
s, A, d positive. 
But these are precisely the values of the exponents which appear in our 
example, where ~a = e/2. Hence Lemma 1 holds for the domain in the 
hypothesis of Corollary 1 and thus Theorem 1 may be applied to obtain 
the results of Corollary 1. 
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As an application of our corollary, we consider the planar three-body 
problem referred to in the introduction. It has been shown in [5] and [6], 
that by a sequence of canonical transformations it is possible to reduce 
the Hamiltonian of the planar three-body problem to the form in (1 .l) 
with rr = 2 and where hj (j = 0, I, 2), D, and h satisfy (1.9) (1 .lO), and 
(1.6), respectively. 
In this form, the physical meaning of the quantities in (l.l), (1.9), and 
(1.10) are as follows: the variable xi (i = 1,2) is related to the mean 
longitude of one of the small bodies; yi (i = 1, 2) is related to the major 
axis of one of the orbits; ya and ya are related to the eccentricity of one of 
the orbits and to the difference of the perihelia; wi (i = 1, 2) is the angular 
frequency of motion of one of the small bodies about the large mass; w0 is 
the characteristic exponent related to the linearized perihelion motion; 
0~~ (i = 1, 2, 3) is a parameter which arises in the reduction procedure, 
one of which is the angular momentum; p,, is a small positive number which 
is related to the mass of the bodies and the ratio of the major axis of the 
two orbits. 
Consequently, if w1 , we, and w,, are chosen so as to satisfy (1.4) with 
n = 2 and if p0 is chosen small enough, we can apply the corollary and 
we obtain a quasi-periodic solution. 
These solutions correspond physically to the following situation: the two 
small masses move with rationally independent frequencies about the large 
mass on mildly pulsating elliptical orbits in such a way that the difference 
in the perihelia oscillates about zero with mean value zero. It is important 
to observe that the phenomenon of the advancing perihelion is absent from 
this example; i.e., our problem has one degree of freedom less than the 
standard planar three-body problem. It is precisely this type of phenomenon 
which the main theorem was concerned with. 
13. EXISTENCE OF o+,, We,..., W, 
We now turn to the question of the number theoretical condition of (1.4). 
We shall show that in any 71 + l-dimensional rectangle E 
0 < wo < yo , 
0 < Wl < y1 , (13.1) 
o< wn -c Yn Y 
where y. < yr < ... < yn , there always exists an (n + 1) tuple 
two*, w1*,..., %*I 
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satisfying the condition 
(13.2) 
where the kj’s assume all integer values but are not zero simultaneously and 
ko = (0, f2, f4) 
II 
7 >-. 
2 
The constant co is independent of yk and 
0 <co < 1. 
We approach the problem by considering the cylinder 
li wlc2 < Y12 0 < ql< yo, 
k=l 
(13.3) 
and finding the measure of the set of points which satisfy the reverse 
inequality of (13.2), i.e., the complementary set 
1 g1 49 + kowo j < COY1 1 j$l v + ko2 [-7 (13.4) 
for some Rj . We then show that the measure of these points is less than 
the volume of the cylinder, thus guaranteeing the existence of our required 
(n + I)-tuple in the cylinder and thus also in r. 
We can interpret the inequality in (13.4) in 12 + 1 space as describing 
a slab which passes through the origin in r : (0, O,..., 0) with normal vector 
(13.5) 
and of width 
2coy1 i kj2 + A,2 -. 
j=l 
(13.6) 
We are now interested in calculating the volume of this slab within the 
cylindrical domain. Introducing the cylindrical subdomain of r has permitted 
us to consider an 12 + l-dimensional problem as a 2-dimensional one. We 
calculate the volume of a typical slab and then sum over all the possible 
indices. 
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FIGURE 1 
We note that if yO/yl < l/4, then the slabs in Fig. 1 must intersect the 
top of the cylinder and not the sides. This follows from (13.5) and the 
fact that 1 K, 1 < 4; i.e., 
since not all kj’s vanish. The length L in Fig. 1 is given by 
(13.7) 
Since 1 k, 1 < 4 
c< d7yo. (13.8) 
From (13.3), (13.6), and (13.8) we see that the volume of one such slab 
is bounded by 
(13.9) 
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The total volume is bounded by 
The sum & (xy=, k,“)-’ converges and is bounded by a constant M provided 
7 > n/2. Thus we obtain 
V < 2 ~‘17 nMcoyoyln. (13.11) 
The volume of the cylindrical region is merely 
(The factor 2” comes from the requirement of the positivity of ~3. Thus 
in order that there exist numbers which satisfy our number-theoretical 
condition we merely choose co such that 
2 d17 MC, < 27. (13.12) 
This proves the result as mentioned in (1.4). 
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