In this paper we utilize a particular transformation of i.i.d. exponential random variables to derive two distributional identities. Throughout the analysis we discover some peculiar properties of exponentials. We also discuss possible generalizations and applications of the results.
Introduction
Exponential random variables are frequently used in different stochastic models, since the memory-less property considerably simplifies the analysis. However, properties of exponentials deserve special attention themselves. There has been a lot of work on the characterization of the exponential distribution. See, for example, [2] , [4] , [5] , [9] and [10] .
This note is also devoted to some specific properties of exponential random variables. Let X 1 , X 2 , . . . be independent exponential random variables with mean 1. Denote
Recently, Litvak and Adan [6] proved that n j =2
where we use the common notation X D = Y to indicate that the random variables X and Y have the same distribution. The expression on the left-hand side of (1) arises in performance analysis of warehousing systems. Formula (1) was proved by subsequently expanding min{X i , S i−1 } for i = 2, 3, . . . , n. To do so the authors explore probabilistic arguments mentioned for the first time by Litvak et al. [7] . However, it was not clear whether the method would work in other cases.
In Section 2, we consider the sum and the maximum of the terms (X j − bS j −1 ) + , j = 1, 2, . . . , n, where x + = x if x > 0 and x + = 0 if x ≤ 0. The sum is only interesting when b > 0. The maximum is nontrivial if b > −1. For such values of b we show that both the 788 N. LITVAK sum and the maximum are distributed as a linear combination of exponentials. In the proof we utilize the transformation of exponentials introduced in [6] and [7] and generalized in the present work. The distributional identity for the sum is actually a generalization of (1). The identity for the maximum can be seen as a generalization of the following well-known, even classical, result of Rényi:
In Section 3, we discuss the results and consider possible applications and generalizations. In particular, we show that our results hold not only for i.i.d. exponentials, but also for uniform spacings.
Main result
In this section we prove the following result.
Theorem 1. For any
Remark 1. In Section 3 we will show that (1) arises from (3) when b = 1. Also, it will be shown that in (4) we could, without loss of generality, assume b ≥ 0.
Remark 2.
Note that letting b → 0 in (4) we obtain (2).
We give the proof of Theorem 1 at the end of this section after deriving some auxiliary results. Our arguments are based on a transformation of exponentials defined as follows. For c = (c 1 , c 2 , . . . ) and c i ≥ 0 for i ≥ 1 denote
The reversed order of the indices in (5) will simplify the presentation below. Note that S i−1 (c)
. . , i} be a label of the interval in which X i falls, i.e.
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Using the label K i we transform X 1 , X 2 , . . . as
where
. . are independent exponentials with mean 1. This follows by observing that min{X i , c i−j X j } is an exponential with mean c i−j /(c i−j + 1) and the overshoot of the bigger term is again an exponential with the same mean. For more detail see [6] . Let us now prove that for any i = 1, 2, . . .
To see (7) we apply the transformation (6) yielding
Here the crucial and surprising feature is that the last expression in (8) is independent of K i although it was obtained by using the transformation which was defined by K i . Now (7) immediately follows from (8), the law of total probability and the identical joint distribution of X j s and Y j s. Also, note that for some a j ≥ 0, j ≥ 0, and a = (a 1 , a 2 , . . . ) the sum
under the transformation (6) becomes
where we put c 0 = 0. For this paper, the key issue is that if (and only if) a 0 = a 1 = · · · = a, then under the transformation (6) the sum S i−1 (a) + a 0 X i = aS i remains 'of the same form' independently of K i :
790 N. LITVAK Now we can prove Theorem 1.
Proof of Theorem 1. We prove (3) by expanding the terms on the left-hand side one by one, and then using induction as in [6] . Specifically, we show that if for some i = 2, 3, . . . , n n j =1
then it is also valid for i + 1. Note that (10) holds trivially for i = 2. Now we put
and apply the transformation (6) to the last expression of (10). The first two terms give (8) , where C j = (b + 1) −j , j ≥ 1. Furthermore, it follows from (9) that the form of the third term does not change. Hence, the whole expression becomes
The proof of (4) is very similar. We assume that for some i = 2, 3, . . . , n max 1≤j ≤n
Equation (11) is trivial for i = 2. Now it suffices to show that if (11) holds for i then it also holds for i + 1. To see that we apply the transformation (6) to the last expression of (11). Then we use (8) and (9), yielding
This proves the statement of the induction.
Discussion
This section contains several remarks on the results obtained above. First of all, note that the proof of (3), as well as the proof of (4), establishes n distributional identities, not just two. That is, the random variables
are identically distributed. The same holds for the random variables
Due to (9), we can generalize (3) and (4) in the following way. Let f (·, ·) be a function defined on a positive octant of R 2 . Assume that the first argument of f (·, ·) is the left-hand side of (3), and the second argument is S n . Then the function f (·, ·) of these two random arguments will have the same distribution as f (·, ·) with the first argument being the right-hand part of (3). The same holds for (4) . The proof is the same as the proof of Theorem 1 with the only additional remark being that according to (9) the term S n under the transformation (6) always becomes
In particular, observe that
where the last equality is obtained by reversing X j , 1 ≤ j ≤ n. Thus, in (4) we could assume b ≥ 0 without loss of generality. Furthermore, putting f (x, y) = 1 − x/y we derive from (3) that
and from (4) that
Now let U 1 , U 2 , . . . , U n−1 be independent random variables uniformly distributed on [0, 1), and let U (1) , U (2) , . . . , U (n−1) denote their order statistics. Put
A well-known property of these spacings (cf. [8] ) is that they are distributed as i.i.d. exponentials divided by their sum:
Therefore, (12) and (13) in fact establish the results like (3) and (4) for uniform spacings. Note that (1) is just (12) with b = 1. The distribution of the right-hand side of (12) and (13) can be easily found by using Theorem 2 from [1] . Uniform spacings play an important role in applications. One of the examples is order picking in carousel systems (see [3] , [6] , [7] ). The carousel can be seen as a circle of length 1. The picker starts at point 0, and he has to collect n − 1 items uniformly distributed on a circle. In this model the travel time can be written in terms of uniform spacings defined by (14). In [6] , the formula (1) was used to obtain the distribution of the travel time under the nearest items heuristic where the next item to be picked is always the nearest one. Formula (13) with b = 1 gives the distribution of so-called 'one-side optimal' route. This is the shortest of n − 1 routes, where the picker must perform the last step in a given direction (say, clockwise). Although this algorithm is not very wise, its analysis is extremely helpful for studying the optimal order picking strategy.
