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Note on the universality and the functoriality
of the perfect F-locality
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Institut de Mathe´matiques de Jussieu, lluis.puig@imj-prg.fr
6 Av Bizet, 94340 Joinville-le-Pont, France
Abstract: In [6, Proposition 18.21] we have proved some universality of the so-called localiz-
ing functor associated with a Frobenius P-category F , where P is a finite p-group, with respect
to the coherent F-localities (τ,L,π) such that the contravariant functor Ker(π) [6, 17.8.2] maps
any subgroup of P to an Abelian p-group. The purpose of this Note is both to move from the
localizing functor to the perfect locality associated with F and to remove the Abelian hypo-
thesis in the target. As a consequence, we get the functoriality for the perfect localities in the
strongest form, improving [7, Theorem 9.15].
1. Introduction
1.1. Let p be a prime number, P a finite p-group and F a Frobenius
P -category [6, 2.8]. In [6, Chap. 17] we introduce the localities(τ,L, π) asso-
ciated to F and, in particular, the perfect F-locality (τˆ ,P , πˆ) [6, 17.13]. The
main purpose of this Note is to prove that the perfect F-locality (τˆ ,P , πˆ)
is an initial object in a suitable category of F-localities , namely in the full
subcategory of the p-coherent F-localities [7, 2.8 and 2.9]; that is to say,
that there exists a unique isomorphism class of F-locality functors [7, 2.9]
from (τˆ ,P , πˆ) to any p-coherent F-locality (τ,L, π) . Our result in [6, Propo-
sition 18.21] can be considered as a first weaker tentative towards this state-
ment.
1.2. Let us recall our definitions. Denote by iGr the category formed by
the finite groups and by the injective group homomorphisms; moreover, for
any finite subgroup G with P as a Sylow p-subgroup, respectively denote by
FG,P and TG,P the categories where the objects are all the subgroups of P
and, for two of them Q and R , the respective sets of morphisms FG,P (Q,R)
and TG,P (Q,R) are formed by the group homomorphisms from R to Q in-
duced by the conjugation by elements of P , and by the set TG(R,Q) of such
elements, the compositions being the obvious ones.
1.3. Now, a Frobenius P -category F is a subcategory of iGr containing
FP = FP,P where the objects are all the subgroups of P and the morphisms
fulfill the following three conditions [6, 2.8 and Proposition 2.11]
1.3.1 For any subgroup Q of P , the inclusion functor (F)Q → (iGr)Q is
full.
1.3.2 FP (P ) is a Sylow p-subgroup of F(P ) .
We say that a subgroup Q of P is fully centralized in F if for any F -morphism
ξ :Q·CP (Q)→ P we have ξ
(
CP (Q)
)
= CP
(
ξ(Q)
)
; similarly, replacing in this
condition the centralizer by the normalizer, we say that Q is fully normalized .
21.3.3 For any subgroup Q of P fully centralized in F , any F-morphism
ϕ :Q → P and any subgroup R of NP
(
ϕ(Q)
)
such that ϕ(Q) ⊂ R and
that FP (Q) contains the action of FR
(
ϕ(Q)
)
over Q via ϕ , there exists an
F-morphism ζ :R→ P fulfilling ζ
(
ϕ(u)
)
= u for any u ∈ Q .
Note that, with the notation above, FG = FG,P is a Frobenius P -category.
1.4. Then, a coherent F-locality is a triple (τ,L, π) formed by a small
category L , a surjective functor π :L → F and a functor τ : TP → L from the
transporter category TP = TP,P of P , fulfilling the following three conditions
[6, 17.3, 17.8 and 17.9]
1.4.1 The composition π ◦ τ coincides with the composition of the canonical
functor κP : TP → FP with the inclusion FP ⊂ F .
1.4.2 For any pair of subgroups Q and R of P , Ker(π
R
) acts regularly on
the fibers of the following maps determined by π
π
Q,R
: L(Q,R) −→ F(Q,R)
Analogously, for any pair of subgroups Q and R of P , we denote by
τ
Q,R
: TP (Q,R) −→ L(Q,R) 1.4.3
the map determined by τ , and whenever R ⊂ Q we set i
Q
R
= τ
Q,R
(1) ; if
R = Q then we write Q once for short.
1.4.4 For any pair of subgroups Q and R of P , any x ∈ L(Q,R) and any
v ∈ R , we have x·τ
R
(v) = τ
Q
(
π
Q,R
(x)(v)
)
·x .
Moreover, we say that (τ,L, π) , or L for short, is p-coherent when Ker(π
Q
)
is a finite p-group for any subgroup Q of P . Note that, with the notation
above, TG = TG,P endowed with the obvious functors
TP −→ TG and TG −→ FG 1.4.5
becomes a coherent FG-locality.
1.5. If (τ,L, π) is a coherent F -locality, the subgroups τ
Q
(Q) ⊂ L(Q)
when Q runs over the subgroups of P define an interior structure in L [6, 1.3]
and we denote by L˜ the corresponding exterior quotient . Moreover, since F
is divisible [6, 2.3.1] and L fulfills condition 1.4.2, if Q′ and R′ are subgroups
of P , and we have R ⊂ Q and Q′ ⊂ R′ , denoting by L(Q′, Q)R′,R the set
of y ∈ L(Q′, Q) such that
(
π
Q′,Q
(y)
)
(R) ⊂ R′ , we get a restriction map
(possibly empty!)
rQ
′,Q
R′,R
: L(Q′, Q)R′,R −→ L(R
′, R) 1.5.1
fulfilling i
Q′
R′
·rQ
′,Q
R′,R
(y) = y·i
Q
R
for any y ∈ L(Q′, Q)R′,R ; similarly, we get a
contravariant functor from L to the category Gr of finite groups [6, 17.8.2]
Ker(π) : L −→ Gr 1.5.2
3sending any subgroup Q of P to Ker(π
Q
) and any L-morphism x :R→ Q to
the group homomorphism
Ker(π)x : Ker(πQ) −→ Ker(πR) 1.5.3
fulfilling u·x = x·
(
Ker(π)x(u)
)
for any u ∈ Ker(π
Q
) ; actually, it follows from
[6 Proposition 17.10] that Ker(π) factorizes through the exterior quotient L˜ .
1.6. If L′ is a second coherent F -locality with structural functors τ ′
and π′ , we call F-locality functor from L to L′ any functor l:L → L′ fulfilling
τ ′ = l ◦ τ and π′ ◦ l = π 1.6.1;
the composition of two F -locality functors is obviously an F -locality functor;
note that the equality τ ′ = l ◦ τ forces l to be compatible with the restriction
maps. Moreover, we can construct a third coherent F -locality L×F L′ from
the corresponding category defined by the pull-back of sets
(L ×F L
′)(Q,R) = L(Q,R)×F(Q,R) L
′(Q,R) 1.6.2
with the obvious composition and with the structural maps
TP (Q,R)
τ ′′
Q,R
−−−−→ (L ×F L
′)(Q,R)
π′′
Q,R
−−−−→ F(Q,R) 1.6.3
respectively induced by τ and τ ′ , and by π and π′ . Note that we have obvious
F -locality functors
L ←− L×F L
′ −→ L′ 1.6.4.
1.7. Actually, any F -locality functor l:L → L′ determines a natural map
χl : Ker(π) −→ Ker(π
′) 1.7.1;
conversely, it is quite clear that any subfunctor k of Ker(π) determines a
quotient coherent F-locality L/k defined by the quotient sets
(L/k)(Q,R) = L(Q,R)/k(R) 1.7.2,
for any pair of subgroups Q and R of P , and by the corresponding induced
composition. We say that two F -locality functors l and l¯ from L to L′ are
naturally F-isomorphic if we have a natural isomorphism λ: l ∼= l¯ fulfilling
π′ ∗ λ = idπ ; in this case, λQ belongs to Ker(π′Q) for any subgroup Q of P
and, since l(i
P
Q
) = i′
P
Q
= l¯(i
P
Q
) , λ is uniquely determined by λP ; indeed, we
have
λP ·i
′
P
Q
= i′
P
Q
·λQ 1.7.3.
Once again, the composition of a natural F -isomorphism with an F -locality
functor or with another such a natural F -isomorphism is a natural F -iso-
morphism.
41.8. For any coherent F -locality (τ,L, π) recall that [6, Remark 17.11]
1.8.1 If Q is a subgroup of P , R and T are subgroups of NP (Q) contain-
ing Q , and x is an element of L(R, T ) such that π
R,T
(x) stabilizes Q , then
there is y ∈ L(Q) such that i
R
Q
·y = x·i
T
Q
and moreover we have
y·τ
Q
(w)·y−1 = τ
Q
((
π
R,T
(x)
)
(w)
)
for any w ∈ T .
Indeed, the existence of y follows from the divisibility of F (cf. condition 1.3.1)
and from condition 1.4.2 above; in particular, for any w ∈ T , from condi-
tion 1.4.4 we have
i
R
Q
·y·τ
Q
(w) = x·τ
T
(w)·i
T
Q
= τ
R
((
π
R,T
(x)
)
(w)
)
·x·i
T
Q
= i
R
Q
·τ
Q
((
π
R,T
(x)
)
(w)
)
·y
1.8.2
and we apply again the divisibility of F and condition 1.4.2 above [6, 17.7.1].
It turns out that condition 1.8.1 is meaningful when applying the lemma
below; actually, in [6, Lemma 18.8] we already claimed a wrong stronger
version and therefore it seems reasonable to repeat here the good part of the
argument.
Lemma 1.9. Let L and M be finite groups, P a Sylow p-subgroup of L , Z a
normal Abelian p-subgroup of M and σ¯ :L → M¯ = M/Z a group homomor-
phism. Assume that there is a group homomorphism τ :P → M lifting the
restriction of σ¯ and fulfilling the following condition
1.9.1 For any subgroup R of P and any x ∈ L such that Rx ⊂ P , there is
y ∈M such that σ¯(x) = y¯ and that τ(ux) = τ(u)y for any u ∈ R .
Then, there is a group homomorphism σ :L→M lifting σ¯ and extending τ .
Moreover, if σ′ :L→M is a group homomorphism which lifts σ¯ and extends τ
then there is z ∈ Z such that σ′(x) = σ(x)z for any x ∈ L .
Proof: It is clear that σ¯ determines an action of L on Z and therefore,
for any n ∈ N , it makes sense to consider the cohomology groups Hn(L,Z)
and Hn(P,Z) . Moreover, M determines an element µ¯ of H2(M¯, Z) and if
there is a group homomorphism τ :P → M lifting the restriction of σ¯ then
the corresponding image of µ¯ in H2(P,Z) has to be zero; thus, since the
restriction map
H
2(L,Z) −→ H2(P,Z) 1.9.2
is injective [2, Ch. XII, Theorem 10.1], we also get
(
H
2(σ¯, idZ)
)
(µ¯) = 0 1.9.3
and therefore there is a group homomorphism σ :L→M lifting σ¯ .
5At this point, the difference between τ and the restriction of σ to P
defines a 1-cocycle θ :P → Z and, for any subgroup R of P and any x ∈ L
such that Rx ⊂ P , it follows from condition 1.9.1 that there is y ∈ M such
that y¯ = σ¯(x) and that, for any u ∈ R , we have
θ(ux) = τ(ux)−1σ(ux) = τ(u−1)yσ(u)σ(x)
= τ(u−1)yτ(u)σ(x)θ(u)σ(x)
=
((
yσ(x)−1
)−1(
yσ(x)−1
)τ(u)
θ(u)
)σ(x) 1.9.4;
consequently, since the map sending u ∈ R to
(
yσ(x)−1
)−1(
yσ(x)−1
)τ(u)
∈ Z
is a 1-coboundary, the cohomology class θ¯ of θ is L-stable and it follows
again from Theorem 10.1 in [2, Ch. XII] that it is the restriction of a suitable
element η¯ ∈ H1(L,Z) ; then, it suffices to modify σ by a representative of η¯
to get a new group homomorphism σ′ :L→M lifting σ¯ and extending τ .
Now, if σ′ :L → M is a group homomorphism which lifts σ¯ and ex-
tends τ , the element σ′(x)σ(x)−1 belongs to Z for any x ∈ L and thus, we
get a 1-cocycle λ :L → Z mapping x ∈ L on σ′(x)σ(x)−1 , which vanish
over P ; hence, it is a 1-coboundary [2, Ch. XII, Theorem 10.1] and therefore
there exists z ∈ Z such that
λ(x) = z−1σ(x)zσ(x)−1 1.9.5
so that we have σ′(x) = σ(x)z for any x ∈ L . We are done.
1.10. When inductively trying to obtain a more general statement by
removing the Abelian hypothesis on the p-group Z , it quickly appears a lack
of inductiveness in condition 1.9.1. The remark leading to this Note is that
for an analogous statement respectively replacing the groups L andM by the
perfect F-locality P [6, 17.13] and by a p-coherent F-locality L , the lack of
inductiveness disappear. In the next section, we recall the definition of the
perfect F-locality and prove our main result. In the last section, we give a
direct proof for the functoriality of the perfect F-locality, which replaces all
the section 9 in [7] and, moreover, improves [7, Theorem 9.15].
1.11. As we explain below, our main result allows a dramatical reduction
in the proof of the existence and the uniqueness of the perfect F-locality
in [7, §6]; it also supplies a easier direct proof of [7, Theorem 8.10]. Perhaps
the main interest of this Note is to show that the cohomology of categories
(or higher limits) are not needed when dealing with perfect F -localities: all
we need from the cohomology groups is contained in Lemma 1.9 above and
in [1, Proposition 3.2]. Let us recall this result.
1.12. Actually, it is possible to relativize all the above definitions to
a nonempty set X of subgroups of P which contains any subgroup of P
admitting an F -morphism from some subgroup in X , and we respectively
denote by T
X
P , F
X
, P
X
and L
X
the full subcategories of TP , F , P and L
6over X as the set of objects. Let U ∈ X be fully normalized in F and assume
that CP (U) = Z(U) ; if Q and R are subgroups of NP (U) containing U , it
follows from condition 1.3.3 and from [6, Corollary 4.9] that, denoting by Q˜
and R˜ the respective images of Q and R in F˜(U) , any element in T
F˜(U)
(Q˜, R˜)
determines an F˜ -morphism from R to Q ; it is clear that this correspondence
defines a functor t : T˜
F˜(U)
→ F˜
X
. Then, Proposition 3.2 in [1] proves the
following statement.
Proposition 1.13. With the notation above, for any torsion contravariant
functor dU : F˜
X
→ Z(p)-mod vanishing outside of {θ(U)}θ∈F(P,U) and any
n ≥ 1 the functor t induces a group isomorphism
H
n(F˜
X
, dU ) ∼= H
n(T˜
F˜(U)
, dU ◦ t) 1.13.1.
2. The perfect F-locality
2.1. As in 1.1 above, let p be a prime number, P a finite p-group and F a
Frobenius P -category. Recall that any subgroup Q of P fully centralized in F
has a so-called centralizer CF (Q) which is a Frobenius CP (Q)-category con-
tained in F [6, Proposition 2.16]; similarly, if (τ,L, π) is a coherent F -locality
then we also have a centralizer CL(Q) which is a coherent CF (Q)-locality con-
tained in L [6, 17.5]. Moreover, recall that, for any subgroup Q of P fully
centralized in F , the so-called CF (Q)-hyperfocal subgroup HCF (Q) is the sub-
group of CP (Q) generated by the union of the sets {vσ(v)−1}v∈R where R
runs over the set of subgroups of CP (Q) and σ over the set of p
′-elements
of
(
CF (Q)
)
(R) .
Lemma 2.2. Let (τ,L, π) a coherent F-locality. For any subgroup Q of P
fully centralized in F such that Ker(π
Q
) is a p-group, we have
HCF (Q) ⊂ Ker(τQ) 2.2.1.
Proof: For any subgroup R of CP (Q) , any element v ofR and any p
′-element
σ of
(
CF (Q)
)
(R) , we have
τ
Q
(
vσ(v)−1
)
= τ
Q
(v)τ
Q
(
σ(v)−1
)
2.2.2;
but, by the very definition of CL(Q) [6, 17.5], there is a p
′-element s in L(Q·R)
lifting σ and acting trivially on Q ; in particular, it follows from the divisi-
bility of F and from condition 1.3.2 that s determines a p′-element t in L(Q)
fulfilling i
Q·R
Q
·t = s·i
Q·R
Q
and acting trivially on Q ; thus, since we are as-
suming that Ker(π
Q
) is a p-group, t is actually the trivial element of L(Q) .
Consequently, by the coherence of L we get (cf. condition 1.4.4)
τ
Q·R
(v−1)·s−1·i
Q·R
Q
= s−1·i
Q·R
Q
·τ
Q
(
σ(v)−1
)
2.2.3;
7but, according to the definition of s , we have s−1·i
Q·R
Q
= i
Q·R
Q
and therefore,
since τ
Q·R
(v−1)·i
Q·R
Q
= i
Q·R
Q
·τ
Q
(v−1) , we finally get τ
Q
(
σ(v)−1
)
= τ
Q
(v−1)
(cf. condition 1.3.2). We are done.
2.3. We say that (τ,L, π) is a perfect F-locality if it is a coherent
F-locality and for any subgroupQ of P fully normalized in F we have [6, 17.12
and 17.13]
Ker(π
Q
) ⊂ τ
Q
(
NP (Q)
)
and HCF (Q) = Ker(τQ) 2.3.1;
note that, in this case, τ
Q
(
NP (Q)
)
is a Sylow p-subgroup of L(Q) [6, Propo-
sition 2.11] and we have Ker(π
Q
) = τ
Q
(
CP (Q)
)
. Denoting by sc the set of
F-selfcentralizing subgroups of P — namely the set of subgroups Q of P
such that CP
(
ϕ(Q)
)
⊂ ϕ(Q) for any ϕ in F(P,Q) [6, 4.8] — the existence
and the uniqueness of a perfect F
sc
-locality P
sc
has been proved by Chermak
in [3] employing the classification of simple finite groups and by Oliver in [5]
employing Chermak’s induction, but where the whole classification can be
reduced to a shorter one for p = 2 , through the work by Glauberman and
Lynd [4].
2.4. Actually, in [7] we prove the existence and the uniqueness of perfect
F-locality P without any classification. More precisely, we already gave in [6,
Ch. 20] (and we correct in [7, Theorem 7.2] !) a proof of the existence and the
uniqueness of a perfect F-locality P from the existence and the uniqueness
of P
sc
, and in [7, §6] we prove the existence and the uniqueness of P
sc
. As a
matter of fact, all these results are not needed here, except for the functorial
part in [7, Theorem 7.2]; more generally, we work over a nonempty set X
chosen as in 1.12 above.
Theorem 2.5. With the notation above, let (τˆX ,P
X
, πˆX) be a perfect F
X
-
locality. For any p-coherent F-locality (τ,L, π) there exists a unique natural
F
X
-isomorphism class of F
X
-locality functors from P
X
to L
X
.
Proof: According to [7, Theorem 7.2, and 7.3], we may assume that all
the subgroups in X are F -selfcentralizing. From 1.5.2 let us consider the
family {Γi
(
Ker(π)
)
}i∈N of contravariant functors from L to Gr inductively
defined by
Γ0
(
Ker(π)
)
= Ker(π) and Γi+1
(
Ker(π)
)
=
[
Ker(π),Γi
(
Ker(π)
)]
2.5.1.
We clearly may assume that Ker(π) is not trivial whereas, since the F -locality
L is p-coherent, Γi
(
Ker(π)
)
is trivial for i ∈ N big enough; let ℓ ∈ N be the
biggest element such that the contravariant functor K = Γℓ
(
Ker(π)
)
is not
trivial and denote by (τ¯ , L¯, π¯) the coherent F -locality formed by the quotient
category L¯ = L
/
K (cf. 1.6.3) with the corresponding structural functors
τ¯ : TP −→ L¯ and π¯ : L¯ −→ F 2.5.2.
8It is quite clear that (τ¯ , L¯, π¯) remains a p-coherent F -locality; hence, arguing
by induction on the size of L , we may assume that there exists a unique
natural F
X
-isomorphism class of F
X
-locality functors σ¯X :P
X
→ L¯
X
.
We claim that there exists an F
X
-locality functor σX :P
X
→ L
X
lift-
ing σ¯X ; let U be a minimal subgroup in X fully normalized in F [6, Propo-
sition 2.7] and set
Y = X− {θ(U) | θ ∈ F(P,U)} 2.5.3,
where the case Y = ∅ is not excluded. First of all, we claim the existence of
a group homomorphism
σ
U
: P
X
(U) −→ L(U) 2.5.4
fulfilling π
U
◦ σ
U
= πˆX
U
and τ
U
= σ
U
◦ τˆX
U
; we will apply Lemma 1.9 above
to the finite groups P
X
(U) and L(U) , to the Sylow p-subgroup τˆX
U
(
NP (U)
)
of P
X
(U) (cf. 2.3) and to the group homomorphism σ¯X
U
:P
X
(U) → L¯(U)
determined by the functor σ¯X .
Since according to Lemma 2.2 we have τ
U
(HCF (U)) = {1} , the group ho-
momorphism τ
U
:NP (U)→ L(U) factorizes throughout τˆXU :NP (U)→ P(U) ;
that is to say, we have a unique group homomorphism
η : τˆX
U
(
NP (U)
)
−→ τ
U
(
NP (U)
)
2.5.5
fulfilling η ◦ τˆX
U
= τ
U
and lifting the restriction of σ¯X
U
. We claim that η fulfills
condition 1.9.1; let R a subgroup of NP (U) and xˆ an element of P
X
(U)
such that τˆX
U
(R)xˆ ⊂ τˆX
U
(
NP (U)
)
; actually, according to the Alperin Fusion
Theorem applied to the group P
X
(U) , in order to show that condition 1.9.1
holds, we may assume that R contains U and that xˆ normalizes τˆX
U
(R) .
In this case, ξ = πˆX
U
(xˆ) belongs to NF(U)
(
FR(U)
)
and therefore it fol-
lows from [6, Corollary 2.13] that ξ can be lifted to some element ζ of the
stabilizer F(R)U of U in F(R) ; then, there is yˆ ∈ P
X
(R)U lifting ζ and
therefore, according to 1.5.1, there exists yˆ
U
∈ P
X
(U) fulfilling iˆ
R
U
·yˆ
U
= yˆ·ˆi
R
U
and normalizing τˆX
U
(R) ; in particular, we have
πˆX
U
(yˆ
U
) = ξ = πˆX
U
(xˆ) 2.5.6
and, since Ker(πˆX
U
) = τˆX
U
(
CP (U)
)
(cf. 2.3) and U ⊂ R , we have yˆ
U
= xˆ·τˆX
U
(z)
for some element z ∈ Z(U) ⊂ R . Hence, up to replacing yˆ by yˆ·τˆX
R
(z)−1 , we
may assume that yˆ
U
= xˆ .
In this situation we set y¯ = σ¯X
R
(yˆ) , which belongs to L¯(R)U , and choose
an element y ∈ L(R)U lifting y¯ ; once again, according to 1.5.1, there is
y
U
in L(U) fulfilling i
R
U
·y
U
= y·i
R
U
and normalizing τ
U
(R) . All this can be
9summarized in the following commutative diagram
ζ ∈ F(R)
U
−→ ξ ∈ NF(U)
(
FR(U)
)
տ տx y¯ ∈ L¯(R)
U
−→
x y¯
U
∈ NL¯(U)
(
τ¯
U
(R)
)
ր ր
yˆ ∈ P
X
(R)
U
x −→ xˆ ∈ N
P
X(U)
(
τˆX
U
(R)
) x
y ∈ L(R)
U
−→ y
U
∈ NL(U)
(
τ
U
(R)
)
2.5.7;
it is clear that the image y¯
U
of y
U
in NL¯(U)
(
τ¯
U
(R)
)
fulfills i¯
R
U
·y¯
U
= y¯·¯i
R
U
and therefore it coincides with σ¯X
U
(xˆ) , since the functor σ¯X applied to the
commutative P
X
-diagram
R
yˆ
−→ R
iˆ
R
U
↑ ↑ iˆR
U
U
xˆ
−→ U
2.5.8
yields the commutative L¯-diagram
R
y¯
−→ R
i¯
R
U
↑ ↑ i¯R
U
U
σ¯X
U
(xˆ)
−−−→ U
2.5.9
Moreover, from the coherence of L , as in 1.8.2 above for any v ∈ R we
have
i
R
U
·y
U
·τ
U
(v) = y·i
R
U
·τ
U
(v) = y·τ
R
(v)·i
R
U
= τ
R
(
ζ(v)
)
·y·i
R
U
= i
R
U
·τ
U
(
ζ(v)
)
·y
U
2.5.10
and therefore, according to 1.5.1, we get
y
U
·τ
U
(v)·(y
U
)−1 = τ
U
(
ζ(v)
)
2.5.11;
but by the very definitions of η and of ζ we have
τ
U
(v) = η
(
τˆX
U
(v)
)
and τ
U
(
ζ(v)
)
= η
(
xˆ·τˆX
U
(v)·xˆ−1
)
2.5.12,
which proves that η fulfills condition 1.9.1. Consequently, il follows from
Lemme 1.9 that there exists a group homomorphism
σ
U
: P
X
(U) −→ L(U) 2.5.13
fulfilling σ
U
◦ τˆX
U
= τ
U
and lifting σ¯X
U
, which proves our claim.
10
If |X| = 1 then U = P and the existence of σ
U
proves the existence of
an F
X
-locality functor σX :P
X
→ L
X
lifting σ¯X ; now, assuming that |X| 6= 1
and arguing by induction on |X| , we may assume that there exists a unique
natural F
X
-isomorphism class of F
Y
-locality functors σY :P
Y
→ L
Y
. Then,
the composition
σ¯Y : P
Y
−→ L
Y
−→ L¯
Y
2.5.14
and the restriction σ¯X|
Y
:P
Y
−→ L¯
Y
of σ¯X to P
Y
are two F
Y
-locality func-
tors from P
Y
to L¯
Y
; thus, by the induction hypothesis, they are naturally
F
X
-isomorphic; hence, it follows from 1.7.3 above that there exists an ele-
ment z¯
P
∈ Ker(π¯Y
P
) such that, for any Q ∈ Y , we have z¯
P
·¯i
P
Q
= i¯
P
Q
·z¯
Q
for
a suitable z¯
Q
∈ Ker(π¯Y
Q
) in such a way that the family {z¯
Q
}Q∈Y defines a
natural isomorphism σ¯X|
Y∼= σ¯Y .
At this point, choose a lifting z
P
of z¯
P
in Ker(πY
P
) ; since the F -locality
L is coherent, it follows from [6, Proposition 17.10] that z
P
centralizes τ
P
(P )
and therefore, for any Q ∈ Y , we still have z
P
·i
P
Q
= i
P
Q
·z
Q
for a suitable
z
Q
∈ Ker(πY
Q
) lifting z¯
Q
. Then, up to replacing σY by the functor σ′Y sending
any P
Y
-morphism xˆ :R→ Q to the L
Y
-morphism (z
Q
)−1·σY(xˆ)·z
R
, we may
assume that σ¯X |
Y
and σ¯Y coincide with each other; indeed, if xˆ = τˆ
Q,R
(u)
for some u ∈ TP (Q,R) then we get
i
P
Q
·(z
Q
)−1·σY
(
τˆ
Q,R
(u)
)
·z
R
= (z
P
)−1·i
P
Q
·τ
Q,R
(u)·z
R
= (z
P
)−1·τ
P
(u)·i
P
R
·z
R
= τ
P
(u)·i
P
R
= i
P
Q
·τ
Q,R
(u)
2.5.15,
so that σ′Y is also an F
Y
-locality functor.
Now, considering the direct product in 1.6, we get the following commu-
tative diagram
P
Y
×
F
Y L¯
Y
−−−−→ L¯
Y
ւ ∩ տ ∩ տ
P
Y
←−−−− P
Y
×
F
Y L
Y
−→ L
Y
∩ P
X
×
F
X L¯
X
−−−−→ L¯
X
∩
ւ տ ∩ տ
P
X
←−−−− P
X
×
F
X L
X
−→ L
X
2.5.16
and it is quite clear that the F
Y
- and F
X
-locality functors σY and σ¯X deter-
minent “diagonal” F
Y
- and F
X
-locality functors
∆id,σY : P
Y
−→ P
Y
×
F
Y L
Y
and ∆id,σ¯X : P
X
−→ P
X
×
F
X L¯
X
2.5.17.
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Denote by M
Y
the “image” of P
Y
in P
Y
×
F
Y L
Y
, by ρY :P
Y
−→M
Y
the
F
Y
-locality isomorphism obviuosly determined by ∆id,σY , and by M
X
the
subcategory of P
X
×
F
X L
X
which coincides with M
Y
over Y and fulfills
M
X
(Q, V ) = (P
X
×
F
X L
X
)(Q, V ) 2.5.18
for any pair of subgroups Q in X and V in X−Y .
Denoting by M¯
X
the “image” of M
X
in P
X
×
F
X L¯
X
, it is quite clear
that ∆id,σ¯X determines an F
X
-locality functor ρ¯X :P
X
−→ M¯
X
and, in order
to prove the existence of an F
X
-locality functor σX :P
X
→ L
X
lifting σ¯X ,
it suffices to show that there exists an F
X
-locality functor ρX :P
X
−→ M
X
lifting ρ¯X .
Let us consider the transporter category T
P
X(U) of the group P
X
(U)
(cf. 1.2); denoting by M the set of subgroups of NP (U) belonging to X ,
and by T
M
NP (U)
and N
M
F (U) the respective full subcategories of TNP (U) and
NF(U) overM , we claim that the full subcategory T
M
P
X (U)
of T
P
X (U) overM ,
endowed with the functors
T
M
NP (U)
−→ T
M
P
X (U)
and T
M
P
X (U)
−→ N
M
F (U) 2.5.19
determined by the injective group homomorphism τˆ
U
:NP (U)→ P
X
(U) , be-
comes a p-coherent N
M
F (U)-locality. Indeed, it is clear that τˆU induces the
left-hand functor and, since τˆ
U
is injective, the conjugation in P
X
(U) deter-
mines the right-hand one, which is “surjective” by statement 1.8.1; then, since
we assume that all the groups in X are F-selfcentralizing, the p-coherence is
easily checked (cf. 1.4.5).
Actually, denoting by N
M
P
X (U) the full subcategory of NPX (U) over M ,
statement 1.8.1 above induces an N
M
F (U)-locality isomorphism
κM
U
: N
M
P
X (U) ∼= T
M
P
X (U)
2.5.20.
Indeed, for any pair of subgroups Q and R in M , any N
M
P
X (U)-morphism
xˆ :R → Q comes from a P
X
-morphism xˆU :R·U → Q·U , which stabilizes
U and is uniquely determined since any P
X
-morphism is an epimorphism
[6, Proposition 24.2]; in particular, by restriction xˆU determines an element
rˆ
Q·U,R·U
U,U
(xˆU ) in P
X
(U) belonging to T
M
P
X (U)
(Q,R) (cf. 1.5.1). Now, it is easily
checked that this correspondence defines an “injective” N
M
F (U)-locality func-
tor from N
M
P
X (U) to T
M
P
X (U)
; for the “surjectivity”, note that two subgroups
12
Q and Q′ in M are N
M
P
X (U)-isomorphic if and only if they are T
M
P
X (U)
-iso-
morphic, since both statements are equivalent to Q and Q′ being N
M
F (U)-iso-
morphic; consequently, it suffices to show that
(
N
M
P
X (U)
)
(Q) ∼=
(
T
M
P
X (U)
)
(Q) 2.5.21;
but, it is quite clear that (cf. 2.5.19)
∣∣(NM
P
X (U)
)
(Q)
∣∣ = |NZ(Q)(U)|·∣∣(NMF (U))(Q)∣∣ = ∣∣(T MPX (U)
)
(Q)
∣∣ 2.5.22.
Similarly, denoting by
υX : T
X
P −→M
X
and ̟X :M
X
−→ F
X
2.5.23
the structural functors of M
X
, and by T
M
M
X(U)
the full subcategory over M
of the transporter category T
M
X(U) of the group M
X
(U) , the group homo-
morphism υX
U
:NP (U) → M
X
(U) is still injective and, as above, it induces
obvious functors
υM : T
M
NP (U)
−→ T
M
M
X (U)
and ̟M : T
M
M
X (U)
−→ N
M
F (U) 2.5.24;
once again, the right-hand functor is “surjective” by statement 1.8.1; then,
T
M
M
X(U)
endowed with these functors becomes a p-coherent category.
Now, denoting by N the set of subgroups of NP (U) belonging to Y and
by N
N
M
Y (U) the full subcategory of NMN (U) over N , we claim that we still
have an “injective” N
N
F (U)-locality functor
µN : N
N
M
Y (U) −→ T
N
M
X (U)
2.5.25;
indeed, once again, any N
N
M
Y (U)-morphism x :R → Q comes from an M
Y
-
morphism xU :R·U → Q·U which stabilizes U and, since M
Y ∼= P
Y
, xU is
also uniquely determined by x [6, Proposition 24.2]; thus, by restriction xU
determines an element r
Q·U,R·U
U,U
(xU ) in M
X
(U) belonging to T
M
M
X (U)
(Q,R)
(cf. 1.5.1). As above, it is easily checked that this correspondence defines the
announced “injective” N
N
F (U)-locality functor.
On the other hand, it is clear that the homomorphism σ
U
(cf. 2.5.13)
determines a “diagonal” group homomorphism
ρ
U
= ∆id,σ
U
: P
X
(U) −→ (P
X
×
F
X L
X
)(U) =M
X
(U) 2.5.26,
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which clearly induces an “injective” N
M
F (U)-locality functor
N
M
P
X (U) ∼= T
M
P
X (U)
T
M
ρ
U−→ T
M
M
X(U)
2.5.27
mapping N
N
P
Y (U) on T
N
M
X(U)
. At this point, denoting by ρN the restriction
of the isomorphism ρY above to N
N
P
Y (U) , from 2.5.25 and 2.5.27 we get the
two N
N
F (U)-locality functors
N
N
P
Y (U)
ρN
∼= N
N
M
Y (U)
µN
−→ T
N
MX(U)
‖ ‖
N
N
P
Y (U)
κN
U∼= T
N
P
X (U)
T
N
ρU−→ T
N
M
X(U)
2.5.28;
hence, since N
N
P
Y (U) is a perfect N
N
F (U)-locality [6, 17.13], it follows from
the induction hypothesis on |X| that both functors are naturally N
N
F (U)-iso-
morphic, which according to equality 1.7.3 above only depends on an element
z
NP (U)
of Ker(̟M
NP (U)
) ⊂M
X
(U) centralizing υM
U
(
NP (U)
)
.
But, since σ
U
lifts σ¯X
U
(cf. 2.5.13), denoting by µ¯N and T
N
ρ¯U
the respective
compositions of µN and T
N
ρU
with the canonical functor T
N
M
X(U)
→ T
N
M¯
X(U)
,
it is easily checked that
µ¯N ◦ ρN = T
N
ρ¯U
◦ κN
U
2.5.29
and therefore the image z¯
NP (U)
of z
NP (U)
in M¯
X
(U) determines a natural
N
N
F (U)-automorphism of the N
N
F (U)-locality functor T
N
ρ¯U
; once again, this
natural N
N
F (U)-automorphism only depends on an element
s¯
NP (U)
∈ Ker( ¯̟M
NP (U)
) ⊂ M¯
X
(U) 2.5.30
which can be lifted to some s
NP (U)
∈ Ker(̟M
NP (U)
) ; as above, since s
NP (U)
cen-
tralizes υM
U
(
NP (U)
)
[6, Proposition 17.10], this element determines a natural
N
N
F (U)-automorphism of the N
N
F (U)-locality functor T
N
ρU
. Consequently, we
can choose z
NP (U)
in such a way that z¯
NP (U)
= 1 ; then, up to replacing ρ
U
by its z
NP (U)
-conjugate, we may assume that
µN ◦ ρN = T
N
ρU
◦ κN
U
2.5.31;
in particular, for any N
N
P
Y (U)-morphism yˆ :R→ Q such that Q and R both
contain U , we may assume that (cf. 1.5.1)
ρ
U
(
rˆQ,R
U,U
(yˆ)
)
= µN
(
ρN(yˆ)
)
= rQ,R
U,U
(
ρY(yˆ)
)
2.5.32.
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Moreover, for any V ∈ X − Y fully normalized in F , it follows from
[6, Corollary 2.13] that there is a P
X
-isomorphism yˆ
V
:NP (U)→ NP (V ) = N
fulfilling (
πˆ
N,NP (U)
(yˆ
V
)
)
(U) = V 2.5.33;
then, considering the restriction maps rˆ
N,NP (U)
V,U and r
N,NP (U)
V,U respectively cor-
responding to P
X
and toM
X
(cf. 1.5.1), and setting y
V
= ρY(yˆ
V
) , we intro-
duce the group homomorphism
ρ
V
: P
X
(V ) −→M
X
(V ) 2.5.34
sending any xˆ ∈ P
X
(V ) to
r
N,NP (U)
V,U (yV )·ρU
(
rˆ
N,NP (U)
V,U (yˆV )
−1·xˆ·rˆ
N,NP (U)
V,U (yˆV )
)
·r
N,NP (U)
V,U (yV )
−1 2.5.35,
which does not depend on our choice of yˆ
V
and fulfills
π
V
◦ ρ
V
= πˆ
V
and ρ
V
◦ τˆ
V
= τ
V
2.5.36
since P
X
andM
X
are coherent . Indeed, another choice has the form yˆ
V
·sˆ for
some element sˆ in P
X(
NP (U)U
)
; but, according to our choice of ρ
U
above
(cf. 2.5.32), we have
ρ
U
(
rˆ
NP (U),NP (U)
U,U (sˆ)
)
= r
NP (U),NP (U)
U,U
(
ρY(sˆ)
)
2.5.37.
Note that, for any N
P
Y (V )-morphism yˆ :R → Q such that Q and R both
strictly contain V , from 2.5.32 and 2.5.35 we still get
ρ
V
(
rˆQ,R
V,V
(yˆ)
)
= rQ,R
V,V
(
ρY(yˆ)
)
2.5.38.
Going further, for any V, V ′ ∈ X − Y fully normalized in F , setting
N = NP (V ) and N
′ = NP (V
′) , it follows from [6, condition 2.8.2] that
any P
X
-morphism xˆ :V → V ′ factorizes as xˆ = rˆN
′,N
V ′,V
(yˆ)·sˆ for suitable yˆ in
P
X
(N ′, N)V ′,V and sˆ in P
X
(V ) ; then, in M
X
(V ′, V ) we define
ρX
V ′,V
(xˆ) = rN
′,N
V ′,V
(
ρY(yˆ)
)
·ρ
V
(sˆ) 2.5.39;
this definition does not depend on our choice since, for such another decom-
position xˆ = rˆN
′,N
V ′,V
(ˆ¯y)·ˆ¯s , we get ˆ¯y = yˆ·tˆ and ˆ¯s = rˆN
V
(tˆ)−1·sˆ for a suitable tˆ
in P
X
(N)V , so that we have (cf. 2.5.38)
rN
′,N
V ′,V
(
ρY(ˆ¯y)
)
·ρ
V
(ˆ¯s) = rN
′,N
V ′,V
(
ρY(yˆ·tˆ)
)
·ρ
V
(
rˆN
V
(tˆ)−1·sˆ
)
= rN
′,N
V ′,V
(
ρY(yˆ)
)
·rN
V
(
ρY(tˆ)
)
·ρ
V
(
rˆN
V
(tˆ)
)−1
·ρ
V
(sˆ)
= ρX
V ′,V
(xˆ)
2.5.40.
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In particular, if Q and Q′ are a pair of subgroups of P respectively
contained in N and N ′ , and strictly containing V and V ′ , for any xˆ in
P
Y
(Q′, Q)V ′,V we claim that
ρXV ′,V
(
rˆQ
′,Q
V ′,V (xˆ)
)
= rQ
′,Q
V ′,V
(
ρY(xˆ)
)
2.5.41;
indeed, it follows from [6, condition 2.8.2] that rˆQ
′,Q
V ′,V (xˆ) = rˆ
N ′,N
V ′,V (yˆ)·zˆ for
suitable elements yˆ ∈ P
Y
(N ′, N)V ′,V and zˆ ∈ P
X
(V ) ; consequently, setting
Q′′ =
(
̟
N,N′
(yˆ−1)
)
(Q′) ⊂ N , we get
zˆ = rˆQ
′′,Q
V,V
(
rˆN,N
′
Q′′,Q′(yˆ
−1)·xˆ
)
2.5.42
and therefore, considering the element sˆ = rˆN,N
′
Q′′,Q′(yˆ
−1)·xˆ which belongs
to P
Y
(Q′′, Q)V,V , we still get xˆ = rˆ
N ′,N
Q′,Q′′(yˆ)·sˆ ; hence, we obtain
rˆQ
′,Q
V ′,V (xˆ) = rˆ
N ′,N
V ′,V (yˆ)·rˆ
Q′′,Q
V,V (sˆ) and ρ
Y(xˆ) = ρY(yˆ)·ρY(sˆ) 2.5.43
and, since rˆQ
′′,Q
V,V (sˆ) belongs to P
X
(V ) , from definition 2.5.39 and from equal-
ity 2.5.38 we still obtain (cf. 1.6)
ρXV ′,V
(
rˆQ
′,Q
V ′,V (xˆ)
)
= rˆN
′,N
V ′,V
(
ρY(yˆ)
)
·ρ
V
(
rˆQ
′′,Q
V,V (sˆ)
)
= rˆN
′,N
V ′,V
(
ρY(yˆ)
)
·rQ
′′,Q
V,V
(
ρY(sˆ)
)
= rQ
′,Q
V ′,V
(
rˆN
′,N
Q′,Q′′
(
ρY(yˆ)
)
·ρY(sˆ)
)
= rQ
′,Q
V ′,V
(
ρY
(
rN
′,N
Q′,Q′′(yˆ)
)
·ρY(sˆ)
)
= rQ
′,Q
V ′,V
(
ρY(xˆ)
)
2.5.44.
For another V ′′ ∈ X−Y fully normalized in F , setting N ′′ = NP (V ′′)
and considering a P
X
-morphism xˆ′ :V ′ → V ′′ , we claim that
ρXV ′′,V (xˆ
′·xˆ) = ρXV ′′,V ′(xˆ
′)·ρXV ′,V (xˆ) 2.5.45;
indeed, assuming that
xˆ = rˆN
′,N
V ′,V (yˆ)·sˆ and xˆ
′ = rˆN
′′,N ′
V ′′,V ′ (yˆ
′)·sˆ′ 2.5.46
for suitable yˆ ∈ P
Y
(N ′, N)V ′,V , yˆ
′ ∈ P
Y
(N ′′, N ′)V ′′,V ′ , sˆ ∈ P
X
(V ) and
sˆ′ ∈ P
X
(V ′) , we get (cf. 2.5.39)
ρXV ′′,V ′(xˆ
′)·ρXV ′,V (xˆ) = r
N′′,N′
V ′′,V ′
(
ρY(yˆ′)
)
·ρ
V ′
(sˆ′)·rN
′,N
V ′,V
(
ρY(yˆ)
)
·ρ
V
(sˆ)
= rN
′′,N
V ′′,V
(
ρY(yˆ′·yˆ)
)
·ρ
V ′
(sˆ′)
r
N′,N
V ′,V
(ρY (yˆ))
·ρ
V
(sˆ)
xˆ′·xˆ = rˆN
′′,N ′
V ′′,V ′ (yˆ
′)·sˆ′·rˆN
′,N
V ′,V (yˆ)·sˆ
= rˆN
′′,N
V ′′,V (yˆ
′·yˆ)·sˆ
′ rˆ
N′,N
V ′,V
(yˆ)
·sˆ
2.5.47.
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Moreover, it is clear that yˆ′·yˆ belongs to P
Y
(N ′′, N)V ′′,V and it follows
easily from the very definition of ρ
V
in 2.5.35 that the element sˆ′′ = sˆ
′ rˆ
N′,N
V ′,V
(yˆ)
in P
X
(V ) fulfills
ρ
V
(sˆ′′) = ρ
V ′
(sˆ′)
r
N′,N
V ′,V
(ρY (yˆ))
2.5.48;
consequently, from 2.5.47 we obtain
ρXV ′′,V ′(xˆ
′)·ρXV ′,V (xˆ) = r
N′′,N
V ′′,V
(
ρY(yˆ′·yˆ)
)
·ρ
V
(sˆ′′)·ρ
V
(sˆ)
= rN
′′,N
V ′′,V
(
ρY(yˆ′·yˆ)
)
·ρ
V
(sˆ′′·sˆ) = ρXV ′′,V (xˆ
′·xˆ)
2.5.49,
which proves our claim.
We are ready to consider any pair of subgroups V and V ′ in X−Y . We
clearly have N = NP (V ) 6= V and it follows from [6, Proposition 2.7] that
there is an F -morphism ν :N → P such that ν(V ) is fully normalized in F ;
moreover, we choose nˆ ∈ P
Y(
ν(N), N
)
lifting the F -isomorphism ν∗ from N
to ν(N) determined by ν . That is to say, we may assume that
2.5.50 There is a pair (N, nˆ) formed by a subgroup N of P which strictly
contains and normalizes V , and by an element nˆ in P
Y(
ν(N), N
)
lifting ν∗
for an F-morphism ν :N → P such that ν(V ) is fully normalized in F .
We denote by E(V ) the set of such pairs and we write nˆ instead of (N, nˆ) ,
setting nˆN =
(
πˆ
ν(N),N
(nˆ)
)
(N) , nˆV =
(
πˆ
ν(N),N
(nˆ)
)
(V ) and n = ρY(nˆ) . Then,
for any P
X
-morphism xˆ :V → V ′ , we consider pairs (N, nˆ) in E(V ) and
(N ′, nˆ′) in N(V ′) and, since nˆV and nˆ
′
V ′ are both fully normalized in F , we
can define
ρX
V ′,V
(xˆ) =
r
nˆ′N ′,N ′
nˆ′V ′,V ′
(n′)−1·ρX
nˆ′V ′,nˆV
(
rˆ
nˆ′N ′,N ′
nˆ′V ′,V ′
(nˆ′)·xˆ·rˆ
nˆN,N
nˆV,V
(nˆ)−1
)
·r
nˆN,N
nˆV,V
(n)
2.5.51.
This definition is independent of our choices; indeed, for another pair
(N¯ , ˆ¯n) in E(V ) , setting N¯ = 〈N, N¯〉 and considering a new F -morphism
ψ : N¯ → P such that ψ(V ) is fully normalized in F , we can obtain a third
pair (N¯ , mˆ) in E(V ) ; then rˆ
mˆN¯,N¯
mˆN,N
(mˆ)·nˆ−1 and rˆ
mˆN¯,N¯
mˆN¯,N¯
(mˆ)·ˆ¯n
−1
respectively
belong to P
Y
(mˆN, nˆN) and to P
Y
(mˆN¯, ˆ¯nN¯
)
; in particular, since nˆV , ˆ¯nV and
mˆV are fully normalized in F , we get
ρX
V ′,V
(xˆ) =
r
nˆ′N ′,N ′
nˆ′V ′,V ′
(n′)−1·ρX
nˆ′V ′,mˆV
(
rˆ
nˆ′N ′,N ′
nˆ′V ′,V ′
(nˆ′)·xˆ·rˆ
mˆN¯,N¯
mˆV,V
(mˆ)−1
)
·r
mˆN¯,N¯
mˆV,V
(m)
= r
nˆ′N ′,N ′
nˆ′V ′,V ′
(n′)
)−1
·ρX
nˆ′V ′,ˆ¯nV
(
rˆ
nˆ′N ′,N ′
nˆ′V ′,V ′
(nˆ′)·xˆ·rˆ
ˆ¯nN¯,N¯
ˆ¯nV,V
(ˆ¯n)−1
)
·rˆ
ˆ¯nN¯,N¯
ˆ¯nV,V
(n¯)
2.5.52
Symmetrically, we can replace (N¯ ′, nˆ′) for another pair (N¯ ′, ˆ¯n
′
) in E(V ′) .
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Moreover, equality 2.5.41 still holds with this general definition; more
generally, for any pair of subgroups Q and Q′ of P strictly containing V
and V ′ , we claim that
ρX
V ′,V
(
rˆQ
′,Q
V ′,V (xˆ)
)
= rQ
′,Q
V ′,V
(
ρY(xˆ)
)
2.5.53
for any xˆ in P
Y
(Q′, Q)V ′,V ; indeed, setting R = NQ(V ) , R
′ = NQ′(V
′)
and yˆ = rˆQ
′,Q
R′,R (xˆ) , it is clear that we have pairs (R, nˆ) in E(V ) and (R
′, nˆ′)
in E(V ′) , and by the very definition 2.5.51 and by equality 2.5.41 we have
ρX
V ′,V
(
rˆQ
′,Q
V ′,V (xˆ)
)
= r
nˆ′R′,R′
nˆ′V ′,V ′
(n′)−1·ρX
nˆ′V ′,nˆV
(
rˆ
nˆ′R′,nˆR
nˆ′V ′,nˆV
(nˆ′·yˆ·nˆ−1)
)
·r
nˆR,R
nˆV,V
(n)
= r
nˆ′R′,R′
nˆ′V ′,V ′
(n′)−1·r
nˆ′R′,nˆR
nˆ′V ′,nˆV
(
ρY(nˆ′·yˆ·nˆ−1)
)
·r
nˆR,R
nˆV,V
(n)
= rR
′,R
V ′,V
(
ρY
(
rˆQ
′,Q
R′,R (xˆ)
))
= rQ
′,Q
V ′,V
(
ρY(xˆ)
)
2.5.54.
Once again, for another V ′′ ∈ X − Y , setting N ′′ = NP (V ′′) and con-
sidering a
ˆˆ
P
X,ℓ
-morphism xˆ′ :V ′ → V ′′ , we claim that
ρX
V ′′,V
(xˆ′·xˆ) = ρX
V ′′,V ′
(xˆ′)·ρX
V ′,V
(xˆ) 2.5.55;
indeed, considering a pair (N ′′, nˆ′′) in E(V ′′) and setting xˆ′′ = xˆ′·xˆ , from the
very definition 2.5.51 we get
ρX
V ′,V
(xˆ) =
r
nˆ′N ′,N ′
nˆ′V ′,V ′
(n′)−1·ρX
nˆ′V ′,nˆV
(
rˆ
nˆ′N ′,N ′
nˆ′V ′,V ′
(nˆ′)·xˆ·rˆ
nˆN,N
nˆV,V
(nˆ)−1
)
·r
nˆN,N
nˆV,V
(n)
ρX
V ′′,V ′
(xˆ′) =
r
nˆ′′N ′′,N ′′
nˆ′′V ′′,V ′′
(n′′)−1·ρX
nˆ′′V ′′,nˆ
′
V ′
(
rˆ
nˆ′′N ′′,N ′′
nˆ′′V ′′,V ′′
(nˆ′′)·xˆ′·rˆ
nˆ′N ′,N ′
nˆ′V ′,V ′
(nˆ′)−1
)
·r
nˆ′N ′,N ′
nˆ′V ′,V ′
(n′)
ρX
V ′′,V
(xˆ′′) =
r
nˆ′′N ′′,N ′′
nˆ′′V ′′,V ′′
(n′′)−1·ρX
nˆ′′V ′′,nˆV
(
rˆ
nˆ′′N ′′,N ′′
nˆ′′V ′′,V ′′
(nˆ′′)·xˆ′′·rˆ
nˆN,N
nˆV,V
(nˆ)−1
)
·r
nˆ′N,N
nˆV,V
(n)
2.5.56
and it follows from equality 2.5.44 that the composition of the first and the
second equalities above coincides with the third one.
At this point, we are able to complete the definition of the F
X
-locality
functor ρX :P
X
−→M
X
lifting ρ¯X . For any P
X
-morphism xˆ :R→ Q either R
belongs to Y and we simply set ρX(xˆ) = ρY(xˆ) , or R belongs to X−Y and,
18
denoting by R∗ the image of R in Q and by xˆ∗ :R ∼= R∗ the P
X
-isomorphism
determined by xˆ , we set ρX(xˆ) = iQ
R∗
·ρX
R∗,R
(xˆ∗) (cf. 2.5.50); in both cases,
from 2.5.36 we get
π ◦ ρX = πˆ and ρX ◦ τˆ = τ 2.5.57.
Note that if Q contains R then we have ρX
(ˆ
i
Q
R
)
= iQ
R
.
Then, we claim that for another P
X
-morphism yˆ :T → R we have
ρX(xˆ·yˆ) = ρX(xˆ)·ρX(yˆ) 2.5.58;
indeed, if T belongs to Y then we just have
ρX(xˆ·yˆ) = ρY(xˆ·yˆ) = ρY(xˆ)·ρY(yˆ) = ρX(xˆ)·ρX(yˆ) 2.5.59.
IfR belongs to X−Y then yˆ is a P
X
-isomorphism and, with the notation above
applied to the P
X
-morphism xˆ·yˆ :T → Q , we have T∗ = R∗ and moreover
(xˆ·yˆ)∗ = xˆ∗· yˆ ; in this case, from equality 2.5.44 we get
ρX(xˆ·yˆ) = iQ
T∗
·ρX
T∗,T
(
(xˆ·yˆ)∗
)
= iQ
R∗
·ρX
R∗,T
(xˆ∗· yˆ)
= iQ
R∗
·ρX
R∗,R
(xˆ∗)·ρXR,T(yˆ) = ρ
X(xˆ)·ρX(yˆ)
2.5.60.
Finally, assume that T ∈ X−Y and R ∈ Y , denote by T∗ and T∗∗ ⊂ R∗
the respective images of T in R and Q , and by xˆ∗∗ :T∗ → T∗∗ the P
X
-iso-
morphism fulfilling (cf. 1.5.1)
xˆ∗ · iˆ
R
T∗
= iˆ
R∗
T∗∗
· xˆ∗∗ 2.5.61;
then, it follows from 2.5.38 and 2.5.55 that we have
ρX(xˆ·yˆ) = iQ
T∗∗
·ρX(xˆ∗∗ · yˆ∗) = iQT∗∗ ·ρ
X(xˆ∗∗)·ρX(yˆ∗)
= iQ
T∗∗
·ρX
(
rˆ
R∗,R
T∗∗,T∗
(xˆ∗)
)
·ρX(yˆ∗)
= iQ
T∗∗
·rR∗,R
T∗∗,T∗
(
ρY(xˆ∗)
)
·ρX(yˆ∗)
= iQ
R∗
·ρY(xˆ∗)·iRT∗ ·ρ
X(yˆ∗) = ρX(xˆ)·ρY(yˆ)
2.5.62.
This proves the existence of the F
X
-locality functor ρX :P
X
−→ M
X
and
therefore the existence of the F
X
-locality functor σX :P
X
→ L
X
lifting σ¯X .
It remains to prove the uniqueness; this proof follows the same steps
as the proof of the existence. Let σX and σ′X two F
X
-locality functors
from P
X
to L
X
; it is clear that they induce two F
X
-locality functors σ¯X
and σ¯′X from P
X
to L¯
X
; hence, by induction on the size of L , σ¯X and
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σ¯′X are naturally F
X
-isomorphic; but, according to 1.7.3 such a natural
F
X
-isomorphism is determined by an element z¯
P
of Ker(π¯
P
) which can be
lifted to z
P
∈ Ker(π
P
) ; moreover, according to [6, Proposition 17.10], this ele-
ment centralizes τ
P
(P ) and, as above, it determines another F
X
-locality func-
tor naturally F
X
-isomorphic to σ′X . In conclusion, up to replacing σ′X by a
naturally F
X
-isomorphic F
X
-locality functor, we may assume that σ¯X = σ¯′X .
Now, with the choice of U above, σX and σ′X determine two group
homomorphisms
σX
U
: P
X
(U) −→ L(U) and σ′X
U
: P
X
(U) −→ L(U) 2.5.63
fulfilling σX
U
◦ τˆX
U
= τ
U
= σ′X
U
◦ τˆX
U
and both lifting σ¯X
U
; in particular, it follows
from Lemma 1.9 that σX
U
and σ′X
U
are conjugate to each other by an element
of K(U) ⊂ M(U) centralizing τ
U
(
NP (U)
)
. If |X| = 1 then U = P and the
existence of this element already proves the uniqueness.
Assuming that |X| 6= 1 , it is clear that σX and σ′X determine two F
Y
-lo-
cality functors
σY : P
Y
−→ L
Y
and σ′Y : P
Y
−→ L
Y
2.5.64
and that, with obvious notation, we have σ¯Y = σ¯′Y since we already have
σ¯X = σ¯′X . But, arguing by induction on |X| , σY and σ′Y are naturally
F
Y
-isomorphic; according to 1.7.3, such a natural F
Y
-isomorphism is deter-
mined by an element z
P
of Ker(πY
P
) ; since σ¯Y = σ¯′Y , the image z¯
P
of z
P
in L¯
Y
(P ) determines a natural F
Y
-automorphism of this F
Y
-locality functor.
Thus, arguing as above, we may assume that z
P
belongs to K(P ) ⊂ Ker(πY
P
)
and still determines the identity on σ¯X ; in conclusion, up to replacing σ′X by
a naturally F
X
-isomorphic F
X
-locality functor, we may assume that σY = σ′Y
and σ¯X = σ¯′X .
In particular, for any P
X
-morphism xˆ :R→ Q , we have
σ′X(xˆ) = σX(xˆ)·θ
X
xˆ 2.5.65
for a suitable element θ
X
xˆ ∈ K(R) ; actually, since σ
X and σ′X are P
X
-locality
functors , it is easily checked that θ
X
xˆ only depends on the class
˜ˆx of xˆ
in P˜(Q,R) = F˜(Q,R) and we can write θ
X
˜ˆx
instead of θ
X
xˆ ; moreover, for
another P
X
-morphism yˆ :T → R , we get
σ′X(xˆ·yˆ) = σ′X(xˆ)·σ′X(yˆ) = σX(xˆ)·θ
X
˜ˆx
·σX(yˆ)·θ
X
yˆ
= σ′X(xˆ·yˆ)·
(
θ
X
xˆ·yˆ
)−1
·
(
θ
X
xˆ
)σX (yˆ)
·θ
X
yˆ
2.5.66.
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That is to say, recall that the contravariant functor K determines a new
contravariant functor (cf. 1.5)
K˜ : L˜ −→ Ab ⊂ Gr 2.5.67;
let us denote by K˜
X−Y
: L˜
X
→ Z-mod the contravariant functor which va-
nishes over Y and coincides with K˜ over X−Y , and by σ˜X : P˜
X
= F˜
X
→ L˜
X
the functor induced by σX ; then, since σY = σ′Y and σ¯X = σ¯′X , the cor-
respondence θ
X
sending ˜ˆx to θ
X
˜ˆx
defines an element of
C
1(F˜
X
, K˜
X−Y
◦ σ˜X) =
∏
q
(K˜
X−Y
◦ σ˜X)
(
q(0)
)
2.5.68,
where q : ∆1 → F˜
X
runs over the “functors” from ∆1 = {0, 1} to F˜
X
or, equivalently, over the F˜
X
-morphisms [8, 2.3], and, according to equal-
ity 2.5.66, θ
X
is a 1-cocycle namely, in additive notation, we get
0 =
(
(K˜
X−Y
◦ σ˜X)(˜ˆy)
)
(θ
X
˜ˆx
)− θ
X
˜ˆx· ˜ˆy
+ θ
X
˜ˆy
2.5.69.
Now, in order to prove that σX and σ′X are naturally F
X
-isomorphic,
it suffices to prove that θ
X
is a 1-coboundary; in other words, it suffices to
prove that, for any R ∈ X , there exists zR ∈ (K˜
X−Y
◦ σ˜X)(R) ⊂ Ker(π
R
) in
such a way that
θ
X
˜ˆx
=
(
(K˜
X−Y
◦ σ˜X)(˜ˆx)
)
(zQ)− zR 2.5.70;
indeed, in this case, we have
σ′X(xˆ) = σX(xˆ)·(zQ)
σX (xˆ)·z−1R = zQ·σ
X(xˆ)·z−1R 2.5.71,
so that the family {zR}R∈X determines a natural F
X
-isomorphism σX ∼= σ′X .
On the other hand, the functor σ˜X : F˜
X
→ L˜
X
induces a Z(p)F˜(U)-mo-
dule structure on K(U) and, denoting by d
i˜dU
: T˜
F˜(U) → Z(p)-mod the con-
travariant functor determined by this module, which sends {idU} to K(U)
and vanishes elsewhere, it follows from Proposition 1.13 applied to the functor
K˜
X−Y
◦ σ˜X that, for any n ≥ 1 , we have a canonical group isomorphism
H
n(F˜
X
, K˜
X−Y
◦ σ˜X) ∼= Hn(T˜
F˜(U)
, d
i˜dU
) 2.5.72;
consequently, it suffices to prove that the restriction θ
X
U of θ
X
to T˜
F˜(U) is an
1-coboundary.
But, since F˜(U) = P˜
X
(U) , any T˜
F˜(U)
-morphism ϕ˜ : R˜→ Q˜ comes from
some element xˆ ∈ P
X
(U) fulfilling πˆ
U
(xˆ) = ϕ (cf. 1.12) and, since there is
z ∈ K(U) such that σ′X
U
= zσX
U
(cf. 2.5.63), we get
θ
X
˜ˆx
= σX
U
(xˆ)−1·σ′X
U
(xˆ) = zσ
X
U
(xˆ)·z−1 2.5.73;
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moreover, if R˜ 6= {i˜dU} then we are assuming that σ′Y(xˆ) = σY(xˆ) and
therefore z and σX
U
(xˆ) centralize each other; thus, in additive notation we
still get
θ
X
˜ˆx
=
(
d
i˜dU
(˜ˆx)
)
(z)− z 2.5.74,
proving that θ
X
U is an 1-coboundary. We are done.
2.6. It is clear that Theorem 2.5 supplies a direct proof for the uniqueness
of the perfect F
X
-locality; indeed, note that any two perfect F
X
-localities
(τˆX ,P
X
, πˆX) and (τˆ ′X ,P ′
X
, πˆ′X) can be extended to p-coherent F -localities
(τ,L, π) and (τ ′,L′, π′) by setting
L(Q,R) = F(Q,R) = L′(Q,R) 2.6.1
for any pair of subgroups Q and R of P such that R 6∈ X , and therefore from
Theorem 2.5 we get F
X
-locality functors
P
X
−→ P ′
X
and P ′
X
−→ P
X
2.6.2
such that both compositions are naturally F
X
-isomorphic to the corres-
ponding identity functors.
2.7. Theorem 2.5 also provides a dramatic simplification for the proof of
the existence of the perfect F
X
-locality in [7, §6]. Indeed, it follows from this
theorem that in [7, diagram 6.1.2] there exists a F
X
-locality functor from P
Y
to M
Y
, which actually has to be a section of the vertical left-hand arrow
in this diagram; then, the “image” P̂
Y
of this functor is an F
Y
-sublocality
of M
Y
isomorphic to P
Y
, which allows the definition of the F
X
-locality P̂
X
as in [7, 6.3]; finally, the proof of the existence of the F
X
-locality P
X
is
completed in [7, 6.4].
3. Functoriality of the perfect F-locality
3.1. With the notation in 2.1 above, let us consider the perfect F -lo-
cality (τ,P , π) . Let P ′ be a second finite p-group, F ′ a Frobenius P ′-category
and (τ ′,P ′, π′) the corresponding perfect F ′-locality, If α :P ′ → P is an
(F ′,F)-functorial group homomorphism [6, 12.1], recall that we have a so-
called Frobenius functor fα :F
′ → F [6, 12.1], and denote by tα : TP ′ → TP
the obvious functor induced by α .
3.2. In [7, Section 9], considering suitable quotients P¯ and P¯ ′ of P and
P ′, we give a quite involved proof of the existence of a unique isomorphism
class of functors g¯α : P¯
′ → P¯ fulfilling
τ¯ ◦ tα = g¯α ◦ τ
′ and π ◦ g¯α = fα ◦ π
′ 3.2.1.
In this section we show that such an statement is an immediate consequence
of Theorem 2.5 above and that, as a matter of fact, we can deal with the
whole perfect F - and F ′-localities without taking quotients. More generally,
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choosing a nonempty set X of subgroups of P as in 2.3 above, we work in the
relative context still considering the perfect F
X
-locality (τX ,P
X
, πX) .
3.3. Assuming that α(P ′) belongs to X , it is clear that the set X′ of sub-
groups Q′ of P ′ such that α(Q′) belongs to X still fulfills the condition in 2.3
above; in particular, we can consider the perfect F ′
X′
-locality (τ ′
X′
,P ′
X′
, π′
X′
)
and the functors fα and tα clearly induce the corresponding functors
f
X
α : F
′
X′
−→ F
X
and t
X
α : T
X′
P ′ −→ T
X
P 3.3.1.
We claim that there is a unique isomorphism class of functors gXα :P
′
X′
→ P
X
fulfilling
τX ◦ t
X
α = g
X
α ◦ τ
′
X′
and πX ◦ gXα = f
X
α ◦ π
′
X′
3.3.2;
in particular, if P ′′ is a third finite p-group, F ′′ a Frobenius P ′′-category,
(τ ′′,P ′′, π′′) the perfect F ′′-locality and α′ :P ′′ → P ′ an (F ′′,F ′)-functorial
group homomorphism such that α′(P ′′) belongs to X′ , denoting by X′′ the
set of subgroups Q′′ of P ′′ such that α′(Q′′) belongs to X′ , it is clear that
the functors gXα ◦ g
X′
α′ and g
X
α◦α′ from P
′′
X′′
to P
X
are naturally isomorphic.
3.4. In any case, we can consider the pull-back
F ′
fα−→ F
πα ↑ ↑ π
Resfα(P)
lα−→ P
3.4.1;
but, according to condition 1.4.1, we have
fα ◦ (π
′ ◦ τ ′) = (π ◦ τ) ◦ tα 3.4.2
and therefore π′ ◦ τ ′ : TP ′ → F ′ and τ ◦ tα : TP ′ → P determine a functor
τα : TP ′ −→ Resfα(P) 3.4.3
fulfilling πα ◦ τα = π
′ ◦ τ ′ and lα ◦ τα = τ ◦ tα ; then, it is easily checked that
the triple
(
τα,Resfα(P), πα
)
is a p-coherent F ′-locality. In particular, with
obvious notation, we get the p-coherent F ′
X′
-locality
(
τX′α ,Resfα(P)
X′
, πX′α
)
and an immediate application of Theorem 2.5 yields the following result,
which proves our claim.
Corollary 3.5. With the notation above, there is a unique natural F ′
X′
-iso-
morphism class of F ′
X′
-locality functors
h
X′
α : P
′
X′
−→ Resfα(P)
X′
3.5.1.
In particular, we have a natural isomorphism
Resfα′ (h
X′
α ) ◦ h
X′′
α′
∼= h
X′′
α◦α′ 3.5.2.
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