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Le proble`me de l’optimisation de la conception de re´seaux, plus particulie`rement d’un parc
e´olien, intervient lorsqu’une compagnie souhaite louer une partie des caˆbles de transmission
d’un re´seau appartenant a` un tiers parti (l’E´tat ou une autre compagnie) et construire/acheter
l’autre partie manquante.
Il est possible de reformuler ce proble`me comme le proble`me de l’arbre de Steiner en
adaptant la fonction de couˆt des caˆbles de transmission.
Une fois cette adaptation faite, une heuristique employant une me´thode exacte est de´ve-
loppe´e.
L’heuristique de´veloppe´e se de´coupe en deux pans :
1. la construction d’une solution re´alisable initiale ite´rativement en utilisant un algorithme
de plus court chemin, et
2. l’ame´lioration de cette solution par une se´rie de de´connexions de certaines parties de la
solution et de leur reconnexion a` l’autre partie restante non de´connecte´e de la solution
en question.
Les re´sultats montrent que la me´thode de construction de la solution initiale e´choue par-
fois a` trouver une solution re´alisable. Ils montrent e´galement que pour de larges exemplaires,
le prototype d’ame´lioration de la solution initiale s’ave`re tre`s efficace et pourra vraisemblable-
ment s’attaquer a` de tre`s gros proble`mes, impensables a` re´soudre avec les me´thodes actuelles,
si quelques ajustements sont faits.
vABSTRACT
The problem of optimizing the design of network, in particular wind farm network, occurs
when a company wishes to rent cables from a part of an existing transmission network owned
by a third party (the government or another company) and construct or buy cables from the
other part missing.
It is possible to reformulate this problem as the Steiner tree problem in graph by adjusting
the cost function of the transmission cables.
Once this adaptation made, a heuristic using an exact method is developed.
The heuristic developed is divided into two sections:
1. the construction of an initial feasible solution iteratively using the shortest path algo-
rithm, and
2. improving this solution by a series of disconnection of parts of the solution and their
connection to the other remaining portion not disconnected from the solution at hand.
The results show that the method of construction of the initial solution sometimes fails to
find a feasible solution. They also show that for large instances, the heuristic is very effective
and will probably find good solutions also for very large problems, unthinkable to solve with
current methods, if some adjustments are made.
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1CHAPITRE 1
INTRODUCTION
Le proble`me de l’optimisation de la conception d’un parc e´olien intervient lorsqu’une
compagnie souhaite acheminer a` travers un re´seau partiellement existant vers une sous-station
de transmission le courant ge´ne´re´ par ses e´oliennes. Elle doit alors acheter des caˆbles pour
relier ces e´oliennes au re´seau e´lectrique existant, puis elle doit louer l’utilisation des lignes de
transmission dont elle a besoin pour connecter ses e´oliennes jusqu’a` la sous-station.
C’est un proble`me tre`s concret consistant simplement a` minimiser le couˆt total regrou-
pant les achats et locations de caˆbles tout en acheminant le courant ge´ne´re´ vers la sous-
station de transmission. La fonction de couˆt est de´termine´e par le tiers qui posse`de le re´seau
e´lectrique (souvent l’E´tat) dans le cas de la location des lignes et dans le cas de l’installa-
tion/construction des caˆbles, il faut tenir compte, entre autres, du prix des mate´riaux de la
main-d’œuvre et d’un amortissement sur les anne´es d’utilisation.
Les exemplaires de re´seaux traite´s dans ce me´moire sont fournis par la compagnie de
ge´nie-conseil Hatch dont les clients doivent re´soudre ce genre de proble`me.
De´ja`, des mode`les exacts de re´solution ont e´te´ de´veloppe´s (Hertz et al. (2012)) et fonc-
tionnent bien. Cependant, pour de grands parcs e´oliens (des parcs qui posse`dent au-dessus
de 50 e´oliennes ge´ne´ralement), le temps de calcul devient vite inacceptable. Une approche
heuristique serait donc utile pour traiter les plus gros proble`mes. L’objectif de ce me´moire
est de de´velopper cette approche heuristique.
1.1 Le proble`me de la conception
Un parc e´olien est forme´ de 5 composantes essentielles :
1. de turbines e´oliennes qui servent a` ge´ne´rer le courant ;
2. de caˆbles qui servent a` acheminer ce courant vers des relais (ces caˆbles font partie du
re´seau sous-terre) ;
3. de relais servant a` connecter le re´seau sous-terre au re´seau hors-terre ;
4. de lignes de transmission formant le re´seau hors-terre ;
5. de la sous-station vers ou` tout le courant ge´ne´re´ doit eˆtre achemine´.
L’utilisation de plusieurs caˆbles ou lignes paralle`les est possible. Parfois, l’utilisation d’un
lien (caˆble ou ligne) paralle`le supple´mentaire profite d’un couˆt de´gressif, c’est-a`-dire que le
2prix par lien d’utiliser un seul lien sera plus e´leve´ que celui d’en utiliser deux, par exemple.
Le courant ne peut circuler dans deux sens diffe´rents sur un meˆme caˆble ou sur une meˆme
ligne.
Il faut pre´ciser ce que signifient utilisation et capacite´ d’un caˆble ou d’une ligne. Dans
le proble`me de la conception, il est suppose´ que chaque turbine produit une unite´ de flot
e´lectrique qui circulera dans le re´seau. L’utilisation correspond au nombre d’unite´s de flot
qui circulent sur un caˆble ou une ligne, et la capacite´ a` l’utilisation maximale permise sur ce
lien. Un lien a un couˆt fixe et donc il ne couˆte pas plus cher de l’utiliser jusqu’a` sa capacite´
que de l’utiliser pour une seule unite´ de flot. Cette particularite´ fait en sorte que la fonction
de couˆt des liens de´pend de la solution courante, une diffe´rence majeure avec des proble`mes
plus classiques apparente´s comme celui de l’arbre de Steiner qui sera discute´ dans la revue
de litte´rature.
Une contrainte supple´mentaire apporte son lot d’originalite´ : le courant dans le proble`me
de la conception ne doit pas bifurquer, c’est-a`-dire que lorsque deux unite´s de flot se ren-
contrent sur un caˆble ou une ligne, elles ne peuvent plus se se´parer et emprunter des chemins
diffe´rents dans le re´seau.
On donne un exemple de re´seau dans les figures 1.1. Sur la figure, les turbines sont
repre´sente´es par les triangles, les jonctions du re´seau par les cercles en traits pleins, les relais
par les cercles en traits pointille´s et la sous-station par le carre´. Les pointille´s signifient que
les composantes appartiennent au re´seau sous-terre. Une capacite´ maximale de 2 unite´s a
e´te´ fixe´e sur chaque caˆble. Les caˆbles noirs couˆtent 2$ et les caˆbles gris couˆtent 1$. On ne
peut utiliser un caˆble gris que si on a utilise´ auparavant le caˆble noir qui lui est paralle`le.
Cette structure est un petit exemple tre`s re´duit imitant l’allure des ve´ritables parcs e´oliens
plus gros rencontre´s. Le re´seau hors-terre ressemble, en effet, souvent a` ce genre de sche´ma
quadrille´, car ses lignes suivent le re´seau routier.
On explicite une solution sur la figure 1.2. Les arcs non utilise´s ont e´te´ enleve´s pour mieux
voir la structure de la solution. Mentionnons la pre´sence d’un cycle de´fini par les noeuds
1,9,10,11,12,13. Cette solution couˆte 34$. Elle n’est pas la solution optimale. Les chiffres sur
les arcs repre´sentent le flot sur chaque arc.
Ce me´moire apporte une technique efficace pour visiter des solutions inte´ressantes du
proble`me de l’optimisation de la collecte d’e´nergie dans un parc e´olien. Cette technique se
















Figure 1.1 Exemple de parc e´olien.
1.2 Plan du me´moire
D’abord, au chapitre 2, une revue de la litte´rature concernant principalement le proble`me
de l’arbre de Steiner sera pre´sente´e. Ce proble`me servira a` guider la formulation du proble`me
de l’optimisation de la conception d’un re´seau de collecte d’e´nergie e´olienne pre´sente´ au
chapitre 3. Puis, au chapitre 4, une re´solution du proble`me est propose´e. Elle re´sout un re´seau
pre´traite´ ou` des noeuds ont e´te´ fusionne´s selon des crite`res ge´ographiques pour acce´le´rer le
temps de calcul. Enfin, les re´sultats sont pre´sente´s au chapitre 5 avec une analyse qui permet
de transformer le prototype de la re´solution en un ve´ritable algorithme industriel capable de
































Figure 1.2 Une solution de la figure 1.1.
5CHAPITRE 2
REVUE DE LITTE´RATURE
L’optimisation de la conception de la collecte d’e´nergie dans un parc e´olien tel qu’elle se
pre´sente pour la compagnie Hatch est plutoˆt singulie`re. Mis a` part l’article sur les me´thodes
exactes par Hertz et al. (2012), mentionnons l’article de Berzan et al. (2011), ou` les auteurs
conside`rent un proble`me plus simple qu’ils divisent en trois niveaux ou trois proble`mes : un
proble`me du circuit consistant a` relier ensemble un groupe de turbines de fac¸on minimale, un
proble`me de la sous-station consistant a` assigner des groupes de turbines a` la sous-station de
fac¸on optimale, et un proble`me du parc entier consistant a` la fois a` de´terminer non seulement
les groupes de turbines, mais a` de´terminer a` quelle sous-station il faut les assigner de fac¸on
optimale. Lorsqu’il y a un seul type de caˆble, les proble`mes du circuit et de la sous-station
se re´duisent a` celui (classique) de l’arbre de poids minimum en the´orie des graphes. Cette
mode´lisation compartimente´e ne donne pas du tout de moyen de reconnecter la sous-station a`
l’ensemble de turbines de fac¸on efficace pour Hatch. Il est difficile de savoir si la connexion des
turbines, fait de fac¸on inde´pendante, pourra eˆtre optimale, voir simplement re´alisable lors de
l’inte´gration de la sous-station dans le parc e´olien, e´tant donne´ les capacite´s, les contraintes
de non-bifurcations du courant et du sens du courant.
Fagerfja¨ll (2010) quant a` lui s’est inte´resse´ a` deux mode`les : un mode`le de production et
un mode`le d’infrastructure. Le mode`le d’infrastructure est celui relie´ au proble`me de Hatch.
Cependant, les emplacements des turbines dans le mode`le de Fagerfja¨ll (2010) ne sont pas
connus comple`tement et l’auteur a teste´ son mode`le pour des exemplaires de re´seaux n’ayant
pas plus de 30 turbines. Hatch est aux prises avec des exemplaires pouvant avoir plus de 100
turbines.
Un graphe non oriente´ est note´ G = (V,E), ou` V repre´sente l’ensemble de sommets et E
l’ensemble d’areˆtes ou paires de sommets. G = (V,A) est la notation pour un graphe oriente´
ayant A comme ensemble d’arcs ou couples de sommets. Une fonction de couˆt c(e) peut eˆtre
associe´e aux areˆtes/arcs e ∈ E,A d’un graphe.
Le proble`me classique de l’arbre de poids minimum dans un graphe G = (V,E) en the´orie
des graphes consiste simplement a` trouver le sous-graphe H = (V, E), E ⊆ E tel qu’il existe un
chemin entre deux noeuds quelconques u, v ∈ V dans H et tel que ∑e∈E c(e) est minimise´e.
Le proble`me de Hatch est bien diffe´rent de celui de l’arbre de poids minimum pour toutes
sortes de raisons, la principale e´tant qu’il faut non pas connecter tous les sommets entre eux,
mais seulement un sous-ensemble de sommets, c’est-a`-dire ceux regroupant les turbines et la
6sous-station.
Le proble`me consistant a` trouver un arbre de poids minimum entre un sous-ensemble de
sommets se nomme le proble`me de l’arbre de Steiner en the´orie des graphes et est NP−dur,
Karp (2010). On peut retrouver sa formulation dans Hwang et Richards (1992) ou Maculan
(1987), tant sous sa forme non oriente´e qu’oriente´e.
Plus pre´cise´ment, si on reprend la de´finition de Maculan (1987), soit G = (V,A) un graphe
oriente´ dont chaque arc a ∈ A est muni d’un couˆt c(a) ≥ 0. L’ensemble V reliant des noeuds
est partitionne´ en trois sous-ensembles : {s}, T et L ou` s est la racine, T l’ensemble de noeuds
obligatoires et R l’ensemble de noeuds facultatifs ou noeuds de Steiner.
Le proble`me de Steiner sur le graphe G oriente´ consiste a` de´terminer un sous-graphe
partiel de G, G = (V ,A) ou` {s} ∪ T ⊆ V ⊆ V et A ⊆ A de couˆt total minimal, permettant
de relier par un chemin s a` chaque sommet de T en utilisant, e´ventuellement, un ou plusieurs
sommets facultatifs.
Pour Hatch, le noeud racine consiste en une sous-station de transmission ou` doit eˆtre
achemine´ le courant des turbines qui sont les noeuds obligatoires correspondant a` ce qui a e´te´
de´finit comme l’ensemble T dans l’arbre de Steiner. Les noeuds du re´seau L sont simplement
les liens du re´seau interme´diaire loue´ a` un tiers (ici, les liens sont des noeuds, car la re´solution
se fera dans le graphe adjoint).
E´videmment, la conception d’un parc e´olien comporte certaines contraintes supple´men-
taires, comme celle sur la non-bifurcation du courant, ou celle sur la capacite´ des arcs.
E´tant donne´ que le proble`me de l’arbre de Steiner est NP−dur, il n’est pas raisonnable
pour des exemplaires contenant un grand nombre de turbines de le re´soudre avec des me´thodes
exactes. Aussi, Hertz et al. (2012) n’arrivent pas a` re´soudre certaines instances (ge´ne´ralement
celles au-dessus de 50 turbines) du proble`me de Hatch en des temps raisonnables.
Plusieurs heuristiques ont e´te´ propose´es pour re´soudre le proble`me de l’arbre de Steiner,
voir par exemple Chakraverty et al. (2006) et Takahashi et Matsuyama (1980). La plus utilise´e
semble la Minimum Path Heuristic (MPH) par Takahashi et Matsuyama (1980), consistant
a` ge´ne´rer une suite de plus courts chemins entre des paires de sommets de l’arbre de Steiner
de fac¸on a` construire ce dernier. L’ordre dans lequel on prend les sommets de l’arbre pour
ge´ne´rer la suite de plus courts chemins peut faire varier beaucoup la valeur de la solution
obtenue. E´tant donne´ cet inconve´nient, Khoury et Pardalos (1996) ont sugge´re´ une correc-
tion en associant des poids plus e´leve´s a` certaines paires de sommets dans la suite. Certains
ont tente´ des me´taheuristiques. Des essais e´tonnants ont e´te´ faits avec des algorithmes ge´ne´-
tiques, voir Esbensen (1994) et Kapsalis et al. (1993). Cependant, les meilleures performances
computationnelles proviennent des me´thodes base´es sur la recherche tabou de Glover et La-
guna (1998) (utilisant, entre autres, la MPH de Takahashi et Matsuyama (1980)). En effet,
7Gendreau et al. (1998) sont arrive´s a` de tre`s bons re´sultats sur les exemplaires standards de
la OR-Library. Ribeiro et De Souza (2000) sont parvenus a` raffiner cette dernie`re me´thode
encore davantage. Cette me´thode consiste a` de´finir le voisinage d’une solution comme e´tant
l’ensemble des solutions pouvant eˆtre ge´ne´re´es en retirant ou en ajoutant un noeud de Stei-
ner (les noeuds qui ne sont ni la sous-station, ni les turbines dans notre cas) de la solution.
Le retrait d’un noeud provoque l’apparition de sous-arbres qu’il faut reconnecter, ceci est
fait graˆce a` l’algorithme de Kruskal ou de Prim. L’ajout d’un noeud, quant a` lui, provoque
l’apparition d’un cycle qu’il faut briser, ceci est fait en enlevant l’areˆte la plus couˆteuse.
Il reste que l’approche des me´taheurisques pour re´soudre le proble`me de l’arbre de Steiner
ne tient pas compte de contraintes exotiques sur les capacite´s et sur les couˆts d’arcs paralle`les




Ce chapitre donne la formulation formelle du proble`me dans le graphe adjoint, formulation
discute´e de fac¸on pre´liminaire dans l’introduction.
3.1 La formulation du re´seau sous-jacent de Hertz et al. (2012)
La formulation de Hertz et al. (2012) consiste a` de´crire le graphe oriente´ G = (V,A) du
proble`me sous-jacent. Elle est reprise ici.
Le graphe doit eˆtre oriente´ puisque le courant circule dans une seule et meˆme direction sur
un caˆble ou une ligne de transmission. L’ensemble V est l’union disjointe de T (l’ensemble des
turbines), R (l’ensemble des points terminaux des lignes de transmission) et {0, s} (ou` s est
la sous-station et 0 un noeud source). L’ensemble A est l’union disjointe des cinq cate´gories
d’arcs suivantes :
1. tous les arcs de la forme (0, u) pour u ∈ T ;
2. tous les arcs de la forme (u, v) et (v, u) pour chaque caˆble, avec u, v ∈ T ;
3. tous les arcs de la forme (u, v) ou` u ∈ T et v ∈ R ;
4. tous les arcs de la forme (u, v) et (v, u) pour chaque ligne de transmission, avec u, v ∈ R ;
et
5. tous les arcs de la forme (v, s), ou` v ∈ R et ou` il y a une ligne de transmission entre v
et s.
Soit m le nombre maximal de liens paralle`les entre deux noeuds u et v. Par exemple, il peut
y avoir jusqu’a`m caˆbles entre les turbines u et v. Les liens sont note´s (u, v, 1), (v, u, 1), (u, v, 2),
etc. mais seulement un parmi (u, v, k) et (v, u, k) est se´lectionne´ pour chaque k (le courant
ne peut circuler que dans une direction sur un meˆme lien). La valeur de m est e´gale a` 4 pour
Hatch.
La capacite´ d’un arc de cate´gorie 1 est 1, car une unite´ de courant est produite par chaque
turbine. La capacite´ d’un arc de cate´gorie 2 ou 3 est e´gale a` Cug (ug pour underground), une
constante donne´e pour chaque exemplaire de re´seau. La capacite´ d’un arc de cate´gorie 4 ou
5 est e´gale a` Cag (ag pour above ground), une constante donne´e pour chaque exemplaire de
re´seau.
9On note ckuv le couˆt du k−ie`me lien entre le noeud u et le noeud v. Le couˆt de chaque
lien additionnel entre deux noeuds u et v est au plus le couˆt du lien paralle`le pre´ce´dent entre
u et v. Donc si cku,v repre´sente le couˆt du lien (u, v, k), la relation c
1
uv ≥ c2uv ≥ · · · ≥ cmuv est
valable pour tout arc (u, v) (il faut noter que ckuv est e´gale a` c
k
vu pour tout k). Le couˆt c
k
0u
e´gale 0 pour tout k et tout u ∈ T , car le noeud source est fictif.
Le but du mode`le est de minimiser le couˆt total des liens utilise´s pour collecter le courant
produit et l’acheminer a` la sous-station.
3.2 Le programme line´aire de Hertz et al. (2012)
Comme mentionne´ dans l’introduction, Hertz et al. (2012) utilisent une me´thode exacte
pour re´soudre le proble`me. Plus pre´cise´ment, ils formulent un programme line´aire. Il est
donne´ ci-bas, car il servira a` re´soudre des proble`mes auxiliaires dans la re´solution pre´sente´e
au chapitre suivant.
Mais avant, il faut donner quelques de´finitions.
Soit A1 l’ensemble des arcs (u, v) tel que (v, u) 6∈ A et E l’ensemble des paires {u, v} telles
que (u, v), (v, u) ∈ A.
Soit tkuv, une variable de de´cision binaire e´gale a` 1 si et seulement si (u, v, k) appartient a`
la solution et 0 autrement. Soit xkuv le flot circulant sur (u, v, k). Comme mentionne´ plus haut,
le flot ne doit pas bifurquer. Pour tenir compte de cette contrainte, la variable de de´cision
binaire ykk
′
uvw a e´te´ introduite. y
kk′
uvw e´gale 1 si et seulement si tout le courant qui circule sur
(u, v, k) circule aussi sur (v, w, k′). Enfin, zkk
′
uvw repre´sente la quantite´ de flot circulant sur
(u, v, k) puis sur (v, w, k′).
P (u) (S(u)) est l’ensemble des pre´de´cesseurs (successeurs) de u, c’est-a`-dire l’ensemble
des noeuds v tel que (v, u) ∈ A ((u, v) ∈ A).
La capacite´ de l’arc (u, v) est note´e Cuv.









uv repre´sente le couˆt du lien (u, v, k).





















|T | if u = s





xk0v = 1 ∀v ∈ T (3.3)
xkuv ≤ Cuvtkuv ∀(u, v) ∈ A,∀k ∈ K (3.4)
tkuv + t
k
vu ≤ 1 ∀{u, v} ∈ E,∀k ∈ K (3.5)
tk+1uv ≤ tkuv ∀(u, v) ∈ A1,∀k ∈ K, k < m (3.6)
tk+1uv + t
k+1

















uv ∀(u, v) ∈ A, v 6= s, ∀k ∈ K (3.9)
zkk
′
uvw ≤ min (Cuv, Cvw) ykk
′








uv ∀(u, v) ∈ A, v 6= s, ∀k ∈ K (3.11)
xkuv ≥ 0 ∀(u, v) ∈ A,∀k ∈ K (3.12)
zkk
′
uvw ≥ 0 ∀(u, v), (v, w) ∈ A,∀k, k′ ∈ K (3.13)
tkuv ∈ {0, 1} ∀(u, v) ∈ A,∀k ∈ K (3.14)
ykk
′
uvw ∈ {0, 1} ∀(u, v), (v, w) ∈ A,∀k, k′ ∈ K (3.15)
La contrainte 3.2 exprime la conservation du flot, la contrainte 3.3 assure qu’une seule unite´
de flot soit ge´ne´re´e par une turbine, la contrainte 3.4 oblige le flot a` respecter les capacite´s sur
les arcs, la contrainte 3.5 rend impossible au flot de circuler dans deux sens a` la fois (l’ensemble
E repre´sentant les areˆtes du re´seau), la contrainte 3.6 impose qu’un (k + 1)ie`me lien paralle`le soit
utilise´ seulement si le kie`me lien avant lui est utilise´ aussi, les contraintes 3.8 a` 3.11 concernent la
non bifurcation. (Pour plus de de´tail voir Hertz et al. (2012)).
Ce mode`le posse`de une proprie´te´ inte´ressante qui sera utilise´e dans le prochain chapitre : il
est possible de re´soudre le mode`le pour un sous-ensemble de turbines inclus dans T et d’ajuster
les capacite´s Cuv selon l’utilisation partielle qui a e´te´ effectue´e. Il est alors possible de re´soudre a`
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nouveau le proble`me pour un nouveau sous-ensemble de turbines. Cette proprie´te´ permet donc de
fractionner le proble`me et d’obtenir, par connexion de sous-ensembles de turbines successifs, une
solution qui ne sera pas ne´cessairement optimale, mais qui sera probablement bonne tout de meˆme.
Ceci sera discute´ en de´tail dans le chapitre 4 qui porte sur la re´solution.
3.3 La formulation dans le graphe adjoint
Il convient tout d’abord de de´finir ce qu’est un graphe adjoint :
Le graphe adjoint associe´ a` un graphe G est le graphe, note´ L(G), dont les sommets repre´sentent
les arcs de G, et tel que deux sommets de L(G) (deux arcs dans G) sont relie´s par un arc dans L(G)
si et seulement si l’extre´mite´ du premier arc dans G est l’origine du deuxie`me arc dans G.
La figure 1.2 repre´sente une solution du graphe explicite´ dans la figure 1.1. Cette solution contient
un cycle de´fini par les noeuds 1,9,10,11,12,13. Hertz et al. (2012) ont montre´ qu’une solution dans
G est une anti-arborescence dans L(G).
En effet, la solution de la figure 1.2 dans le graphe adjoint est celle explicite´e dans la figure 3.1
et repre´sente bien une anti-arborescence. On voit bien la structure arborescente de la solution dans
ce graphe. Mentionnons que cette repre´sentation dans le graphe adjoint n’est pas unique : au noeud
12, il y a deux chemins possibles pour les turbines 5,6,7,8, par exemple. En effet, les deux unite´s
provenant de 6 et 7 peuvent eˆtre remplace´es par les deux unite´s provenant de 5 et 8. Normalement
le vrai graphe adjoint ne contiendrait pas les noeuds turbines en triangle, ni celui de la sous-station
en carre´ ; on les ajoute car cela permet de mieux voir d’ou` vient et ou` va le courant.
De fac¸on formelle, l’ensemble des noeuds du graphe adjoint V` est l’union disjointe de T (l’en-
semble de turbines), L (l’ensemble des liens pour chaque arc (u, v) ∈ A de la forme (u, v, k)) et {s}
(la sous-station). L’ensemble A` est l’union disjointe des 3 cate´gories d’arcs suivantes :
1. tous les arcs de la forme (u, (u, v, k)) pour u ∈ T, (u, v, k) ∈ L ;
2. tous les arcs de la forme ((u, v, k), (v, w, k′)) pour (u, v, k), (v, w, k′) ∈ L et
3. tous les arcs de la forme ((u, s, k), s) pour (u, s, k) ∈ L.
Le graphe adjoint est donc L(G) = (V`, A`). Un lecteur attentif dirait que ce n’est pas exactement
le graphe adjoint selon la de´finition ci-haut ; celui-ci comporterait en effet seulement la deuxie`me
cate´gorie d’arcs et ne contiendrait pas les turbines et la sous-station dans ses noeuds. Ces ajouts
au ve´ritable graphe adjoint sont cosme´tiques et ne servent qu’a` montrer d’ou` le courant provient et
ou` il s’achemine comme sur la figure 3.1 ; le terme graphe adjoint continuera d’eˆtre celui utilise´ par
abus de langage dans le suite pour de´signer le graphe (V`, A`).
3.3.1 Les couˆts, les capacite´s et les contraintes
Les couˆts, les capacite´s et les contraintes restent les meˆmes, sauf qu’ils s’appliquent de´sormais
aux noeuds de l’ensemble L. En effet, le couˆt ckuv correspond au couˆt du noeud (u, v, k) ∈ L, la
capacite´ Cuv s’applique a` tous les noeuds (u, v, i), 0 ≤ i ≤ m − 1 et les contraintes sur les liens
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paralle`les agissent sur les noeuds de l’ensemble L. Un couˆt de 0 et une capacite´ infinie sont assigne´s
aux noeuds de l’ensemble T ∪ {s}.
3.3.2 Quelques de´finitions
Une fac¸on de traiter les contraintes de fac¸on a` obtenir une formulation proche de celle de l’arbre
de Steiner est de les enfermer dans la fonction de couˆt.
Soit la fonction fT : VT → N qui retourne le nombre de turbines qui sont atteignables depuis un
noeud de l’anti-arborescence T en remontant celle-ci a` partir du noeud. Par exemple, sur la figure
3.1 fT ((11, 12, 0)) = 2, soit les deux turbines 3 et 4.
Soit la fonction de couˆt
wT (u, v, k) =

∞ si fT (u, v, k) > Cuv
∞ si ∃i, 0 ≤ i < k tel que fT (u, v, i) = fT (v, u, i) = 0
∞ si (v, u, k) ∈ VT ∩ L
ckuv sinon
(3.16)
ou` (u, v, k) ∈ VT ∩ L.
La premie`re partie de la de´finition fonction de couˆt (fT (u, v, k) > Cuv) interdit de de´passer la
capacite´, la deuxie`me (fT (u, v, l) = fT (v, u, l) = 0, 0 ≤ l < k) interdit de prendre un lien paralle`le
avant ses pre´de´cesseurs et la troisie`me partie interdit toute solution admettant du courant circulant
dans les deux sens sur un meˆme lien.
Il est possible alors de donner une de´finition d’une solution re´alisable et optimale dans le cadre
the´orique du proble`me de l’arbre de Steiner.
Definition 1. Une solution du proble`me de la conception de parc e´olien est un ensemble de sommets
VT ⊆ V` et d’arcs AT ⊆ A` ou` T = (VT , AT ) est un anti-arbre dans G avec T ⊂ VT .
Definition 2. Une solution re´alisable du proble`me de la conception est une solution dont le couˆt
total est fini : ∑
(u,v,k)∈VT
wT (u, v, k) <∞. (3.17)
Definition 3. Une solution optimale du proble`me de la conception est une solution dont le couˆt





wT (u, v, k). (3.18)
Il devient clair avec la de´finition 3 que trouver la solution optimale du proble`me de la conception
d’un parc e´olien e´quivaut a` trouver l’arbre de Steiner T du proble`me de Steiner lorsque les couˆts des
arcs sont de´finis par la fonction wT . Dans le proble`me de l’arbre de Steiner, par contre, la fonction
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de couˆt ne de´pend pas de T , c’est la diffe´rence majeure entre ce proble`me classique et celui qui est
traite´ ici.
La solution pre´sente´e dans les figures 1.2 et 3.1 satisfait les de´finitions 1 et 2, mais ne satisfait
pas la de´finition 3, car elle est de couˆt 34 alors qu’il existe d’autres solutions moins couˆteuses. La
solution pre´sente´e dans les figures 3.2 et 3.3 satisfait la de´finition 3, car elle couˆte 30 (2 unite´s de




























































































L’inspiration de la technique de re´solution provient de l’article de Gendreau et al. (1998), quoi-
qu’il y a une grande diffe´rence : e´tant donne´ la complexite´ d’une reconnexion, au lieu d’utiliser un
algorithme simple comme Kruskal a` la manie`re de Gendreau et al. (1998) et lui faire des adapta-
tions complexes pour le proble`me traite´ ici, l’algorithme exact de Hertz et al. (2012) sous-traitera
les reconnexions et ge´rera donc toute la complexite´ de celles-ci avec la rapidite´ qu’on connaˆıt a`
CPLEX.
La complexite´ d’une reconnexion provient du fait que la solution du graphe adjoint est une anti-
arborescence contenant des noeuds repre´sentant des liens paralle`les. Il est alors difficile d’appliquer
na¨ıvement la me´thode de Gendreau et al. (1998), car le retrait d’un noeud repre´sentant un lien
paralle`le sera permis seulement si ce noeud correspond au dernier lien paralle`le utilise´ (le noeud
(u, v, k+1) doit eˆtre retire´ avant le noeud (u, v, k)). La strate´gie e´galement d’ope´rer une reconnexion
graˆce a` l’algorithme de Kruskal ou Prim est inapplicable, car l’e´lectricite´ qui parcourt les arcs a une
direction anti-arborescente (vers la sous-station) et Kruskal ou Prim ne tiennent pas compte de
cette contrainte.
4.0.3 La construction d’une solution initiale re´alisable
En gros, Gendreau et al. (1998) construisent d’abord une solution initiale a` partir de l’heuristique
de Takahashi et Matsuyama (1980), c’est-a`-dire en prenant une suite de plus courts chemins entre
les noeuds obligatoires, pour ensuite l’ame´liorer avec un premier tabou. Ici, la construction de la
solution initiale s’inspire e´galement de l’heuristique de Takahashi et Matsuyama (1980), sauf qu’au
lieu de faire les plus courts chemins successivement entre deux noeuds obligatoires, les plus courts
chemins successifs se font chaque fois entre une turbine et la sous-station. Construire la solution
initiale en prenant simplement un plus court chemin entre deux noeuds obligatoires pose proble`me :
d’abord il n’est pas toujours possible de connecter une turbine a` une autre avec un plus court
chemin, car les relais empeˆchent de passer du re´seau hors-terre au re´seau sous-terre, et enfin, meˆme
si cela e´tait possible, le sens du courant ne serait pas de´fini une fois le plus court chemin re´alise´, il
n’est de´fini que lorsqu’il y a un chemin entre une turbine et la sous-station.
De fac¸on semblable a` Takahashi et Matsuyama (1980), on utilisera l’algorithme du plus court
chemin de Dijkstra (1959) pour relier les sommets obligatoires a` la sous-station.
La proce´dure est explicite´e en l’algorithme 1. Elle prend ite´rativement une nouvelle turbine de
l’ensemble T et la connecte avec la sous-station s par le plus court chemin entre t et s selon la
fonction de couˆt wT ; elle rajoute ce chemin a` l’arbre courant T et recommence. Par exemple, la
solution de la figure 1.2 a e´te´ ge´ne´re´e en prenant successivement le plus court chemin de 3 a` s, 4 a` s,
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2 a` s, 5 a` s, 8 a` s, 6 a` s et 7 a` s et en mettant a` jour le couˆt (une fois qu’un noeud, correspondant a`
un lien dans le graphe original, est utilise´, il n’a plus a` eˆtre paye´, un couˆt de 0 doit lui eˆtre assigne´)
et la capacite´ pour chaque noeud.
Entre´es : L(G), T
Sorties : T
1 T ← ∅;
2 τ ← ∅;
3 tant que τ 6= T faire
4 Prendre une turbine t dans l’ensemble T − τ ;
5 Ajouter cette turbine dans l’ensemble τ ;
6 Prendre le plus court chemin entre t et s;
7 Entreposer ce chemin dans p;
8 Ajouter p a` T ;
9 De´croˆıtre d’une unite´ la capacite´ des noeuds du chemin p;
10 Mettre a` 0 le couˆt constant ckuv des noeuds dans p : c
k
uv = 0,∀(u, v, k) ∈ p;
11 Re´initialiser wT (u, v, k) des noeuds en fonction des changements de capacite´ et de
couˆt constant;
12 fin
Algorithme 1: Trouver une solution initiale
Le plus court chemin aura tendance a` e´viter les couˆts infinis, mais l’algorithme 1 reste aveugle :
les plus courts chemins successifs peuvent mener a` un cul-de-sac pour une nouvelle turbine ou` tous
les chemins de cette turbine a` la sous-station contiendront des sommets valant ∞. Supposons par
exemple que c091 est tre`s grand et que les autres couˆts sont inchange´s dans notre exemple du de´but
(figure 1.1). Les premiers plus courts chemins auront tendance a` e´viter l’arc (9, 1). Dans ce cas,
l’ordre de tout a` l’heure (3 a` s, 4 a` s, 2 a` s, 5 a` s, 8 a` s, 7 a` s et 6 a` s) me`nerait a` un cul-de-sac,
car les turbines 3,4,2,5 e´viteraient l’arc (9, 1) et passeraient toutes sur (13, 1) ; il ne serait alors plus
possible de connecter la turbine 6 sans enfreindre les contraintes et provoquer un couˆt infini (voir
figure 4.1). A` noter : les algorithmes de´veloppe´s dans ce me´moire parcourent un espace de solutions

































Figure 4.1 Il est clair qu’il est impossible de connecter la turbine 6 si toutes les turbines
3,4,2,5 e´vitent de passer par (9, 1) dans l’ordre de connexion 3,4,2,5,8,7,6 dans l’algorithme
1. Par contre, si nous avions choisi l’ordre 6,7,8,5,3,4,2 pour nos plus courts chemins dans
l’algorithme 1, la solution re´sultante serait re´alisable.
La figure 4.1 sugge`re que l’ordre dans lequel sont prises les turbines lors de l’algorithme 1 peut
contribuer a` la de´couverte d’une solution re´alisable ou pas. L’ordre 6,7,8,5,3,4,2 donne une solution
re´alisable, mais l’ordre 3,4,2,5,8,6,7, non, si on admet un couˆt e´leve´ pour l’arc (9, 1).
Pour surmonter cette difficulte´, une technique d’e´valuation rapide des ordres a e´te´ de´veloppe´e ;
elle sera couple´e avec une technique de re´paration d’un ordre.
Une technique d’e´valuation rapide
Il serait inte´ressant de pouvoir tester plusieurs ordres rapidement pour surmonter l’irre´alisabilite´
de certains ordres et pour tenter de trouver des ordres proches de la solution optimale. He´las,
certaines instances du re´seau L(G) contiennent jusqu’a` environ 10 000 areˆtes, 2000 sommets et une
centaine de turbines. On se rend rapidement compte que tester seulement 100 ordres (ce qui est peu :
pour 100 turbines, il y a en effet 100! ordres diffe´rents) implique d’appliquer 10 000 fois l’algorithme
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de plus court chemin dans un re´seau comportant 10 000 areˆtes.
Il est possible de sugge´rer une version acce´le´re´e de l’algorithme 1. Ceci se fait graˆce a` deux
ame´liorations :
Retirer l’information inutile
Sur les instances traite´es ici, les noeuds de l’ensemble L ont un degre´ ge´ne´ralement supe´rieur a`
16. De plus, lorsqu’un sommet (u, v, k) a` une ite´ration de l’algorithme 1 satisfait
fT (u, v, k) = Cuv ou (4.1)
(v, u, k) ∈ VT ∩ L, (4.2)
alors, wT (u, v, k) =∞, et ce couˆt ne changera plus lors des ite´rations suivantes de l’algorithme
1.
Rien ne sert alors de garder ce noeud dans le graphe L(G) lors des prochaines ite´rations de
l’algorithme. La suppression de ce noeud supprimera donc e´galement au moins 16 areˆtes de L(G),
ce qui re´duira la complexite´ de l’algorithme de plus court chemin utilise´ a` chaque ite´ration suivante.
Ces noeuds peuvent eˆtre supprime´s de fac¸on permanente.
E´tant donne´ l’omnipre´sence de ces noeuds, les gains d’efficacite´ computationnelle sont substan-
tiels. Cependant, leur omnipre´sence menace parfois aussi la queˆte d’une solution initiale re´alisable.
Condenser l’information
Il serait inte´ressant de pouvoir re´duire le nombre de turbines dans l’ensemble T . Si le nombre
total de turbines a conside´rer passe de 100 a` 50 par exemple, le nombre d’ordres diffe´rents a` tester
passe de 100! a` 50!, une ame´lioration conside´rable. Il n’est pas irre´aliste de conside´rer cette voie, car
les turbines sont souvent concentre´es en groupes ge´ographiques, par exemple, le groupe {3, 4} et le
groupe {6, 7, 8} dans le graphe de la figure 1.1. Il suffit de conside´rer une seule superturbine agre´ge´e
repre´sentante de toutes les autres d’un groupe ge´ographique pour re´duire le nombre de turbines
a` traiter. Le nombre de turbines agre´ge´es dans une superturbine ne doit pas de´passer la capacite´
maximale dans le graphe, car sinon il pourrait arriver que le plus court chemin de la superturbine
passe par des liens de capacite´s insuffisantes. Par exemple, les turbines 6,7,8 dans 1.1 ne peuvent
eˆtre toutes agre´ge´es, car la capacite´ des arcs dans le re´seau est 2 et non 3. Si elles e´taient agre´ge´es,
un courant de 3 unite´s sortirait de la superturbine et de´passerait la capacite´ de l’arc (8, 15) ou
(6, 15) par lequel il est oblige´ de passer.
Pour e´viter d’agre´ger trop de turbines, on re´sout avec CPLEX le proble`me pour chaque groupe
de turbines graˆce au mode`le 3.2 de Hertz et al. (2012). Aucun groupe de turbines n’a ne´cessite´ plus
de 1 seconde de calcul. La figure 4.2 montre la re´solution du mode`le 3.2 pour le groupe 6,7,8 par
CPLEX. La solution que fournit CPLEX met 7 et 8 ensemble (cela aurait pu eˆtre 6 et 8 ou 6 et
7 qui sont deux autres solutions optimales), on va donc cre´er une superturbine {7, 8} et laisser la
turbine 6 comme elle est.























Figure 4.2 Re´solution par CPLEX du mode`le 3.2 pour T = {6, 7, 8}.
le moment, une turbine choisie au hasard est d’abord incluse dans le premier groupe, les noeuds
adjacents de cette turbine qui sont des turbines sont inscrits e´galement dans le groupe, ainsi que
les noeuds adjacents de ces turbines adjacentes, et ainsi de suite. Lorsqu’il n’y a plus de turbine
adjacente, une turbine au hasard jamais rencontre´e est inscrite dans le groupe 2 et on recommence
le processus ; le processus se poursuit jusqu’a` ce qu’on ait classe´ toutes les turbines. Ceci se fait bien
avec un algorithme re´cursif.
C’est ensuite qu’on applique le mode`le de Hertz et al. (2012) sur chacun des groupes pour les
diviser selon la capacite´ des liens les reliant.
La figure 4.3 pre´sente le re´seau de l’exemple 1.1 apre`s agre´gation. On nume´rote les superturbines
















Figure 4.3 Le graphe de la figure 1.1 apre`s agre´gation.
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Reste qu’il se peut que l’agre´gation e´tablie ne soit pas celle de la solution optimale. Pour retrouver
une partie de l’espace solution perdu, il faudra faire une post-optimisation qui re´optimisera les
turbines lors de leur de´sagre´gation. Avant de discuter de cette re´optimisation, il faut e´laborer une
technique de re´paration d’un ordre.
Une technique de re´paration d’un ordre
Certains ordres me`nent vers des culs-de-sac, c’est-a`-dire qu’a` partir de la k-ie`me turbine pour un
ordre de n turbines par exemple (ou` k ≤ n), l’algorithme 1 n’a plus de chemin vers la sous-station
ne contenant pas de lien de couˆt ∞.
Une technique na¨ıve de re´paration a e´te´ pre´vue. Lorsqu’il n’y a plus de chemin de couˆt fini d’une
turbine vers la sous-station, un plus court chemin entre la turbine et la sous-station est calcule´ en
supposant que ∞+∞ >∞, c’est-a`-dire que le plus court chemin doit passer par le moins d’areˆtes
interdites possible. A` partir du premier lien interdit rencontre´, il faut retracer toutes les turbines
qui passent par ce lien et les de´connecter de l’anti-arborescence. La turbine courante est reconnecte´e
et les turbines de´connecte´es sont ajoute´es aux turbines a` connecter a` la fin de la liste.
Il y a une subtilite´ a` ge´rer lors de l’utilisation d’une re´paration. Elle exige que tous les liens sur
un arc de la forme (u, v) ayant un lien (u, v, k+ 1) tel que (u, v, k) est inutilise´ seront renomme´s en
de´cre´mentant de une unite´ leur nume´ro de lien paralle`le. Il est possible d’illustrer ce cas de figure
en prenant un segment de solution.
Par exemple, le segment de solution en figure 4.4 explicite une consommation de 1 unite´ et de 2
unite´s sur les liens des arcs (1, 2) et (2, 3). (On met des pointille´s pour indiquer que le flot arrive de
l’exte´rieur et y repart). Si on se concentre sur les noeuds 1,2 et 3, il est possible que le segment de
solution correspondant soit le segment d’arbre de la figure 4.5, ou` le flot sur (1,2,0) va vers (2,3,1) et
celui sur (1,2,1) vers (2,3,0). Dans ce cas, un plus court chemin se butant sur le lien (2, 3, 1), rendu
a` sa capacite´ maximale, enle`vera tous les noeuds issu de ce noeud, ici, les noeuds (2, 3, 1) et (1, 2, 0)
menant a` la figure 4.6. Il faudra alors de´cre´menter le nume´ro du lien paralle`le (1, 2, 1) a` (1, 2, 0)
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Figure 4.6
L’algorithme de construction inte´grant acce´le´ration et re´paration
L’algorithme 2 regroupe toutes les proce´dures pre´ce´demment explique´es.
4.0.4 Ame´lioration de la solution initiale
Le papier de Gendreau et al. (1998) utilise un tabou consistant essentiellement a` retirer des
noeuds de la solution initiale, la de´connectant, pour ensuite la reconnecter avec de nouveaux noeuds
se´lectionne´s de fac¸on astucieuse. Comme mentionne´ plus haut, cette proce´dure est tre`s difficilement
adaptable au cas pre´sent en raison du sens des liens et des priorite´s dans le retrait de liens paralle`les.
Une technique prototypique a e´te´ de´veloppe´e. Elle ne´cessitera des ajustements, si une meilleure
performance est de´sire´e.
La technique utilise l’ide´e de Gendreau et al. (1998) de de´connecter et reconnecter des noeuds.
Ici, les turbines et les liens interme´diaires implique´s dans leurs connexions a` la sous-station seront les
seuls noeuds de´connecte´s et reconnecte´s dans le processus. Lorsqu’un sous-ensemble de turbines ainsi
que leurs liens implique´s sont de´connecte´s d’une solution re´alisable, on se retrouve avec un graphe
dont les constantes ckuv et Cuv originales sont modifie´es par la solution partielle encore connecte´e. Il
est alors inte´ressant de tenter de mieux reconnecter le sous-ensemble de turbines de´connecte´es en
re´solvant le proble`me dans ce graphe modifie´.
Le mode`le exact de Hertz et al. (2012) sera utilise´ pour cette reconnexion ame´liore´e ; plus pre´-
cise´ment, il fournira la reconnexion optimale. Ce mode`le utilisant CPLEX est tre`s performant pour
connecter un petit nombre de turbines a` la fois (voir Hertz et al. (2012)) ce qui est parfait pour le
genre de de´connexions qui sont envisage´es. Pour ope´rer la reconnexion avec ce mode`le, il suffit
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Entre´es : L(G), T
Sorties : T
1 Identifier chaque groupe de turbines et proce´der a` leur agre´gation;
2 Appeler le nouvel ensemble de turbines ainsi forme´ T ′;
3 T ← ∅;
4 τ ← ∅;
5 tant que τ 6= T ′ faire
6 Prendre une turbine t dans l’ensemble T ′ − τ ;
7 Ajouter cette turbine dans l’ensemble τ ;
8 Prendre le plus court chemin entre t et s;
9 Entreposer ce chemin dans p;
10 si p a un couˆt infini alors
11 Trouver le premier lien de couˆt infini en partant de t dans p;
12 Trouver toutes les turbines τ ′ passant par ce lien;
13 De´connecter ces turbines;
14 Retirer p de T Refaire le plus court chemin p;
15 τ ← τ + τ ′;
16 fin
17 De´cre´menter les nume´ros paralle`les des liens de p lorsque possible;
18 Ajouter p a` T ;
19 De´croˆıtre d’une unite´ la capacite´ des noeuds du chemin p;
20 Mettre a` 0 le couˆt constant ckuv des noeuds dans p : c
k
uv = 0, ∀(u, v, k) ∈ p;
21 Re´initialiser wT (u, v, k) des noeuds en fonction des changements de capacite´ et de
couˆt constant;
22 E´liminer du graphe tous les noeuds ayant de´sormais un couˆt infini qui satisfont les
e´quations (4.1) et (4.2);
23 fin
Algorithme 2: Construction inte´gre´e de la solution initiale
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1. de fixer des variables ykk
′
uvw pour lui indiquer par ou` la solution partielle encore connecte´e passe
et ainsi d’empeˆcher une bifurcation dans la reconnexion,
2. de modifier les capacite´s Cuv selon l’utilisation de la solution partielle encore connecte´e et
3. de modifier les couˆts ckuv des liens en mettant a` 0 ceux qui sont utilise´s par la solution partielle.
L’algorithme d’ame´lioration de la solution initiale est pre´sente´ sous l’algorithme 3. Les parame`tres
α, β indiquent le nombre d’ite´rations et le nombre de de´connexions possibles, respectivement. On les
fixe diffe´remment selon le proble`me. Plus α est petit, plus β peut eˆtre grand, car les de´connexions se
font plus rapidement. L’ide´e est d’initialiser α avec une grande valeur sans qu’il y ait trop d’impact
sur le temps de calcul pour pouvoir faire beaucoup d’ite´ration (β large). Empiriquement, fixer
α ∈ [0.4 · |T |, 0.8 · |T |] et β ∈ [100, 200] produit de bons re´sultats.
Entre´es : L(G), T, α, β
Sorties : T
1 Ge´ne´rer la solution initiale T par l’algorithme 2;
2 tant que α > 0 faire
3 Prendre un nombre ale´atoire b entre 0 et β;
4 Choisir ale´atoirement b turbines parmi |T |;
5 De´connecter ces turbines de T ;
6 pour chaque lien (u, v, k) qui e´tait utilise´ par les b turbines faire
7 Mettre a` jour la capacite´ de ces liens selon l’utilisation qui en est fait sans les b
turbines;
8 Mettre a` jour les couˆts wT et ckuv selon le nouveau fT ;
9 fin
10 Reconnecter ces turbines graˆce a` l’algorithme de Hertz et al. (2012) en n’oubliant
pas de lui fixer les variable ykk
′
uvw selon l’utilisation de´crit par la solution partielle T
et de lui modifier les capacite´s et les couˆts ckuv;
11 α← α− 1;
12 fin
13 De´sagre´ger les groupes;
14 tant que La solution s’ame´liore faire
15 pour chaque groupe faire
16 De´connecter les turbines du groupe;




Algorithme 3: Ame´lioration de la solution initiale
L’algorithme 3 est en ve´rite´ une puissante recherche locale : e´tant donne´ l’utilisation d’une
re´solution exacte, la pire reconnexion qui puisse se faire est celle revenant au point de de´part avant
la de´connexion, sinon, la solution est toujours ame´liore´e. La porte´e de la recherche locale n’a pas
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de limite : une de´connexion qui irait jusqu’a` inclure toutes les turbines reviendrait a` re´soudre le
proble`me original exactement.
L’algorithme est explique´ en de´tail sur l’exemple utilise´ tout au long du me´moire dans les figures































































Figure 4.9 Puis, il faut ge´ne´rer la solution initiale graˆce a` l’algorithme 2. L’ordre dans lequel
les turbines ont e´te´ connecte´es avec l’algorithme de plus court chemin est comme suit :























Figure 4.10 Vu qu’ici α = 1, une seule ite´ration de l’algorithme est ope´re´e. Il est suppose´ ici
que β = 2 et que les 2 turbines a` de´connecter sont 20 et 21. Le lien (15,12,1) est de´sormais




















































Figure 4.12 Les turbines 20 et 21 sont reconnecte´es de fac¸on optimale graˆce au mode`le de































Figure 4.13 Le graphe est de´sagre´ge´. Chaque groupe de turbines est de´connecte´ et reconnecte´
par l’algorithme de Hertz et al. (2012) jusqu’a` ce que la solution ne s’ame´liore plus (ici, cette





Les re´sultats ont e´te´ obtenus graˆce a` un processeur Intel i5 de 2.5GHz avec 4GB de me´moire
vive. Les proce´dures n’utilisant pas CPLEX ont e´te´ code´es en Python.
Avant de pre´senter les re´sultats de la re´solution comple`te par l’algorithme 3, il convient de
pre´senter quelques chiffres (table 5.3) montrant l’utilite´ du processus d’agre´gation utilise´ dans l’al-
gorithme 2 compare´ a` l’algorithme 1. Cette table met en e´vidence la grande multiplicite´ des ordres
de turbines qui sont pris dans l’algorithme de construction de la solution initiale par plus courts
chemins successifs. Dans le graphe original, il arrive souvent que permuter deux turbines ge´ogra-
phiquement proche l’une de l’autre (comme 7 et 8 en figure 4.7, par exemple) ne change rien a` la
solution trouve´e avec l’ordre pre´ce´dent. L’agre´gation re´duit cette multiplicite´ ou de´ge´ne´rescence et
permet de visiter bien plus d’ordres re´ellement diffe´rents, ce qui augmente les chances de trouver des
solutions re´alisables, comme explicite´ pour les exemplaires 40,60 et 112 turbines dans la table 5.3.
De plus, cette technique, en explorant davantage l’espace de solutions, permet de trouver e´galement
de meilleures solutions, comme l’exemplaire 53 turbines.
Tableau 5.1 Gains de performance re´sultant de l’agre´gation des groupes de turbines et du
processus de re´paration
Turbines Algo. 1 CPU(s) Turbines agre´ge´es Algo. 3 avec 2 CPU(s)
40 ? ? 27 100470.0 15
88 ? ? 79 ? 3600
53 182198.3 3 46 156273.8 45
73 ? ? 47 ? 3600
60 ? ? 51 181278.4 7
112 ? ? 48 214803.8 7
Les re´sultats sont pre´sente´s dans les tableaux 5.2, 5.3 et 5.4. Le tableau 5.2 pre´sente le mode`le de
Hertz et al. (2012) qui a e´te´ utilise´ et ce meˆme mode`le avec des coupes supple´mentaires introduites
dans Hertz et al. (2012). La raison pour laquelle le mode`le de Hertz et al. (2012)+coupe n’est pas
utilise´ ici est que meˆme si les coupes acce´le`rent la re´solution, elles prennent du temps a` ge´ne´rer.
E´tant donne´ que le but est de faire un nombre conside´rable de re´solutions, elles n’ont pas e´te´
conside´re´es. La colonne Turbines indique le nombre de turbines a` connecter dans l’exemplaire, les
colonnes nL,mL le nombre de noeuds et d’areˆtes respectivement dans le re´seau L(G), les colonnes
nG,mG la meˆme chose dans le re´seau G, ensuite les performances du mode`le de Hertz et al. (2012)
sont donne´es pour la re´solution du proble`me entier, puis la performance de ce meˆme mode`le avec les
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coupes introduites. Dans les tableaux 5.3 et 5.4 on pre´sente les re´sultats sur les meˆmes exemplaires
ge´ne´re´s par l’algorithme 3 avec ou sans temps limite impose´ a` une reconnexion. Les parame`tres α
et β y sont explicite´s, ainsi que l’e´cart par rapport a` la meilleure solution trouve´e par les mode`les
exacts Hertz et al. (2012) ou Hertz et al. (2012)+coupe. Le point d’interrogation signifie que la
re´solution n’a pas pu trouver de solution re´alisable.
Tableau 5.2 Donne´es des exemplaires et re´sultat de Hertz et al. (2012)
L(G) G
Turbines nL mL nG mG HERTZ CPU(s) HERTZ+coupes CPU(s)
40 143 384 689 2635 88424.8 3600 87592.4 429
88 220 517 1461 9872 126321.0 3600 126321.0 48
53 306 868 1714 8125 123941.0 3600 121779.0 2588
73 256 679 1279 5410 119887.0 3600 119887.0 598
60 189 478 1339 7778 ? ? 107258.8 36086
112 281 793 1537 6127 190160.0 3600 152072.0 43700
Tableau 5.3 Re´sultats
Turbines Algo. 3 avec Hertz et al. (2012) α β CPU(s) E´cart(%)
40 89842.1 100 12 1356 2,6
88 ? ?
53 133419.0 40 20 1790 9,6
73 ? ?
60 119881.2 200 25 11304 11,7
112 163215.3 200 20 433 7,3
5.1 Analyse des re´sultats
Le proble`me de l’irre´alisabilite´ de plusieurs exemplaires
La table 5.3 montre bien que l’ide´e na¨ıve d’une ite´ration de plus court chemin (algorithme 1)
ne re´ussit pas a` trouver de solutions re´alisables. Meˆme cette ide´e corrige´e avec des agre´gations et
des re´parations (algorithme 2) ne re´ussit pas toujours a` atteindre la re´alisabilite´. Ceci indique que
cette approche pour trouver une solution initiale est a` revoir.
Ces algorithmes ite´ratifs arrivent souvent, en effet, a` un cul-de-sac. Pourtant, les proble`mes sont
loin d’eˆtre les plus difficiles pour Hertz et al. (2012), et l’algorithme 3 avec une reconnexion exacte
aurait donc de bonnes chances de donner de bons re´sultats, du moins s’il pouvait avoir une solution
initiale en entre´e. Cet e´chec de l’algorithme 1 est cause´ par la fac¸on ite´rative de construire l’arbre
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Tableau 5.4 Re´sultats avec temps limite = 30 secondes
Turbines Algo. 3 avec Hertz et al. (2012) α β CPU(s) E´cart(%)
40 88549.7 100 25 197 1,1
88 ? ?
53 133500.6 40 20 539 9,6
73 ? ?
60 121880.1 200 25 4784 13,6
112 162768.0 200 20 662 7,0
solution. En effet, lorsqu’un chemin est cre´e´ entre une turbine et la sous-station, il reste dans l’arbre
jusqu’a` ce qu’il soit cible´ par la proce´dure de re´paration, mais a` ce moment, il peut eˆtre trop tard.
C’est-a`-dire que le choix de ce chemin, bien qu’attirant, peut avoir pour conse´quence d’e´liminer
plusieurs chemins qui s’ave´reraient beaucoup mieux pour supporter un ensemble de turbines et
non seulement celle courante. Et e´tant donne´ que l’arbre, contraint d’eˆtre construit avec ce chemin
fallacieux, contiendra une foule d’autres chemins se de´finissant par rapport a` ce dernier, la proce´dure
de re´paration sera incapable de bien les extirper.
Il semble qu’utiliser l’algorithme de Dijkstra (1959) incite les turbines a` cette sorte d’e´go¨ısme
lors de leur connexion et qu’une fois utilise´ et paye´, ce chemin devient faussement attrayant pour
la connexion d’autres turbines qui rempliront la capacite´ maximale des liens et re´serveront un sort
funeste a` la construction de la solution.
Un algorithme plus performant pourrait connecter des groupes de turbines ite´rativement graˆce
a` l’algorithme de Hertz et al. (2012) pour re´duire cet e´go¨ısme et lors de sa proce´dure de re´paration,
il devrait non seulement de´connecter le groupe proble´matique, mais aussi d’autres groupes pris
ale´atoirement, dans l’espoir de briser la structure qui me`ne vers un cul-de-sac.
Les exemplaires 40 et 53
Ce sont de petites exemplaires, sans structure proble´matique, il est donc normal que la per-
formance de l’algorithme 3 ne compe´titionne pas celle du mode`le de Hertz et al. (2012) qui reste
efficace pour de petites exemplaires. Une meilleure solution (a` 1% de l’optimum) est obtenue en
imposant un temps limite a` la re´solution.
L’exemplaire 60 turbines
L’exemplaire 7 repre´sente un de´fi pour le mode`le de Hertz et al. (2012), c’est la` que l’heuristique
de´crite par l’algorithme 3 devient inte´ressante. Alors que le mode`le de Hertz et al. (2012) utilise´
par 3 n’arrive pas a` trouver une solution re´alisable apre`s une heure (3600 secondes), l’algorithme
3 trouve une solution a` 20% de l’optimum (128932.1) apre`s environ 8 minutes (494 secondes). En
38
laissant tourner l’algorithme plus longtemps, on obtient apre`s environ 3 heures (11304 secondes)
une solution a` 11,7% de l’optimum (119881.2).
Il a e´te´ remarque´ au cours de ces re´solutions deux choses de premier inte´reˆt pour l’ame´liora-
tion du prototype qu’est l’algorithme 3 : les grandes de´connexions consomment beaucoup moins de
temps lorsqu’elles sont ope´re´es sur un arbre proche de l’optimum. Par exemple, une seule grande
de´connexion de pre`s de 30 turbines est responsable du deux tiers du temps de calcul pour celui a`
11,7% de l’optimum (7200 secondes pour une seule de´connexion au tout de´but). Lorsqu’on impose
un temps limite de 30 secondes a` cet exemplaire pour re´soudre ce proble`me, le temps chute drama-
tiquement. E´videmment, a` ce moment, les grandes de´connexions ne sont plus ne´cessairement bien
ge´re´es, car leur re´solution comple`te est interrompue, d’ou` la solution de moins bonne qualite´ dans
le tableau 5.4.
Ces grandes de´connexions seraient les bienvenues donc lors du raffinement d’une solution qui
s’est de´ja` approche´e de l’optimum graˆce a` de plus petites de´connexions.
La deuxie`me chose a` remarquer est qu’il est tre`s envisageable d’utiliser le mode`le de Hertz et al.
(2012) avec les coupes pour les grandes de´connexions. Dans ces cas pre´cis, l’acce´le´ration pourrait eˆtre
substantielle et compenser le temps consomme´ a` ge´ne´rer ces coupes. En effet, la table 5.2 sugge`re
par exemple qu’une connexion de 88 turbines sans coupe peut prendre plus d’une heure, alors que
celle avec coupes, 48 secondes... De plus, les grandes de´connexions pourraient eˆtre reconnecte´es avec
un temps limite a` partir duquel la solution entie`re trouve´e jusqu’a` ce moment serait prise comme
e´tant la reconnexion. La majorite´ du temps d’une grande reconnexion est consomme´e sur la preuve
d’optimalite´ de la meilleure solution entie`re que CPLEX trouve.
L’exemplaire 112
L’exemplaire 112 e´tait un autre de´fi de taille pour le mode`le de Hertz et al. (2012). Ici, l’algo-
rithme 3 donne une bonne performance, mais il y a toujours une longue dure´e pour la re´solution
(433 secondes). Comme a` l’exemplaire 60 turbines la majorite´ du temps est de´pense´e sur les grandes
de´connexions ou` CPLEX tente de prouver l’optimalite´, meˆme s’il trouve tre`s rapidement la solution
optimale. Il est inte´ressant de remarquer que le temps limite n’a pas aide´ a` re´duire le temps de calcul
total. C’est parce qu’avec un β = 20, toutes les de´connexions se font en-dessous de 30 secondes, car




6.1 Synthe`se des travaux
Dans ce me´moire, un nouvel algorithme pour la re´solution du proble`me de l’optimisation de la
conception d’un re´seau de collecte d’e´nergie e´olienne a e´te´ de´veloppe´. Il couple un mode`le exact
(mode`le Hertz et al. (2012)) et une heuristique (algorithme 2). Trois remarques importantes ont pu
eˆtre faites.
1. Bien que le proble`me de la conception d’un re´seau de collecte d’e´nergie e´olienne peut eˆtre mo-
de´lise´ comme un proble`me d’arbre de Steiner, il est important d’observer que, contrairement
au mode`le classique, la fonction de couˆt de´pend de l’arbre solution, et le proble`me conside´re´
doit tenir compte de capacite´s.
2. E´tant donne´e cette de´pendance de la fonction de couˆt ainsi que les contraintes de capacite´, il
a e´te´ constate´ que la me´thode classique utilise´e pour ge´ne´rer une solution initiale au proble`me
de Steiner (voir Takahashi et Matsuyama (1980)) s’ave`re inefficace.
3. Enfin, l’ide´e de Gendreau et al. (1998) de de´connecter des noeuds peut eˆtre adapte´e avec une
de´connexion des turbines, et cette ide´e adapte´e s’ave`re tre`s efficace pour les instances difficiles
a` re´soudre par les mode`les exacts. Elle permet de bien diviser le proble`me en sous-proble`mes
a` re´soudre.
6.2 Limitations de la solution propose´e
La limitation de la solution propose´e re´side dans l’algorithme 1 qui e´choue parfois a` trouver une
solution initiale re´alisable. Cependant, cette limitation est relative e´tant donne´ la solide performance
de l’algorithme 3, la lacune serait re´parable si un algorithme pouvant ge´ne´rer une solution re´alisable
e´tait propose´. Meˆme tre`s mauvaise cette solution sera tre`s vite ame´liore´e par l’algorithme 3. Par
contre, il reste que l’algorithme 3 est une recherche locale qui, malgre´ sa large porte´e lors de grande
de´connexion, puisse rester prise dans un optimum local. Ide´alement, il faudrait pouvoir ge´ne´rer
plusieurs solutions initiales diffe´rentes entre elles et leur appliquer l’algorithme 3 inde´pendamment
pour mieux visiter l’espace solution.
6.3 Ame´liorations futures
Il y a trois ame´liorations futures qui permettront de rendre le prototype pre´sente´ un redoutable
engin d’optimisation pouvant s’attaquer a` des instances beaucoup plus grosses, des instances dont
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les mode`les exacts seraient incapables de trouver ne serait-ce qu’une solution re´alisable.
1. Connecter ite´rativement des groupes de turbines dans l’algorithme 1 au lieu d’une turbine a`
la fois. Ensuite re´parer en de´connectant les turbines proble´matiques, ainsi que des turbines
prises ale´atoirement.
2. Les coupes sugge´re´es dans Hertz et al. (2012) devraient eˆtre ajoute´es lors des grandes de´-
connexions pour acce´le´rer la reconnexion. Paralle`lement, une re´solution d’une de´connexion
par Hertz et al. (2012) prenant trop de temps a` prouver l’optimalite´ devrait eˆtre interrom-
pue lorsque le gap d’optimalite´ est faible et pas seulement avec un temps limite fixe´ a priori
comme il a e´te´ fait. Ici, la me´thode est heuristique, donc rien ne sert d’attendre la preuve
d’optimalite´ si la connexion trouve´e jusqu’a` pre´sent ame´liore la solution courante.
3. La reconnexion d’une de´connexion est simplement la re´solution du proble`me de la conception
dans un graphe qui comporte des couˆts constants ckuv diffe´rents et des capacite´s Cuv diffe´rentes.
C’est ce qui donne a` la re´solution propose´e la proprie´te´ de te´le´scopie, c’est-a`-dire que si la
re´solution d’une de´connexion trop importante prend trop de temps, il est possible d’appliquer
l’algorithme 3 sur l’arbre solution interme´diaire de reconnexion qui est recherche´ pour trouver
une solution proche d’une reconnexion optimale.
E´tant donne´ qu’environ 90% du temps de re´solution est de´termine´ par les grandes de´connexions,
plus particulie`rement a` leurs preuves d’optimalite´, ces ame´liorations devraient re´duire substantiel-
lement le temps de calcul.
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