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1 Introduction
Since continuous-time Markov chains were introduced to describe stochastic systems which undergo
abrupt changes in their parameters and structures, hybrid stochastic dierential equations (SDEs) have
been widely used in engineering and science. Moreover, SDDEs are often used to investigate systems
whose evolution depends on not only the present state but also the past state [1{5]. Boundedness and
stability are two of the most basic issues in analyzing hybrid SDDEs. However, most of the papers in this
eld only considered systems whose coecients are bounded by linear functions [6{11]. Recently, some
signicant results are obtained for highly nonlinear stochastic delay systems. For example, Hu et al. [12]
investigated the boundedness and stability of hybrid SDDEs without the linear growth condition. While
Hu et al. [13] studied the robust stability and boundedness of nonlinear hybrid SDDEs by the method
of M-matrix. Fei et al. [14] established delay dependent criteria for highly nonlinear hybrid SDDEs un-
der the polynomial growth condition. Moreover, Fei et al. [15] discussed structured robust stability and
boundedness under highly nonlinear condition by introducing a new Lyapunov function.
Many stochastic systems which not only depend on present and past states but also involve derivatives
with delays are modeled by neutral stochastic dierential delay equations. Although, extensive literature
can be found in this area, we mention a few of them herein [16{23]. Also, many researchers have made
eorts in regard to the stability of highly nonlinear neutral stochastic systems. For example, Luo et
al. [24] established criteria for exponential stability of neutral SDEs that exhibit a time-dependent delay.
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Furthermore, Song and Shen [25] investigated stability criteria that not only covers a large class of highly
nonlinear neutral stochastic functional dierential equations but also handles general stability issues.
Moreover, the stability of NSDDEs with Markov switching, also known as hybrid NSDDEs, is studied
by many researchers. For example, Kolmanovskii et al. [26] established a fundamental theory for hybrid
NSDDEs and discussed the boundedness and stability of the systems. Mao et al. [27] investigated almost
sure stability of a class hybrid NSDDEs. Furthermore, Li and Deng [28] established a criterion for general
decay rate of almost sure stability of hybrid NSDDEs with levy noise using Lyapunov functional and M-
matrix techniques. However, all the functions V (x; t; i) in these references are required to have the same
degree for each i 2 S, which may not be satised by hybrid NSDDEs that have dierent structures in
dierent modes. Moreover, neutral stochastic systems may not depend only on single delay. Zhao et
al. [29] provided motivation with regards to the study of stability of linear neutral systems with multiple
delays. Chen et al. [30] investigated delay dependent exponential stability of multiple time-varying
delays neutral stochastic systems. For more information on the stability of neutral systems with multiple
delays, we refer the reader to [31{33]. However, it is crucial to observe that all the multiple time delays
systems discussed in these papers are linear systems. Considering [12,24,25,28,30], herein, we extend the
linear multiple delays neutral stochastic systems to highly nonlinear hybrid NSDDEs. By applying the
Lyapunov functional technique, a sucient condition for the stability of highly nonlinear NSDDEs with
multiple delays is established under mild conditions. In particular, mean square exponential stability is
investigated using M-matrix method.
The important features of this paper are as follows:
 In establishing the theory on the boundedness and stability of hybrid NSDDEs with highly nonlinear
coecients, multiple delays are taken into consideration.
 New mathematical techniques are developed to handle multiple delays NSDDEs under highly non-
linear growth condition. For example, a general Lyapunov function is introduced.
 H1 stability and almost sure exponential stability are discussed.
The remaining sections of this paper are structured as follows: In Section 2, some preliminary def-
initions, assumptions and a key lemma are presented . Section 3 mainly discusses the existence and
uniqueness of solutions of highly nonlinear NSDDEs with multiple delays. Also, using the Lyapunov
functional and M-matrix methods, the boundedness and stability criteria for hybrid NSDDEs are dis-
cussed. In Section 4, three examples are given to illustrate the applicability of our results. Finally, a
conclusion is drawn in Section 5.
2 Preliminary
Let B(t) = (B1(t);    ; Bd(t))T be a d-dimensional Brownian motion dened on the probability space
(
;F ; fFtgt>0; P ), where the ltration fFtgt>0 satises the usual conditions (i.e. it is right continuous
and F0 contains all P -null sets). Let fr(t), t > 0g be a right-continuous Markov chain on the probability
space taking values in a nite state space S = f1; 2;    ; Ng with generator   = (ij)NN . (For the
detail of   we refer the reader to [5, page 47]). With regard to what follows, we assume that the Markov
chain r() is independent of the Brownian motion B().
Let C(Rn  [ ;1);R+) denote the family of all continuous functions from Rn  [ ;1) to R+. Let
f : Rn     Rn  S R+ ! Rn and g : Rn     Rn  S R+ ! Rnd
be Borel measurable functions. Let l : R+ ! [0; l]; l = 1;    ;m denote the variable time delay such
that _l(t) := dl(t)=dt 6 l < 1 for all t > 0.
Herein, we consider the following neutral hybrid NSDDE with multiple delays
d[X(t)  (X(t  1(t)); r(t); t)] = f(X(t); X(t  1(t));    ; X(t  m(t)); r(t); t)dt
+g(X(t); X(t  1(t));    ; X(t  m(t)); r(t); t)dB(t); (1)
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on t > 0 with initial data
fX(t) :   6 t 6 0g =  2 C([ ; 0];Rn) and r(0) = i0 2 S; (2)
where  = maxfl : l = 1;    ;mg,  : Rn  S  R+ ! Rn, C([ ; 0];Rn) denotes the family of
continuous functions  from [ ; 0] ! Rn with the norm kk = sup 6s60 j(s)j. We also assume that
f(0;    ; 0; i; t) = g(0;    ; 0; i; t) = (0; i; t) = 0.
Let C2;1(RnSR+;R+) denote the family of nonnegative functions V (x; i; t) on RnSR+, which
are continuously twice dierentiable in x and once in t, and dene an operator LV : Rn    RnS
R+ ! R by
LV (x  (y1; i; t); y1;    ; ym; i; t)
= Vt(x  (y1; i; t); i; t) + Vx(x  (y1; i; t); i; t)f(x; y1;    ; ym; i; t)
+
1
2
trace[gT (x; y1;    ; ym; i; t)Vxx(x  (y1; i; t); i; t)g(x; y1;    ; ym; i; t)]
+
NX
j=1
ijV (x  (y1; i; t); j; t);
where Vt(x; i; t) =
@V (x;i;t)
@t ; Vx(x; i; t) =

@V (x;i;t)
@x1
;    ; @V (x;i;t)@xn

; Vxx(x; i; t) =

@2V (x;i;t)
@xk@xl

nn
:
Assumption 1. For each integer H > 1, we assume there exists a positive constant KH such that
jf(x; y1;    ; ym; i; t)  f(y; y1;    ; ym; i; t)j2 _ jg(x; y1;    ; ym; i; t)  g(x; y1;    ; ym; i; t)j2
6 KH(jx  xj2 +
mX
l=1
jyl   ylj2)
for those x; x; yl; yl 2 Rn with jxj _ jxj _ jylj _ jylj 6 H and all (i; t) 2 S R+.
Assumption 2. We assume there exist constants i 2 (0; 1) such that
j(a; i; t)  (b; i; t)j 6 ija  bj (3)
for all a; b 2 Rn, and (0; i; t) = 0. Furthermore, we assume that  = maxfi; i = 1;    ; Ng.
We now state the following lemma which plays crucial role in this paper.
Lemma 1. Dene the quasi polynomial function U(x) = ahjxjh+   +a1jxj1 ; x 2 Rn, where jxj is the
Euclidean norm of x, ai > 0; i = 1;    ; h 1; h > h 1 >    > 1 > 0 and ah > 0. Let  > 0 and  be a
dierentiable function from R+ ! [0;  ] such that d(t)=dt 6  < 1. Assume j(X(t); r(t); t)j 6 jX(t)j,
X(t) : [ ;1) ! Rn is a continuous function, and r(t) is a Markov chain on the state space S, where
X(t) = (t); t 2 [ ; 0], 0 <  < 1. Fixing " > 0 arbitrarily, we have the following conclusions:
(i) Z T
0
e"tU(X(t  (t)))dt 6 e
"
1  
Z 0
 
U((t))dt+
e"
1  
Z T
0
e"tU(X(t))dt; 8T > 0: (4)
(ii)Z T
0
e"tU(X(t)  (X(t  (t)); r(t); t))dt 6 e
"
1  
Z 0
 
U((t))dt+ C
Z T
0
e"tU(X(t))dt; 8T > 0;
where C = maxfe"1  + (1  )1 h ; e
"
1  + 1g.
Proof. For p > 0, it is easy to show thatZ T
0
e"tjX(t  (t))jpdt 6 e"
Z T
0
e"(t (t))jX(t  (t))jpdt 6 e
"
1  
Z T
 
e"sjX(s)jpds
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6 e
"
1  
Z 0
 
j(s)jpds+ e
"
1  
Z T
0
e"sjX(s)jpds: (5)
By the denition of U(x), we obtainZ T
0
e"tU(X(t  (t)))dt =
Z T
0
e"t(ahjX(t  (t))jh +   + a1jX(t  (t))j1)dt
6 e
"
1  
Z 0
 
ahj(s)jh +   + a1j(s)j1ds+ e
"
1  
Z T
0
e"s(ahjX(s)jh +   + a1jX(s)j1)ds
=
e"
1  
Z 0
 
U((s))ds+
e"
1  
Z T
0
e"sU(X(s))ds;
establishing (i). Next, we establish the assertion (ii). For p > 1, we apply the inequality
(u+ v)p 6 (1 +$)p 1(up +$1 pvp) 8u; v > 0; p > 1; $ > 0;
it is easy to see that
jX(t)  (X(t  (t)); r(t); t)jp 6 (1 +$)p 1(jX(t)jp +$1 pj(X(t  (t)); r(t); t)jp):
Setting $ = 1  , we derive
jX(t)  (X(t  (t)); r(t); t)jp 6 (1  )1 pjX(t)jp + 1 pj(X(t  (t)); r(t); t)jp
6 (1  )1 pjX(t)jp + jX(t  (t))jp; (6)
which, together with (5), shows thatZ T
0
e"tjX(t)  (X(t  (t)); r(t); t)jpdt 6 (1  )1 p
Z T
0
e"tjX(t)jpdt+ 
Z T
0
e"tjX(t  (t))jpdt
6 e
"
1  
Z 0
 
j(t)jpdt+ e
"
1  
Z T
0
e"tjX(t)jpdt+ (1  )1 p
Z T
0
e"tjX(t)jpdt
=
e"
1  
Z 0
 
j(t)jpdt+ [ e
"
1   + (1  )
1 p]
Z T
0
e"tjX(t)jpdt: (7)
Noting that 0 < 1   < 1 and 1  p 6 0, we have (1  )1 p 6 (1  )1 h ; 8p 6 h: Thus, from (7),
the following inequality holds for all 1 6 p 6 h,Z T
0
e"tjX(t)  (X(t  (t)); r(t); t)jpdt
6 e
"
1  
Z 0
 
j(t)jpdt+ [ e
"
1   + (1  )
1 h ]
Z T
0
e"tjX(t)jpdt: (8)
For 0 6 p < 1, by the elementary inequality (u+ v)p 6 up + vp;8u; v > 0; we obtainZ T
0
e"tjX(t)  (X(t  (t)); r(t); t)jpdt 6 
pe"
1  
Z 0
 
j(t)jpdt+ (
pe"
1   + 1)
Z T
0
e"tjX(t)jpdt
6 e
"
1  
Z 0
 
j(t)jpdt+ ( e
"
1   + 1)
Z T
0
e"tjX(t)jpdt:
Thus, together with (8) and the denition of U(x), we see thatZ T
0
e"tU(X(t)  (X(t  (t)); r(t); t))dt
=
Z T
0
e"t(ahjX(t)  (X(t  (t)); r(t); t)jh +   + a1jX(t)  (X(t  (t)); r(t); t)j1)dt
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6 e
"
1  
Z 0
 
ahj(t)jh +   + a1j(t)j1dt+ C
Z T
0
e"t(ahjX(t)jh +   + a1jX(t)j1)dt
=
e"
1  
Z 0
 
U((t))dt+ C
Z T
0
e"tU(X(t))dt:
Hence, the proof is complete. 2
Assumption 3. We assume that there exist three functions V 2 C2;1(Rn  S R+;R+), U1; U2 2 U ,
as well as nonnegative constants, a1; a2; cl, where l = 1;    ;m and a2 >
Pm
l=1 cl, such that
U1(x; t) 6 V (x; i; t) 6 U2(x; t); 8(x; i; t) 2 Rn  S R+; (9)
and
LV (x  (y1; i; t); y1;    ; ym; i; t) 6 a1   a2U2(x; t) +
mX
l=1
cl(1  l)U2(yl; t  l(t));
for all x; y1;    ; ym 2 Rn and (i; t) 2 S R+.
3 Boundedness and Stability
Using the notations and assumptions introduced in the previous section, we rst establish the existence
and uniqueness of a solution of the system (1) in this section.
Theorem 1. Suppose Assumptions 1, 2 and 3 hold, then for any initial data given by (2), we have the
following assertions:
(i) There exists a unique global solution X(t) to the the hybrid NSDDE (1) on t 2 [ ;1).
(ii) The solution obtained in (i) has the property that
lim sup
t!1
1
t
Z t
0
EU2(X(s); s)ds 6
a1
a2  
Pm
l=1 cl
: (10)
Proof : Since the coecients of the hybrid NSDDE (1) are locally Lipschitz continuous, it follows that
for any given initial data (2) and r0 2 S arbitrarily, there exists a unique maximal local solution X(t)
on t 2 [ ; e) (see, e.g., [5, Theorem 7.12 on page 278]), where e is the explosion time. Dening
Z(t) = X(t)  (X(t  1(t)); r(t); t), it is easy to show that jZ(0)j 6 kk+ j(; r(0); 0)j 6 (1 + )kk:
Let k0 > 0 be a suciently large integer such that kk < k0. For each integer k > k0, we dene the
stopping time k = infft 2 [0; e) : jX(t)j > kg and inf ; = 1. Clearly, k is increasing as k ! 1, and
1 = limk!1 k 6 e. Hence, the assertion (i) will follow if we can show that 1 =1 a.s.
By the generalized Ito^ formula (see, e.g., [5, Theorem 1.45 on page 48]) and Assumption 3, we obtain
EV (Z(t ^ k); r(t ^ k); t ^ k)
= V (Z(0)) + E
Z t^k
0
LV (X(s); X(s  1(s));    ; X(s  m(s)); r(s); s)ds
6 V (Z(0)) + a1t  a2E
Z t^k
0
U2(X(s); s)ds
+
mX
l=1
cl(1  l)E
Z t^k
0
U2(X(s  l(s)); s  l(s))ds; (11)
but Z t^k
0
U2(X(s  l(s)); s  l(s))ds 6 1
1  l
Z 0
 l
U2(X(s); s)ds+
1
1  l
Z t^k
0
U2(X(s); s)ds:
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Thus, we have
EV (Z(t ^ k); r(t ^ k); t ^ k) 6 K1 + a1t  (a2  
mX
l=1
cl)E
Z t^k
0
U2(X(s); s)ds;
where K1 = V (Z(0)) +
Pm
l=1 cl
R 0
 l U2(X(s); s)ds. Using the hypothesis a2 >
Pm
l=1 cl and Assumption
3, we have
EU1(Z(t ^ k); t ^ k) 6 K1 + a1t:
Now, we dene k = inf jzj>(1 )k;t>0 U1(z; t). Then, by (3), we have
jX(k)  (X(k   1(k)); r(k); k)jIfk6tg > (k   j(X(k   1(k)); r(k); k)j)Ifk6tg
> (k   jX(k   1(k))j)Ifk6tg > (1  )kIfk6tg:
By the denition of U1(z; t) and k, we can obtain
K1 + a1t >E[U1(Z(t ^ k); t ^ k)Ifk6tg]
>E[ inf
jzj>(1 )k;t>0
U1(z; t)Ifk6tg] = kPfk 6 tg:
Noting that k !1 as k !1. Then, letting k !1 in the last inequality, we have that Pf1 6 tg = 0,
which implies 1 > t a.s. Also, letting t!1, we get that 1 =1 a.s, which implies the assertion (i).
We now show the assertion (ii). From (11), it follows that
(a2  
mX
l=1
cl)E
Z t^k
0
U2(X(s); s)ds 6 K1 + a1t:
Dividing both sides of the last inequality by a2  
Pm
l=1 cl, we then have
E
Z t^k
0
U2(X(s); s)ds 6
K1
a2  
Pm
l=1 cl
+
a1t
a2  
Pm
l=1 cl
:
Letting k !1 and using the well-known Fubini theorem, we obtainZ t
0
EU2(X(s); s)ds 6
K1
a2  
Pm
l=1 cl
+
a1t
a2  
Pm
l=1 cl
: (12)
Dividing both sides of inequality (12) by t and letting t!1, we obtain (10). Thus, the proof is complete.
2
Next, we establish the criteria for the stability of the solution obtained in Theorem 1.
Theorem 2. Suppose Assumptions 1, 2 and 3 hold, then for any given initial data (2), the unique
global solution to equation (1) has the property that
lim sup
t!1
EU1(X(t)  (X(t  1(t)); r(t); t); t) < a1
"
; (13)
where 0 < " < 1 is suciently small such that
a2   "C1  
mX
l=1
cle
"l > 0; (14)
where C1 = maxfe
"1
1 1 + (1  )1 h ;
e"1
1 1 + 1g. Moreover, if a1 = 0, then the solution satises
lim sup
t!1
logU1(X(t)  (X(t  1(t)); r(t); t); t)
t
6  " a:s; (15)
and Z 1
0
U2(X(t); t)dt <1 a:s: (16)
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Proof : Applying the generalized Ito^ formula to e"(t^k)V (Z(t ^ k); r(t ^ k); t ^ k), we obtain
Ee"(t^k)V (Z(t ^ k); r(t ^ k); t ^ k) = V (Z(0); r(0); 0) + E
Z t^k
0
"e"sV (Z(s); r(s); s)ds
+ E
Z t^k
0
e"sLV (Z(s); X(s  1(s));    ; X(s  m(s)); r(s); s)ds:
Also, from Assumption 3, we have
Ee"(t^k)U1(Z(t ^ k)) 6 V (Z(0); r0; 0) + "E
Z t^k
0
e"sU2(Z(s); s)ds+
a1
"
e"t
  a2E
Z t^k
0
e"sU2(X(s); s)ds+
mX
l=1
cl(1  l)E
Z t^k
0
e"sU2(X(s  l(s)); s  l(s))ds:
Noting thatZ t^k
0
e"sU2(X(s  l(s)); s  l(s))ds 6 e"l
Z t^k
0
e"(s l(s))U2(X(s  l(s)); s  l(s))ds
6 e
"l
1  l
Z 0
 l
U2(X(s); s)ds+
e"l
1  l
Z t^k
0
e"sU2(X(s); s)ds;
and by Lemma 1, we obtain
Ee"(t^k)U1(Z(t ^ k); (t ^ k)) 6 K2 + a1
"
e"t + "C1E
Z t^k
0
e"sU2(X(s); s)ds
  a2E
Z t^k
0
e"sU2(X(s); s)ds+
mX
j=1
cle
"lE
Z t^k
0
e"sU2(X(s); s)ds;
where K2 = V (Z(0); r0; 0) +
"e"1
1 
R 0
 1 U2((s); s)ds +
Pm
l=1 cle
"l
R 0
 l U2((s); s)ds. By condition (14)
and letting k !1, we have
Ee"tU1(Z(t); t) 6 K2 +
a1
"
e"t; (17)
which shows that
lim sup
t!1
EU1(X(t)  (X(t  1(t)); r(t); t); t) < a1
"
and
lim sup
06t<1
EU1(X(t)  (X(t  1(t)); r(t); t); t) <1:
If a1 = 0, (17) yields
Ee"tU1(Z(t); t) 6 K2; (18)
which implies that
lim sup
t!1
logEU1(X(t)  (X(t  1(t)); r(t); t); t)
t
6  ":
Moreover, if a1 = 0, from (12) we can then obtain thatZ t
0
EU2(X(s); s)ds 6
K1
a2  
Pm
l=1 cl
:
By letting t!1 in the last inequality, we obtainZ 1
0
EU2(X(s); s)ds 6
K1
a2  
Pm
l=1 cl
: (19)
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Furthermore, using the well-known Fubini theorem, we have
E
Z 1
0
U2(X(s); s)ds 6
K1
a2  
Pm
l=1 cl
;
which implies (16). Finally, we show that (15) holds. By the generalized Ito^ formula (see, e.g., [5, Theorem
1.45 on page 48]), we have that for any t > 0,
e"tV (Z(t); r(t); t) = V (Z(0); r0; 0) +
Z t
0
"e"sV (Z(s); r(s); s)ds
+
Z t
0
e"sLV (Z(s); X(s  1(s));    ; X(s  m(s)); r(s); s)ds+M(t);
where M(t) is a local martingale with the initial value M(0) = 0. For a1 = 0, by the same argument as
before, we obtain
e"tU1(Z(t); t) 6 K2 +M(t):
Using the nonnegative semimartingale convergence theorem (see, e.g., [8, Theorem 1.3.9 on page 14]), we
immediately obtain that
lim sup
t!1
e"tU1(Z(t); t) <1 a:s:
Therefore, there exists a nite positive random variable  such that
sup
06t<1
e"tU1(Z(t); t) < & a:s; (20)
which implies that
lim sup
t!1
logU1(Z(t); t)
t
<  " a:s:
Hence, the assertion (15) can be obtained. Thus, the proof is complete. 2
Remark 1. It is important to note that Theorems 1 and 2 are not only applicable in handling NSDDEs
that have dierent parameters in dierent modes, but can also be applied to NSDDEs that have dierent
structures in dierent modes. This will be illustrated in Examples 1 and 2.
Remark 2. We also remark that Theorems 1 and 2 are extendable to more general class of equations
with neutral parts that include more than one delay.
Corollary 1. Suppose all the conditions of Theorem 2 hold. If there is a pair of positive constants 
and p > 1 such that
jxjp 6 U1(x; t); (x; t) 2 Rd R+; (21)
then the solution satises
lim sup
t!1
EjX(t)jp <1:
Moreover, if a1 = 0 and 1e
"1 < 1, then we haveZ 1
0
EjX(t)jpdt <1; (22)
lim sup
t!1
log(EjX(t)jp)
t
<  " (23)
and
lim sup
t!1
log jX(t)j
t
<  "
p
a:s: (24)
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Proof : The proof is similar to the proof of (6). We have that for any t >  ,
sup
06s6t
EjX(s)jp 6 sup
06s6t
(1  1)1 pEjZ(s)jp + sup
06s6t
1EjX(s  1(s))jp
6 sup
06s6t
(1  1)1 pEjZ(s)jp + 1kkp + sup
06s6t
1EjX(s)jp: (25)
Thus, we obtain
(1  1) sup
06s6t
EjX(s)jp 6 (1  1)1 p sup
06s6t
EjZ(s)jp + 1kkp:
Letting t!1, we have
(1  1) sup
06s<1
EjX(s)jp 6 (1  1)1 p sup
06s<1
EjZ(s)jp + 1kkp; (26)
which, with (13) and (21), show that
lim sup
t!1
EjX(t)jp 6 1
(1  1)p lim supt!1 EU1(Z(t); t) +
1
(1  1)kk
p <1:
For a1 = 0, using (9), (19) and (21). Therefore, we obtainZ 1
0
EjX(t)jpdt 6 1

Z 1
0
EU1(X(t); t)dt 6
1

Z 1
0
EU1(X(t); t)dt 6
K1
(a2  
Pm
l=1 cl)
<1:
Recalling (18) and (25) we see that for any t > 0,
sup
06s6t
e"sEjX(s)jp 6 (1  1)1 p sup
06s6t
e"sEjZ(s)jp + 1 sup
06s6t
e"sEjX(s  1(s))jp
6 K2(1  1)
1 p

+ e"11kkp + e"11 sup
06s6t
e"sEjX(s)jp;
which implies
sup
06s6t
e"sEjX(s)jp 6 K2(1  1)
1 p
(1  1e"1) +
e"11
1  1e"1 kk
p:
By letting t!1, then the assertion (23) is obtained. Employing a similar argument as (26), we have
(1  1) sup
06t<1
jX(t)jp 6 (1  1)1 p sup
06t<1
jZ(t)jp + 1kkp:
By inequalities (20) and (21), we have
sup
06t<1
jX(t)jp 6 (1  1)
1 p
(1  1) sup06t<1U1(Z(t); t) +
1
1  1 kk
p <1 a:s:
From inequality (20), for any t >  , we have that
sup
06s6t
e"sjX(s)jp 6 (1  1)1 p sup
06s6t
e"sjZ(s)jp + 1e"s sup
06s6t
jX(s  1(s))jp
6 (1  1)
1 p

sup
06s<1
e"tU1(Z(s); s) + e
"11kkp + e"11 sup
06s<1
e"sjX(s)jp
6 (1  1)
1 p

& + e"11kkp + e"11 sup
06s6t
e"sjX(s)jp;
which implies
sup
06s6t
e"sjX(s)jp 6 &(1  1)
1 p
(1  1e"1) +
e"11
1  1e"1 kk
p <1 a:s:
Letting t!1 in the last inequality yields the assertion (24). Thus, the proof is complete. 2
The following criterion is very convenient for the mean square exponential stability since the main
condition is explicitly related to the coecients f and g. Before we give the criterion, it is necessary to
make some assumptions
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Assumption 4. We assume that there is a constant q > 2. Assume that there are i1 2 R, and
i2l; i3; i4l 2 R+; l = 1;    ;m such that
(x  (y1; i; t))T f(x; y1;    ; ym; i; t) + 1
2
jg(x; y1;    ; ym; i; t)j2
6 i1jxj2 +
mX
l=1
i2ljylj2   i3jxjq +
mX
l=1
i4ljyljq;
for each i 2 S.
Assumption 5. We assume
A =  diag(211;    ; 2N1)      ^
is a nonsingular M-matrix, where  ^ = (jij ji)NN . Set
(1;    ; N )T = A 1(1;    ; 1)T ;
then i > 0 for all i 2 S.
Theorem 3. Let Assumptions 4 and 5 hold, and let b1 = mini2S i, b2 = maxi2S i, 21 = maxi2Sf2ii21+P
j2S ijij jj +
P
j2S;j 6=i 
2
i ijjg, 2l = maxi2Sf2ii2lg, where l = 2;    ;m; 3 = mini2Sf2ii3g,
4l = maxi2Sf2ii4lg, where l = 1;    ;m, and cl = maxf 2l1 l ;
4l
3(1 l)g, where l = 1;    ;m. Suppose
1 >
mX
l=1
cl; (27)
then we have that
lim sup
t!1
log(EjX(t)j2)
t
<  " (28)
and
lim sup
t!1
log jX(t)j
t
<  "
2
a:s: (29)
Proof : Let V (x; i; t) = ijxj2; U1(x; t) = b1jxj2; U2(x; t) = b2jxj2 + b23jxjq: Clearly,
U1(x; t) 6 V (x; i; t) 6 U2(x; t):
Now, we compute LV (z; y1;    ; ym; i; t). For any i 2 S,
LV (z; y1;    ; ym; t; i) = 2i
h
(x  (y1; i; t))T f(x; y1;    ; ym; i; t) + 1
2
jg(x; y1;    ; ym; i; t)j2j
i
+
X
j2S
jij(x  (y1; i; t))T (x  (y1; i; t))
6 2ii1jxj2 + 2i
mX
l=1
i2ljylj2   2ii3jxjq + 2i
mX
j=1
i4ljyljq
+
X
j2S
jij jxj2   2
X
j2S
jijx
T(y1; i; t) +
X
j2S
jij j(y1; i; t)j2
6
h
2i i1 +
X
j2S
jij +
X
j2S
ij jij j
i
jxj2 + 2i
mX
l=1
i2ljylj2
+
hX
j2S
ijij jj +
X
j2S;j 6=i
2i ijj
i
jy1j2   2ii3jxjq + 2i
mX
l=1
i4ljyljq:
Mingxuan Shen, et al. Sci China Inf Sci 11
Furthermore, by denitions of 21; 2l; 3 and 4l, we have
LV (x  (y1; i; t); y1;    ; ym; t; i) 6  jxj2 +
mX
l=1
2ljylj2   3jxjq +
mX
l=1
4ljyljq
6   1
b2
U2(x; t) +
1
b2
mX
l=1
cl(1  l)U2(yl; t  l(t)):
Hence, the assertions (28) and (29) follow from Corollary 1. 2
4 Examples
In this section, we will use three examples to illustrate our theorems. Although these examples are scalar
highly nonlinear hybrid NSDDEs with constant delays, they are fully covered our theorems.
Example 1. Consider the following scalar hybrid NSDDE
d[X(t)  (X(t  1); r(t); t)] =f(X(t); X(t  1); X(t  2); r(t); t)dt
+ g(X(t  2); r(t); t)dB(t); (30)
where r(t) is a Markov chain on the state space S = f1; 2g with its generator
  =
 
 1 1
2  2
!
;
and the coecients are dened as follows:
f(x; y1; y2; 1; t) = y1 + y
3
2   6x  6x3; f(x; y1; y2; 2; t) = y1 + y32   3x  4x3;
g(y2; 1; t) = g(y2; 2; t) = 0:5y
2
2 ; (y1; 1; t) = (y1; 2; t) = 0:1y1:
In mode 1, the system is described by the NSDDE
d[X(t)  0:1X(t  1)] = [X(t  1) +X3(t  2)  6X(t)  6X3(t)]dt+ 0:5X2(t  2)dB(t);
while in mode 2 it is described by
d[X(t)  0:1X(t  1)] = [X(t  1) +X3(t  2)  3X(t)  4X3(t)]dt+ 0:5X2(t  2)dB(t):
It is easy to see that the two modes have the same structure but dierent parameters, which means that
the system only experiences abrupt changes in its parameters.
Before applying our theorem, we set 1 = 2 and  = 2 = 3. Let
V (x; i; t) =
(
x2 + x4 if i = 1;
2x2 + 2x4 if i = 2:
Then, we obtain
LV (x  (y1; 1; t); y1; y2; 1; t) =(2(x  0:1y1) + 4(x  0:1y1)3)(y1 + y32   6x  6x3)
+ (0:25 + 1:25(x  0:1y1)2)y42 + (x  0:1y1)2 + (x  0:1y1)4;
and
LV (x  (y1; 2; t); y1; y2; 2; t) =(4(x  0:1y1) + 8(x  0:1y1)3)(y1 + y32   3x  4x3)
+ (0:5 + 3(x  0:1y1)2)y42   2(x  0:1y1)2   2(x  0:1y1)4:
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Applying the inequalities (a + b)p 6 (1 + )p 1(ap + 1 pbp), here setting  = =(1   ) = 1=9, and
ab1  6 a+ (1  )b, we obtain
4(x  0:1y1)3(y1 + y32) 6 4:94jxj3jy1j+ 0:4y41 + 4:94jxj3jy2j3 + 0:4jy1j3jy2j3
6 3:72x4 + 1:64y41 + 2:47x6 + 0:2y61 + 2:67y62 ;
and
(x  0:1y1)2 6 1:1x2 + 0:11y21 ; (x  0:1y1)4 6 1:38x4 + 0:1y41
and (0:25 + 1:5(x  0:1y1)2)y42 6 0:56x6 + 0:25y42 + 0:05y61 + 1:44y62 :
By the well-known Young inequality, we have
2(x  0:1y1)(y1 + y32   6x  6x3) 6  10:4x2 + 1:4y21   10:6x4 + 0:35y41 + 1:65y42 ;
 24x(x  0:1y1)3 6  18:594x4 + 1:818y41 and   24x3(x  0:1y1)3 6  17:988x6 + 1:212y61 :
Hence,
LV (x  (y1; 1; t); y1; y2; 1; t) 6  14:958x6   24:094x4   9:3x2 + 1:462y61 + 3:908y41 + 1:51y21 + 3:89y62 + 1:9y42 :
Similarly,
LV (x  (y1; 2; t); y1; y2; 2; t) 6  17:924x6   26:348x4   11:2x2 + 2:116y61 + 5:8y41 + 2:38y21 + 7:78y62 + 3:8y42 :
Therefore,
LV (x  (y1; i; t); y1; y2; i; t) 6  14:958x6   24:094x4   9:3x2 + 2:116y61 + 5:68y41 + 2:38y21 + 7:78y62 + 3:8y42
6  4:6(3x6 + 5x4 + 2x2) + 1:2(3y61 + 5y41 + 2y21) + 2:6(3y62 + 5y42 + 2y22):
Letting U1(x; t) = x
2 + x4 and U2(x; t) = 2x
2 +5x4 +3x6, we have U1(x; t) 6 V (x; i; t) 6 U2(x; t). Thus,
we have a1 = 0; a2 = 4:6; c1 = 1:2; c2 = 2:6. By Theorem 2 and Corollary 1, we conclude that the hybrid
system (30) is fourth moment exponential stable. This result is also supported by the simulation analysis
carried out (see Figure 1 below).
0 5 10 15 20
1
1.2
1.4
1.6
1.8
2
0 5 10 15 20
−1
0
1
2
t
x(t)
Figure 1: Computer simulation of the stochastic trajectories of the Markov chain and the NSDDE (30).
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Example 2. Let r(t) be a Markov chain on the state space S = f1; 2g with generator
  =
 
 1 1
10  10
!
:
Consider the following scalar hybrid NSDDE
d[X(t)  (X(t  1); r(t); t)] = f(X(t); X(t  1); r(t); t)dt+ g(X(t  2); r(t); t)dB(t); (31)
where 1 = 1; 2 = 2,
f(x; y1; 1; t) = y1   4x  4x3; f(x; y1; 2; t) = 0:5x; g(y2; 1; t) = y22 ;
g(y2; 2; t) = 0:5y2; (y1; 1; t) = (y1; 2; t) = 0:1y1:
It is clear that the system has dierent structures in dierent modes. In mode 1, both f and g are highly
nonlinear functions, while in mode 2, f and g are linear functions. This shows that the system experiences
abrupt changes in its structure. Next, we will show that our theorem can be applied to systems which
have dierent structures in dierent modes.
Let
V (x; i; t) =
(
x2 if i = 1;
2x2 + x4 if i = 2:
It is easy to show that
LV (x  (y1; 1; t); y1; y2; 1; t) 6  5:4x2   6x4 + 1:3y21 + 0:3y41 + y42 ;
and
LV (x  (y1; 2; t); y1; y2; 2; t) 6  6:9x2   3x4 + y21 + 1:4y41 + 0:5y22 + y42 :
Hence, we have
LV (x  (y1; i; t); y1; y2; i; t) 6  5:4x2   3x4 + 1:3y21 + 1:4y41 + 0:5y22 + y42
6  2:7(2x2 + x4) + 1:4(2y21 + y41) + (2y22 + y42):
If we set U1(x; t) = x
2 and U2(x; t) = 2x
2 + x4, then we have U1(x; t) 6 V (x; i; t) 6 U2(x; t), a1 =
0; a2 = 2:7; c1 = 1:4 and c2 = 1. By Theorem 2 and Corollary 1, we conclude that the NSDDE (31) is
almost sure exponential stable. The sample paths of the Markov chain and the solution of the NSDDE
(31) are plotted in Figure 2.
Example 3. In this example, we use the method of M-matrix to analysis the stability of NSDDEs. Let
r(t) be a Markov chain on the state space S = f1; 2g with its generator as
  =
 
 1 1
10  10
!
:
Consider the following scalar hybrid NSDDE
d[X(t)  (X(t  1); r(t); t)] =f(X(t); X(t  1); X(t  2); r(t); t)dt
+ g(X(t  2); r(t); t)dB(t); (32)
on t > 0, where
1 = 1; 2 = 2; f(x; y1; y2; 1; t) = y1 + y
3
2   6x  6x3; f(x; y1; y2; 2; t) = 0:2y1 +
1
2
y32   4x3;
Mingxuan Shen, et al. Sci China Inf Sci 14
0 2 4 6 8 10
1
1.2
1.4
1.6
1.8
2
0 2 4 6 8 10
−1
0
1
2
t
x(t)
Figure 2: Computer simulation of the sample paths of the Markov chain and the NSDDE (31).
g(y2; 1; t) = y2; g(y2; 2; t) = 0:5y2; (y1; 1; t) = (y1; 2; t) = 0:1y1:
We estimate as follows:
(x  (y1; 1; t))T f(x; y1; y2; 1; t) + 1
2
jg(x; y2; 1; t)j2 = (x  0:1y1)(y1 + y32   6x  6x3) +
1
2
y22
6  5:2x2 + 0:7y21 + 0:5y22   5:35x4 + 0:225y41 + 0:825y42 ;
and
(x  (y1; 2; t))T f(x; y1; y2; 2; t) + 1
2
jg(x; y2; 2; t)j2 = (x  0:1y1)(0:2y1 + 1
2
y32   4x3) +
1
2
y22
6 0:1x2 + 0:08y21 + 0:125y22   3:575x4 + 0:1125y41 + 0:4125y42 :
Thus, we have
11 =  5:2; 21 = 0:1; 121 = 0:7; 122 = 0:5; 221 = 0:08; 222 = 0:125;
13 = 5:35; 23 = 3:45; 141 = 0:225; 142 = 0:825; 241 = 0:1125; 242 = 0:4125:
By Assumption 5, we derive that
A =
 
11:3  1:1
 11 8:8
!
; A 1 =
 
0:1008 0:0126
0:1259 0:1294
!
; 1 = 0:1234 and 2 = 0:2553:
Thus, by Theorem 3 we have the following computed:
b1 = 0:1234; b2 = 0:2553; 21 = 0:432; 22 = 0:1234; 3 = 1:3203;
41 = 0:0556; 42 = 0:2107; c1 = 0:432; c2 = 0:1596:
Hence, inequality (27) holds. Consequently, by Theorem 3, we conclude that the NSDDE (32) is stable,
although the second subsystem is unstable. Figure 3 illustrates the sample paths of the Markov chain
and the NSDDE (32).
5 Conclusion
In this study, we investigated boundedness and stability of highly nonlinear hybrid NSDDEs with multiple
delays without assuming linear growth condition. We also introduce a general Lyapunov function to over
come the diculties in handling nonlinear growth conditions. Furthermore, the method of M-matrix was
utilized to analyze mean square exponential stability of NSDDEs. Our results can be applied to a larger
class of hybrid NSDDEs which may have dierent structures or parameters in dierent modes. We have
also presented three examples to demonstrate the applicability of our theorems.
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Figure 3: Computer simulation of the sample paths of the Markov chain and the NSDDE (32).
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