Moreover, none of those topologies has a non-trivial autohomeomorphism.
We shall frequently use the following well-known fact: For x ∈ 1 we put F x = {j ∈ U : F x ⊂ j}.
Ä ÑÑ 1º (Preliminary)
P r o o f. It is easy to check that every boundary set with a nowhere dense boundary is itself nowhere dense. This fact and the assumption that A ∈ L T \ ∆ T yields (a) and the existence of x ∈ A, such that [A] ∈ F x . We will show that
, by the definition of the Stone isomorphism i.
Let Sel denote the set of all functions S : 1 → U such that (∀x ∈ 1) (S (x) ∈ F x ). The elements of the set Sel are called the selectors.
Ä ÑÑ 4º
For an arbitrary S ∈ Sel the set S (1) is a dense subset of the space U, I . If 1, T is a Hausdorff space then the mapping S is one-to-one. P r o o f. To prove the first part let us assume that U is a base set of the space
By the choice of U , this yields the density of S (1).
To prove that S is one-to-one we will show that F x ∩ F y = ∅ whenever x = y. Assume to the contrary that j ∈ F x ∩ F y , for some j ∈ U. Since x = y and 1, T is a Hausdorff space, there exist sets
For an arbitrary S ∈ Sel, let ϕ S : L T → P (1) be a mapping given by
Ì ÓÖ Ñ 1º The following conditions hold for every A, B ∈ L T :
P r o o f. To prove the first inclusion of (1) assume that x ∈ IA. This implies (4) and (5) follow directly from the property of inverse images while the second inclusion of (1) follows from the first inclusion, by (5) .
To prove (6) 
To prove (7) 
To prove (8) observe first that
by Theorem 1(8). This proves (a), and (b) follows from (a) by virtue of Theorem 1(8),(2).
To prove (c) assume that A ∈ L T \∆ T . By (a) it will be sufficient to prove that ϕ S (A) / ∈ ∆ T . Assume on the contrary. Then ϕ S (A) = ∅, by Theorem 1(7) and (b). Again, by Theorem 1(7), it follows that A ∈ ∆ T which is a contradiction.
It is easy to check that the family {ϕ S (A)} A∈L T \∆ T is a topological basis. The topology determined by this basis on the set 1 will be further denoted by T S .
Ä ÑÑ 5º If 1, T is a Hausdorff space then the spaces 1, T S and
P r o o f. From Lemma 4 it follows that the required homeomorphism is just the mapping S : 1 →S (1).
P r o o f. First let us note that the following assertion is true: To prove the inclusion T ⊂ T S assume that A ∈ T . We shall prove that every x ∈ A has a neighbourhood which is a subset of A belonging to the basis of the space 1, T S . Take any x ∈ A. Since 1, T is a regular space, by virtue of the assumption, then there exists
On the other hand, by Theorem 1(1), U = IU ⊂ ϕ S (U ) ⊂ CU and combining all this we get that x ∈ ϕ S (U ) ⊂ A, as required. For every x ∈ 1, f ∈ Par (κ) and j ∈ F x let ∇ (j, f ) = P ⊂ κ : sup f (P ) ∈ j . Moreover, let βκ stand for the set of all ultrafilters of the algebra of all subsets of κ.
ÓÖÓÐÐ ÖÝ 3º If 1, T is a regular space, then
P r o o f. Clearly ∇ (j, f ) must be an ultrafilter because so is j. 
Ä ÑÑ 8º If κ is an infinite cardinal and card (L
T /∆ T ) = 2 κ , then card (B (j)) ≤ 2 κ .
P r o o f. From the definition of the set B (j) it follows that its cardinality cannot exceed the number of mappings of κ into
P r o o f. Since for every γ < κ the set Z 1 ∩ i (f (γ)) is clopen in the space Z 1 and the mapping h is a homeomorphism h (Z 1 ∩ i (f (γ))) is clopen in the space Z 2 . The algebra L T /∆ T is complete, so by Lemma 4 it follows that there exists a mapping g :
) for every γ < κ. We will prove that g ∈ Par (κ) i.e. it obeys the conditions (i), (ii) and (iii) of the definition of κ-partition and moreover, it obeys the condition (B).
To prove (iii) suppose that γ 1 , γ 2 < κ and
Now, by Lemma 4 and Preliminary Lemma it follows that
To prove (i) suppose to the contrary, that g (γ 0 ) = 0, for some γ 0 < κ. Then
Applying again Lemma 4 and Preliminary Lemma one gets that f (γ 0 ) = 0 which is impossible since f ∈ Par (κ), by virtue of the assumption.
Starting the proof of (B) let us denote the closure operators of the space U, I and subspaces
respectively. By Lemma 4, the sets Z 1 , Z 2 are dense in the space U, I and for every P ⊂ κ the sets i (f (P )), i (g (P )) are open in this space. g (P ) )). Thus we get:
Proving (ii) we will apply (B) with P = κ. Then we have h
Comparing the right sides of the above series of equalities, we infer that
. Now, applying Lemma 4 and Preliminary Lemma, we get that sup
Ä ÑÑ 10º Given Z ∈ Im and a mapping h :
If h is a homeomorphism of subspaces Z and h (Z) of the space U, I , then
P r o o f. First we will prove that B (j) ⊂ B (h (j)). Take any member of B (j), it has a form ∇ (j, f ) for some f ∈ Par (κ). By Lemma 9, it follows that there exists g ∈ Par (κ) such that for every P ⊂ κ:
Now let us consider the ultrafilter ∇ (h (j) , g) ∈ B (h (j)), we will prove that
) and therefore sup g (P ) ∈ h (j) or in other words P ∈ ∇ (h (j) , g). For every q ∈ βκ and f ∈ Par (κ) we put
is a proper filter because so is q.
Ä ÑÑ 12º If κ is acceptable then for every q ∈ βκ and x ∈ 1 there exists an ultrafilter j ∈ F x such that q ∈ B (j).
P r o o f. Take any q ∈ βκ and x ∈ 1. Let f ∈ Par (κ) be a partition satisfying the following condition:
We shall prove that the filter F is proper. Suppose to the contrary, that for some b ∈ F (q, f ) and
. By (A'), one gets that g ∧ f (γ) = 0, for every γ < κ. Since the set P , as an element of an ultrafilter, must be nonempty, we have g ∧ sup f (P ) = 0. From g ∧ b ≥ g ∧ sup f (P ) we get g ∧ b = 0, a contradiction. Now, let j be an ultrafilter of L T /∆ T containing F . Since F x ⊂ F ⊂ j, then j ∈ F x . To make sure that q ∈ B (j) take any P ∈ q. Then, by the definition of F (q, f ), it follows that sup f (P ) ∈ F (q, f ) ⊂ j which means that P ∈ ∇ (j, f ). We have proved that q ⊂ ∇ (j, f ). Since both q and ∇ (j, f ) are ultrafilters then q = ∇ (j, f ) and consequently q ∈ B (j). Now we are ready to prove the main result of this paper. First, by Zermelo's well-ordering theorem, we equip the set 1 with a well-order and arrange its elements into a transfinite sequence (x γ ) γ<card (1) . Next, we define a sequence of selectors (S γ ) γ<2 2 κ where the following conditions are satisfied:
2. ∀γ , γ < 2 2 κ γ = γ =⇒ (∀j ∈ S γ (1))(∀k ∈ S γ (1))(B(j) = B(k)) .
We start with the selector S 0 . Recall that S 0 (x 0 ) is a member of F x 0 and assume for induction that all values S 0 (x α ) ∈ F x α have already been defined for α < β < card(1) in such a way that B(S 0 (x α 1 )) = B(S 0 (x α 2 )) whenever α 1 , α 2 < β and α 1 = α 2 . By Lemma 8, card α<β B (S 0 (x α )) ≤ 2 κ card (β)
