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Abstract. We obtain upper and lower Gaussian-type bounds on the density
of each component Y it of the solution Yt to a multidimensional backward SDE.
Our approach is based on the Nourdin-Viens formula and the analysis of the
associated semilinear parabolic PDE. Furthermore, we apply our results to
stochastic gene expression; namely, we estimate the density of the law of the
amount of protein generated by a gene in a gene regulatory network.
1. Introduction
The aim of this work is to find sufficient conditions to ensure that each component
Y it of the solution Yt to the m-dimensional backward SDE (BSDE)
Yt = ϕ(XT ) +
∫ T
t
g(s,Xs, Ys, Zs)ds+
∫ T
t
ZsdBs(1)
admits a density with respect to Lebesgue measure, and, furthermore, to obtain
upper and lower Gaussian-type bounds on this density. Additionally, we obtain
bounds on the tail probabilities. In (1), Bt is an n-dimensional Brownian motion,
and Xt is the solution to the n-dimensional SDE
Xt = x+
∫ t
0
f(s,Xs)ds+
∫ t
0
σ(s)dBs,(2)
where σ : [0, T ]→ Rn×n is a deterministic function.
BSDEs have numerous applications in stochastic control theory, mathematical
finance, and biology (see, for instance, [5, 12, 25, 28]). Several recent papers stud-
ied the existence of densities and density estimates for the laws of solutions to
one-dimensional BSDEs [1, 2, 16, 17], including non-Markovian BSDEs [17], and
fully coupled one-dimensional forward-backward SDEs (FBSDEs) [23]. To the best
of our knowledge, the problem of obtaining density estimates for BSDEs in the
multidimensional setting is addressed for the first time.
To obtain upper and lower Gaussian-type bounds, we use the Nourdin-Viens
formula [20]. In the case of one-dimensional SDEs or FBSDEs driven by a one-
dimensional Brownian motion, bounds on the density of the solution, say Ut, can
be obtained by means of finding upper and lower positive deterministic bounds on
the expression E
[ ∫ t
0
DsUt E[DsUt|Fs] ds|Ut
]
[6, 23], where Fs is the (augmented)
natural filtration of a one-dimensional Brownian motion. This expression was first
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introduced in [6]. By extending the approach of [6] to the case of equations driven
by a multidimensional Brownian motion, we show that we are required to obtain
upper and lower positive deterministic bounds on the expression
E
[ ∫ t
0
n∑
k=1
DksY
i
t E[DksY it |Fs] ds
∣∣Y it ],(3)
where Fs is the (augmented) natural filtration of the n-dimensional Brownian mo-
tion Bs. Unlike the one-dimensional case, where it is usually sufficient to obtain
upper and lower positive deterministic bounds on the Malliavin derivative of the
solution [1, 6, 16, 17, 23], we aim to obtain a positive lower bound on each compo-
nent DksY
i
t and an upper bound on |DsY it |.
To achieve the latter, we employ the multidimensional semilinear parabolic PDE
associated to decoupled system (1–2)
1
2
tr
(
∂2xxθ σ(t)σ(t)
>
)
+ ∂xθf(t, x) + g(t, x, u, σ(t)∂xθ) + ∂tθ = 0(4)
with the final condition θ(T, x) = ϕ(x). Here, θ, ∂xθ, and ∂
2
xxθ are everywhere
evaluated at (t, x); ∂xθ is understood as a matrix whose (ij)-th element is ∂xjθ
i,
the second term in (4) is understood as the multiplication of the matrix ∂xθ by the
vector-valued function following after it, and tr(∂2xxθ σ(t)σ(t)
>) is the vector whose
i-th component is the trace of the matrix ∂2xxθ
iσσ> . It is well known (see, e.g., [18])
that if θ is the C1,2b -solution to final value problem (4) and (Xt, Yt) is the unique
adapted solution to FBSDE (1-2), then Yt = θ(t,Xt), and therefore,
DksY
i
t =
n∑
j=1
∂xjθ
i(t,Xt)D
k
sX
j
t .(5)
Thus, to obtain a positive lower bound on DksY
i
t for each k, we obtain lower bounds
on ∂xjθ
i and DksX
j
t for each j and k and make use of representation (5). To obtain
a positive lower bound on ∂xjθ
i, we derive a sufficient condition for the positivity
of the components of the solution to a Cauchy problem for a quasilinear parabolic
PDE. Based on this condition, we analyze the PDE obtained by differentiation of
(4). For our arguments to work, we have to assume that the generator g is linear in
z; that is, there exists functions % : [0, T ]×Rn×Rm → Rm and ζ : [0, T ]×Rn → Rn
such that g(t, x, y, z) = %(t, x, y) + zζ(t, x). Remark that similar assumptions were
imposed on the BSDE generator by other authors [2, 16], but to obtain bounds
on the density of the Zt-component of a one-dimensional BSDE. In our case, this
restriction is due to the multidimensional nature of the problem.
Since the components DksX
j
t of the Malliavin derivative of Xt solve a system of
ODEs, we obtain lower bounds on these components by making use of the classi-
cal Wazewski theorem [27] that provides a criterion for the non-negativity of the
components of the solution to an ODE.
Obtaining an upper bound on expression (3) is much easier and follows from the
estimate |DrY it | 6 |∂xθi||DrXt| and the existence of upper bounds on |∂xθi| and
|DrXt|.
Finally, we apply our results to obtain Gaussian-type bounds on the density of
the law of the protein level of a gene which is a part of a gene regulatory network.
To model stochastic gene expression, we employ the backward SDE approach devel-
oped in [25]. Our results apply to a network consisting of more than one gene, and
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therefore, stochastic gene expression is modeled by a multidimensional BSDE. For
one self-regulating gene, whose expression is also modeled by the BSDE method
[25], the problem of existence of a density and Gaussian-type bounds on this den-
sity was studied in [17]. Additionally, in [17], a numerical simulation was performed
to observe how the density estimates agree with the data produced by the BSDE
method. However, the approach used ibid. is essentially one-dimensional, and, there-
fore, can only be applied to a self-regulating gene. Our approach, which is mainly
based on the PDE associated to the BSDE, allows to work with gene regulatory
networks. It can also be applied to a self-regulating gene; however, it is not the goal
of the present work.
Further, we performed a numerical simulation to demonstrate that our density
estimates agree with the benchmark data generated by Gillespie’s algorithm [10].
The latter fact, as a byproduct, can be regarded as another evidence of the validity
of the BSDE approach [25] as a tool to model stochastic gene expression.
The organization of our article is as follows. In Section 2, we derive a sufficient
condition for the positivity of the components of the solution to a Cauchy problem
for a quasilinear second-order parabolic PDE. In Section 3, we obtain Gaussian-type
bounds on the density of each component Y it of the solution Yt to a multidimensional
backward SDE. In Section 4, we apply the results of Section 3 to obtain Gaussian-
type bounds on the density of the law of the amount of protein generated by a gene
included in a gene regulatory network. Furthermore, in Section 4, we compute the
aforementioned bounds numerically and compare the results with the data obtained
by Gillespie’s algorithm.
2. Preliminaries and auxiliary results
2.1 Malliavin derivative
Here we describe some elements of the Malliavin calculus that we need in the
paper. We refer to [21] for a more complete exposition.
Let H be a real separable Hilbert space and W(h), h ∈ H, be an isonormal
Gaussian process on a probability space (Ω,F ,P), which is a centered Gaussian
family of random variables with the property E
(
W(h1)W(h2)
)
= 〈h1, h2〉H.
We denote by D the Malliavin derivative operator. It is known that (see, e.g.,
[21]) if F is a smooth random variable of the form F = g(W(h1), . . . ,W(hk)), where
g is a smooth compactly supported function and hi ∈ H, i = 1, ..., k, then
DF =
k∑
i=1
∂xig(W(h1), . . . ,W(hk))hi.
It can be shown that the operator D is closable from the space S of smooth random
variables of the above form to L2(Ω,H) and can be extended to the space D1,p which
is the closure of S with respect to the norm
‖F‖p1,p = E|F |p + E‖DF‖pH.
In our paper, H = L2([0,∞),Rn) and W(h) =
∑n
i=1
∫∞
0
hi(t)dBit, where B
i
t are
independent real-valued standard Brownian motions.
Furthermore, δ denotes the Skorokhod integral, and L = −Dδ denotes the
Ornstein-Uhlenbeck operator.
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2.2 Solution to an FBSDE via the solution to the associated PDE
In this subsection, we prove a result on the existence and uniqueness of solution
to an FBSDE by means of representation of this solution via the solution to the
associated quasilinear parabolic PDE, by using, however, a weaker version of the
maximum principle required for solving the PDE (cf. [18, 26]). This result will be
used in the sequel.
Let (Ω,F ,Ft,P) be a filtered probability space whose filtration Ft satisfies the
usual conditions. Consider the FBSDE
(6)
{
Xt = x+
∫ t
0
f(s,Xs, Ys, Zs)ds+
∫ t
0
σ(s,Xs, Ys)dBs,
Yt = ϕ(XT ) +
∫ T
t
g(s,Xs, Ys, Zs)ds+
∫ T
t
ZsdBs.
Above, the forward SDE is n-dimensional, and the backward SDE is m-dimensional;
Bt is an n-dimensional standard Ft-Brownian motion. The coefficients f , σ, g, and
the final data function ϕ are functions of appropriate dimensions taking values in
appropriate spaces. By a solution to FBSDE (6), we understand a triple (Xt, Yt, Zt)
of Ft-adapted processes with values in Rn×Rm×Rm×n verifying (6) a.s. Together
with FBSDE (6), we consider the associated final value problem for a PDE
(7)
{
1
2 tr
(
∂2xxθ σ(t, x, θ)σ(t, x, θ)
>)+ ∂xθf(t, x, θ, ∂xθ σ(t, x, θ))
+g(t, x, θ, ∂xθσ(t, x, θ)) + ∂tθ = 0; θ(T, x) = ϕ(x).
In (7), x ∈ Rn, and the equation is Rm-valued. Further, θ, ∂xθ, ∂tθ, and ∂2xxθ
are everywhere evaluated at (t, x), and the rest of the symbols is understood as in
equation (4).
To formulate an existence and uniqueness result for FBSDE (6) (and for the
associated problem (7)), we assume the following:
(B1) There exist non-increasing and, respectively, non-decreasing functions ν, µ:
R+ → R+ such that
ν(|u|)I 6 σσ>(t, x, u) 6 µ(|u|)I, where I ∈ Rn×n is the identity matrix.
(B2) 2(g(t, x, u, p), u) 6 c1 + c2|u|2 + |p|2.
(B3) The function ϕ : Rn → Rm is of class C2+βb (Rn) with β ∈ (0, 1).
(B4) For all (t, x, u, p),
|f(t, x, u, p)| 6 η(|u|)(1 + |p|);
|g(t, x, u, p| 6 (ε(|u|) + P (|u|, |p|))(1 + |p|)2,
where limr→∞ P (s, r) = 0 and 4(1 + s)(1 + µ(s))ε(s) < ν(s).
(B5) There exist continuous derivatives ∂xσ and ∂uσ such that
max
{∣∣∂xσ(t, x, u)∣∣, ∣∣∂uσ(t, x, u)∣∣} 6 µ˜(|u|),
where µ˜ is a non-decreasing function R+ → R+.
(B6) The functions (a) ∂tf , ∂tg, [g]
x
β , ∂tσ, ∂
2
xtσ, ∂
2
utσ, and (b) ∂
2
xxσ, ∂
2
xuσ, ∂
2
uuσ,
∂xf , ∂uf , ∂pf , ∂ug, ∂pg, ∂
2
pxf , ∂
2
puf , ∂
2
ppf , ∂
2
pxg, ∂
2
pug, ∂
2
ppg exist and are
bounded and continuous in regions of form [0, T ]×Rn×{|u| 6 C1}×{|p| 6
C2}; the derivatives of group (b) are α-Ho¨lder continuous in x, u, p for some
α ∈ (0, 1), and all the Ho¨lder constants are bounded over regions of form
[0, T ]× {|x| 6 C1} × {|u| 6 C2} × {|p| 6 C3}, where Ci > 0, i = 1, 2, 3, are
constants.
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Proposition 1. Assume (B1)–(B6). Then, there exists a unique C1,2b ([0, T ],Rn)-
solution θ(t, x) to problem (7). Furthermore, there exists a unique solution
(Xt, Yt, Zt) to FBSDE (6). Moreover, it holds that
Yt = θ(t,Xt) and Zt = ∂xθ(t,Xt)σ(t,Xt, θ(t,Xt)),(8)
where Xt is the solution to
Xt = x+
∫ t
0
f
(
s,Xs, θ(s,Xs), ∂xθ(s,Xs)σ(s,Xs, θ(s,Xs))
)
ds
+
∫ t
0
σ(s,Xs, θ(s,Xs))dBs.
Remark 1. Remark that the fact that θ(t, x) is the unique classical solution to
problem (7) guarantees the existence and uniqueness of solution to FBSDE (6) given
by (8). Assumptions (B1)–(B6) guarantee, in turn, the existence and uniqueness of
a classical solution to problem (7).
Proof of Proposition 1. By the results of [14] (also see [26] for a more complete
exposition), assumptions (B1)–(B6) would guarantee the existence and uniqueness
of a classical solution to (7) unless assumption (B2) that includes the term |p|2 on
the right-hand side. Note that in [14, 26], a similar assumption does not include
|p|2. The latter fact does not automatically imply the maximum principle and we
have to obtain it under (B2).
The maximum principle is usually obtained for an initial-boundary value problem
[14, 26]; therefore, we reformulate problem (7) accordingly. Define
(9)

aij(t, x, u) =
1
2
∑n
k=1 σikσjk(T − t, x, u),
ai(t, x, u, p) = −fi(T − t, x, u, pσ(T − t, x, u)),
a(t, x, u, p) = −g(T − t, x, u, pσ(T − t, x, u))
and consider the initial-boundary value problem consisting of the PDE
−
n∑
i,j=1
aij(t, x, u)∂
2
xixju+
n∑
i=1
ai(t, x, u, ∂xu)∂xiu+ a(t, x, u, ∂xu) + ∂tu = 0(10)
and the boundary condition
ψ(t, x) =
{
ϕ0(x), x ∈ {t = 0} × F,
0, (t, x) ∈ [0, T ]× ∂F,(11)
where F is a bounded domain. Lemma 1 below concludes the proof. 
The proof of the maximum principle follows the lines of Theorem 1 in [26] but the
function a is assumed to satisfy the (weaker) condition
2(a(t, x, u, p), u) > −c1 − c2|u|2 − |pσ(T − t, x, u)|2(12)
which is equivalent to (B2).
Lemma 1 (Maximum principle). Assume (B1). Let u(t, x) be a C1,2(FT )-solution
to problem (10-11), where FT = [0, T ] × F. Let, moreover, (9) hold and estimate
(12) be satisfied for some positive constants c1, c2. Then,
sup
FT
|u(t, x)| 6 max{e(c2+1)T sup
F
|ϕ0(x)|, √c1
}
.
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Proof. Let v(t, x) = u(t, x)e−λt. Then, v satisfies the equation
−
n∑
i,j=1
aij(t, x, u)vxixj + e
−λta(t, x, u, ux) +
n∑
i=1
ai(t, x, u, ux)vxi + λv+ vt = 0.
Multiplying the above identity scalarly by v, and noticing that (vxixj , v) =
1
2∂
2
xixj |v|2 − (vxi , vxj ), we obtain
(13) − 1
2
n∑
i,j=1
aij(t, x, u)∂
2
xixj |v|2 + e−λt(a(t, x, u, ux), v)
+
n∑
i,j=1
aij(t, x, u)(vxi , vxj ) +
1
2
n∑
i=1
ai(t, x, u, ux)∂xi |v|2 + λ|v|2 +
1
2
∂t|v|2 = 0,
where u and v are evaluated at (t, x). Note that for the function w = |v|2 one of
the following situations is necessarily realized: 1) w achieves its maximum at t = 0;
2) w achieves its maximum on (0, T ]× ∂F; 3) there exists (t0, x0) ∈ (0, T ]× F such
that w(t0, x0) = supFT w(t, x). In case 1), the statement follows trivially. In case 2),
it holds that supFT |v(t, x)| = supF |v(0, x)| = supF |ϕ0(x)|. In case 3), we have
∂xw(t0, x0) = 0 and ∂tw(t0, x0) > 0.
By Lemma 1 in [26], the first term in (13) is non-negative at (t0, x0). Further
remark that at the same point, the fourth term equals zero and the last term is
non-negative. Furthermore, we note that the third term equals 12 |vxσ|2 while the
second term is greater than −c1 − c2w − 12 |vxσ|2. Consequently, the left-hand side
of (13) at point (t0, x0) is greater than
−c1e−2λt0 − c2w(t0, x0) + λw(t0, x0).
Picking λ = c2 + 1, we obtain that |u(t0, x0)|2 6 c1 which concludes the proof. 
For an arbitrary τ ∈ [0, T ], consider the SDE
Xτ,xt = x+
∫ t
τ
f(s,Xτ,xs )ds+
∫ t
τ
σ(s)dBs(14)
which is the same as (2) but the solution processXτ,xt starts in x at time τ . Corollary
1 will be useful in subsequent arguments.
Corollary 1. Assume (B2). Let θ(t, x) be a C1,2b -solution to problem (7). Then,
there exists a constant γ > 0, depending only on c1, c2, and T , such that
|θ(t, x)|2 6 γ (E|ϕ(Xt,xT )|2 + 1).(15)
Proof. Since the pair (Yt, Zt), given by (8), is a solution to the BSDE in (6), the
standard argument, that involves an application of Itoˆ’s formula to |Yt|2, together
with assumption (B2), imply (15). 
2.3 Positivity of solution components for quasilinear parabolic PDEs
Theorem 1 and Corollaries 2, 3, 4 deal with the non-negativity of the components
of the solution to PDE (10). First, we introduce assumptions (B1’)–(B6’) which are
reformulations of assumptions (B1)–(B6) for the coefficients of PDE (10) which are
not necessarily given by formulas (9):
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(B1’) There exist non-increasing and, respectively, non-decreasing functions ν, µ:
R+ → R+ such that ν(|u|)I 6 2A 6 µ(|u|)I, where I ∈ Rn×n is the identity
matrix and A = {aij}.
(B2’) Inequality (12) holds for some constants c1, c2 > 0.
(B3’) The same as (B3).
(B4’) For all (t, x, u, p), for each i = 1, . . . n,
|ai(t, x, u, p)| 6 η(|u|)(1 + |p|);
|a(t, x, u, p)| 6 (ε(|u|) + P (|u|, |p|))(1 + |p|)2,
where limr→∞ P (s, r) = 0 and 2(1 + s)ε(s) < ν(s).
(B5’) There exist continuous derivatives ∂xaij and ∂uaij such that
max
{∣∣∂xaij(t, x, u)∣∣, ∣∣∂uaij(t, x, u)∣∣} 6 µ˜(|u|),
where µ˜ is a non-decreasing function R+ → R+.
(B6’) The functions (a) ∂tai, ∂ta, [a]
x
β , ∂taij , ∂
2
xtaij , ∂
2
utaij , and (b) ∂
2
xxaij , ∂
2
xuaij ,
∂2uuaij , ∂xai, ∂uai, ∂pai, ∂ua, ∂pa, ∂
2
pxai, ∂
2
puai, ∂
2
ppai, ∂
2
pxa, ∂
2
pua, ∂
2
ppa exist
and are bounded and continuous in regions of form [0, T ] × Rn × {|u| 6
C1} × {|p| 6 C2}; the derivatives of group (b) are α-Ho¨lder continuous in
x, u, p for some α ∈ (0, 1), and all the Ho¨lder constants are bounded over
regions of form [0, T ]×{|x| 6 C1}×{|u| 6 C2}×{|p| 6 C3}, where Ci > 0,
i = 1, 2, 3, are constants.
One immediately verifies that (B1)–(B6) follow from (B1’)–(B6’) if aij , ai, and a
are replaced with σ, f , and g by formulas (9).
Everywhere below, FT denotes [0, T ] × F, M is a bound on the solution u to
(10-11), and M1 is a bound on its gradient.
Theorem 1. Assume (B1’) and (B5’). Furthermore, we assume that ai is contin-
uous in all arguments. Let u(t, x) be a C1,2(FT )-solution to problem (10-11), and
let for some k ∈ {1, . . . ,m},
1) ϕk0 > 0 on F,
2) ak(t, x, u, p)|uk=0 6 0 on FT × {|u| 6M} × {|p| 6M1},
3) ∂uka
k exists and is bounded.
Then, uk(t, x) > 0 on FT .
Proof. Let uk+ = max{uk, 0} and uk− = min{uk, 0} be the positive and negative
parts of uk, so that uk = uk+ + u
k
−. We prove that u
k
−(t, x) = 0. Fix an arbitrary
t ∈ [0, T ]. Multiplying (10) by uk−(t, x), integrating over F, and performing the
integration by parts ([14], p.60), we obtain
(16)
∫
F
∂tu
kuk−dx+
n∑
i,j=1
∫
F
aij(t, x, u)∂xju
k
−∂xiu
k
−dx
= −
n∑
i,j=1
∫
F
∂xju
k
−u
k
−(∂xiaij + ∂uaij∂xiu)dx−
n∑
i=1
∫
F
ai(t, x, u, ∂xu)∂xiu
k
−u
k
−dx
−
∫
F
ak(t, x, u, ∂xu)u
k
−dx.
Remark that ∂xju
k
− = ∂xju
k
1{uk<0} and ∂xju
k
+ = ∂xju
k
1{uk>0} in the sense
of weak derivatives (see, e.g., [9], Lemma 7.6). Also, we note that ∂tu
k
− = ∂tu
k
8 ROMAN CHERTOVSKIH AND EVELINA SHAMAROVA
and ∂tu
k
+ = 0 on the set G− = {(t, x) ∈ FT : uk(t, x) < 0}. Indeed, on this
set uk(t, x) = uk−(t, x). Furthermore, if u
k(t, x) < 0, then, by continuity, uk(t +
∆t, x) = uk−(t + ∆t, x) for sufficiently small ∆t (depending on (t, x)). This proves
that ∂tu
k
− = ∂tu
k on G−. For the same reason, uk+(t+ ∆t, x) = uk+(t, x) = 0 on G−
for sufficiently small ∆t. Therefore,
∫
F ∂tu
kuk−dx =
∫
F ∂tu
k
−u
k
−dx =
1
2∂t
∫
F(u
k
−)
2dx.
By (B1’), the left-hand side of (16) can be evaluated from below by
1
2
∂t
∫
F
(uk−)
2dx+
∫
F
ν(|u|)|∂xuk−(t, x)|2dx >
1
2
∂t
∫
F
(uk−)
2dx+ γ1
∫
F
|∂xuk−(t, x)|2dx,
where γ1 = ν(supF¯T |u|). Further, by boundedness of ai, ∂xaij , ∂uaij , and ∂xu, the
first two terms on the right-hand side of (16) can be evaluated from above by
γ2
∫
F
|∂xuk−||uk−|dx,
where γ2 > 0 is a constant. Finally, since a
k takes the form ak(t, x, u, ∂xu) =
ak(t, x, u, ∂xu)|uk=0 + ukbk(t, x, u, ∂xu), where bk is a bounded function, the last
term on the right-hand side of (16) can be evaluated from above by
−
∫
F
ak(t, x, u, ∂xu)|uk=0 uk−dx+ γ3
∫
F
(uk−)
2dx 6 γ3
∫
F
(uk−)
2dx.
Indeed, ak(t, x, u, ∂xu)|uk=0 is negative by assumption. Combining the last three
estimates, we obtain that there exists a constant γ > 0 such that
∂t
∫
F
(uk−)
2dx 6 γ
∫
F
(uk−)
2dx
Since (ϕk0)− = 0, then, by Gronwall’s inequality, u
k
−(t, x) = 0 on FT . 
Consider the Cauchy problem consisting of PDE (10) and the initial condition
u(0, x) = ϕ0(x), x ∈ Rn.(17)
Now we formulate a sufficient condition for the positivity of the components uk(t, x)
of the solution u(t, x) to Cauchy problem (10-17). First of all we note that the
following result on the existence and uniqueness of a classical solution to problem
(10–17) holds true [14, 26].
Lemma 2. Assume (B1’)–(B6’). Then, there exists a unique C1,2b ([0, T ] × Rn)-
solution to problem (10-17).
Corollary 2. Assume (B1’)–(B6’). Further assume that for some k ∈ {1, . . . ,m},
1) ϕk0 > 0 on Rn;
2) ak(t, x, u, p)|uk=0 6 0 on [0, T ]× Rn × Rm × Rm×n.
Then, the k-th component of the C1,2b ([0, T ]×Rn)-solution to problem (10-17) (whose
existence is known by virtue of Lemma 2) is non-negative.
Proof. On the ball Br of radius r > 1, consider the PDE
−
n∑
i,j=1
aij(t, x, u)∂
2
xixju+
n∑
i=1
ai(t, x, u, ∂xu)∂xiu+ ξr(x)a(t, x, u, ∂xu) + ∂tu = 0
(18)
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with the boundary function
ψ(t, x) =
{
ϕ0(x)ξr(x), x ∈ {t = 0} ×Br,
0, (t, x) ∈ [0, T ]× ∂Br,
(19)
where ξr(x) is a smooth cutting function for the ball Br, i.e., such that ξr(x) = 1
if x ∈ Br−1, ξr(x) = 0 if x /∈ Br, ξr has bounded derivatives of all orders that
do not depend on r. For example, ξr can be the mollified indicator function of
the ball Br−1/2. It is known that the unique C
1,2
b ([0, T ] × Rn)-solution u(t, x) to
problem (10-17) is constructed by means of the diagonalization argument (see, e.g.,
[14], or Theorem 10 in [26]). Namely, there is a sequence of solutions url(t, x) to
initial-boundary value problems (18-19) with r = rl tending to ∞ when l → ∞
such that
u(t, x) = lim
l→∞
url(t, x) pointwise.
However, by Theorem 1, ukrl(t, x) > 0 on [0, T ] × Brl . Therefore, uk(t, x) > 0 on
[0, T ]× Rn. 
Corollary 3. Assume (B1’)–(B6’). Further assume there exists a constant δ > 0
such that for all k = 1, . . . , d, d 6 m,
1) ϕk0 > 0 on Rn;
2) ak(t, x, u, p)|uk=0 6 0 on [0, T ] × Rn × Rm × Rm×n ∩ {ui > −δ, i =
1, . . . , d, i 6= k}.
Then, the the first d components of the C1,2b ([0, T ]×Rn)-solution to problem (10-17)
(whose existence is known by virtue of Lemma 2) are non-negative on [0, T ]× Rn.
Remark 2. Assumption 2) tells us that ak 6 0 “almost” on the set {uk = 0, ui >
0, i = 1, . . . , d, i 6= k} since one should think of δ as of a sufficiently small constant.
Proof of Corollary 3. Consider the problem
(20)
{
−∑ni,j=1 aij(t, x, u)∂2xixju+∑ni=1 ai(t, x, u, ∂xu)∂xiu
+a(t, x, ξδ(u), ∂xu) + ∂tu = 0, u(0, x) = ϕ0(x),
where ξδ(u) = (ξ1(u1), . . . , ξd(ud), ud+1, . . . , um) and each ξk is a smooth func-
tion R→ [−δ,+∞) with bounded first and second-order derivatives and such that
ξk(y) = y if y > 0, ξk(y) > −δ otherwise. By Lemma 2, there exists a unique
C1,2b ([0, T ]×Rn)-solution u(t, x) to problem (20). On the other hand, the function
a˜(t, x, u, p) = a(t, x, ξδ(u), p) satisfies condition 2) of Corollary 2. Therefore, by
Corollary 2, uk > 0 for all k = 1, . . . , d. Hence, for these k, ξk(uk(t, x)) = uk(t, x),
and we obtain that the unique solution u(t, x) to problem (20) is also the unique
solution to original problem (10-17) which completes the proof. 
Corollary 4. Assume (B1’)–(B6’). Further assume there exists a vector of non-
negative constants β = (β1, . . . , βd), d 6 m, and a constant δ > 0 such that for all
k = 1, . . . , d and d 6 m,
1) ϕk0 > βk on Rn;
2) ak(t, x, u, p)|uk=βk 6 0 on [0, T ] × Rn × Rm × Rm×n ∩ {ui > βi − δ, i =
1, . . . , d, i 6= k}.
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Then, the the first d components of the C1,2b ([0, T ]×Rn)-solution to problem (10-17)
(whose existence is known by virtue of Lemma 2) satisfy the condition uk(t, x) > βk
on [0, T ]× Rn.
Proof. Complete the vector β with m−d zero coordinates to make it have dimension
m. Note that u(t, x) is a solution to problem (10-17) if and only if u˜(t, x) = u(t, x)−β
is a solution to
(21)
{
−∑ni,j=1 aij(t, x, u˜+ β)∂2xixj u˜+∑ni=1 ai(t, x, u˜+ β, ∂xu˜)∂xi u˜
+a(t, x, u˜+ β, ∂xu˜) + ∂tu˜ = 0, u˜(0, x) = ϕ0(x)− β.
Remark that the coefficients and the initial data of problem (21) satisfy the assump-
tions of Corollary 3. Hence, the components of the solution u˜(t, x) with the indices
k = 1, . . . , d, satisfy u˜k(t, x) > 0 which implies uk(t, x) > βk for the corresponding
components of the solution to problem (10-17). 
Remark 3. Some elements to prove the non-negativity of solutions components
were presented in [7]; however, 1) the result of [7] applies to a class of PDEs not
suitable for our study, 2) the author treats only an initial-boundary value problem,
not a Cauchy problem, 3) the argument involving the uniqueness of solution (at
the end of the proof of Theorem 3.2) is questionable and contains no reference to
the result on uniqueness used in the proof.
2.4 Positivity of the components of solutions to ODEs
Consider the Cauchy problem for a system of linear ordinary differential equa-
tions
u′(t) = A(t)u(t), u(0) = u0, t ∈ [0,∞),(22)
where A(t) is an n × n matrix. Below, ui(t) and ui0 denote the i-th coordinates of
the vectors u(t) and u0, respectively. The classical Wazewski theorem [27] reads:
Proposition 2. Let aij : [0,∞)→ R be continuous functions, i, j = 1, . . . , n, and
u(t) be the solution to problem (22). Further let ui0 > 0 for all i = 1, . . . , n. Then,
the following two conditions are equivalent:
1) for all i, j = 1, . . . , n such that i 6= j, aij(t) > 0 on (0,∞);
2) ui(t) > 0 for all t ∈ (0,∞) and i = 1, . . . , n.
Proposition 3. Let the assumptions of Proposition 2 be fulfilled and let condition
1) of the same proposition be in force. Then, for all i = 0, . . . , n and for all t ∈
(0,∞)
ui(t) > ui0 exp
{∫ t
0
aii(s)ds
}
.(23)
Proof. For the i-th coordinate of the solution u we have
dui(t)
dt
=
n∑
j=1
aij(s)u
j(t) > aii(t)ui(t).
Indeed, Proposition 2 implies that
∑
j 6=i aij(t)u
j(t) > 0. Inequality (23) follows now
from (the differential from of) Gronwall’s inequality. 
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2.5 Gaussian-type density bounds in the multidimensional case
Let (Ω,F ,Ft,P) be a filtered probability space, where Ft is the filtration gen-
erated by the n-dimensional Brownian motion Bt, t ∈ R+, augmented with P-null
sets. Following [20], we define
gF (x) = −E
[(
DrF,DrL
−1F
)
H|F = x
]
, x ∈ R,
and recall the criterium for the existence of the density of a real-valued zero-mean
random variable F with respect to Lebesgue measure on R [20].
Proposition 4. Let F ∈ D1,2, EF = 0. Then, the law of F has a density ρF with
respect to Lebesgue measure if and only if gF (F ) > 0. In this case, supp (ρF ) is a
closed interval in R containing 0 and for almost all x ∈ supp (ρF )
ρF (x) =
E|F |
2gF (x)
exp
(
−
∫ x
0
y
gF (y)
dy
)
.(24)
Further, in [6], the authors showed that if H = L2([0,∞),R) and the associated
isonormal Gaussian process is W(h) =
∫∞
0
h(t)dBt, where Bt is a one-dimensional
Brownian motion, then, a.s.,
gF (F ) = ϕF (F ),(25)
where ϕF (x) = E
[ ∫∞
0
DrF E[DrF |Fr] dr|F = x
]
, x ∈ R.
We will need an “n-dimensional” version of (25). Namely, if H = L2([0,∞),Rn)
and W(h) =
∑n
i=1
∫ +∞
0
hi(t)dB
i
t, where B
i
t are independent real-valued standard
Brownian motions, then gF (F ) = ϕF (F ), where
ϕF (x) = E
[ ∫ ∞
0
n∑
i=1
DitF E[DitF |Ft] dt
∣∣F = x], x ∈ R.(26)
Proposition 5 below is an extension of Proposition 2.3 in [6] to the case of H =
L2([0,∞),Rn).
Proposition 5. Let F ∈ D1,2 be a centered random variable such that
E
∫∞
0
‖DsF‖2ds < ∞. Then, a.s., gF (F ) = ϕF (F ), where ϕF (x) is defined by
(26).
Proof. First, we prove that for the covariance cov (F,G) of two random variables
F,G ∈ D1,2, it holds that
cov (F,G) = E
[ ∫ ∞
0
n∑
i=1
DisGE[DisF |Fs] ds
]
.(27)
Remark that in case n = 1, formula (27) was obtained in [22] (Proposition 3.4.1).
Let us prove (27) for n > 1. By the Clark-Ocone formula (see, e.g., [22], p. 171),
F = EF +
n∑
i=1
∫ +∞
0
E[DisF | Fs]dBis.(28)
Therefore,
(29) cov (F,G) = E
[
(F − EF )(G− EG)]
= E
[ n∑
i=1
∫ ∞
0
E[DisF | Fs]dBis
n∑
i=1
∫ ∞
0
E[DisG | Fs]dBis
]
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= E
∫ ∞
0
n∑
i=1
E
[
E[DisF | Fs]DisG|Fs
]
ds = E
[ ∫ ∞
0
n∑
i=1
DisGE[DisF |Fs] ds
]
.
Now by formula (3.15) in [20], for any C1b-function f ∈ R→ R,
cov (F, f(F )) = E[F f(F )] = E[f ′(F )gF (F )].
On the other hand, by (29),
cov (F, f(F )) = E
[ ∫ ∞
0
n∑
i=1
f ′(F )DisF E[DisF |Fs] ds
]
= E[f ′(F )ϕF (F )].
Take the function f(x) =
∫ x
0
1B(y)dy, where B ⊂ R is a Borel set. By ap-
proximating f by mollifiers, and then passing to the limit, we obtain the iden-
tity E[1B(F )gF (F )] = E[1B(F )ϕF (F )], or, which is the same,
∫
B
gF (x)µF (dx) =∫
B
ϕF (x)µF (dx), where µF = P ◦ F−1. Therefore, gF (F ) = ϕF (F ) a.s. 
The following corollary will be used for establishing the bounds on the density
of F if we know bounds on the components and the absolute value of DF .
Corollary 5. Let F ∈ D1,2 be Ft-measurable. Assume there exist functions
[0, t] → (R+)n, r 7→ mr,t = (m1r,t,m2r,t, . . . ,mnr,t) and [0, t] → (0,∞), r 7→ Mr,t
such that for each k = 1, . . . , n, either DkF > mk,t or DkF 6 −mk,t a.s., and,
moreover, |D F | 6 M ,t a.s. Further assume that λ(t) =
∫ t
0
|mr,t|2dr > 0 and
Λ(t) =
∫ t
0
M2r,t dr <∞. Then, F admits a density ρF w.r.t. Lebesgue measure, and
for almost all x ∈ R,
E|F − E[F ]|
2Λ(t)
exp
(
−
(
x− E[F ])2
2λ(t)
)
6 ρF (x) 6
E|F − E[F ]|
2λ(t)
exp
(
−
(
x− E[F ])2
2Λ(t)
)
.
Furthermore, for all x > 0, the tail probabilities satisfy
P(F > x) 6 exp
(
−
(
x− E[F ])2
2Λ(t)
)
and P(F 6 −x) 6 exp
(
−
(
x+ E[F ]
)2
2Λ(t)
)
.
Proof. By (26), it holds that λ(t) 6 ϕF (F ) 6 Λ(t) a.s. By Proposition 5 and
Corollary 3.5 in [20], the law of F has a density ρF w.r.t. Lebesgue measure and the
above estimate for the density ρF holds true. The estimates on the tail probabilities
follow from Theorem 4.1 in [20]. 
3. Main result
Let, as before, (Ω,F ,Ft,P) be a filtered probability space, where Ft is the natural
filtration of Bt augmented with P-null sets.
Consider FBSDE (1-2). We formulate assumptions that guarantee the existence
of a density ρY it of the i-th component of Yt and find Gaussian-type bounds on this
density. Everywhere below, Xit and Y
j
t , i = 1, . . . , n, j = 1, . . . ,m, denote the i-th
and j-th components of the solution processes Xt and Yt, respectively.
We assume the following.
(A1) Assumptions (B1)–(B6) (ensuring the existence and uniqueness of a C1,2b -
solution to (30)) hold.
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(A2) g(t, x, y, z) is linear in z; namely,
g(t, x, y, z) = %(t, x, y) + z ζ(t, x),
where % : [0, T ]× Rn × Rm → Rm and ζ : [0, T ]× Rn → Rn.
(A3) ∂xf and ∇ϕ are globally bounded.
(A4) There exists a matrix with non-negative entries β = {βij}, i = 1, . . . ,m,
j = 1, . . . , n, such that for all i and j, for all x ∈ Rn,
∂xjϕ
i(x) > βij .
(A5) For all i, j = 1, . . . , n and l, q = 1, . . . ,m,
∂xi(f
j + ζj) > 0 and ∂ul%q > 0 over [0, T ]× Rn × Rm.
(A6) There exists a matrix with positive entries γ = {γij}, i = 1, . . . , n, j =
1, . . . ,m, such that for all i and j
∂xi%
j > γij .
Theorem 2 below is one of our main results.
Theorem 2. Let assumptions (A1)-(A6) be fulfilled. Further let Yt be the first
component of the unique Ft-adapted solution to BSDE (1) (whose existence is
known under (A1)). Assume that for an arbitrarily fixed i ∈ {1, . . . ,m}, there exists
l ∈ {1, . . . , n} such that βil > 0 and
∫ t
0
|σl(r)|2dr > 0, where σl is the l-th line of the
matrix σ. Then, there exists a density ρY it of Y
i
t w.r.t. Lebesgue measure. Moreover,
there are positive functions λ(t) and Λ(t), t ∈ [0, T ], that can be computed explicitly,
such that for almost all x ∈ R,
E|Y it − E[Y it ]|
2Λ(t)
exp
(
−
(
x− E[Y it ]
)2
2λ(t)
)
6 pY it (x) 6
E|Y it − E[Y it ]|
2λ(t)
exp
(
−
(
x− E[Y it ]
)2
2Λ(t)
)
,
Furthermore, for all x > 0, the tail probabilities satisfy
P(Y it > x) 6 exp
(
−
(
x− E[Y it ]
)2
2Λ(t)
)
and P(Y it 6 −x) 6 exp
(
−
(
x+ E[Y it ]
)2
2Λ(t)
)
.
Proof. By Corollary 5, in order to estimate the density ρY it , we have to prove the
existence of non-negative lower bounds on DkrY
i
t with at least one of these bounds
being positive, and of an upper bound on |DrY it |. The main steps involved in the
proof are the following:
1) Establishing the representation Yt = θ(t,Xt), where θ is a solution to the
final value problem
(30)
{
1
2 tr
(
∂2xxθ σ(t)σ(t)
>)+ ∂xθf(t, x) + g(t, x, θ, ∂xθσ) + ∂tθ = 0;
θ(T, x) = ϕ(x).
associated to BSDE (1) in order to make use of the formula (5).
Remark 4. Remark that we cannot conclude the existence and uniqueness of so-
lution to problem (30) by Proposition 1 since ϕ(x) is unbounded. Furthermore,
ϕ(x) cannot be assumed bounded since this would imply the existence of a com-
pact support for Y it = θ
i(t,Xt), and therefore, the non-existence of Gaussian-type
bounds.
2) Existence of an upper bound on |∂xθ|;
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3) Existence of non-negative lower bounds on ∂xjθ
i, j = 1, . . . , n, with at least
one of the bounds, say on ∂xlθ
i, being positive.
4) Existence of non-negative lower bounds on DkrX
j
t , j = 1, . . . , n, k =
1, . . . ,m such that the bound on DkrX
l
t is positive for some k.
5) Conclusion of the proof by Corollary 5.
In the sequel, we will deal with solutions to PDEs of form (30) from the classes
C
1+ β2 ,2+β
b ([0, T ]×Rn) and C1+
β
2 ,2+β([0, T ]×F), where F ⊂ Rn is a bounded domain.
The norms in these spaces (Ho¨lder norms) are defined as follows:
‖u‖
C
1+
β
2
,2+β
b ([0,T ]×Rn)
= ‖u‖C1,2b ([0,T ]×Rn) + supt∈[0,T ]
[∂tu]
x
β + sup
t∈[0,T ]
[∂2xxu]
x
β
+ sup
x∈Rn
[∂tu]
t
β
2
+ sup
x∈Rn
[∂xu]
t
1+β
2
+ sup
x∈Rn
[∂2xxu]
t
β
2
.
For a bounded domain F ⊂ Rn, the Ho¨lder norm ‖u‖
C1+
β
2
,2+β([0,T ]×F) is defined
likewise, but Rn should be replaced with F. Everywhere below, γi, i = 1, 2..., denote
positive constants.
Step 1. Define a C∞-function ξk : R → R as follows: ξk(y) = y if |y| 6 k − 1k ,
ξk(y) = k if y > k+
1
k , ξk(y) = −k if y < −k− 1k , and |ξ′k| 6 1. Further, define the
function ϕk(x), x ∈ Rn, in such a way that its i-th component is ξk(ϕi(x)). Then,
ϕk is bounded and for each i, |∇ϕik| 6 |∇ϕi|.
Consider the collection of final value problems
(31)
{
1
2 tr
(
∂2xxθ σ(t)σ(t)
>)+ ∂xθf(t, x) + g(t, x, θ, ∂xθ σ(t)) + ∂tθ = 0,
θ(T, x) = ϕk(x).
By Proposition 1, there exists a unique C
1+ β2 ,2+β
b -solution θk(t, x) to problem (31).
Let us show the uniform boundedness of the gradients ∂xθk. It is known that (see,
e.g., [18]) Y
(k)
t = θk(t,X
τ,x
t ) and Z
(k)
t = ∂xθk(t,X
τ,x
t )σ(t) is the unique Ft-adapted
solution to the BSDE
Yt = ϕk(X
τ,x
T ) +
∫ T
t
g(s,Xτ,xs , Ys, Zs)ds+
∫ T
t
ZsdBs,(32)
where Xτ,xt is the solution to SDE (14). Further, let ∇Xτ,xt denote the gradient of
Xτ,xt w.r.t. the initial condition x. Then, the existence of the gradients ∇Y (k)t and
∇Z(k)t (w.r.t. x) is straightforward. Hence, ∇Y (k)t and ∇Z(k)t satisfy the BSDE
(33) ∇Y (k)t = ∇ϕk(XT )∇Xτ,xT +
∫ T
t
[
∂xg(s,Xs, Y
(k)
s , Z
(k)
s )∇Xτ,xs
+ ∂yg(s,Xs, Y
(k)
s , Z
(k)
s )∇Y (k)s + ∂zg(s,Xs, Y (k)s , Z(k)s )∇Z(k)s
]
ds+
∫ T
t
∇Z(k)s dBs.
Since ∇Xτ,xt is bounded, as it follows from (14), BSDE (33) implies the inequality
E|∇Y (k)t |2 6 γ1
(
|∇ϕk(XT )|2 +
∫ T
t
E|∇Y (k)s |2ds
)
.
Further, since |∇ϕk| is bounded uniformly in k, by Gronwall’s inequality, |∂xθk(t, x)|
is also bounded uniformly in k over [0, T ]× Rn.
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Let us show that θk(t, x) is bounded uniformly in k over each ball BR = {x ∈
Rn, |x| 6 R}. Indeed, Corollary 1 implies that
|θk(τ, x)|2 6 γ2(E|ϕk(Xτ,xT )|2 + 1),(34)
where γ2 does not depend on k. Further, by the uniform (in k) boundedness of ∇ϕk
and the boundedness of ∂xf ,
E|ϕk(Xτ,xT )|2 6 γ3
(|ϕk(0)|2 + E|Xτ,xT |2) 6 γ4(1 + |x|2).
Let us show that θk converges pointwise to the classical solution to problem (30). By
Theorem 5.1 in [14], on each ball BR = {x ∈ Rn, |x| 6 R}, the a priori bound on the
Ho¨lder norm ‖θk‖
C1+
β
2
,2+β([0,T ]×BR)
is only determined by the bounds on θk, ∂xθk,
the coefficients of (31), their derivatives, and the Ho¨lder norm of ϕk. This implies
that for sufficiently large k, ‖θk‖
C1+
β
2
,2+β([0,T ]×BR)
is bounded uniformly in k. By
the Arzela´-Ascoli theorem, the family θk is relatively compact in C
1,2([0, T ], BR).
This implies that θk contains a subsequence θ
(1)
k that converges in C
1,2([0, T ], BR)
to a function θ(t, x). Taking a sequence of balls BN , N ∈ N, and employing the
diaginalization argument for the sequence θk, we extract a diagonal subsequence
θ
(k)
k that convergence to a function θ in C
1,2([0, T ], BN ) for each N and as well as
at each point (t, x) ∈ [0, T ]× Rn. Additionally, ∂xθ(k)k and ∂2xxθ(k)k converge to ∂xθ
and ∂2xxθ poinwise on [0, T ]×Rn. Therefore, θ(t, x) ∈ C1,2([0, T ]×Rn) and satisfies
(30).
Step 2: Existence of an upper bound for |∂xθ(t, x)| on [0, T ]×Rn. This is implied
by the uniform (in k) boundedness of ∂xθk(t, x) which was obtained in Step 1.
Step 3: Existence and positivity of lower bounds on ∂xjθ
i. As before, let u(t, x) =
θ(T − t, x) and v(t, x) = ∂xu(t, x). Remark that v(t, x) takes values in Rm×n. Let
us show that we can differentiate PDE (30) w.r.t. x and, moreover, the Cauchy
problem for v(t, x) takes the form
(35)
{
1
2 tr
(
∂2xxv σσ
>)+ ∂xv(fˆ + ζˆ) + ∂x%ˆ+ ∂u%ˆ v + v (∂xfˆ + ∂xζˆ) = ∂tv,
v(0, x) = ∇ϕ(x).
Here %ˆ(t, x, u) = %(T − t, x, u), and the functions fˆ and ζˆ are defined via f and ζ,
respectively, in the similar manner; %ˆ is everywhere evaluated at (t, x, u), fˆ and ζˆ
at (t, x).
For any function φ(t, x), define ∆iδφ(t, x) = δ
−1(φ(t, x + δei) − φ(t, x)), where
{ei}ni=1 is an orthonormal basis of Rn. The PDE for uδ = ∆iδu(t, x) takes the form
1
2
tr
(
∂2xxuδ σ(t)σ(t)
>)+ ∆iδ[∂xufˆ + gˆ(t, x, u, v)]− ∂tuδ = 0.(36)
Remark that the second term in (36) is of class C0,βb (i.e., continuous in t and
β-Ho¨lder continuous in x; bounded together with its Ho¨lder constant). Therefore,
(see, e.g., [11]) the Cauchy problem consisting of PDE (36) and the initial condition
ϕδ(x) = ∆
i
δϕ(t, x) has a unique solution which can be represented as
uδ(t, x) =
∫
Rn
G(t, x; 0, ξ)ϕδ(ξ)dξ −
∫ t
0
∫
Rn
G(t, x; s, ξ)∆iδ[vfˆ + gˆ(t, x, y, v)],
where G(t, x; s, ξ) is the fundamental solution for the operator ∂tu −
1
2 tr
(
∂2xxuσ(t)σ(t)
>). Recalling that G(t, x; s, z) possesses bounds by Gaussian den-
sities (see, e.g., [11]) and that uδ(t, x) → ∂xiu(t, x), ∆iδ[∂xku] → ∂2xixku pointwise
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as δ → 0, we obtain that ∂xu satisfies the equation
∂xu(t, x) =
∫
Rn
G(t, x, 0, z)∇ϕ(z)dz −
∫ t
0
∫
Rn
G(t, x, s, z)∂xi [vfˆ + gˆ(t, x, y, v)
]
dsdz.
However, the above representation implies that ∂xu is a solution to (35) (see, e.g.,
[11] Ch. 9, Sec. 4). By the uniqueness of solution to (35) ([11] Ch. 9, Sec. 4), v = ∂xu.
In particular, this means that the derivatives ∂3xxxθ and ∂
2
xtθ exist and, moreover,
we can differentiate PDE (30) w.r.t. x.
Since v(t, x) = ∂xθ(T − t, x) is a solution to (35), we can apply Corollary 4 to
conclude that vij > βij for all i = 1, . . . ,m, j = 1, . . . , d. Indeed, the statement of
this corollary is valid due to (A4)–(A6). In particular, for the ith component of the
solution θ(t, x) it holds that ∂xjθ
i > βij over [0, T ]×Rn for all j = 1, . . . , d, where
at least one of βij , j = 1, . . . , n, is positive.
Step 4: Lower bounds for DkrX
j
t . It is known that (see, e.g., [21]) the solution
Xt to (2) is Malliavin differentiable, and the equation for the Malliavin derivative
takes the form
DkrX
j
t = σjk(r) +
n∑
l=1
∫ t
r
∂xjf
l(s,Xs)D
k
rX
l
sds.
Consider this equation for a fixed k ∈ {1, . . . , n} and j varying from 1 to n. By
Proposition 3, for all j = 1, . . . , n and for all t ∈ (0, T ],
DkrX
j
t > σjk(r) exp
{∫ t
r
∂xjf
j(s,Xs)ds
}
> σjk(r) exp{−(t− r) sup
[0,T ]×Rn
|∂xjf j |}.
This is valid for all k = 1 . . . , n. On the other hand, |DrXt| 6 |σ(r)| exp{(t −
r) sup |∂xf |}.
Step 5: Conclusion of the proof by Corollary 5. By (5),
DkrY
i
t >
n∑
j=1
βijσjk(r) exp{(r − t) sup
[0,T ]×Rn
|∂xjf j |} = mkr,t,
where∫ t
0
n∑
k=1
(
mkr,t
)2
dr >
n∑
j=1
β2ij
∫ t
0
|σj(r)|2 exp{2(r − t) sup |∂xjf j |} dr > 0.
On the other hand,
|DrY it | 6 sup
[0,T ]×Rn
|∂xθi||DrXt| 6 sup
[0,T ]×Rn
|∂xθi||σ(r)| exp{(t− r) sup
[0,T ]×Rn
|∂xf |} = Mr,t.
Above, mkr,t and Mr,t have the same meaning as in Corollary 5. The statement
of the theorem now follows from the aforementioned corollary with Λ(t) and λ(t)
defined exactly as in the corollary. 
4. Application to gene expression
In [25], the authors proposed a BSDE approach to model protein level dynamics
for a gene regulatory network. Distributions of proteins, generated by the genes of
the network, were represented in the form of histograms which resembled Gaussian-
type densities. Here, we aim to prove that under certain assumptions on the param-
eters of the model, the distributions of some proteins indeed possess densities with
respect to Lebesgue measure. Moreover, we use the results of the previous section to
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obtain upper and lower Gaussian-type bounds on these densities. Furthermore, we
verify that these bounds agree with the density profile of benchmark data obtained
by Gillespie’s stochastic simulation algorithm (SSA) for modeling of biochemical
reactions [10].
4.1 Brief description of the gene expression model
Let ηt = (η
1
t , . . . , η
n
t ) denote a vector whose i-th component is the amount of
protein generated by gene i. According to [25], the dynamics of ηt is described by
the BSDE
ηt = ηT −
∫ T
t
f(ηs) ds−
∫ T
t
zs dBs, t ∈ [0, T ].(37)
In (37), Bt is an n-dimensional Brownian motion, ηT is a given final data (obtained
through a simulation using Gillespie’s SSA), and the i-th component of f is the
synthesis/degradation rate of the i-th gene which takes the form
fi(η) =
νi
1 + exp(−Θi) − ρiηi,(38)
where Θi =
∑n
j=1Aijηj has the meaning of the total regulatory input to gene i by
other genes of the network. In particular, Aijηj represents the regulatory effect of
gene j to gene i with Aij being the strength of this regulation. Each element Aij
can be negative, positive, or equal zero, indicating repression, activation, or non-
regulation, respectively, of gene i by gene j. Furthermore, νi denotes the maximum
synthesis rate of the i-th protein, while the same protein degrades at rate ρiηi. The
final condition ηT , determined through a simulation by using Gillespie’s SSA, is
represented in the form h(BT ), where the function h : Rn → Rn was found in such
a way that h(BT ) matches ηT . According to [25], h looks like a linear function.
BSDE (37) was solved by means of the associated final value problem for the
PDE {
∂tθ(t, x) +
1
2∆xθ(t, x)− f(θ(t, x)) = 0,
θ(T, x) = h(x), x ∈ Rn,(39)
and the solution ηt to (37) was computed as θ(t, Bt) by means of generating multiple
Brownian motion paths.
4.2 Bounds on the density of the distribution of protein
In what follows, we show how the results obtained in the previous section can be
applied to estimate the density profile for expression of a gene included in a gene
regulatory network. We consider the case when we aim to suppress expression of a
certain gene, say gene 1. The need to lower expression of specific genes may arise
in disease treatment, such as cancer, neurodegenerative diseases, or viral infections
[4, 8, 13, 15, 24]. Suppression of gene expression, known as gene silencing or gene
knockout, in practice can be achieved by an antisense therapy [19, 24] (when single-
stranded short synthetic DNA molecules are delivered inside the cell), genomic
editing [4, 15], or administration of antibodies targeting virus gene expression [13].
We model suppression of gene expression by introducing a gene regulatory net-
work, where genes 2, . . . , n repress gene 1, while the latter does not regulate the
other genes. This means that A1i < 0 for all i = 2, . . . , n. In addition, we assume
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that each gene activates itself and that genes 2, . . . , n do not regulate each other.
This implies that Aii > 0 for all i and Aij = 0 if i 6= j and i 6= 1.
The theorem below shows that for the model described above, one can find
bounds on the density of the distribution of the first (targeted) protein. Moreover,
for a sufficiently large class of the parameters of the model, one can reasonably
estimate the density profile of gene 1.
Theorem 3. Let the coefficients Aij and the rate function f be as described above.
Then, the first component η1t of the solution ηt to BSDE (37) with the final data
ηiT = ciB
i
T + bi, i = 1, . . . , n, where ci, bi > 0, has a density ρη1t w.r.t. Lebesgue
measure. Moreover, it holds that
E|η1t − E[η1t ]|
2tM2t
exp
(
−
(
x− E[η1t ]
)2
2tm2t
)
6 ρη1t (x) 6
E|η1t − E[η1t ]|
2tm2t
exp
(
−
(
x− E[η1t ]
)2
2tM2t
)
,
where mt = c1e
(ρ1− ν1A114 )(T−t), Mt = eρ1(T−t)
√
c21 +
∑n
k=2(κ
k
t )
2 with κkt =
ν1|A1k|ck
4 e
ρk(T−t)(T − t). Furthermore, for all x > 0, the tail probability satisfies
P(η1t > x) 6 exp
(
−
(
x− E[η1t ]
)2
2tM2t
)
.(40)
Proof. Since Dkrη
1
t = ∂xkθ
1(t, Bt)1[0,t](r), then, in order to apply Corollary 5, it is
sufficient to find upper and lower bounds on ∂xkθ
1 for each k = 1, . . . , n.
It is known that [18] for each τ > 0, ϑτ,xt = θ(t, x+Bt −Bτ ) is a solution to
ϑτ,xt = h(x+BT −Bτ )−
∫ T
t
f(ϑτ,xs ) ds−
∫ T
t
zs dBs, t ∈ [τ, T ],(41)
where hi(x) = cixi + bi. In particular, ϑ
τ,x
τ is deterministic a.s. and equals θ(τ, x).
We use the symbol ϑ to distinguish between the solution to (41) and the vector η
of amounts of protein which is the solution to the same BSDE but with the final
condition ηT = h(BT ). In what follows, we skip the index τ, x to simplify notation.
Since ∂xkθ
1(τ, x) = ∂xkϑ
1
τ a.s., we find bounds on E[∂xkϑ1t ]. It is straightforward
to obtain, for example, from the PDE for ∂xkθ
1(τ, x), that ∂xkϑ
1
t is a solution to
the BSDE
(42) ∂x1ϑ
1
t = c1 −
∫ T
t
ν1ψ(Θ1)
∑
j 6=1
A1j∂x1ϑ
j
s ds+
∫ T
t
(ρ1 − ν1ψ(Θ1)A11)∂x1ϑ1s ds
+
∫ T
t
z11s dBs,
where ψ(y) =
(
1
1+e−y
)′
= 12(cosh(y)+1) . We claim that the second term on the right-
hand side of (42) equals zero, and, furthermore, for all k, ∂xkθ
1 > 0 and ∂xkθk > 0.
To prove the claim, note that if j 6= 1, then ∂xkθj(T − t, x) is the unique solution
to the problem
(43)
{
∂tv − 12∆xv + (νjψ(Ajjθj)Ajj − ρj)v = 0,
v(0, x) = ckδkj ,
which implies that ∂xkθ
j = 0 if j 6= k and j 6= 1. In particular, ∂x1θj = 0 if j 6= 1,
and therefore, the second term in (42) equals zero. Further, problem (43) together
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with Corollary 2 imply that ∂xkθ
k > 0 if k 6= 1. It remains to prove that ∂xkθ1 > 0
for all k. Recall that ∂xkθ
j = 0 for j 6= 1 and j 6= k. Hence, v(t, x) = ∂xkθ1(T − t, x)
is the unique solution to{
∂tv − 12∆xv + (ν1ψ(
∑
j A1jθ
j)A11 − ρ1)v − ν1ψ(
∑
j A1jθ
j)|A1k|∂xkθk = 0,
v(0, x) = c1δk1.
By Corollary 2, we obtain that ∂xkθ
1 > 0 if k 6= 1. Further recall that ∂x1θj = 0 if
j 6= 1. Therefore, ∂x1θ1(T − t, x) is the unique solution to problem (43) with j = 1.
By Corollary 2, ∂x1θ
1 > 0, and we have proved the claim.
Taking expectations, from (42) we obtain
∂x1θ
1(τ, x) = ∂x1ϑ
1
τ = c1e
∫ T
τ
(ρ1−η1ψ1,1(s)A11)ds,(44)
where ψ1,1(s) ∈ [0, 14 ] is such that ψ1,1(s)E[∂x1ϑ1s] = E[ψ(Θ1)∂x1ϑ1s]. If E[∂x1ϑ1s] 6=
0, then ψ1,1(s) can be found from the above expression. If E[∂x1ϑ1s] = 0, then
∂x1θ
1(s, · ) identically equals zero. In this case, the equation for ψ1,1(s) is always
satisfied and we can choose ψ1,1(s) = 0. (44) implies the estimate
c1e
(ρ1− η1A114 )(T−t) 6 ∂x1θ1(t, x) 6 c1eρ1(T−t).(45)
Now we have to estimate ∂xkθ
1 for k 6= 1. Taking into account that ∂xkϑjs = 0 if
j 6= 1 and j 6= k and that ∂xkϑks > 0 for all k, similar to (42), we obtain
(46) ∂xkϑ
1
t =
∫ T
t
ν1ψ(Θ1)|A1k|∂xkϑks ds+
∫ T
t
(ρ1 − ν1ψ(Θ1)A11)∂xkϑ1s ds
+
∫ T
t
z1ks dBs.
By Gronwall’s inequality,
∂xkθ
1(τ, x) = ∂xkϑ
1
τ =
[ ∫ T
τ
ν1ψk,k(s)|A1k|E[∂xkϑks ]ds
]
e
∫ T
τ
(ρ1−η1ψ1,k(s)A11)ds,
where ψ1,k(s) ∈ [0, 14 ] is such that ψ1,k(s)E[∂xkϑ1s] = E[ψ(Θ1)∂xkϑ1s] and ψk,k(s) ∈
[0, 14 ] is such that ψk,k(s)E[∂xkϑ
k
s ] = E[ψ(Θ1)∂xkϑks ]. The existence of ψ1,k(s) and
ψk,k(s) as measurable functions of s with the above properties can be obtained by
the argument similar to the one for ψ1,1(s).
Let us estimate E[∂xkϑks ] for k 6= 1. Since Akj = 0 if j 6= k, we obtain that
∂xkϑ
k
t = ck +
∫ T
t
(ρk − νkψ(Θk)Akk)∂xkϑks +
∫ T
t
zkks dBs
which, similar to (44), implies that
E[∂xkϑkt ] = cke
∫ T
t
(ρk−ηkψk,k(s))Akk)ds 6 ckeρk(T−t).
Hence,
0 < ∂xkθ
1(t, x) 6 ν1ck |A1k|
4
(T − t) e(ρ1+ρk)(T−t).
Together with (45) and Corollary 5, the above estimate implies the statement of
the theorem. 
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4.3 Numerical results
To obtain numerical bounds on the density ρη1t by Theorem 3, we have to com-
pute mt and Mt by the formulas given in the same theorem and, furthermore, the
expectations E[ϑ1t ] and E|ϑ1t − E[ϑ1t ]|. The latter are computed by the formulas
(47)
E[ϑ1t ] =
1
(2pit)
n
2
∫
Rn
θ1(t, x) e−
|x|2
2t dx,
E
∣∣ϑ1t − E[ϑ1t ]∣∣ = 1(2pit)n2
∫
Rn
|θ1(t, x)− E[ϑ1t ]| e−
|x|2
2t dx,
where θ1(t, x) is the first component of the solution θ(t, x) to final value problem
(39) in which the i-th component of the final condition h(x) takes the form hi(x) =
cixi + bi, where ci and bi are obtained in such a way that the distribution of
h(BT ) coincides with the distribution of ηT . We remind that the final data ηT were
generated by Gillespie’s method. We aim to find a numerical solution to problem
(39) (at time t) only in the cube Qa = {x ∈ Rn, |xi| 6 a} in such a way that in the
above integrals, the integration over Rn can be replaced with the integration over
Qa while keeping the computational error small. Thus, we have to decide how we
choose a and how we obtain a numerical solution to problem (39) in Qa.
We start by evaluating the parameter a based on the following two conditions:
1) we make sure that the random variable BT , when simulated, takes values in
Qa; 2) we evaluate the error in computing expectations (47) which comes from
substituting the actual area of integration by Qa. The probability that BT is in
Qa can be easily computed. On the other hand, the parameter a can be evaluated
by visualizing the simulation of BT because in practice there are no values of BT
outside some compact region. Thus, we have to confirm that the error in computing
expectations (47) remains small. Note that if ϑτ,xt is the solution to BSDE (37) with
the final condition h(x + BT − Bτ ), it holds that ϑτ,xτ = θ(τ, x) for all τ ∈ [0, T ].
We can evaluate E[ϑτ,xt ] from the associated BSDE. Indeed, it follows that
E[ϑit] = eρi(T−t)E[hi(x+BT −Bτ )]−
∫ T
t
eρi(s−t)E
[ νi
1 + e−Θi
]
ds,
and therefore,
θi(τ, x) = eρi(T−τ)(cixi + bi)−
∫ T
τ
eρi(s−τ)E
[ νi
1 + e−Θi
]
ds.
This implies that
|θ1(t, x)| 6 eρ1(T−t)(|c1x1 + b1|+ ν1(T − t)).
By (47), we obtain a bound on ErrE[η1t ] by computing the integral of the right-hand
side of the above estimate over RnQa:
(48) ErrE[η1t ] 6
1
(2pit)
n
2
∫
RnQa
|θ1(t, x)| e− |x|
2
2t dx
6 eρ1(T−t)J(t, a)n−1(E1 + ν1(T − t)J(t, a)),
where J(t, a) =
√
2t
pia2 e
− a22t and E1 =
√
t
2pi
[
e
− b
2
1
2tc21
(
2c1 − b1a
)
+ e−
a2
2t
(
b1
a − c1
)]
.
Finally, we have ErrE
∣∣η1t − E[η1t ]∣∣ 6 2 Err E|η1t |, where E|η1t | is also evaluated by
the right-hand side of (48).
GAUSSIAN-TYPE DENSITY BOUNDS FOR SOLUTIONS TO MULTIDIMENSIONAL BSDES21
Remark that the positivity of ηit is a result of agreeing of the BSDE method with
Gillespie’s SSA [25] and the fact that the final condition ηiT , provided by SSA, was
modeled as ciB
i
T + bi by fitting the parameters ci and bi.
To obtain a numerical solution to problem (39) in Qa, we solve PDE (39) in
a larger region, namely in the cube Qa+N , while using the boundary condition
∂
∂nθ(t, x) = 0, where n is the unit normal vector to the boundary of this cube.
This problem is equivalent to the final value problem of form (39) with the final
condition
hiN (x) =

cixi + bi if |xi| 6 a+N,
ci(a+N) + bi if xi > a+N,
ci(−a−N) + bi if xi < −a−N.
We choose N in such a way that the solutions θ(t, x) and θN (t, x) to final value
problem (39) with the final conditions h(x) and hN (x) are close enough within Qa.
To evaluate this difference, we again use the associated BSDE. By the standard
arguments,
|θ(t, x)− θN (t, x)| 6 eM(T−τ)
(
E|h(x+BT −Bτ )− hN (x+BT −Bτ )|2
) 1
2
,
where M is a bound on ∇f , which can be computed using expression (38). For this
bound, one can take, for example, M =
√∑
im
2
i , where mi = max{ρi, νi|Ai|4 } and
|Ai| =
√∑n
j=1A
2
ij . Using the explicit form of h and hN , we compute the right-hand
side of the above inequality, which gives
sup
x∈Qa
|θ(τ, x)− θN (τ, x)| 6 |c|
(2pi)
1
4
(T − τ) 34
N
1
2
eM(T−τ)−
N2
4(T−τ) ,
where c = (c1, . . . , cn). Thus, we consider θN (t, x) as a numerical solution to prob-
lem (39) in Qa. To obtain θN , problem (39) was transformed to an initial problem
by the time change t ↔ T − t. The resulting system of PDEs with the initial con-
dition h(x) and the boundary condition ∂∂n θ = 0 was solved by the fractional step
method [29] employing the Crank-Nicolson scheme in each spatial direction.
We performed two simulations with different sets of parameters; the number of
genes in both simulations was taken 3. The first simulation was performed with the
following parameters: ρ1 = ρ2 = ρ3 = 1; ν1 = 0.4, ν2 = 0.1, ν3 = 0.3; c1 = 4.89,
c2 = 0.47, c3 = 0.51, b1 = 75.98, b2 = 7.84, b3 = 8.85; A11 = 0.1, A22 = 0.04,
A33 = 0.6, A12 = A13 = −2, Aij = 0 if i 6= j and i 6= 1; T = 4 and t = 2. Here,
the role of the second and the third genes in repressing the first gene is not so
significant. The self-degradation of the first gene plays a bigger role compared to
the other simulation. The second simulation was performed with the parameters:
ρ1 = 0.05, ρ2 = ρ3 = 10
−4; ν1 = 5, ν2 = 1, ν3 = 1; c1 = 1, c2 = 10−2, c3 = 10−2,
b1 = 55.32, b2 = 712.34, b3 = 834.02; A11 = 10
−5, A22 = 10−2, A33 = 0.1,
A12 = −4, A13 = −3.5, Aij = 0 if i 6= j and i 6= 1; T = 18 and t = 9. Here,
the second and the third genes play a bigger role in repressing the first gene. This
happens because Θ1 = A11η
1 + A12η
2 + A13η
3 is a big negative number reducing
the synthesis rate of the first protein according to formula (38), and thus, allowing
it to degrade.
Furthermore, we performed a simulation using Gillespie’s SSA. First of all, we did
it to obtain the parameters ci and bi, i = 1, 2, 3 (in such a way that the distributions
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1st simulation, t = 2, gene 1
Number of proteins
2nd simulation, t = 9, gene 1
Number of proteins
of ηiT and ciB
i
T + bi coincide), but also, to demonstrate that our density estimates
agree with the data generated by SSA. To verify the latter, we plotted a histogram
(in green, see the figures) obtained by SSA and observed that it fits quite well
between the curves computed by using Theorem 3. Remark that obtaining the
aforementioned density bounds is fully based on BSDE (37) which is in the heart
of the BSDE method introduced in [25]. By this, the validity of this method is
confirmed once again.
Finally, we mention that formula (40) for the tail probability allows one to see
when the amount of protein expressed by gene 1 falls below a certain value.
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