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a b s t r a c t
In this paper, Davey–Stewartson equation and coupled Klein–Gordon–Schrödinger (KGS)
equations and homogeneous nonlinear convection–diffusion problem are solved using the
Exp-function method. The capabilities and wide-range applications of the Exp-function
method are illustrated. This method can be used as an alternative to obtain analytical
and approximate solutions of different types of differential equations in engineering
mathematics.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Nonlinear phenomena play important roles in applied mathematics, physics and also in engineering problems in which
each parameter varies depending on different factors. Solving nonlinear equations may guide the authors to know the
described process deeply and sometimes leads them to know some facts that are not simply understood through common
observations. Moreover, obtaining exact solutions for these problems is a great purpose that has been quite untouched.
However, in recent years, analytical solution [1] has considerably been developed to be used for nonlinear partial differential
equation such as Davey–Stewartson equation [2] that has special kinds of solutions.
Recently Ji Huan He [3–14] introduced some new methods such as Variation Iteration Method (VIM), Homotopy
Perturbation Method (HPM) and Exp-Function method to solve these equations. Exp-Function method is very strong in
solving nonlinear equations with high nonlinearity. Other authors such as Zhu [15,16] and Zhang [17] were working in this
field.
In this paper, we intend to present implementation of Exp-Function method to Davey–Stewartson equation and coupled
Klein–Gordon–Schrödinger (KGS) equations [18] and homogeneous nonlinear convection–diffusion problem that is solved
by this method for the first time. Having the available exact solution of the special form of the corresponding equations [2]
would provide us to have an admissible comparison of the results, which supports the applicability, accuracy, and efficiency
of the proposed methods.
As the first example we consider the Davey–Stewartson equation in the form [2]:
iut + uxx − uyy − 2 |u|2 u− 2uv = 0,
vxx + vyy + 2
(|u|2)xx = 0. (1)
2. Basic idea of Exp-function method [20]
We first consider nonlinear equation of the form
N(u, ut , ux, uxx, utt , utx, . . .) = 0. (2)
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Introducing a complex variation as
η = kx− ωt, u = U(η), (3)
constructs an ODE of the form
N(U,−kωU ′, kU ′, k2U ′′, k2ω2U ′′,−k2ωU ′′, . . .) = 0. (4)
And then solution of U(η) is in the form
U(η) =
d∑
n=−c
an exp(nη)
q∑
m=−p
bm exp(mη)
= ac exp(cη)+ · · · + a−d exp(−dη)
ap exp(pη)+ · · · + a−q exp(−qη) (5)
where c, d, p and q are positive integers which are unknown to be later determined, an and bn are unknown constants.
3. Application of Exp-function method
3.1. Example 1
Wemake the transformation of:
u = eiθU(η)θ = px+ qy+ rt, η = kx+ cy+ dt, i2 = −1 (6)
where p, q, r , k, c and d are real constants.
Substituting (6) into (1), we find that d = −2 (pk− qc), and U and V satisfy the following system:(
q2 − p2 − r)U + (k2 − c2)U ′′ − 2U3 − 2UV = 0(
k2 + c2) V ′′ + (U2)′′ = 0. (7)
Applying the transformation V = U2
(k2+c2) Eq. (7) becomes(
q2 − p2 − r)U + (k2 − c2)U ′′ − 2U3 − 2U3
k2 + c2 = 0. (8)
In order to determine the values of c and p, we balance the linear term of the highest order U ′′ with the highest order
nonlinear term U3 in Eq. (8), we have
U ′′ = c1 exp[(c + 3p)η] + · · ·
c2 exp[4pη] + · · · , (9)
U3 = c3 exp[(3c)η] + · · ·
c4 exp[3pη] + · · · ×
exp[pη]
exp[pη] =
c3 exp[(3c + p)η] + · · ·
c4 exp[4pη] + · · · (10)
where ci are determined coefficients only for simplicity. Balancing highest order of Exp-function in Eqs. (9) and (10), we
have
3p+ c = p+ 3c (11)
which leads to the result
p = c. (12)
Similarly to determine the values of d and q, we balance the linear term of lowest order in Eq. (8)
V ′′ = · · · + d1 exp[−(3q+ d)η]· · · + d2 exp[−4qη] (13)
and
U3 = · · · + d3 exp[−(3d)η]· · · + d4 exp[−3qη] ×
exp[−qη]
exp[−qη] =
· · · + d3 exp[−(3d+ q)η]
· · · + d4 exp[−4qη] (14)
where di are determined coefficients only for simplicity. Balancing lowest order of Exp-Function in Eqs. (13) and (14), we
have
−(d+ 3q) = −(q+ 3d) (15)
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this leads to the result
q = d. (16)
For simplicity, we set p = c = 1, d = q = 1 then Eq. (5) leads to
U(η) = a1 exp(η)+ a0 + a−1 exp(−η)
exp(η)+ b0 + b−1 exp(−η) . (17)
Substituting Eq. (17) into Eq. (8), and by the help of MAPLE, we have
1
A
{C3e3η + C2e2η + C1eη + C0 + C−1e−η + C−2e−2η + C−3e−3η} = 0, (18)
where we
A = (exp(η)+ b0 + b−1 exp(−η))3
(
k2 + c2) (19)
and Cn are coefficients of exp(nη). The coefficients of exp(nη)must be zero, and therefore we have
C1 = 0, C2 = 0, C3 = 0, C0 = 0, C−1 = 0, C−2 = 0, C−3 = 0. (20)
Solving the resulting system of equations simultaneously yields
a1 = 0, a0 = a0, a−1 = 0, b0 = 0, c = c, k = k, p = p,
b−1 = a
2
0
(−1+ c2 + k2)
4
(
c4 − k4) , q = q, r = k2 − p2 + q2 − c2. (21)
Substituting these results into (17), we obtain the following generalized solitary solution of Eq. (1) as
U(x, t) = a0(
ekx+cy−2(pk−qc)t + a20(−1+c2+k2)
4(c4−k4) e
−(kx+cy−2(pk−qc)t)
) , (22)
V (x, t) = − 1
k2 + c2
 a0
ekx+cy−2(pk−qc)t + a20(−1+c2+k2)
4(c4−k4) e
−(kx+cy−2(pk−qc)t)

2
, (23)
where, a0 is an arbitrary constant parameter.
In addition,when k, d and c are imaginary numbers, the obtained solitary solution can be converted into periodic solution,
we write
k = iK , c = iC, d = iD. (24)
By using the transformation
exp[(kx+ cy+ dt) i] = cos[Kx+ Cy+ Dt] + i sin[Kx+ Cy+ Dt] (25)
and
exp [−(kx+ cy+ dt)i] = cos[Kx+ Cy+ Dt] − i sin[Kx+ Cy+ Dt]. (26)
Then Eqs. (22) and (23) become
U(x, t) = a0((
1− a20(1+C2+K2)
4(K4−C4)
)
cos [Kx+ Cy− 2 (pK − qC) t]+ iH sin [Kx+ Cy− 2 (pK − qC) t]
) (27)
V (x, t) = 1
K 2 + C2
 a0((
1− a20(1+C2+K2)
4(K4−C4)
)
cos [Kx+ Cy− 2 (pK − qC) t]+ iH sin [Kx+ Cy− 2 (pK − qC) t]
)

2
,
(28)
where H =
(
1+ a20(1+C2+K2)
4(K4−C4)
)
. If we search for a periodic solution, the imaginary part in Eqs. (27) and (28) must be zero,
which requires that
H =
(
1+ a
2
0
(
1+ C2 + K 2)
4
(
K 4 − C4)
)
= 0 (29)
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and
a0 = ±
√
4
(
K 4 − C4)
1+ C2 + K 2 . (30)
Substituting Eq. (30) into (27) and (28) we can write a new solution of Eq. (1).
u(x, t) = ±2
√
4
(
K 4 − C4)
1+ C2 + K 2 sec [Kx+ Cy− 2 (pK − qC) t] exp
(
i
(
px+ qy+ (k2 − p2 + q2 − c2)t)) (31)
v(x, t) = ±2
√
4(K4−C4)
1+C2+K2
K 2 + C2 sec
2 [Kx+ Cy− 2 (pK − qC) t] exp (2i (px+ qy+ (k2 − p2 + q2 − c2)t)) . (32)
3.2. Example 2
As the second example we consider coupled Klein–Gordon–Schrödinger (KGS) equations. The coupled Klein–Gordon–
Schrödinger (KGS) equations are as follows [18]
iψt + 12∆ψ = −ϕψ,
ϕtt −∆ϕ +M2ϕ = |ψ |2 .
(33)
The KGS equations in (1+ 1)-dimensional case are as follows
iψt + 12ψxx = −ϕψ,
ϕtt − ϕxx +M2ϕ = |ψ |2 .
(34)
Since ψ is a complex function, we assume that
ψ = exp(iξ)u (x, t) , ξ = αx+ βt. (35)
where α, β are to be determined. Substituting (35) into Eq. (34) and canceling, yield
ut + αux = 0,
uxx + 2uϕ − (α2 + 2β)u = 0,
ϕtt − ϕxx +M2ϕ − u2 = 0
(36)
where traveling wave solutions of Eq. (36) are in the form
u(x, t) = U(η), ϕ(x, t) = ϕ(η), η = kx+ ωt, ω = −kα. (37)
According to the previous example, by introducing a complex variation η defined as η = kx+ωt , then Eq. (35) becomes
an ordinary differential equation, in the form
k2U ′′ + 2Uϕ − (α2 + 2β)U = 0,(
α2 − 1) k2ϕ′′ +M2ϕ − U2 = 0. (38)
Applying the transformation ϕ = (α2+2β)U−k2U ′′2U Eq. (38) becomes
U (iv)
U
(
−k
2α2
2
− k
4
2
)
+ U
′′′U ′
U2
(
k4α2 − k4)+ U ′2U ′′
U3
(−k4α2 + k4)
+ U
′′2
U2
(
k4α2
2
− k
4
2
)
− U
′′
U
M2k2
2
− U2 +M2β = 0. (39)
Substituting Eq. (5) into Eq. (39) and then balancing the linear term of the highest orderU ′′′ with the highest order nonlinear
term U2 in Eq. (39), we have
16p+ c = 15p+ 2c, −(d+ 16q) = −(15q+ 2d). (40)
This leads to the result
c = p, q = d. (41)
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For simplicity, we set p = c = 1, d = q = 1 then Eq. (5) leads to
U(η) = a1 exp(η)+ a0 + a−1 exp(−η)
exp(η)+ b0 + b−1 exp(−η) . (42)
Substituting Eq. (42) into Eq. (39) again, and by the help of MAPLE software, we have
1
A
8∑
i=−8
Cieiη = 0, (43)
where
A = (exp(η)+ b0 + b−1 exp(−η))5 (a1 exp(η)+ a0 + a−1 exp(−η))3 (44)
and Cn are coefficients of exp(nη). Coefficients of exp(nη)must be zero, and therefore we have
Ci = 0, i = −8 to 8. (45)
Solving the resulting system of equations simultaneously yields
Case I:
M = k
√
α2 − 1, a−1 = 18b
2
0k
√
−2kα2 + 2k, a1 = k
√−2kα2 + 2k
2
, α = α
a0 = −b0k
√
−2kα2 + 2k, β = −α
2
2
− k
2
, b0 = b0, k = k, b−1 = 14b
2
0.
(46)
Substituting these results into (42), we obtain the following generalized solitary solution of Eq. (36)
u(x, t) = 1
2
k
√
−2kα2 + 2k− 6b0k
√−2kα2 + 2k
4 exp(kx− αkt)+ 4b0 + b20 exp(−(kx− αkt))
. (47)
Case II:
M = M, b−1 = −14
−a2−1b20 + a20
a20
, a−1 = 14
−a2−1b20 + a20
a1
, β = 1
2
2a21 −M2
M2
,
a1 = a1, b0 = b0, k = −4a
2
1
M2
, a0 = a0, α = 1.
(48)
Substituting these results into (42), we obtain the following generalized solitary solution of Eq. (36)
u(x, t) = a1 exp(kx− kt)+ a0 +
1
4
−a2−1b20+a20
a1
exp(−(kx− kt))
exp(kx− kt)+ b0 − 14
−a2−1b20+a20
a20
exp(−(kx− kt))
(49)
when k is an imaginary number, the obtained solitary solution can be converted into periodic solution, we write
k = iK . (50)
By using the transformation
exp[(kx− kt)] = cos[Kx− Kt] + i sin[Kx− Kt] (51)
and
exp[−(kx− kt)] = cos[Kx− Kt] − i sin[Kx− Kt]. (52)
Applying Eqs. (50) and (51) into (49) and then ignoring the imaginary part, we have a new periodic solution
u(x, t) =
(
a1 + 14
−a2−1b20+a20
a1
)
cos(Kx− Kt)+ a0(
1− 14
−a2−1b20+a20
a20
)
cos(Kx− Kt)+ b0
(53)
where, b0, a0, a1 and a−1 are arbitrary constant parameters.
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3.3. Example 3
Finally, we consider the solution of convection–diffusion problem that is presented by a partial differential equation in
the following form [19].
∂u
∂t
= ∂
2u(x, t)
∂x2
− c ∂u(x, t)
∂x
+ ψ(u)+ f (x, t), 0 < x < 1, t > 0 (54)
whereψ(u) is a reasonable nonlinear function of u, which is chosen as a potential energy, c is a constant, Eq. (54) is subjected
to the initial condition as:
u(x, 0) = g(x), x ∈ R. (55)
Nowwe consider the following homogeneous nonlinear convection–diffusion problem. If c = 1 andψ(u) = uuxx− u2+ u,
we get:
ut = uxx − ux − u2 + uuxx + u, 0 < x < 1, t > 0. (56)
with the exact solution
u(x, t) = ex+t . (57)
Introducing a complex variable η defined as η = kx + ωt , and then Eq. (56) becomes an ordinary differential equation,
in the form
(ω + k)U ′ − k2U ′′ + U2 − k2UU ′′ − U = 0. (58)
Substituting Eq. (5) into Eq. (58) and then balancing the linear term of the highest order U ′′ with the highest order nonlinear
term U2 in Eq. (58), we have
2p+ 2c = 3p+ c, −(2d+ 2q) = −(3q+ d). (59)
This leads to the result
c = p, q = d. (60)
For simplicity, we set p = c = 1, d = q = 1 then Eq. (5) leads to
U(η) = a1 exp(η)+ a0 + a−1 exp(−η)
exp(η)+ b0 + b−1 exp(−η) . (61)
Substituting Eq. (61) into Eq. (58) again, and by the help of MAPLE software, we have
1
A
{C4e4η + C3e3η + C2e2η + C1eη + C0 + C−1e−η + C−2e−2η + C−3e−3η + C−4e−4η} = 0, (62)
where
A = (exp(η)+ b0 + b−1 exp(−η))4 (63)
and Cn are coefficients of exp(nη). Equating the coefficients of exp(nη) to zero, and therefore we have
C1 = 0, C2 = 0, C3 = 0, C4 = 0, C0 = 0, C−1 = 0, C−2 = 0,
C−3 = 0, C−4 = 0. (64)
Solving the resulting systems of equations simultaneously yields
ω = −1, k = −1, a1 = 0, a−1 = 0,
b−1 = 0, b0 = 0, a0 = a0. (65)
Substituting these results into (61), we obtain the following generalized solitary solution of Eq. (56)
u(x, t) = a0
exp(−x− t) = a
exp
0 (x+ t). (66)
If a0 = 1 this solution is exact solution that confirms Eq. (57).
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4. Conclusion
In this paper, the Exp-Function method was used for finding solutions of a Davey–Stewartson equation and coupled
Klein–Gordon–Schrödinger (KGS) equations and homogeneous nonlinear convection–diffusion problem that may contain
high nonlinear terms. It can be concluded that the Exp-Functionmethod is a very powerful and efficient technique in finding
exact solutions for wide classes of problems. The Exp-Function method has got many merits and much more advantages in
finding the exact solutions. Calculations in the Exp-Function method are simple and straightforward. The reliability of the
method and the reduction in the size of computational domain give this method a wider applicability. The results show that
the Exp-Function method is a powerful mathematical tool for solving systems of nonlinear partial differential equations
having wide applications in engineering.
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