Abstract. In this paper we show that the strong asymptotic class of Weil-Petersson geodesics with narrow end invariant, [Mod], and bounded annular coefficients is determined by the forward ending lamination. This generalizes the Recurrent Ending Lamination Theorem of Brock-Masur-Minsky proved in [BMM10] . As an application we provide a symbolic condition for divergence of WP geodesic rays in the moduli space.
end invariants and the associated subsurface coefficients provide for a symbolic coding of Weil-Petersson geodesics in the moduli space. In [BMM10] , [BMM11] the authors explore several aspects of these conjectures. Significantly, they prove that the forward ending lamination determines the strong asymptotic class of recurrent WP geodesic rays to the thick part of moduli space. The Bounded combinatorics of end invariants is equivalent to co-boundedness of the geodesic. These results have dynamical consequences which among them are the topological transitivity of the WP geodesic flow on the moduli space and the fact that the topological entropy of the WP flow is unbounded.
In [Mod] we considered WP geodesics with narrow end invariants, end invariants with a certain constraint on subsurfaces with a big subsurface coefficient, and provided examples of closed WP geodesics in the thin parts of moduli space as well as divergent WP geodesic rays which travel closer and closer to a chain of completion strata in the WP completion of Teichmüller space, with minimal filling ending lamination.
In this paper we show that the strong asymptotic of a WP geodesic ray with narrow end invariant and bounded annular coefficients is determined by the forward ending lamination. Theorem 1.1. (Narrow Ending Lamination Theorem) The strong asymptotic class of a WP geodesic ray with narrow end invariant and bounded annular coefficients is determined by the forward ending lamination ν + .
The strong asymptotic class of a geodesic ray r consist of all the rays r with d(r(t), r (t)) → 0 as t → ∞. The class of geodesic rays with narrow ending invariant and bounded annular coefficients contain rays which are not recurrent to any compact subset of moduli space (divergent rays), see §8 of [Mod] . Heuristically these geodesic rays avoid all asympticit flats in the WP metric and exhibit features of geodesic in manifolds with negative sectional curvatures. This theorem is a generalization of Theorem 1.2. (Recurrent Ending Lamination Theorem) [BMM10] The strong asymptotic class of recurrent WP geodesic rays to a compact subset of moduli space is determined by the forward ending lamination.
These results address the parametrization of the visual boundary of the WP metric and characterization of the stable and unstable foliations of the WP geodesic flow using laminations.
To prove Theorem 1.1 we use the control on length-functions along WP geodesics developed in [Mod] and ruled surfaces as in [BMM10] . The new ingredient here is the strict contraction property of the nearest point projection to WP geodesic segments in the thin part of Teichmüller space (Theorem 5.1). This is proved using Wolpert's estimate on WP metric, WP Levi-Civita covariant derivatives and sectional curvatures in the thin part of Teichmüller space and compactness arguments. Using the contraction property we can guarantee the existence of regions with a definite negative total curvature on ruled surfaces with one side on a ray with prescribed itinerary (Theorem 3.1). As a result we may overcome the difficulty due to the fact that the sectional curvatures of the WP metric are not bounded away from 0 and prove visibility of the class of geodesic rays with narrow end invariant and bounded annular coefficients. For the notion of visibility of geodesic rays in negatively curved manifolds and some of its dynamical consequences see [Ebe72] . Finally, as an application we prove a completely symbolic condition in terms of subsurface coefficients for divergence of WP geodesic rays in the moduli space.
Theorem 6.6. (Divergence condition) Given A, R, R > 0. Let (ν − , ν + ) be an A−narrow pair with R −bounded annular coefficients and d S (ν − , ν + ) ≤ R. Then a WP geodesic ray with end invariant (ν − , ν + ) is divergent in the moduli space.
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2. Background 2.1. Curve complex and hierarchy paths. The curve complex of a surface S, denoted by C(S), serves to organize isotopy classes of simples closed curves on a surface. Geodesic laminations are closed subsets of the surface consisting of complete, simple geodesics which rise a natural completion of the curve complex. C 0 (S) ⊂ GL(S). Masur-Minsky in [MM99] show that the curve complex is a δ−hyperbolic with δ depending only on the topological type of the surface. By a theorem of Klarriech [Kla] the Gromov boundary of the curve complex is identified with EL(S) the set of minimal filling laminations of S.
A pants decomposition P is a maximal set of pair wise disjoint curves. A (partial) marking µ is obtained from a pants decomposition P by adding transversal curves to (some) all of the curve in the pants decomposition. Given α ∈ P , the transversal curve β to α has minimal intersection number with α and does not intersect any other curve in P . The set of all pants decompositions can be turned to a metric graph using the elementary moves on pants decompositions. Similarly the marking graph. See for example [MM00] .
Hierarchy paths introduced by Masur-Minsky in [MM00] comprise for a transitive family of quasi-geodesics in the pants graph of a surface with quantifiers depending only the topological type of the surface. These quasigeodesics come out of hierarchies of geodesics in subsurfaces of a surface. The main feature of hierarchy paths is that their properties are encoded in their end points and the associated subsurface coefficients. For a complete list of properties see [BMM11] , [Mod] . Let ρ : [m, n] → P (S) be a hierarchy path. There are subsurfaces Y ⊆ S called component domains corresponding
Using this machinery Masur-Minsky establish the following distance formula. Given A > 0 sufficiently large, there exist constants K ≥ 1 and C ≥ 0 such that for any P, Q ∈ P (S) we have
Here the cut off function {a} A = a a ≥ A 0 a < A .
The subsurface coefficients are an analogue of continued fraction expansions. For more detail see [MM00] .
Narrow pair: Given A > 0 an A−narrow pair of (partial) markings or laminations (µ − , µ + ) is a pair such that if d Z (µ − , µ + ) > A, then each connected component of S\Z is an annulus or a three hold sphere. In [Mod] we proved that any hierarchy path between a narrow pair is stable.
Bounded combinatorics: Given R, R > 0. Let i, j ∈ [m, n]. We say that a hierarchy path ρ has non-annular (R, R )−bounded combinatorics
The Teichmüller space of a surface S denoted by Teich(S) consists of marked complete hyperbolic metrics of S, f : S → x. The moduli space M(S) is the quotient of Teich(S) by the action of Mod(S) by remarking. The WP metric is a Riemannian metric with negative sectional curvatures on the Teichmüller space. It is invariant under the action of the mapping class group of S and decends to a metric on the moduli space. It is incomplete due to possibility of pinching curves along paths with finite WP length. The −thick part of Teichmüller space consists of all x with inj(x) ≥ . The −thin part consists of all x with inj(x) ≤ . Furthermore, given a multi-curve σ we define the regions
• U (σ) = {x ∈ Teich(S) : α (x) ≤ for every α ∈ σ}, • U , (σ) = {x ∈ Teich(S) : α (x) ≤ for every α ∈ σ and γ (x) ≥ for every γ / ∈ σ} The completion of Teichmüller space consists of σ−strata, where σ is a multi-curve. S(σ) consists of noded Riemann surfaces at σ. One can consider a complete hyperbolic surface with a pair of cusps for each node.
The WP sectional curvatures are asymptotic to both 0 and −∞ in the completion. Incompleteness and the approach of sectional curvatures to 0, prevents applying standard techniques like shadow lemma to construct rays with specific behavior, and all geodesic rays are not necessarily visible. Furthermore since the WP flow is not hyperbolic one can not use Markov partitions for coding of WP geodesics.
End invariants.
A Bers pants decomposition P on a hyperbolic surface is a pants decomposition such that the length of all of the curves of P is less than a constant L S . A Bers curve is a curve in a Bers pants decomposition. A Bers marking is marking with the transversal curves with minimal length.
Denote by ML(S), the space of measured geodesic laminations of the surface S. It is naturally equipped with the weak * topology.
Definition 2.1. (Ending measured lamination) The weak * limit in ML(S) of any weighted sequence of distinct Bers curves along a WP geodesic ray r is an ending measured lamination of r.
In [BMM11] the following notion of ending lamination for WP geodesic rays is introduced. Its existence relies on the convexity of length-functions along WP geodesics and properties of CAT(0) spaces. Let r : [0, a) be a WP geodesic ray.
Definition 2.2. (Ending Lamination) The union of pinching curves along a WP geodesic ray and the geodesic laminations arising as supports of all ending measured laminations of r is the ending lamination of r.
Here a pinching curve of r is a curve α such that α (r(t)) → 0 as t → ∞. can be extended to b such that g(b) ∈ Teich(S) then the forward end invariant ν + (g) is any µ(g(b)) ( there are finitely many of them). Otherwise, ν + (g) is the ending lamination of the forward trajectory ray g| [0,b) which was defined above. We define the backward end invariant ν − (g) similarly by considering the backward trajectory g| (a,0] . We call the pair (ν − , ν + ), the end invariant of g.
We recall two important properties of the ending measured laminations proved in [BMM10] .
Lemma 2.4. (Decreasing length along WP geodesic rays) Let L be any ending measured lamination of a WP geodesic ray r, then L (r(t)) is a decreasing function.
Lemma 2.5. Let r n → r be a convergent sequence of rays in the WP visual sphere at x. Then if L n is any sequence of ending measured laminations or weighted pinching curves for r n , any representative L ∈ ML(S) of the limit of the projective classes [L n ] in PML(S) has bounded length along the ray r.
Let ν ∈ GL(S). Suppose that S\{closed leaves of ν} is a large subsurface. Denote by Y its connected component with ξ(Y ) ≥ 1. Let ν be the restriction of ν\{closed leaves of ν} to Y and suppose that ν ∈ EL(Y ). In [Mod] we proved Lemma 2.6. (Infinite ray) Given x in the Teichmüller space, there is an infinite geodesic ray starting at x, denoted by r ν ± , such that its forward ending lamination contains ν and the length of every curve in ∂Y is decreasing along the it.
Combinatorial control
By Brock's Quasi-Isometry Theorem [Bro03] , the coarse map Q : Teich(S) → P (S) which assigns to x a Bers pants decomposition of x is a quasi-isometry with constants K WP , C WP depending only on the the topological type of S.
Let g : [a, b] → Teich(S) be a a WP geodesic with A−narrow end invariant (ν − , ν + ). Let ρ : [m, n] → P (S) be a hierarchy path between ν − and ν + . By stability of a hierarchy paths with narrow end point Q(g) and ρ D−fellow-travel each other in P (S). Moreover, since both Q(g) and ρ are quasi-geodesics there is a time correspondence map
where K, C depend only on A, see § of [Mod] .
The following theorem, proved in [Mod] , provides us with a ray with a prescribed itinerary. (1) γ (r ν ± (t)) >¯ for every γ / ∈ ∂Z, and (2) α (r ν ± (t)) ≤ for every α ∈ ∂Z for every t ∈ [a , b ], where a ∈ N (m +w) and b ∈ N (n −w).
Moreover, if Z 1 and Z 2 are subsurfaces as above, n 1 < m 2 implies that b 1 < a 2 .
3.1. Bounding annular coefficients. Let r ν ± : [0, ∞) → Teich(S) be a WP geodesic ray with prescribed itinerary with A−narrow end invariant and R −bounded annular coefficients. In this subsection we show that given a > 0 and any sufficiently small > 0 there is a subinterval of length at least a of any long enough subinterval of [0, ∞) over which r ν ± is in some U ,¯ region. Here¯ =¯ (A, R ) is the constant from Theorem 3.1. This combinatorial control will be used in §5.
Lemma 3.2. Given an increasing function F : R ≥0 → R ≥0 there is a L > 0, depending only on F and the topological type of S with the following property. Let ρ : [m, n] → P (S) be a hierarchy path. Suppose that a subinterval [m , n ] ⊆ [m, n] has the property that for any subsurface Z and any R > 0, if Z has non-annular R−bounded combinatorics over a subinterval
The proof the claim is by contradiction. In contrary assume that there is a non-annular subsurface Z with ξ(Z)
This by the triangle inequality implies that d Z (ρ(m ), ρ(n )) ≤ 2M 2 + 2. These upper bounds contradict the assumption we made above that
, then following the same lines we get the bound.
Furthermore, by the definition of x i 's, Z has non-annular x i−1 −bounded combinatorics over the subinterval [k, l] . This contradicts the assumption of the lemma. The claim follows from this contradiction.
By Claim 3.3, max{d Z (ρ(m ), ρ(n )) : ξ(Z) = i} ≤ F (x i−1 ) + 2M 2 + 2, moreover
so we have the following bounds:
To simplify the notation we define f (x) = max{x, F (x) + 2M 2 }. Then the above inequalities inductively give us (3.3)
Moreover, ρ is a (k, c)−quasi-geodesics, k, c depend only on the topological type of S, so we obtain the bound L = kC 1 + c for n − m . Note that L only depends on F and the topological type of S. 
Proof. Let K and C be the constants from (3.1). Define
wherew is the constant from Theorem 3.1. Let L be the constant from Lemma 3.2 for the above F . Let L = KL+C, then by the assumption of the lemma n − m ≥ L . By the contrapositive of Lemma 3.2, there are R > 0, a subsurface Z and an interval [ 
, Z has non-annular R−bounded combinatorics. Since ρ is A−narrow and F (R) ≥ A, the subsurface Z is large. Furthermore, by the assumption of this lemma all of the annular coefficients over [k, l] are bound by R . Therefore, Z has (R, R )−bounded combinatorics over [k, l] . Furthermore, by the distance formula d(ρ(l), ρ(k)) ≥ 2w(A, x, R , ) + (Kd + C). Then the lemma follows by applying Theorem 3.1 to the interval [k, l].
Variation of geodesics
Let X be a geodesically convex, negatively curved Riemannian manifold, for example Teichmüller space equipped with the WP metric. Let 
is a smooth family of geodesic segments. By this we mean that the geodesic segments [ζ(t)η(t)] vary continuousely in the C ∞ topology on paths in X .
) is a geodesic, so u is a geodesic variation and ∂u ∂t is a Jacobi field. Given s, (., s) defines a vertical coordinate line and given t, (t, .) defines a horizontal coordinate line in .
Pull back the metric of X to . Let the interval V and s, s > 0 be such that V × s ⊂ and V × s ⊂ . The main result of this section is Lemma 4.3, where we prove that a difference in the length of V × s and V × s implies a definite total Gauss curvature of the region
Pull back the metric of X to . Let k g (t, s) be the the geodesic curvature of the path u(., s) at u(t, s), where the normal vector N of the path is the one with N (u(t, s)), Proof. Since each u(t, .) is a geodesic in X , (I) follows. Since each u(t, .) and u(., s) intersect orthogonally in X , (II) follows. The family of geodesic segments [ζ(t)η(t)] (t ∈ [c, d]) lies in a compact part of Teichmüller space away from completion strata. In such a region sectional curvatures of WP metric are bounded above by some k < 0. Exercise II.16 on page 104 of [Cha06] asserts that: The Gauss curvature of a geodesic variation (ruled surface) at any point is less than or equal to the sectional curvature of the tangent 2-plane to the surface at the point. So (III) follows. In a manifold with constant negative curvature k the length of a Jacobi field defined by ∂u ∂t is increasing along u(t, .). Then since u lies in a region with sectional curvatures bounded above by k the Rauch Comparison Theorem implies that the length of the Jacobi field 
In the line integral the orientations are as in Figure 1 and da is the arclength element. By Theorem 4.1 (I) each t × (s , s) is a geodesic. The sum is over the exterior angles at the four corners of I × [s , s]. By Theorem 4.1 (II) each exterior angle is equal to First by Theorem 4.1 (V) for every s > 0 the left hand side is positive, so the right hand side is positive as well. Second by Theorem 4.1 (III) the second term on the right hand side is decreasing as s → 0, so the left hand side is decreasing as s → 0. As a result the left hand side is a positive function decreasing as s → 0. Thus the limit of the left hand side exits as s → 0. Furthermore, since the equality holds for every s > 0 it holds at s = 0 as well.
Since (4.1) holds for every subinterval of I, the weak * limit of the measures m s exists. Denote the measure by m. Then we have the following form of Gauss-Bonnet formula
where the sum is over the exterior angles of the region
Considering the regions on below the horizontal lines (see Figure 1 ), the argument given above to prove the formula (4.2) gives us the following Gauss-Bonnet formula
Also for any s ∈ W denote l s = length(u(I × s)). Furthermore, since l s is positive and decreases as s → 0, lim s →0 l s exists, which we denote by l 0 .
Proof. First we prove the following integral formula.
The first equality is the fundamental theorem of calculus applied to l r as a function of r. The second equality holds by the first variation of arc-length formula for the orthogonal variation of paths u| I×s . The last equality holds by Gauss-Bonnet formula. For any s > 0, φ(s , r) is an increasing function in r. We have
so using (4.5) we have
This proves the lemma for any s > 0.
We proceed to show that the above equality holds at s = 0 as well. For any fixed r < s by (4.1) the integrand in the last line of (4.5) does not depend on s . So we may deduce that the limit as s → 0 of the last line of (4.5) is Remark 4.4. If the ruling extends to a ruled surface containing ζ(V ) in its interior then the second term of φ(s , s) in (4.4) vanishes. Defining the measure m and the rather long discussion above meant to handle the possibility that the ruling does not extend. For example η(t) could be constant over a subinterval.
Contraction property of WP geodesic segments in the Teichmüller space
Let X be a geodesically convex, negatively curved Riemannian manifold. Let g : [0, T ] → X be a geodesic segment and denote the nearest point projection from X to g([0, T ]) by π : X → g([0, T ]). At a point p ∈ X with π(p) in the interior of g([0, T ]), π is differentiabe and has a linear derivative dπ : T p X → T π(p)) g. At a point p ∈ X , with π(p) equal to either g(0) or g(T ), only the directional derivatives of π are defined. We denote by dπ p : T p X → T p g, the (directional) derivative of π at p. The main result of this section is the following uniform (strict) contraction property of WP geodesic segments in the Teichmüller space.
Theorem 5.1. Given , > 0 sufficiently small, T and b positive, there is a δ ∈ [0, 1) with the following property. Let σ be a possibly empty multicurve such that the subsurface S\σ is a large subsurface. Let g :
We start by collecting some of Wolpert's estimates for the Weil-Petersson metric and WP Levi-Civita covariant derivatives in the thin part of Teichmüller space.
On a Riemannian manifold the Levi-Civita covariant derivative ∇ is the unique covariant derivative which is
• compatible with the Riemannian metric i.e. for any smooth path ζ and vector fields V and W along ζ,
• torsion free i.e. for any two vector fields V and W ,
] denotes the Lie bracket on vector fields).
Given a multi-curve σ and c 0 > 0, let {λ α , Jλ α , grad β } α∈σ,β∈χ be Wolpert's frame field in the region U c 0 (σ) = {x ∈ Teich(S) : α (x) ≤ c 0 for every α ∈ σ} (see [Wol08] ). Here χ is marking on S\σ. λ α = grad 1/2 α and grad β are vector fields. J is the complex structure of Teichmüller space.
α ) for every α ∈ σ and β ∈ χ. grad β , Jλ α = 0 for every α ∈ σ and β ∈ χ. grad β , grad β is continuos in a neighborhood of S(σ) ⊂ Teich(S). Here the constant of the O notation and the constants of the Θ notation are uniform for α < c 0 .
The estimates of the above proposition are established in Lemma 3.12 and Lemma 4.2 of [Wol08] . See Theorem 4.3 and Corollary 4.3 of [Wol08] for the details. The WP metric is Kähler so V, W = JV, JW and J 2 = −I. Thus estimates for the rest of pairings of vector fields of the Wolpert's frame field follow from the ones listed in the above proposition. The estimates of the above proposition are fom Proposition 4.6 of [Wol09] . We also need the following estimates for the WP sectional curvatures. Given vector fields V, U , the sectional curvature κ(U, V ) =
and all remaining curvature evaluations are continuous in a neighborhood of S(σ) ⊂ Teich(S).
In the above proposition evaluation of Riemann curvature tensor are in the frame {λ α , Jλ α } α∈P (not the Wolpert's frame). Wolpert uses the convention that on S(σ) the following evaluations of R((J)λ α , (J)λ β )(J)λ γ , (J)λ δ vanish:
• α ∈ σ and at least one of β, γ and δ is distinct from α, • α, β, γ, δ ∈ P − σ and not all of them on the same component of a Riemann surface with nodes represented in S(σ).
Define the bundles N σ = span{λ α , Jλ α } α∈σ and P σ = span{grad β } β∈χ over U c 0 (σ). Any vector field V on the Teichmüller space has a decomposition as V = V N + V P , where V N is a section of N σ and V P is a section of P σ .
We prove two lemmas elaborating the asymptotic product form of the WP metric.
Lemma
..,|σ|,j=1,...,|χ| on the moduli space. Since WP metric is also invariant under the action of mapping class group, by the estimates of Proposition 5.2, we have:
. Note that the constant of the O notation and the constants of the Θ notation are uniform for
The lengths of vectors in a frame at TpM(S) and the inner product of any two of them determine a subset
) . Moreover, by the above bounds, each length and each inner product of vectors in the frame {E i , E i , F j } i=1,...,|σ|,j=1,...,|χ| varies in a closed interval. So these bounds determine a compact subset F (p) ⊂ F(p). Denote the projection of U , (σ) to the moduli space by U , (σ). It is a compact subset of the moduli space. So the frame field is in a compact subset of the extension of the frame bundle of moduli space to its completion. Also the vector v maps to a vector in T B( U , (σ)), the unit tangent ball bundle of U , (σ). Now each of a α , b α and c β , where α ∈ σ and β ∈ χ descends to a function on the compact set F ( U , (σ)) × T B( U , (σ)). Therefore, each one of these functions is bounded on U , (σ). (i) is proved.
Let w = α∈σ a α λ α +b α Jλ α + β∈χ c β grad β . Expanding v, w we get v, w = α,β a α c β λ α , grad β + α,β b α c β Jλ α , grad β . By part (i) all of the coefficients in this expansionare are O(1). Furthermore by Proposition 5.2 all of the pairings are O( ). So the sum goes to 0 as → 0 and part (ii) is established.
We have ||v|| 2 = ||v N || 2 + ||v P || 2 + 2 v N , v P (*). Since || v N ||v N || || 2 = 1 and || v P ||v P || || 2 = 1, by part (ii) for sufficiently small,
The formula of Proposition 5.3 and a straightforward calculation using properties of the Levi-Civita covariant derivative gives us α (ζ n (t)) = 2 ζ n (t), λ α 2 + 6 ζ n (t), Jλ α 2 + O(
Furthermore, 2 ζ n , λ α 2 + 6 ζ n , Jλ α 2 ≥ 2F n (t) ≥ u. So for n sufficiently large
We claim that max t∈[0,T ] α (ζ n (t)) ≥ 1 16 uT 2 . Let t min,n be such that min t∈[0,T ] α (ζ n (t)) is realized at t min,n . If there is t ∈ [0, T ] such that α (ζ n (t)) − α (ζ n (t min,n )) ≥ 1 16 uT 2 , then since α (ζ n (t min,n )) ≥ 0 we get the desired lower bound. Otherwise, α (ζ n (t)) ≤ 1 16 uT 2 for every t ∈ [0, T ]. Moreover, α (ζ n (t)) ≥ 0 for every t ∈ [0, T ]. Thus by the mean value theorem there is t * n ∈ [0, T ] such that |˙ α (t * n )| ≤ uT 8 . Integrating (5.1) form t * n to t and using the bound on the first derivative at t * n we have
Let t n ∈ [0, T ] be such that t n − t * n ≥ T 2 . Then at t n , the right hand side of the above inequality is greater than or equal to
16 . So we obtain the lower bound for max t∈[0,T ] α (ζ n (t)).
The lower bound for max t∈[0,T ] α (ζ n (t)) for all n sufficiently large contradicts the fact that ζ n ([0, T ]), by the assumption that n → 0, is a sequence of geodesic segments converging to the σ−stratum where the α−lengthfunction is identically 0.
Corollary 5.8. Let ζ be a geodesic segment in U , (σ), then for sufficiently small, 1 2 ||ζ P || 2 ≤ ||ζ|| 2 ≤ ||ζ P || 2 .
Proof. We have ||ζ|| 2 = ||ζ P || 2 +||ζ N || 2 +2 ζ P ,ζ N . ||ζ N || 2 = α,α a α a α λ α , λ α + 2a α b α λ α , Jλ α +b α b α Jλ α , Jλ α . By Proposition 5.2 all of the inner products in the sum are either O(1) or O( ). By Lemma 5.7, a α and b α go to 0 as → 0. Thus ||ζ N || 2 → 0 as → 0. Furthermore, by Lemma 5.6, ζ P ,ζ N → 0 as → 0. So for sufficiently small 1 2 ||ζ P || 2 ≤ ||ζ|| 2 . The inequality ||ζ|| 2 ≤ ||ζ P || 2 is proved in Lemma 5.6 (iii).
Given a smooth path ζ and a vector field V along it, we denote ∇ζV by V and ∇ζ∇ζV by V . The following lemma shows that N σ is almost parallel near the σ−stratum. α ). So each of these terms go to 0 as → 0. grad β and grad β are tangent to S(σ) so is ∇ grad β grad β . Therefore, by the continuity of the covariant derivatives as stated in Proposition 5.4 (c β f β ∇ grad β grad β ) N → 0 as → 0. So we may conclude that all the terms after the last equality above go to 0 as → 0. So
Proof of Theorem 5.1. Recall that X is a geodesically convex, negatively curved Riemannian manifold. Let p ∈ X and q be the nearest point [CE08] , this implies that the ball is mapped by the nearest point projection π to the same end point. This implies that dπ p = 0. So we have the contraction in this situation. The rest of proof is devoted to establish the contraction property of dπ p : T p X → T q g when ζ ,ġ | q =0. Note that at a point p ∈ X with π(p) = g(0) or g(T ), only the directional derivatives of π are defined.
First we reformulate the contraction property of π in terms of Jacobi fields along the geodesic segments ζ connecting a point to its nearest point on g. This reformulation will be convenient to work with. A vector field J(s) along ζ(s) is a Jacobi field if it satisfies the Jacobi equation,
Here R(., .). denotes the Riemann curvature operator.ζ denotes the derivative of ζ with respect to s. J = ∇ζJ and J = ∇ζ∇ζJ. We characterize the map dπ : T X → T g in terms of Jacobi fields. Given v ∈ T p X , let η : [−δ, δ] → X be a smooth path passing through p with η(0) = p andη(0) = v. Then the family of geodesics connecting each point η(t) to its nearest point on ζ, π(η(t)), defines a variation of geodesics u : {(t, s) : −δ ≤ t ≤ δ, 0 ≤ s ≤ s 1 } → X , with J(s 1 ) = v and J(0) = dπ(v). 
The second equality follows because ∇ is torsion free and [ 
and let ζ be the geodesic segment connecting p to π(p). Given a unit vector v ∈ T p X (||v|| 2 = 1) as we saw earlier there is a Jacobi field J along ζ with
We proceed to show that for some δ 1 < 1
which implies the contraction property.
Our strategy to get the bound (5.5) is the following: There are > 0, a multi-curveσ and an interval E of definite length such that ζ(t) ∈ U , (σ). If J(s) has a definite factor in P σ over E, then using a compactness argument we establish a negative upper bound for the sectional curvatures of the span ofζ(s) and J(s). This provides a negative upper bound for the second term on the right hand side of (5.4). The reason one should expect such a bound is that the sectional curvatures are bounded away from 0 in the thick part of the σ−stratum, σ is a non-separating multi-curve. The metric near the σ−stratum is (almost) the product of the stratum metric and α∈σ (d
, moreover P σ is almost tangent to the level manifolds of ( 1/2 α ) α∈σ . If J(s) does not have a definite factor in P σ over E, then the normal component of J varies over E a definite amount, so ||J N || has a definite amount. Furthermore, by Lemma 5.9 the bundle N σ is almost parallel. So we may conclude that ||J || 2 has a definite amount. This provides a lower bound for ||J || 2 and consequently the first term on the right hand side of (5.4). Having these bounds integrating both sides of the equation (5.4) we get the desired bound for ||J(0)|| 2 . We proceed to implement this strategy. Passing to the quotient and using the fact that there are finitely many disjoint strata, there is a lower bound for the distance of S(σ) and S(τ ), σ τ . Also the −thick part of the σ−stratum is disjoint from all the points in its completion. Therefore, there is a lower bound for the distance of the −thick part of S(σ) and any τ −stratum with τ σ or τ ⊇ σ only depending on the topological type of S. This means that there is h 1 > 0 such that the h 1 −neighborhood of the −thick part of S(σ) only intersects the strata of multi-curves σ ⊆ σ. Given t ∈ [0, b], let σ t be the maximal (possibly empty) subset of σ such that ζ(t) ∈ U (σ t ). By convexity of length-functions along WP geodesics, for any σ ⊆ σ, the set of t ∈ [0, b] such that ζ(t) ∈ U (σ ) is an interval. The number of multi-curves σ ⊆ σ is 2 |σ| ≤ 2 3g−3+n . By these two observations there is a multi-curveσ ⊆ σ and an interval E of length at least e = h 2 3g−3+n such that ζ(t) ∈ U , (σ) for every t ∈ E. Note that e only depends on b and . On the other hand, N b (g([0, T ])) is geodesically convex, so ζ stays inside this neighborhood. This, as we saw above, implies that β (ζ(t)) ≥ for every β / ∈σ. So we may conclude that ζ(t) ∈ U , (σ) for all t ∈ E. dπ maps any vector tangent to ζ to 0 ∈ T g. Any vector has a decomposition to a component tangent to ζ and a component orthogonal to ζ. We are in the situation that ζ ,ġ | π(p) = 0, so dπ p is defined as a linear map T p X to T π(p) p. So by the linearity of dπ we only need to consider vectors v with v,ζ(b) = 0. Let v be such a vector with ||v|| 2 = 1. Let ||J(0)|| 2 = ω. By Lemma 5.11 (i) ||J(s)|| 2 is non decreasing, so
Let ω 0 < 1 be a constant which will be determined. If ω ≤ ω 0 , since ||J(b)|| 2 = 1 and ||J(0)|| 2 ≤ ω 0 < 1, our claim holds immediately. So in the rest of proof we may assume that
2 . We will consider the following two cases depending on the behavior of the function ||J P (s)|| 2 on the interval E.
Claim 5.13. For sufficiently small, there is k 0 < 0 such that for every s ∈ E we have that κ(ζ(s), J(s)) ≤ k 0 . Let ζ n : [0, h] → Teich(S) be a sequence of geodesic segments as in Claim 5.12. That is for a sequence n and a sequence of intervals E n with |E n | ≡ e and a sequence of multi-curves σ n with S\σ n large, ζ n (E n ) ⊂ U n, (σ n ). Let J n be a sequence of Jacobi fields along the geodesic segments ζ n satisfying (5.7), (5.6) and the assumption of this case, that is for all n,
• ω ≤ ||J n || 2 ≤ 1,
Let s n ∈ E n be such that κ n = κ(ζ n (s n ), J n (s n )) → 0 as n → ∞. After possibly passing to a subsequence ζ n (s n ) limit to a point p in the −thick part of some S(σ), where S\σ is large. Ifσ = ∅, then p is in the −thick part of Teichmüller space. Moreover,ζ n (s n ) limit to vectors v ∈ T p Teich(S) with ||v|| 2 = 1 and J n (s n ) limit to w ∈ T p Teich(S) with ||w|| 2 ≥ ω 0 . Furthermore, v, w = 0. So span(v, w) is a nondegenerate plane at p in the −thick part of Teichmüller space. But there is an upper bound k 1 < 0 for the sectional curvatures in this region which contradicts the assumption that κ n → 0 as n → 0. So in the rest of proof we may assume that n → 0 as n → ∞ and σ = ∅.
Letζ n = α∈σ a α,n λ α +b α,n Jλ α + β∈χ c β,n grad β and J n = α∈σ d α,n λ α + e α,n Jλ α + β∈χ f β,n grad β . Since ||ζ n || 2 = 1, by Lemma 5.6 the coefficients a α,n , b α,n and c β,n where α ∈ σ and β ∈ χ are O(1). Similarly, since ||J n || 2 ≤ 1, all the coefficients d α,n , e α,n and f β,n where α ∈ σ and β ∈ χ are O(1).
We have the following bounds for the terms in the expansion of R(ζ n , J n )J n ,ζ n .
• Every term a 2 α,n e 2 α,n R(λ α , Jλ α )Jλ α , λ α is non-positive for n sufficiently large.
• Every term which is a multiple of R( (J)λ α , .) ., . except the ones in the previous line have arbitrary small absolute value for n sufficiently large.
In the first bullet, for each n, R(λ α , Jλ α )Jλ α , λ α is evaluated at a point within distance 2(3g − 3 + b)π n of the stratum S(σ n ). Then since n → 0, by the limit of diagonal terms in Proposition 5.5, R(λ α , Jλ α )Jλ α , λ α → −∞ as n → ∞. Thus for n sufficiently large each term in the first bullet is non-positive. The second bullet follows from the bounds on the coefficients we established above and the convergence statement in Proposition 5.5. Now using the symmetries of Riemann curvature tensor and the bounds we just established, each term of the expansion of R(ζ n , J n )J n ,ζ n with one component λ α or Jλ α (α ∈ σ) is either negative or has arbitrary small absolute value when n is sufficiently large. The rest of terms in the expansion of R(ζ n , J n )J n ,ζ n add up to R((ζ n ) P , (J n ) P )(J n ) P , (ζ n ) P . We proceed to show that this term is less than or equal to some k 0 < 0 for all n sufficiently large.
||J n || 2 ≤ 1, so by Lemma 5.6 (iii) ||J n || 2 ≤ 2. Then 2 ≥ ||(J n ) P || 2 ≥ ω 0 4 , so after possibly passing to a subsequence (J n ) P limits to a nonzero vector v with 2 ≥ ||v|| 2 ≥ ω 0 4 . By Corollary 5.8, for sufficiently small ||(ζ n ) P || 2 ≥ 1 2 ||(ζ n )|| 2 ≥ ω 0 2 . So (ζ n ) P limits to a nonzero vector w with
. So by the Cauchy-Schwartz inequality, the first term and the second term of (5.8) go to 0 as n → ∞. Since ||(J n ) N || 2 and ||(J n ) P || 2 are bounded, by Lemma 5.6 (ii) the third term of (5.8) goes to 0 as n → ∞. Having these bounds from (5.8) we may conclude that (J n ) P , (ζ n ) P → 0 as n → ∞. So v, w = 0 R(ζ P , J P )J P ,ζ P limits to κ(v, w)|v ∧ w| 2 . All the sectional curvatures in the −thick part of S(σ) are bounded above by some k 2 < 0. Moreover,
8 . This implies that R((ζ n ) P , (J n ) P )(J n ) P , (ζ n ) P is less that or equal to k 3 = k 2 ω 0 16 < 0 for n sufficiently large.
It follows from the way we constructed J that J(0) = ||J(0)||ġ| q . ||J(0)|| 2 ≤ ω 0 and g ⊂ U (σ). So by Lemma 5.7 for sufficiently small, ||J N (0)|| 2 ≤ ω 0 4 . Now we have:
The first inequality follows from the fundamental theorem of calculus and the bounds ||J N (s 0 )|| 2 ≥ ω 0 and ||J N (0)|| 2 ≤ ω 0 4 we got above. The second one is the compatibility of the Riemannian metric and its Levi-Civita covariant derivatives. The third one follows from the Cauchy-Schwartz inequality. The last one holds since ||J N || 2 ≤ 1 and s 0 ≤ b.
From the above bound we get (5.9)
By Lemma 5.6, we have that ||J || 2 ≥ 1 2 ||(J ) N || 2 . So we have
Since ||J|| 2 ≤ 1 along ζ, by Lemma 5.9 we have that ||J N || 2 −||(J ) N || 2 → 0 as → 0. So the last integral above goes to 0 as → 0. Thus by (5.9) for sufficiently small we have We may conclude that for δ 1 the maximum of the δ 1 's we worked out in cases 1 and 2, (5.5) holds. Note that δ 1 only depends on b, , and ω 0 . But the choice of ω 0 depends only on and . So δ 1 depends on b, and .
This finishes the proof of uniform strict contraction of π.
Strongly asymptotic rays
In this section we prove Theorem 1.1. Our strategy is the same as the one for the proof of the Recurrent Ending Lamination Theorem in [BMM10] . Let r ν ± be a WP geodesic ray with prescribed itinerary with narrow end invariant and bounded annular coefficients. Suppose that r is a geodesic ray which is not strongly asymptotic to r ν ± . In the Narrow Visibility Theorem (Theorem 6.4) we show that there is a bi-infinite geodesic g asymptotic to r ν ± in the forward time and asymptotic to r in the backward time i.e. r ν ± is visible. By Lemma 2.4 any ending measured lamination L of r ν ± has bounded length along it. Furthermore, suppose that the forward ending lamination of r is contained in ν + . Then by Proposition 6.5 L has bounded length along r as well. By construction of g we may choose L such that in backward. By strong asymptoticity of r and g in forward time L has bounded length along g in forward time. But this violates the convexity of the length of measured laminations along WP geodesics. So we may conclude that r ν ± and r are strongly asymptotic. In other words, the forward ending data determines the strong asymptotic class of rays with narrow end invariant and bounded annular coefficients. Theorem 6.2. (Asymptotic =⇒ strongly asymptotic) Let r ν ± be a WP geodesic ray with prescribed itinerary with A−narrow end invariant and bounded annular coefficients. Then any WP geodesic ray r asymptotic to r ν ± is also strongly asymptotic to r ν ± .
Proof. For simplicity of notation we denote r ν ± by r. Assume that r and r are parametrized by arc-length.
By 
Given any integer n > 0, consider the geodesic segments [r(0)r (n)] and r([0, n]). Let U 1,n : 1,n → Teich(S) be a geodesic variation as in §4. Similarly for the geodesic segments [r(n)r (n)] and r([0, n]) let U 2,n : 2,n → Teich(S) be the geodesic variation. Let U n : 1,n ∪ 2,n → Teich(S) be the map which restricts to U 1,n on 1,n and restricts to U 2,n on 2,n , see Figure  2 .
Let V k be a subinterval of the domain of [r(0)r (n)] such that η(t)
We denote V k × W k with the pull back metric by u k,n by k,n . Let l b,k,n be the length of u k,n (V k × b) and l 0,k,n be the length of u k,n (V k × 0). Since each [t has length at least d using Theorem 4.1 (IV) we may assume that
In what follows we show that for k sufficiently large each k,n has contribution at least some K 0 > 0 to the left hand side of (4.3).
Remark 6.3. In [BMM10] the recurrence to the thick part of moduli space where all the sectional curvatures are bounded above by a negative constant is used to produce regions with this property.
Let the vector field V = 
By this inequality
guarantees that each k,n contributes at least
to the left hand side of (4.3).
Suppose that r and r are not strongly asymptotic. Then since distance function in a CAT(0) space is convex, there are b 0 > 0 and T > 0 such that
2 , then the CAT(0) comparison for n shows that for n sufficiently large N n , the number of ruled rectangles k,n ⊂ n with hight b where the lower bound K 0 holds, would be made arbitrary large by enlarging n. On the other hand, we have
By the Gauss-Bonnet formula (4.3) the right hand side is bounded above by π independent of N n , so N n ≤ π K 0 . This contradicts the observation that N n would be made arbitrary large.
Theorem 6.4. (Narrow Visibility) Let r ν ± be a WP geodesic ray with prescribed itinerary with narrow end invariant and bounded annular coefficients. Let r be a WP geodesic ray which is not strongly asymptotic to r. Then there is a bi-infinite geodesic inside Teichmüller space which is strongly asymptotic to r ν ± in forward time and asymptotic to r in backward time. In other words, r ν ± is visible.
Proof. For simplicity we denote r ν ± by r. Let r and r both be parametrized by arc-length. Since the rays r and r are not strongly asymptotic we may omit finitely many of [t 
and r is at least b 0 . It follows from the fact that in a CAT(0) space the distance between any two geodesic rays is a convex function.
Recall the set up form Theorem 6.2. For any integer n > 0, consider the geodesic segments [r(0)r (n)] and r([0, n]). Let U n : n → X be the map defined by geodesic variations. Suppose that V k be the subinterval of domain of [r(0)r (n)] such that η(t)
We denote by k,n , V k × W k with the pull back metric by u k,n . Then as we saw there, for k sufficiently large each k,n contributes at least K 0 > 0 to the left hand side of (4.3). Denote by g n the parametrization by arc-length of [r(n)r (n)].
First we claim that after possibly passing to a subsequence there are parameter valuest n for which g n (t n ) converge to a point z ∈ Teich(S).
Let T > 0 be such that d(r(t), r (t)) > b 0 for every t > T . Let b = b 0 2 , we claim that there isk such that uk ,n ( k ,n ) ∩ g n = ∅ for every sufficiently large n.
Suppose g n ∩ uk ,n ( k ,n ) = ∅. Let N be the number of k,n ⊂ n , then we have the following bound
By the Gauss-Bonnet theorem the left hand side is bounded above by π independent of N , so N ≤ π K 0 . On the other hand, by the CAT(0) comparison N can be made arbitrary large by enlarging n. We may also assume that n >k. So fork sufficiently large we get a contradiction to the above upper bound and the claim follows.
Let z n = g n (t n ) be the intersection points, then z n lie in the b−tubular neighborhood of r([t
which is a compact subset of Teich(S). Therefore after passing to a subsequence we may assume that z n converge to a point z ∈ Teich(S).
Now we proceed to show that the geodesic segments g n converge to a geodesic passing through z. We claim that if we reparametrize g n by arclength such that g n (0) = z n then for each t ∈ [0, ∞) the sequence {g n (t)} n is Cauchy. To see this let h + n be the geodesic segment joining z to r(n)
parametrized by arc-length, then let N t be such that d(z, r(n)) > t for each n ≥ N t . Now d(h + n (t), g + n (t)) < d(z n , z) by the CAT(0) comparison for the triangles (zz n r(n)). Then the claim follows since d(z n , z) → 0 as n → ∞. A similar argument shows that for each t ∈ (−∞, 0] the sequence {g n (−t)} n is Cauchy. Then each of the geodesics g n limit to a bi-infinite geodesic g : R → Teich(S) as parametrized geodesics (see the proof of Proposition 8.2 in §II.8 of [BH99] ). Since g is the limit of geodesic segments [r(n)r (n)], g + = g| [0,∞) is asymptotic to r and g − = g| [0,−∞) is asymptotic to r . Moreover, by Theorem 6.2 g + is strongly asymptotic to r.
Proposition 6.5. Let r = r ν ± be a ray with prescribed itinerary with narrow end invariant (ν − , ν + ) and bounded annular coefficients. Let L be a measured lamination supported on a sublamination of ν + . Then L (r ν ± (t)) is bounded.
Proof. As in the proof of Lemma 4.5 in [BMM10] we consider the rayr as follows: Since (ν − , ν + ) is a narrow pair, ν + = ν ∪ ∂Z where Z ⊆ S is a large subsurface and ν ∈ EL(Z). Let Σ ν denote the simplex of projective classes of measures on ν in PML(Z), and letL ∈ ML(Z) be a representative of the projective class determined by a point in the interior of the top-dimensional face. ThenL is a positive linear combination of all ergodic measures on ν . Let γ n ∈ C(Z) be a sequence of simple closed curves for which the projective classes [γ n ] converge to [L] , and let r n = [xc n ] where c n is a surface pinched at γ n ∪ ∂Z. Letr be a limit of r n 's in the visual sphere of Teichmüller space at x. Then by Lemma 2.6r is an infinite ray and every α ∈ ∂Z has bounded length alongr. Each γ n is pinching along r n so Lemma 2.5 implies thatL has bounded length alongr. This implies that any ergodic measure supported on ν + has bounded length alongr. Any measure supported on ν is a combination of ergodic measures of ν . So we may conclude that any measure supported on ν + has bounded length alonḡ r.
We proceed to show that r ν ± andr are strongly asymptotic rays. If not, by Theorem 6.4 there is a bi-infinite geodesic g asymptotic to r ν ± in the forward time and asymptotic tor in the backward time. By the construction of g there is L an ending measured lamination of r ν ± which has bounded length along g in the backward time. Furthermore, since L is supported on a sublamination of ν + by the previous paragraph it has bounded length along r. This contradicts the convexity of length-functions along g. Furthermore, since both r andr start at x convexity of distance between tow geodesics in a CAT(0) space implies that r ν ± =r.
As we saw in the first paragraph the measured lamination L in the statement of proposition has bounded length alongr. By the second paragraph r ν ± =r, thus L has bounded length along r ν ± , as was desired.
Proof of Theorem 1.1. Denote r ν ± by r. We show that any other infinite ray r with forward ending lamination contained in ν + is strongly asymptotic to r.
Suppose not then by Theorem 6.4 there is a bi-infinite geodesic g strongly asymptotic to r in the forward time and asymptotic to r in the backward time. By the construction of g there is L an ending measured lamination of r which has bounded length along g in backward time. Furthermore, L is supported on a sublamination of the forward ending lamination of r which is ν + . Then Proposition 6.5 implies that it has bounded length along r as well. Now since g is strongly asymptotic to r in forward time, L has bounded length along g in forward time. But this contradicts convexity of the L−length-function along g. Thus we conclude that r and r are strongly asymptotic.
As an application of Theorem 1.1 we provide a completely symbolic condition for divergence of WP geodesic rays in the moduli space. Proof. Let r ν ± by the infinite ray with prescribed itinerary, denote it by r. The condition d S (ν − , ν + ) ≤ R guarantees that ν + has closed leaves. Let σ be the set of closed leaves of ν + . The narrow condition S\σ is a large subsurface. Let Y be the only connected component of S\σ with ξ(Y ) ≥ 1. Then the restriction of ν + \σ to Y is in EL(Y ), so is a point in the Gromov boundary of C(Y ). We proceed to show that given > 0 there is T > 0 such that α (r(T )) ≤ .
Let ρ : [0, ∞] → P (S) be the hierarchy path between ν − and ν + . There is N such ρ(i) ⊃ ∂Y for all i ≥ N , see [MM00] . By Lemma 3.4 given > 0 and d = 1, there is L > 0 such that there is Z a component domain of ρ and [k, l] ⊂ [0, L ] such that α (r(t)) ≤ for all α ∈ ∂Z and any T between N (k +w) and N (l −w). Furthermore, if m > N then ∂Y ⊆ ∂Z. For each α ∈ ∂Y , α (r(t)) is a convex function from R ≥0 to R ≥0 , moreover by Lemma 2.6 it is bounded, thus it is a decreasing function. Then α (T ) ≤ for all t ∈ [T, ∞).
The above discussion implies thatr, the projection of r to the moduli space, is divergent. Furthermore, by Theorem 1.1 any geodesic ray r with forward end invariant ν + is strongly asymptotic to r ν ± , so it projection to the moduli space diverges.
Theorem 6.7. Any WP geodesic ray with end invariant with the list of subsurface coefficients described in §8.2 of [Mod] , Scheme I, is divergent in the moduli space.
Proof. In §8.2 of [Mod] we proved that there is a divergent WP geodesic ray r with end invariant (ν − , ν + ) with the list of subsurface coefficients. Furthermore, this pair is narrow with bounded annular coefficients so Theorem 1.1 implies that any other ray r with the same forward ending lamination is strongly asymptotic to r and diverges. Note that here ν + is a minimal filling lamination.
