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ABSTRACT
P. Baster, K. Pocztowska. Neural networks and models for polychotomous ordered data in credit risk analy-
sis. Folia Oeconomica Cracoviensia
Management of credit risk, one of the main bank activities, is currently a very important 
issue. This paper contains comparison of two instruments used in prediction of probability 
that consumer fails to fully repay a loan in agreed time: artificial neural networks and mod-
els for polychotomous ordered data. For the empirical research each client has been as-
signed to one of four categories reflecting his/her delay in payments. Estimation and valida-
tion of methods was performed on a 3000-item sample containing information about each 
loan agreement and repayment history originating from one of Polish banks, covering years 
2000–2001. The dataset was repeatedly divided into train and validation sets. Multi-layer archi-
tecture of artificial neural network with logistic activation function was proposed. Ordered logit 
and probit models were estimated within maximum likelihood framework. Several alternative 
specifications were proposed differing in independent variable set (including their products and 
squares). Bank income was chosen as the main criterion of fitness. Problem of optimal decision 
and defining appropriate loss function was formulated on the basis of statistical decision theory. 
Furthermore, properties of estimated models related to inference about probability of repayment 
and credit risk factors were presented.
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61. RYZYKO KREDYTOWE — WPROWADZENIE
Ryzyko stanowi nieodłączny element działalności banku. W literaturze definiuje 
się je jako zagrożenie wynikające z nietrafnych decyzji bądź jako możliwość wy-
stąpienia efektu niezgodnego z oczekiwaniami. W przypadku działalności kre-
dytowej jest to niebezpieczeństwo niedotrzymania warunków umowy przez 
kredytobiorcę, który nie spłaca całości lub części kwoty kredytu i odsetek (Kry-
siak 2006).
Z punktu widzenia banku niespłacanie kredytów powoduje zmniejszenie po-
tencjalnych zysków i konieczność tworzenia rezerw celowych zabezpieczających 
wkłady deponentów, co w ostateczności może skutkować utratą płynności i wia-
rygodności, a nawet bankructwem. Dlatego też zarządzanie ryzykiem jest tak 
ważną sferą funkcjonowania banku. Istotą działań w tym obszarze jest identyfi-
kacja i pomiar ryzyka. Najczęściej przyjmowaną miarą są prawdopodobieństwa 
spłaty kredytu przez konkretnych klientów wyznaczane za pomocą odpowied-
nich metod. Do najpopularniejszych należą: analiza dyskryminacyjna, modele 
zmiennych jakościowych, systemy eksperckie, sieci neuronowe, data mining. 
Banki stosują różne procedury, a ich skuteczność może stanowi o sile i konku-
rencyjności na rynku. Wykorzystywane narzędzia powinny pozwalać też na wy-
znaczenie determinant ryzyka i podjęcie decyzji kredytowej (Gruszczyński 2001). 
Najistotniejszym dla banku kryterium porównawczym jest jednak wielkość 
zysku finansowego wynikającego z zastosowania poszczególnych metod na eta-
pie udzielania kredytów.
Przedmiotem rozważań w niniejszej pracy są dwa narzędzia stosowane 
w analizie ryzyka kredytowego: sieci neuronowe i polichotomiczne modele 
zmiennych jakościowych.
2. SIECI NEURONOWE
Przez sztuczne sieci neuronowe rozumiemy systemy przetwarzania danych symu-
lujące uczące się struktury mózgu (PWN 1996). Inna definicja głosi, że sieć neu-
ronowa to uproszczony model mózgu, składający się z pewnej liczby elementów 
nazywanych sztucznymi neuronami, które przetwarzają informacje. Sztuczne neu-
rony to uproszczone modele neuronów biologicznych, których parametry (nazy-
wane wagami) decydują o własnościach sieci i podlegają optymalizacji w trakcie 
procesu nazywanego uczeniem (Tadeusiewicz 1993). Z matematycznego punktu 
widzenia, sieci neuronowe to modele regresyjne oparte na pewnej klasie spara-
metryzowanych funkcji nieliniowych, których parametry szacuje się zwykle me-
todami nieparametrycznymi.
W opisywanym badaniu wykorzystana została typowa architektura sieci wie-
lowarstwowej jednokierunkowej z logistyczną funkcją aktywacji. Ta klasa sieci 
7jest w stanie odwzorować każdą funkcję ciągłą określoną na ograniczonym zbio-
rze z dowolną dokładnością (Cybenko 1989). Na rysunku 1 przedstawiony został 
schemat sieci tego typu. W sztucznym neuronie oblicza się ważoną sumę wejść, 
która jest następnie normowana przez funkcję logistyczną. Neurony ułożone są 
w warstwy (zwykle nie więcej niż trzy), które kolejno i równolegle przetwarzają 
zmienne wejściowe. Wartości generowane przez ostatnią warstwę sieci interpre-
towane są jako wartości wyjściowe — odpowiedź modelu.
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Źródło: opracowanie własne.
Ryc. 1. Schemat sieci wielowarstwowej jednokierunkowej
Uczenie sieci to optymalizacja wag w sensie pewnej funkcji celu (najczę-
ściej jest to minimalizacja błędu średniokwadratowego). Ocena efektywności 
sieci zwykle odbywa się przez testowanie jej działania na danych nie biorących 
udziału w optymalizacji — tzw. zbiorze testowym, stanowiącym zazwyczaj 
10–20% całego zbioru obserwacji, podczas gdy dane biorące udział w uczeniu na-
zywane są zbiorem uczącym. Dopasowanie sieci do danych uczących rośnie wraz 
ze wzrostem liczby neuronów, lecz po początkowym wzroście zwykle spada dla 
danych testowych, gdyż sieć zaburzona przez przypadkowy szum w danych 
uczących będzie gorzej generalizować wyuczone zależności na nieobserwowane 
przypadki. Dla poprawy zdolności aproksymacyjnych sieci do funkcji celu dodaje 
się czasem wyraz penalizujący modele z wyższymi wartościami bezwzględnymi 
wag. Do konstrukcji sieci, estymacji modelu i generowania prognoz opartych 
o sztuczne sieci neuronowe wykorzystuje się także czasem metody wnioskowa-
nia bayesowskiego (Lee 1999).
83. POLICHOTOMICZNE MODELE ZMIENNYCH JAKOŚCIOWYCH 
DLA KATEGORII UPORZĄDKOWANYCH
Polichotomiczne modele zmiennych jakościowych dla kategorii uporządkowanych (ang. 
multinomial response, polychotomous, multiple-choice models) to klasa modeli 
ekonometrycznych, w których zmienna endogeniczna ma dyskretny rozkład 
prawdopodobieństwa i przyjmuje więcej niż dwie wartości mierzone na skali po-
rządkowej.
Ogromny wkład w rozwój tych modeli wnieśli D.L. McFadden i J. Heckman, 
którzy w 2000 r. za rozwój metodologiczny i zastosowanie modeli dyskretnego 
wyboru w praktyce otrzymali nagrodę Nobla w dziedzinie ekonomii. Konstruk-
cja modelu jest następujaca (McKelvey, Zavoina 1975).
Niech y1, ..., yT będzie ciągiem niezależnych zmiennych losowych o dyskret-
nym rozkładzie. Zakładamy, że przyjmują one z ustalonym prawdopodobień-
stwem ptj wartości j, gdzie j = 1,2, ..., M dla każdego t.
Zależność między  a wektorem zmiennych objaśniających X = 
(x1, ..., xK) wprowadza się przy pomocy nieobserwowalnej ciągłej zmiennej zt , 
która według proponowanej w literaturze interpretacji reprezentuje stocha-
styczną funkcję użyteczności decydenta wybierającego spośród możliwych kate-
gorii zmiennej yt .
Wartości zt  determinują obserwowaną kategorię zmiennej yt  w następujący 
sposób:
dla j = 1, ..., M i t = 1, ..., T.
W powyższym modelu zmienne losowe et są niezależne o znanym jednako-
wym rozkładzie (z zerowa wartością oczekiwana i znaną skończoną wariancją) 
i odpowiadają za wszelkie losowe zakłócenia. Jeśli jest to rozkład logistyczny to 
model nazywamy logitowym, a jeśli normalny to model określa się mianem probi-
towego.
(B,  A) stanowi wektor parametrów podlegających estymacji za pomocą me-
tody MNW. Składowe wektora A = (a0, a1,  ..., aT) noszą nazwę punktów ucięcia. 
W celu zapewnienia identyfikowalności uwzględniamy w B wyraz wolny b0 
i ustalamy: a0 = –∞, a1 = 0, aM = +∞, .
Dla obserwacji charakteryzującej się wektorem zmiennych niezależnych 
XT prawdopodobieństwo przyjęcia przez zmienną zależną yt kategorii j (dla 
j = 1, ..., M) można zapisać jako: 
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gdzie A(.) to dystrybuanta rozkładu zmiennych et.
9Oznaczmy jako W = (w1, ..., wn)  wektor wyjściowych zmiennych objaśnia-
jących reprezentujących określone interpretowalne cechy. Wtedy Xt może być 
wektorem dowolnych funkcji elementów Wt pod warunkiem, że są liniowe 
względem parametrów B. Jeżeli część regresyjna modelu ma postać WtB to taką 
specyfikacje nazywamy modelem I rzędu. Jeżeli Xt jest wielomianem drugiego 
stopnia zmiennych z Wt to model jest II rzędu. Przyczyną wprowadzenia specy-
fikacji II rzędu jest jej zdolność do lepszej aproksymacji dowolnej funkcji zmien-
nych Wt i parametrów B, występującej potencjalnie w miejscu wyrażenia XtB. 
Modele II rzędu wykazują tym samym lepsze własności w zakresie modelowania 
wpływu zmiennych wyjściowych na prawdopodobieństwa ptj.
4. CHARAKTERYSTYKA DANYCH
Zbiór obserwacji składał się z 3000 rachunków kredytowych otwartych w okre-
sie od 01.01.2000 do 30.09.2001. Dane pochodziły z polskiego banku komercyj-
nego i były już wcześniej wykorzystywane w badaniach empirycznych (Marzec 
2008).
Zmienna objaśniana przyjmuje cztery wartości reprezentujące kategorię kre-
dytu w zależności od przedawnienia w spłacie. Do podziału kredytu na takie 
grupy banki były zobowiązane treścią obowiązującej w tym czasie uchwały 
(Uchwała nr 8/1999 Komisji Nadzoru Bankowego z 22 grudnia 1999 r.), która 
obligowała również do tworzenia rezerwy zabezpieczającej depozyty liczo-
nej jako procent wartości kredytów z danej kategorii. Tabela 1 zawiera infor-
macje dotyczące konstrukcji zmiennej objaśnianej, okres opóźnienia w spłacie 
kredytu, a także procent wartości kredytu jaki bank musiał odłożyć w postaci 
rezerw.
Tabela 1
Konstrukcja zmiennej objaśnianej
j Kategoria należności Wysokość rezerw Opóźnienie w spłacie
1 normalne – poniżej 1 m-ca
2 poniżej standardu 20% od 1 do 3 m-cy
3 wątpliwe 50% od 3 do 6 m-cy
4 stracone 100% powyżej 6 m-cy
Źródło: opracowanie własne.
Zbiór charakterystyk obserwacji składał się ze zmiennych opisujących: 
— kredytobiorcę: płeć (1-mężczyzna, 0-kobieta), wiek w latach, źródło do-
chodu — reprezentowany przez trzy pomocnicze zmienne binarne: dochód1 
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(1-renta, emerytura), dochód2 (1-własna działalność gospodarcza, umowa 
zlecenie i o dzieło), dochód3 (1-inne źródło np. stypendium), referencyjna 
wartość to umowa o prace; 
— dotychczasowe kontakty klienta z bankiem: posiadanie kart kredytowych 
(1-posiada, 0-nie posiada) i rachunku ROR (1-posiada, 0-nie posiada), a także 
wielkość kwartalnych wpływów na ROR w tys. zł; 
— kredyt: kwota w tys. zł, okres w latach, typ (1-konsumpcyjny, 0-hipoteczny), 
waluta (1-obca, 0-krajowa), sposób przyznania (1-przez pośrednika, 0-przez 
bank). 
W tabeli 2 przedstawiono rozkład poszczególnych zmiennych w próbie. 
Określono też wartości wszystkich zmiennych (na poziomie mediany) dla dwóch 
wyróżnionych klientów — typowego klienta pozyskanego przez bank lub przez 
pośrednika.
Tabela 2
Podstawowe ilościowe informacje o rachunkach kredytowych i ich właścicielach
Zmienna Struktura
Typowy klient
Pośrednik=0 Pośrednik=1
Płeć 54% 1 1
Wiek 39 lat 39 lat 39 lat
Wpływy 2,4 tys. zł 2,4 tys. zł 2,4 tys. zł
ROR 57% 1 1
Karty 33% 0 0
Pośrednik 38% 0 1
Typ 94% 1 1
Okres 1,5 roku 1,5 roku 1,5 roku
Kwota 5 tys. zł 5 tys. zł 5 tys. zł
Waluta 3% 0 0
Dochód 1 17% 0 0
Dochód 2 7% 0 0
Dochód 3 2% 0 0
Źródło: opracowanie własne.
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5. MODEL FUNKCJONOWANIA BANKU W KONTEKŚCIE  
PODEJMOWANIA DECYZJI KREDYTOWEJ
W celu szacowania korzyści finansowych z zastosowanych narzędzi należy 
określić zysk banku z pojedynczego klienta w zależności od decyzji kredytowej 
i kategorii kredytu. W literaturze (Osiewalski 2007, Marzec 2008) rozważa się to 
zagadnienie na gruncie statystycznej teorii decyzji. Oznaczmy przez m marżę 
banku, czyli różnicę w oprocentowaniu kredytów i depozytów. Bank podpisu-
jąc umowę z solidnym kredytobiorcą może się spodziewać zysku w wysokości 
m (dla jednostkowej kwoty kredytu). Natomiast odmawiając ponosi koszty utra-
conych możliwości równe –m. Decyzja o przyznaniu kredytu, który nie będzie 
spłacany wiąże się z utratą pewnej części kapitału i odsetek. Należy więc przyjąć 
odpowiednie wagi dla poszczególnych kategorii należności. Zasadne wydaje się 
odwołanie do wielkości rezerw, które bank musi tworzyć w celu zabezpieczenia 
środków pozyskanych od deponentów. Zakładamy więc, że kredyty poniżej stan-
dardu nie będą spłacone w 20% (strata banku to 0,2(1  +  m)), kredyty zagrożone 
w 50% (strata to 0,5(1  +  m)), a stracone nie zostaną spłacone w całości (strata to 
(1  +  m)). Powoduje to również, że bank zyskuje 0,8m lub 0,5m z kredytów od-
powiednio drugiej i trzeciej grupy. W tabeli 3 zaprezentowano jak w tej sytuacji 
będzie się kształtował zysk ekonomiczny banku.
Tabela 3 
Tabela wypłat zysku banku w zależności od kategorii kredytu i decyzji kredytowej
Decyzja
Kategoria kredytu
j = 1
normalny
j = 2
poniżej  
standardu
j = 3
wątpliwy
j = 4
stracony
Udzielić m 0,6m – 0,2 – 0,5 – (1 + m)
Odmówić – m 0 0 0
Prawdopodobieństwo pt1 pt2 pt3 pt4
Źródło: opracowanie własne.
Na podstawie oszacowanych dla konkretnego klienta prawdopodobieństw 
pt1, pt2, pt3, pt4, i funkcji wypłaty z tabeli 3 określimy optymalną regułę wskazującą 
jaka decyzja kredytowa jest dla banku opłacalna. Zakładamy, że przyznanie kre-
dytu powinno nastąpić, kiedy przy ustalonej marży m oczekiwany zysk z udzie-
lenia kredytu będzie większy od kosztów odmowy, co zachodzi, gdy spełniona 
jest nierówność: 
7?
?
Tabela 3  
Tabela wyp?at zysku banku w zale?no?ci od kategorii kredytu i decyzji kredytowej 
Decyzja 
Kategoria kredytu 
? ? ? 
normalny 
? ? ? 
poni?ej 
standardu 
? ? ? 
w?tpliwy 
? ? ? 
stracony 
Udzieli? ? ???? ? ??? ???? ??? ??? 
Odmówi? ?? ? ? ? 
Prawdopodobie?stwo ??? ??? ??? ??? 
?ród?o:?opracowanie?w?asne?
 
Na podstawie oszacowanych dla konkretnego klienta prawdopodobie?stw 
???? ???? ???? ??? i funkcji wyp?aty z tabeli 3 okre?limy optymaln? regu?? wskazuj?c? 
jaka decyzja kredytowa jest dla banku op?acalna. Zak?adamy, ?e przyznanie kredytu 
powinno nast?pi?, kiedy przy ustalonej mar?y ? oczekiwany zysk z udzielenia 
kredytu b?dzie wi?kszy od kosztów odmowy, co zachodzi, gdy spe?niona jest 
nierówno??:  
???? ? ????? ? ??????? ? ?????? ? ?? ?????? ? ?????. 
6. WYNIKI EMPIRYCZNE 
Dla potrzeb porównania modeli wielokrotnie dzielono zbiór obserwacji na zbiór 
ucz?cy (85%) i testowy (15%) i uzyskane na nich wyniki dla ka?dego z modeli 
u?redniano. Za miar? jako?ci modelu przyj?to ?redni zysk oraz median? zysku 
z kredytu o warto?ci jednostkowej (w sensie funkcji wyp?aty zdefiniowanej 
w tabeli 3), przy ustalonej stopie procentowej ? ? ??%. Miara ta przyjmuje 
warto?ci pomi?dzy ???? a ???. Do porównania wybrano model logitowy 
i probitowy dla kategorii uporz?dkowanych oraz sztuczn? sie? neuronow? 
z wyrazem penalizuj?cym modele z wy?sz? sum? kwadratów wag. Estymacj? 
przeprowadzono za pomoc? pakietu R. Jako zmienne obja?niane przyj?to 
znormalizowane warto?ci wszystkich dost?pnych cech oraz dwie nieliniowe 
kombinacje tych zmiennych: kwota/okres (odpowiadaj?ca w przybli?eniu wysoko?ci 
raty kredytowej) oraz kwota/okres/wp?ywy (lub 1 je?li wp?ywy wynosi?y zero). 
Wyniki porównania po ponad dwustu iteracjach zaprezentowano w tabeli 4. 
Tabela 4  
Zysk z kredytu o warto?ci jednostkowej 
 logit probit 
sztuczna sie? 
neuronowa 
?rednia 0,0267 0,0266 0,0255 
mediana 0,0267 0,0266 0,026 
?ród?o:?opracowanie?w?asne?
.
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6. WYNIKI EMPIRYCZNE
Dla potrzeb porównania modeli wielokrotnie dzielono zbiór obserwacji na zbiór 
uczący (85%) i testowy (15%) i uzyskane na nich wyniki dla każdego z modeli 
uśredniano. Za miarę jakości modelu przyjęto średni zysk oraz medianę zysku 
z kredytu o wartości jednostkowej (w sensie funkcji wypłaty zdefiniowanej w ta-
beli 3), przy ustalonej stopie procentowej m = 10%. Miara ta przyjmuje warto-
ści pomiędzy –1 a 0,1. Do porównania wybrano model logitowy i probitowy dla 
kategorii uporządkowanych oraz sztuczną sieć neuronową z wyrazem penali-
zującym modele z wyższą sumą kwadratów wag. Estymację przeprowadzono 
za pomocą pakietu R. Jako zmienne objaśniane przyjęto znormalizowane war-
tości wszystkich dostępnych cech oraz dwie nieliniowe kombinacje tych zmien-
nych: kwota/okres (odpowiadająca w przybliżeniu wysokości raty kredytowej) 
oraz kwota/okres/wpływy (lub 1 jeśli wpływy wynosiły zero). Wyniki porównania 
po ponad dwustu iteracjach zaprezentowano w tabeli 4.
Tabela 4 
Zysk z kredytu o wartości jednostkowej
logit probit sztuczna sieć neuronowa
średnia 0,0267 0,0266 0,0255
mediana 0,0267 0,0266  0,026
Źródło: opracowanie własne.
Wyniki porównano testem Wilcoxona dla obserwacji zależnych otrzymując 
rezultaty przedstawione w tabeli 5 oraz wyrysowano ich rozkład za pomocą ją-
drowej estymacji gęstości (rysunek 2).
Tabela 5 
P-value dla jednostronnych testów Wilcoxona
H0: Me(A) = Me(B)   vs   H1: Me(A) = Me(B)
A B P-value
logit probit 0,0013
logit sz. sieć neuronowa < 10–6
probit sz. sieć neuronowa < 10–6
Źródło: opracowanie własne.
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Źródło: opracowanie własne.
 Ryc. 2. Jądrowa estymacja gęstości zysku
Wyniki te pokazują, że mimo minimalnych różnic w wartościach zysku, po-
lichotomiczne modele zmiennych jakościowych dla kategorii uporządkowanych 
radziły sobie istotnie lepiej w ocenie ryzyka kredytowego niż sztuczne sieci neu-
ronowe. Ponadto zaobserwowano, iż: 
— jeżeli sztuczna sieć neuronowa korzysta ze wszystkich zmiennych objaśnia-
jących wówczas największy zysk generuje sieć składająca się tylko z jednego 
neuronu (co do postaci funkcyjnej równoważna modelowi logitowemu). Do-
datkowe warstwy neuronów, będące źródłem elastyczności sztucznych sieci 
neuronowych i zwykle stanowiące o ich przewadze, w tym przypadku je-
dynie powodują pogarszanie wyników z powodu przeuczenia. Ograniczenie 
zbioru zmiennych objaśniających przez usuwanie zmiennych nieistotnych 
poprawia wyniki. Dla zredukowanego zbioru zmiennych wejściowych testy 
pokazują przewagę sieci z jedną warstwą ukrytą zawierającą 1–2 neuronów.
— Po ponad dwustu iteracjach nie można odrzucić hipotezy, że rozszerzenie 
modelu logitowego dwumianowego do modelu polichotomicznego dla ka-
tegorii uporządkowanych nie zmienia istotnie zysku (p-value dla testu Wil-
coxona: 0,31). Test zdecydowanie odrzuca jednak analogiczną hipotezę dla 
modelu probitowego (p-value: 2 · 10–22). 
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— Niewielka co do wartości zysku lecz istotna statystycznie przewaga modelu 
logitowego nad siecią neuronową (nawet o tylko jednym neuronie) sugeruje, 
że — wobec identycznych postaci funkcyjnych — różnica wynika z metod 
estymacji. Lepsze wyniki metod parametrycznych względem typowego dla 
sieci poszukiwania minimum błędu średniokwadratowego lub maksimum 
funkcji wypłaty sugerują zwrócenie się w kierunku prób wykorzystania 
metod parametrycznych do uczenia sieci neuronowych jako uogólnienia 
modelu logitowego. Stosowanie do tego celu metod wnioskowania bayesow-
skiego proponuje Herbert Lee (Lee 1999).
Na rysunkach 3–6 pokazano zależność między oszacowanym prawdopodo-
bieństwem spłaty a wybranymi zmiennymi dla sieci neuronowych oraz modelu 
logitowego (I i II rzędu) oraz dla różnych wartości zmiennej pośrednik. Wartości 
pozostałych zmiennych objaśniających ustalone zostały na poziomie mediany ich 
wartości obserwowanych w próbie.
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Źródło: opracowanie własne.
Ryc. 3. Ocena prawdopodobieństwa spłaty w zależności od kwoty kredytu
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Źródło: opracowanie własne.
Ryc. 4. Ocena prawdopodobieństwa spłaty w zależności od okresu spłaty
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Ryc. 5. Ocena prawdopodobieństwa spłaty w zależności od wieku kredytobiorcy
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Źródło: opracowanie własne.
Ryc. 6. Ocena prawdopodobieństwa spłaty w zależności od kwartalnych  
wpływów na ROR klienta
Niektóre z tych zależności mogą służyć bankowi do zaproponowania klien-
tom nowych warunków umowy, gdy ich podania zostały sklasyfikowane jako 
zbyt ryzykowne. W szczególności model może odpowiedzieć na pytanie o jaką 
kwotę lub o jaki okres spłaty może wnioskować klient, aby klasyfikator uznał 
jego szanse na terminową spłatę za wystarczające. Proponowane podejście 
może zostać wykorzystane w procedurze przyznawania kredytu z indywidual-
nym ustalaniem marży równoważącej oszacowane ryzyko umowy. Rysunek 7 i 8 
pokazuje wysokości minimalnej marży zapewniającej bankowi zysk w długim 
okresie w zależności od kwoty kredytu oraz kwartalnych wpływów na rachunek 
ROR dla klienta, który stara się o kredyt przez pośrednika (pozostałe jego cechy 
przyjmują mediany wartości obserwowanych).
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Ryc. 7. Minimalna marża w zależności od kwoty kredytu (w tys. zł)  
(dla wniosków składanych przez pośrednika)
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Źródło: opracowanie własne.
Ryc. 8. Minimalna marża w zależności od kwartalnych wpływów na ROR klienta  
(dla wniosków składanych przez pośrednika)
7. PODSUMOWANIE
Formalne porównanie sieci neuronowych i polichotomicznych modeli zmien-
nych jakościowych pokazało, że — dla danych obserwacji — istotnie lepsze wy-
niki pod względem uzyskiwanego zysku dają modele zmiennych jakościowych. 
W pracy zaproponowano metodę wyznaczania zysku banku w zależności od 
decyzji kredytowej i kategorii analizowanego kredytu. Zaprezentowano też re-
gułę, która przy danych prawdopodobieństwach spłaty kredytu (szacowanych 
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przez konkurencyjne modele) pozwala na podjęcie decyzji kredytowej i określe-
nie gwarantujących przyznanie kredytu wartości zmiennych charakteryzujacych 
konkretnego klienta badź indywidualne wyznaczenie marży. 
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ABSTRACT
K. Malczyk. Exchange Rate Pass-Through to Inflation in Poland: VECM Analysis. Folia Oeconomica Cra-
coviensia
This paper applies Vector Error Correction (VEC) methodology to investigate effects of exchange 
rate shocks to inflation and price setting processes in Poland, since National Bank of Poland (NBP) 
have adopted inflation targeting policy and floating exchange rate regime in 1998. The size and the 
speed of the pass-through at different stage of pricing chain (import prices, producer prices, con-
sumer prices) is measured by impulse response function (IRF). In addition, the relative importance 
of the exchange rate shocks using forecast errors variance decompositions from the estimated 
VECM is investigated. The results are interpreted in the context of NBP’s conduct of monetary 
policy, in the prospect of euro area accession.
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1. WPROWADZENIE
Celem niniejszego artykułu jest przedstawienie wyników analizy wpływu zmian 
kursu walutowego oraz procesów je kształtujących na ceny i inflację w Polsce, od 
momentu wprowadzenia przez Narodowy Bank Polski strategii bezpośredniego 
celu inflacyjnego, to jest od roku 1998.
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Na przestrzeni ostatnich dwóch dekad, zjawisko przenoszenia zmian kursu 
na ceny (ang. exchange rate pass-through) w gospodarkach krajów wysoko uprze-
mysłowionych stało się przedmiotem intensywnych analiz zarówno o charak-
terze teoretycznym, jak i empirycznym (m.in. McCarthy [1999], Hahn [2003], 
Bussiere [2007], Landau i Skudelny [2009]). Natomiast w przypadku polskiej 
gospodarki można stwierdzić, iż właściwe i kompletne poznanie mechanizmu 
przenoszenia zmian kursowych na ceny nie zostało jeszcze dokonane. Aspekty 
analizowanego zjawiska pojawiają się w pracach analitycznych Narodowego 
Banku Polskiego (m. in. Kokoszczyński i in. [2002], Cholewiński [2008], Grabek 
i in. [2008]). Teoretyczne zależności między kursem a cenami szeroko przedstawia 
Misztal [2008], [2009].
Zmiany polityki pieniężnej, perspektywa członkowstwa Polski w trzecim 
etapie Unii Gospodarczej i Walutowej, a także efekty kryzysu gospodarczego 
ostatnich lat, stanowią przesłankę do ciągłej aktualizacji prowadzonych badań, 
zarówno poprzez wykorzystywanie możliwie najświeższych danych, jak i udo-
skonalanie wykorzystywanych metod ekonometrycznych. Niniejszy artykuł po-
dejmuje próbę szerszej ilustracji efektu pass-through w rodzimej gospodarce.
W rozdziale drugim przedstawione zostaną teoretyczne założenia dotyczące 
istoty oraz determinant niepełnego przenoszenia zmian kursowych na ceny, ze 
szczególnym naciskiem na relacje łączące badane zjawisko z polityką pieniężną. 
Rozdział trzeci poświęcony zostanie teoretycznemu zaprezentowaniu modeli 
SVAR i SVECM oraz formalnemu przedstawieniu wskaźnika służącego do po-
miaru efektu przenoszenia zmian kursowych na ceny. W rozdziale czwartym 
przedstawione zostaną wyniki wstępnych analiz rzeczywistych danych i zapre-
zentowane konkluzje analiz ich statystycznych własności. Rozdział piąty przed-
stawiać będzie ocenę siły i szybkości przenoszenia się zmian kursu walutowego 
na ceny i inflację, do czego wykorzystane zostaną funkcja reakcji na bodźce i de-
kompozycja wariancji błędu prognozy.
2. ISTOTA I PRZYCZYNY NIEPEŁNEGO PRZENOSZENIA ZMIAN 
KURSU WALUTOWEGO NA CENY
W literaturze ekonomicznej spotkać można dwa ujęcia efektu przenoszenia 
zmian kursu na ceny wewnętrzne. Ghosh i Rajan [2009] definiują to pojęcie jako 
stopień wrażliwości cen dóbr importowanych na jednoprocentową zmianę kursu 
walutowego wyrażonego w walucie importera. Jednak, jak zauważają Hall i Tay-
lor [2007], w przypadku tzw. małych gospodarek otwartych z kursem walutowym 
związany jest ściśle również krajowy ogólny poziom cen. Towary importowane 
bezpośrednio konkurują z produktami krajowymi, natomiast dobra eksportowe 
sprzedawane są po cenach światowych. Stopień wpływu zmian kursu na ogólny 
poziom cen w kraju jest więc o wiele szerszy (por. Ihrig i in. [2007]). Dodatkowo 
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zmiany kursu poprzez wpływ na konkurencyjność eksportu determinują zmiany 
produkcji, co z kolei wpływa na ceny krajowe. Kanał kursowy jest też ogniwem 
transmisji szoków zewnętrznych. 
W związku z powyższym można spotkać ujęcie szersze opisywanego zagad-
nienia, w którym to efekt pass-through rozumiany jest jako łączna reakcja zmian 
różnych czynników takich jak: szoki podażowe (zmiany cen zewnętrznych) 
i szoki popytowe (zmiany luki popytowej) na wskaźnik cen towarów i usług 
konsumpcyjnych (CPI) (Kokoszczyński i in. [2002]). Transmisja w tym przypadku 
przebiega nie tylko bezpośrednio (poprzez ceny dóbr importowanych), ale też 
kanałem pośrednim poprzez wpływ cen importu zaopatrzeniowego wywołujący 
zmiany cen produkcji sprzedanej przemysłu (PPI). Dodatkowo wahania cen we-
wnętrznych wpływając na popyt krajowy zmieniają wielkość luki popytowej, co 
z kolei determinuje dalsze zmiany wskaźnika CPI. 
Kurs walutowy jest również jednym z kanałów transmisji impulsów polityki 
pieniężnej. Spadek wewnętrznej stopy procentowej prowadzi do obniżenia się 
atrakcyjności inwestycyjnej kraju. Implikuje to odpływ kapitału krótkotermino-
wego pociągający za sobą deprecjację rodzimej waluty. Spadek kursu korzystnie 
wpływa na konkurencyjność eksportu, natomiast pogarsza warunki importu, co 
sprzyja poprawie bilansu handlowego. Rośnie krajowa produkcja i umacnia się 
wzrost gospodarczy. Odwrotny wpływ na gospodarkę będzie miał wzrost stopy 
procentowej (szerzej Kaźmierczak [2008] s. 124–125). Wszystkie wymienione za-
leżności obrazuje schemat 1.
stopa 
procentowa
zmiany cen 
zewnętrznych
luka PKB
kurs walutowy
bilans 
handlowy
ceny importu
PPI
CPI
Źródło: opracowanie własne.
Schemat 1. Mechanizm wpływu zmian kursu walutowego na ceny
Szukając przyczyn niepełnego przekładania się zmian kursu na ceny, w jed-
nej z pierwszych prac empirycznych analizujących opisywane zagadnienie, 
 Dornbusch [1987] rozważa takie jego determinanty jak: udział importu w rynku 
kraju przeznaczenia, stopień homogeniczności i substytucyjności dóbr oraz skalę 
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rywalizacji eksporterów. Jeśli udział towarów zagranicznych w danym rynku jest 
wysoki, eksporterzy będą skłonni absorbować negatywne zmiany kursu walu-
towego w celu utrzymania konkurencyjności swoich produktów i zachowania 
udziałów w rynku. Podobnie będzie w sytuacji, gdy oferowane dobra konsu-
menci będą w stanie zastąpić produktami krajowymi. Zatem im rynek jest bar-
dziej konkurencyjny, tym efekt pass-through jest mniejszy. Dodatkowo autor wy-
mienia koszty transportu i dystrybucji zmniejszające skalę spadku cen w wyniku 
aprecjacji waluty importera.
Nie bez znaczenia są też tzw. koszty menu, czyli obciążenia jakie ponoszą 
sprzedawcy zmuszeni do częstych zmian cen. Dlatego wahania kursu uznawane 
za krótkotrwałe lub niewielkie mogą pozostać bez odzwierciedlenia w cenach 
sprzedaży dóbr. Niemniej jednak Pollard i Coughlin [2004] dowodzą, że gdy 
o skali przenoszenia decydują jedynie koszty menu, w długim okresie możemy 
mówić o pełnym efekcie pass-through.
Skala przenoszenia zmian kursu na ceny determinowana może być przez 
celowe zachowania producentów, w szczególności stosowaną przez nich strate-
gię cenową i wybór waluty fakturowania sprzedaży (por. Fukuda i Ono [2006], 
Campa i Goldberg [2002]). Strategia ustalania cen w walucie lokalnej (local cur-
rency pricing, LCP) będzie przyczyniać się do nominalnej sztywności cen na rynku 
docelowym, czyli niskiego stopnia przenoszenia zmian kursowych (Devereux 
i Engel [2003]). Misztal [2008] dodaje, że konsekwencją wyboru takiej strategii 
będą dostosowania jedynie w wolumenie importu. Do odmiennych rezultatów 
prowadzi strategia ustalania cen w walucie kraju eksportera (producer currency 
pricing, PCP), w którym to przypadku mamy do czynienia z bezpośrednim prze-
noszeniem zmian kursowych na ceny importu.
Anderton [2003] analizując różnice w efekcie pass-through między Stanami 
Zjednoczonymi a krajami Unii Europejskiej także opiera się na czynnikach mi-
kroekonomicznych. Autor konkluduje, że im wyższa elastyczność cenowa popytu 
na towary importowane tym mniejsza skłonność producentów do przenoszenia 
zmian kursu na ceny. Skłonność ta natomiast rośnie wraz ze wzrostem elastycz-
ności cenowej podaży dóbr importowanych. Istotna wydaje się też inna konklu-
zja autora, mówiąca o względnie niskim stopniu przekładania się zmian kurso-
wych w przypadku krajów członkowskich UE ubiegających się o członkostwo 
w strefie euro. Można zatem wysnuć wniosek, że perspektywa wejścia Polski do 
strefy euro może stabilizować ceny handlu międzynarodowego, gdyż wahania 
kursowe mogą być postrzegane jako tymczasowe i przemijające.
Wpływ zmian kursowych na ceny może również zależeć od prowadzonej 
przez władze monetarne danego kraju polityki pieniężnej, w tym polityki kursu 
walutowego. Taylor [2000] twierdzi, że skala przenoszenia zmian kursowych jest 
niższa w krajach o niższej inflacji, gdzie polityka monetarna ma bardziej stabilny 
charakter. W warunkach uporczywej inflacji firmy nie będą postrzegać wahań 
kursowych jako krótkotrwałych, stąd większa ich skłonność do dostosowań ce-
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nowych. Założenie to znalazło potwierdzenie w analizach empirycznych (por. 
Choudhri i Hakura [2006], Ca’ Zorzi, Hahn i Sanchez [2007]).
Warto zaznaczyć, że kanał kursowy polityki pieniężnej wydaje się mieć 
istotne znaczenie w przypadku możliwego przystąpienia Polski do strefy euro. 
Od stopnia podobieństwa pomiędzy mechanizmami transmisji polityki pienięż-
nej (w tym reakcji na szoki walutowe) zależeć będzie adekwatność i skuteczność 
wspólnej polityki monetarnej dla polskiej gospodarki. Wymienione wyżej prace 
dostarczają wniosków, że stopień przenoszenia zmian kursowych na ceny jest 
wyższy w gospodarkach wschodzących niż w krajach gospodarczo zaawanso-
wanych. Ca’ Zorzi, Hahn i Sanchez [2007] argumentują, że może to zależeć od 
wyboru reżimu kursowego i obawą przed rzeczywistym pełnym upłynnieniem 
kursu (fear of floating). Sławiński [2007] uzasadnia, że banki centralne zwłaszcza 
krajów rozwijających się często unikają prowadzenia swobodnej polityki pienięż-
nej (czego warunkiem jest kurs płynny), bojąc się właśnie wywoływania dużych 
wahań kursowych.
Wraz z rozwojem badań nad wpływem zmian kursowych na ceny większą 
wagę zaczęto przykładać do analiz efektu pass-through w kontekście polityki sta-
bilizacyjnej banku centralnego oraz reakcji na szoki krajowe i zewnętrzne (m.in. 
Hahn [2003]; Ito, Sasaki i Sato [2005]). Pojawiły się pytania, jak zmienność kursu 
przekłada się na inflację konsumenta (CPI) oraz wzrost gospodarczy, tym samym 
jaka powinna optymalna polityka pieniężna przy wykazanym niepełnym przeło-
żeniu zmian kursowych na ceny. Na przykładzie wysoce otwartych gospodarek 
Szwecji i Wielkiej Brytanii, Bernanke i in. [1999] pokazują, że niska inflacja może 
być rezultatem wprowadzenia przez banki centralne Szwecji i Wielkiej Brytanii 
strategii bezpośredniego celu inflacyjnego. Bardzo znikomy wpływ zmian kursu 
na inflację konsumenta potwierdza też szereg badań empirycznych (por. m.in. 
McCarthy [1999], Gagnon i Ihrig [2004]).
Mishkin [2008] zaznacza jednak, że współzależność między niewielkim 
efektem pass-through a niską inflacją utrzymywać będzie się tak długo, jak wła-
dze  monetarne będą zdecydowanie reagować na szoki, mogące niekorzystnie 
wpłynąć na dynamikę cen. Autor dodaje również, że analizy stwierdzające niski 
wpływ zmian kursowych na inflację w rzeczywistości ukazują uśredniony efekt 
z różnych okresów, a rzeczywiste reakcje zależą od tego, jaki konkretnie szok do-
tknął gospodarkę. 
Dlatego też istotne wydają się badania prowadzone na aktualnych danych, 
ujmujące dynamicznie zmieniające się otoczenie gospodarcze. W przypadku 
Polski będą to czynniki wewnętrzne takie jak zmiany reżimu kursowego i całej 
strategii polityki pieniężnej, oraz zewnętrzne związane m. in. z akcesją do Unii 
Europejskiej czy skutkami kryzysu światowego ostatnich lat. Pytanie o zależność 
między kursem a inflacją wydaje się istotne szczególnie w perspektywie wejścia 
do strefy euro i związanej z tym konieczności spełnienia zarówno kryterium 
 niskiej inflacji, jak i stabilnego kursu.
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3. SPECYFIKACJA MODELU
Analiza opisanego we wprowadzeniu zagadnienia wymaga uporządkowania 
opisu powiązań między wymienianymi wielkościami ekonomicznymi. Powszech-
nymi narzędziami stosowanymi w analizie polityki ekonomicznej (a w szczegól-
ności polityki pieniężnej) są — zaproponowane przez Simsa [1980] — struktu-
ralne modele wektorowej autoregresji (Structural Vector Autoregressions, SVAR) 
(Charemza i Deadman [1997] s. 155, Kokoszczyński [2004] rozdz. 7).
Niech punktem wyjścia będzie K-wymiarowy model VAR(p) zapisany w for-
mie zredukowanej:
 yt = A1yt–1 + … + Apyt–p + ut (1)
gdzie yt jest wektorem obserwowalnych zmiennych o wymiarach (K × 1), 
Aj (j =1 … p) to (K × K) wymiarowe macierze parametrów stojących przy opóź-
nionych zmiennych endogenicznych, natomiast ut reprezentuje K-wymiarowy 
białoszumowy gaussowski składnik losowy ut ~ iiN(0, Ru).
Przy założeniu stacjonarności zmiennych równanie (1) można przedstawić 
w postaci reprezentacji wektorowej średniej ruchomej (Vector Moving Average, 
VMA) (Lütkepohl [2005]):
 yt = ut + U1ut–1 + U2ut–2 + … (2)
gdzie
  (3)
oraz Uo = IK i Aj = 0 dla j > p.
Reprezentacja w postaci VMA jest pomocna w wyprowadzeniu podstawo-
wego narzędzia w badaniu czyli funkcji reakcji na bodziec (impulse response func-
tion, IRF). Określa ona dynamiczną reakcję zmiennej w modelu VAR na zaburze-
nie składnika losowego. Formalnie, (i,j)-ty element macierzy Us obrazuje wpływ 
jednostkowego zaburzenia, które dotknęło zmienną j w momencie t, na i-tą 
zmienną w modelu, po upływie s okresów od momentu t. 
Niestety, przy założeniach modelu (1), wartości funkcji reakcji mogą nie od-
dawać relacji między jedynie dwiema zmiennymi. Wynika to z możliwości wy-
stąpienia jednoczesnych korelacji między składnikami losowymi poszczegól-
nych równań (macierz Ru nie jest diagonalna). Sposobem na przezwyciężenie 
problemu jednoczesnych korelacji między składnikami losowymi modelu (1) jest 
przedstawienie go w postaci strukturalnej:
 B–1 yt = B–1 A1 yt–1 + … + B–1 Ap yt–p + ft (4)
Należy dodać, że macierz B jest nieosobliwa wymiaru  (K × K). Natomiast 
wektor ft nazywany jest wektorem strukturalnych innowacji. Modele (1) i (4) 
łączy zależność:
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 ut = B ft (5)
W związku z powyższym zachodzi relacja Ru = B RfB’, co przy założe-
niu braku korelacji i jednostkowych wariancji elementów ft, tj. Rf = IK, czyli 
ft ~ iiN(0, 1K) daje następującą postać macierzy kowariancji składnika losowego ut:
 Ru = BB’. (6)
Widać więc, że wyjściowy model (1) można interpretować jako jedną z wer-
sji modelu strukturalnego (4). Do identyfikacji modelu potrzebne jest nałożenie 
restrykcji na macierz B. Z własności symetrii macierzy kowariancji otrzymuje się 
K(K+1)/2 restrykcji. Do określenia identyfikowalności modelu strukturalnego 
niezbędne jest nałożenie dodatkowych K(K-1)/2 restrykcji. W niniejszym bada-
niu macierz B została otrzymana w wyniku dekompozycji Choleskiego macierzy 
kowariancji Ru. W tym przypadku macierz B jest macierzą trójkątną dolną, a cały 
model ma strukturę rekursywną. Każda kolumna macierzy B jest identyfikowalna 
z dokładnością do znaku.
Przy takim sposobie identyfikacji, postać (2) modelu można zapisać następu-
jąco:
 yt = K0 ft + K1 ft–1 + … (7)
gdzie Ki =  Ui B(i = 0, 1, 2, …). Macierze  zawierają wartości tzw. ortogonalnych 
funkcji reakcji impulsowej, tj. po wyeliminowaniu jednoczesnych korelacji mię-
dzy składnikami losowymi poszczególnych równań. Takie rozwiązanie pozwala 
wykorzystać kolejne narzędzie interpretacyjne w analizie modeli VAR jakim jest 
dekompozycja wariancji błędu prognozy.
Jeśli do oznaczenia (i,j)-tego elementu macierzy Ks użyje się oznaczenia mij,s to 
wariancję błędu prognozy yk,T+h – yk,T+h|T można zapisać jako
  (8)
Wyrażenie  interpretuje się jako udział zmiennej j w wa-
riancji błędu prognozy zmiennej k dla horyzontu h. Po podzieleniu powyższego 
wyrażenia przez  otrzymuje się procentowy udział zmiennej j w wariancji 
błędu prognozy zmiennej k dla h-tego okresu prognozy:
  (9)
Estymacja modelu SVAR jest zasadna przy założeniu kowariancyjnej sta-
cjonarności zmiennych. Może być tak, że dane niestacjonarne kategorie eko-
nomiczne zmieniają się w zbliżony do siebie sposób, a łączące je relacje mają 
trwały i długookresowy charakter, będący wynikiem wspólnego trendu stocha-
stycznego. W takim przypadku kombinacje liniowe między zmiennymi mogą 
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być stacjonarne. Jeśli istnieje długookresowy związek między zmiennymi, a od-
chylenia od długookresowej ścieżki równowagi są stacjonarne to zmienne takie 
nazywa się skointegrowanymi (Charemza i Deadman [1997]). Pominięcie faktu, 
że zmienne mogą się ze sobą kointegrować, prowadzić będzie do utraty istotnej 
informacji w modelowaniu i pozbawienia modelu własności długookresowych 
(por. Charemza i Deadman [1997], Favero [2001]).
Narzędziem pozwalającym na analizę szeregów skointegrowanych, dekom-
pozycję ich zmienności na relacje długookresowe, krótkookresowe wahania i lo-
sowe zaburzenia (a także eliminującym wspólne trendy stochastyczne) są wek-
torowe modele korekty błędu (Vector Error Correction Model, VECM) (Johansen 
[1988]).
Zredukowaną formę K-wymiarowego modelu VAR(p) postaci (1) można prze-
kształcić do następującej postaci:
 Dyt = P yt–1 + C1 Dyt–1 + … + Cp–1 D yt–p+1 + ut (10)
gdzie:
 P = –(IK – A1 – … – Ap), (11)
zaś dla p > 1  Ci = –(Ai+1 + … + Ap), (12)
 i = 1, …, p – 1
Jeśli rząd macierzy P równa się r i spełniony jest warunek 1 ≤ rz(P) ≤ K – 1, 
to można dokonać dekompozycji macierzy P na iloczyn dwu macierzy pełnego 
rzędu kolumnowego, mianowicie 
 P = ab ’ (13)
gdzie a i b mają wymiary (K × r). W takim przypadku zapisaną równaniem (10) 
formę modelu VAR nazywa się wektorowym modelem korekty błędu (VECM). 
Macierz b zwana jest macierzą kointegrującą, a każda kolejna jej kolumna od-
powiada wektorowi kointegrującemu liniowo niezależnemu od pozostałych, wy-
znaczającemu równowagę długookresową. Iloczyn b ’yt jest stacjonarny i stanowi 
jeden z r mechanizmów korekty błędu. Macierz a określa szybkość, z jaką doko-
nuje się korekta odchyleń poszczególnych zmiennych od równowagi długookre-
sowej, stąd zwana jest macierzą dostosowań (por. Charemza i Deadman [1997], 
Syczewska [2007]).
Model VECM można traktować jako zredukowaną postać strukturalnego 
wektorowego modelu korekty błędu (SVECM), który z kolei jest izomorficznym 
przekształceniem modelu SVAR. Dla zdefiniowanego równaniem (4) modelu 
SVAR odpowiadająca mu postać SVECM przedstawia się następująco:
  (14)
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gdzie wszystkie oznaczenia pozostają niezmienne, tj. yt jest K-wymiarowym 
wektorem obserwowalnych zmiennych, a i b są odpowiednio macierzami do-
stosowań i kointegrującą o wymiarach (K × r), Cj (j =1 … p –1) to (K × K) wy-
miarowe macierze parametrów krótkookresowych, natomiast ft reprezentuje 
K-wymiarowy białoszumowy składnik losowy ft ~ iiN(0, IK) i zachowana jest za-
leżność (5).
Zgodnie z koncepcją wysuniętą przez McCarthy’ego [1999] siłę przełożenia 
zmian kursowych na ceny można mierzyć jako stosunek skumulowanej zmiany 
odpowiedniego agregatu cenowego, jaka nastąpiła od momentu zmiany kursu, 
do łącznej zmiany kursu walutowego, która tę zmianę cen wywołała. Powyższa 
zależność równa jest stosunkowi wartości funkcji reakcji danego agregatu ceno-
wego w momencie t + s na szok kursowy powstały w momencie t, do wartości 
funkcji reakcji kursu walutowego na innowację, która tę zmianę wywołała. Za-
leżność tę dla cen importu można zapisać jako:
  (15)
gdzie IRF(i, j, s) = uyi,t+s  / ufjt oznacza wartość odpowiedniej funkcji reakcji na 
 impuls, a imp oraz neer oznaczają odpowiednio ceny importu oraz kurs walu-
towy.
Współczynnik zdefiniowany równaniem (15) można wykorzystać do ana-
lizy reakcji cen jak i pozostałych wielkości ekonomicznych na zaburzenia innych 
składników losowych (pamiętając, że szoki powinny być wzajemnie nieskorelo-
wane, co przy założeniu łącznej normalności oznacza ich niezależność stocha-
styczną).
Zgodnie z zależnościami przedstawionymi na schemacie 1, przedmiotem za-
interesowania jest analiza przenoszenia zmian kursowych nie tylko na ceny to-
warów importowanych, lecz także przekładanie się tych zmian na poszczegól-
nych etapach łańcucha cenowego, tj. od cen importu, poprzez ceny produkcji 
sprzedanej przemysłu (PPI), aż do cen towarów i usług konsumpcyjnych (CPI) 
(por. Blanchard [1982]). Należy przy tym zaznaczyć, że zmiany kursu mogą od-
działywać na ceny na poszczególnych etapach w sposób bezpośredni lub być 
efektem przeniesienia zmian z poprzedniego ogniwa, co ze względu na wpływ 
na szybkość i siłę zjawiska pass-through uwzględniono podczas formalizacji mo-
delu. Dodatkowo, w celu precyzyjnego opisania zmian kursu walutowego do 
analizy włączono te czynniki, które dotykając gospodarkę w istotny sposób wpły-
wają na zmienność kursu, przede wszystkim takie jak zewnętrzne szoki popy-
towe i podażowe. Nie można też pominąć efektów wpływu polityki pieniężnej 
na cały modelowany system.
Bazując na pracach McCarthy’ego [1999] i Hahn [2003] zaproponowano łań-
cuch transmisji, mający oddawać przyczynowo-skutkowy charakter przenosze-
nia się zaburzeń między zmiennymi, w tej samej jednostce czasu (por. definicję 
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łańcucha dystrybucji zaproponowaną przez Cholewińskiego [2008]). Odpowiednie 
uporządkowanie zmiennych jest niezwykle istotne, gdyż może stanowić prze-
słankę teoretyczną do narzucenia odpowiedniej struktury na macierz B w opisa-
nym uprzednio modelu SVAR.
Na pierwszych dwóch miejscach łańcucha umiejscowione zostały zmienne 
oddające efekty szoków odpowiednio podażowych (oil) i popytowych (prod). 
Oznacza to, że szoki podażowe wpływają jednocześnie na wszystkie pozostałe 
zmienne w systemie, natomiast nie ma zależności odwrotnej. Szoki popytowe 
w tej samej jednostce czasu wpływać będą na wszystkie zmienne za wyjątkiem 
pierwszej, itd. Na trzecim miejscu umiejscowiono zmienną reprezentującą na-
rzędzie banku centralnego (ir), co oznacza, że reakcje władz monetarnych na-
tychmiastowo uwzględniają zmiany czynników umiejscowionych na pierwszym 
i drugim miejscu. Odwrotną kolejność między stopą procentową a zmienną 
obrazującą popytową stronę gospodarki zaobserwować można w pracy Hahn 
[2003], która argumentuje, że dane o PKB dostępne są z opóźnieniem, wobec 
czego bardziej zasadne wydaje się umiejscowienie tej zmiennej na trzeciej po-
zycji. Zdaniem autora ciężko utrzymać to założenie, ze względu na ewidentne 
opóźnione efekty decyzji władz monetarnych w sferze realnej. Kolejną zmienną 
w łańcuchu jest kurs walutowy (neer). Jego zmienność w danym okresie będzie 
determinowana przez szoki podażowe, popytowe oraz nieoczekiwane zmiany 
stopy procentowej, które miały w tym okresie miejsce. Ostatnie trzy ele-
menty łańcucha to odpowiednio ceny importu (imp), producenta (ppi)i konsu-
menta (cpi), co odzwierciedla poszczególne etapy produkcji bądź dystrybucji 
dóbr. 
Na podstawie opisu przedstawionego powyżej można przedstawić konkretny 
wektor zmiennych endogenicznych postaci: yt = [oilt, prodt, irt, neert, impt, ppit, cpit]’ 
natomiast zapis równania (5) dla przyjętych oznaczeń zmiennych będzie miał 
postać:
  (16)
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4. WSTĘPNE ANALIZY BADANYCH SZEREGÓW CZASOWYCH
Podstawę badania stanowi następujący zbiór zmiennych: oil — logarytm natu-
ralny średniej światowej ceny baryłki ropy naftowej (w USD), prod — logarytm 
naturalny wyrównanego sezonowo indeksu produkcji przemysłowej w Polsce 
(2005=100), ir — logarytm naturalny średniej rocznej rynkowej stopy procen-
towej 1-miesięcznych lokat międzybankowych (WIBOR 1M, Warsaw Interbank 
Offer Rate), neer — logarytm naturalny indeksu nominalnego efektywnego kursu 
walutowego złotego (2005=100) oraz wyrównane sezonowo logarytmy naturalne 
indeksów cen: imp — importu do Polski (2005=100), ppi — produkcji sprzedanej 
przemysłu w Polsce (2005=100), cpi — koszyka towarów i usług konsumpcyjnych 
w Polsce (2005=100). 
 
1 
2 
3 
4 
5 
6 
st
y-
98
 
cz
e-
98
 
lis
-9
8 
kw
i-
99
 
w
rz
-9
9 
lu
t-
00
 
lip
-0
0 
gr
u-
00
 
m
aj
-0
1 
pa
ź-
01
 
m
ar
-0
2 
si
e-
02
 
st
y-
03
 
cz
e-
03
 
lis
-0
3 
kw
i-
04
 
w
rz
-0
4 
lu
t-
05
 
lip
-0
5 
gr
u-
05
 
m
aj
-0
6 
pa
ź-
06
 
m
ar
-0
7 
si
e-
07
 
st
y-
08
 
cz
e-
08
 
lis
-0
8 
kw
i-
09
 
oil  prod ir  neer 
Źródło: opracowanie własne.
Wykres 1. Ceny ropy naftowej oilt, produkcja przemysłowa prodt, stopa procentowa irt,  
kurs walutowy neert (logarytmy naturalne)
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Źródło: opracowanie własne.
Wykres 2. Indeksy: cen importu impt, cen producenta ppit, cen konsumenta cpit  
(logarytmy naturalne)
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Wykorzystane dane obejmują okres od stycznia 1998 roku do sierpnia 2009 
roku, co stanowi 140 miesięcznych obserwacji. Aby zachować interpretacyjną 
spójność wyników, początek rozważanego okresu wiąże się z wprowadze-
niem kluczowych zmian instytucjonalnych w NBP oraz zmianą strategii po-
lityki pieniężnej na bezpośredni cel inflacyjny. Dodatkowo należy podkreślić, 
że okres od lutego 1998 uważany jest za faktyczny początek obowiązywania 
systemu kursu płynnego (Sławiński [1999]), pamiętając jednocześnie, że obo-
wiązująca do kwietnia 2000 r. miesięczna administracyjna deprecjacja złotego, 
mogła determinować zachowania podmiotów gospodarczych ustalających 
ceny na rynku krajowym. Jest to istotne w analizie zjawiska pass-through, któ-
rego poziom może zależeć od reżimu kursowego. Koniec wybranego okresu 
 (sierpień 2009) wiąże się z dostępnością danych w momencie rozpoczęcia ana-
lizy.
W celu analizy stopnia zintegrowania procesów generujących szeregi wy-
korzystane zostały testy pierwiastka jednostkowego Dickeya i Fullera, Phillipsa 
i Perrona oraz test stacjonarności KPSS (dokładne wyniki analizy przedstawia 
Malczyk [2010]). Wyniki testów wskazały na stacjonarność pierwszych przyro-
stów cen ropy naftowej, indeksu produkcji przemysłowej (czyli dynamiki pro-
dukcji) oraz kursu walutowego. W przypadku stopy procentowej testy ADF 
i PP bez zmiennych deterministycznych wskazały na stacjonarność na pozio-
mach, lecz gdy zmniejszono poziom istotności do 0,01 nie było podstaw do od-
rzucenia hipotezy zerowej. Może to sugerować błąd II rodzaju, tym bardziej, 
że pozostałe testy sugerowały wynik odmienny. Z analizy wykresu (patrz wy-
kres 1) wynika, że badany szereg nie jest generowany przez proces stacjonarny, 
wobec czego uznano, że jest zintegrowany w stopniu pierwszym. W przypadku 
szeregów tworzących łańcuch cenowy wątpliwości nie budziły jedynie rezul-
taty testów cen importu, wskazujące na stacjonarność ich pierwszych przyro-
stów czyli inflacji importu. Nie ma natomiast jednoznacznej odpowiedzi na py-
tanie czy stacjonarne są inflacja producenta oraz inflacja konsumenta. Wartości 
statystyk w testach ADF oscylują na granicy odrzucenia hipotezy zerowej. Co 
więcej, zaobserwować można wzrost ich wartości wraz ze zbliżaniem się obli-
czonej pomocniczo wartości statystyki DW do 2. W związku z tym wyniki su-
gerujące odrzucenie H0 mogą być zafałszowane występowaniem autokorelacji 
składnika losowego w równaniu regresji. Stacjonarność inflacji sugerują nato-
miast testy PP. Testy KPSS nie dają jednoznacznych rozstrzygnięć.
Przyglądając się problemowi od strony teoretycznej należy zauważyć, że 
okres transformacji w Polsce łączy się z prowadzeniem przez władze monetarne 
polityki dezinflacyjnej. Może to sugerować, że indeksy cenowe są szeregami zin-
tegrowanymi w stopniu drugim (Majsterek [2008]). Z drugiej strony okres analizy 
nie obejmuje pierwszych lat przemian, kiedy władze monetarne walczyły z upo-
rczywą inflacją. Natomiast późniejsze wprowadzenie strategii BCI przyczyniło 
się do stabilizacji zmienności inflacji.
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Biorąc pod uwagę powyższe argumenty, ciężko jednoznacznie rozstrzygnąć 
o stopniu integracji indeksów PPI i CPI (konkluzje testów stopnia zintegrowa-
nia szeregów czasowych przedstawia tabela 1). W związku z tym, dalsza analiza 
przeprowadzona została w dwóch wariantach, uwzględniających przypadki: zin-
tegrowania inflacji producenta i konsumenta w stopniu pierwszym oraz traktu-
jącym te szeregi jako stacjonarne. Rozważone zostały 2 warianty wektora zmien-
nych endogenicznych:
 Wariant I: yt(I) = (oilt, prodt, irt, neert, impt, ppit, cpit)’ 
 Wariant II: yt(II) = (oilt, prodt, irt, neert, impt, Dppit, Dcpit)’.
Tabela 1
Podsumowanie analizy stacjonarności szeregów czasowych
Zmienna ADF PP KPSS Decyzja 
oil I(1) I(1) I(1) I(1) 
prod I(1) I(1) I(1) I(1) 
neer I(1) I(1) I(1) I(1) 
ir I(0)/I(1) I(0)/I(1) I(1) I(1) 
imp I(1) I(1) I(1) I(1) 
ppi I(1)/I(2) I(1) I(1) I(1)/I(2) 
cpi I(1)/I(2) I(1) I(1)/I(2) I(1)/I(2) 
Źródło: opracowanie własne.
W badaniu założono, że każdy z wariantów zawiera zmienne zintegrowane 
w stopniu pierwszym, to jest: yt(I) ~ I(1) jak i yt(II) ~ I(1), tym samym analizie 
 zostało poddane występowanie potencjalnej kointegracji typu CI(1,1). Nale-
 ży przy tym zaznaczyć, że obniżenie stopnia integracji zmiennych I(2) do I(1) 
 poprzez różnicowanie nie jest jedynym rozwiązaniem podczas analizy kointegra-
cyjnej. Możliwe jest też przekształcenie modelu VECM do postaci pozwalającej 
analizować związki kointegracyjne typu CI (2,2), co rozszerza możliwość inter-
pretacji ekonomicznych (por. Majsterek [2003], [2008]).
W celu odpowiedniego doboru rzędu opóźnień p, pomocniczo przeprowa-
dzono analizę reszt modelu VAR. Ze względu na fakt, że analizowane poziomy 
zmiennych charakteryzują się trendem oraz niezerową średnią, wprowadzono do 
modelu odpowiednie zmienne deterministyczne. Dodatkowo włączona została 
zmienna sztuczna impulset = 1 dla t = 78, impulset = -1 dla t = 79 i impulset = 0 
dla t ≠ 78 i 79. Okres 78 w szeregu oznacza czerwiec 2004 roku, miesiąc po wejściu 
polski do Unii Europejskiej. Dane cen importu wykazały w tamtym momencie 
chwilowy, silny wzrost, po czym sytuacja wróciła do równowagi, czyli  inflacja 
importu w okresie 78 charakteryzuje się silnym skokiem oraz analogicznym 
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spadkiem w okresie następnym. W związku z tym zasadne wydaje się zniesie-
nie wpływu tej zmiennej na oszacowania parametrów modelu (por. Cholewiński 
[2008]). Ostatecznie do dalszych analiz wykorzystano model postaci:
 yt = A1 yt–1 + … + Ap yt–p + CDt + ut (17)
gdzie Dt = [1, t, impulset]’ jest wektorem zmiennych deterministycznych, a C ma-
cierzą współczynników stojących przy tych zmiennych.
W celu wyboru odpowiedniego rzędu opóźnienia dokonano analizy autoko-
relacji reszt oszacowane zostały modele VAR w obu wariantach, wychodząc od 
najmniejszego rzędu opóźnień, tj. p  =  1. Następnie analizie poddawano składniki 
losowe tych modeli. Gdy wartość funkcji autokorelacji dla reszt modelu nie była 
zadowalająca zwiększano rząd opóźnienia, aż do momentu uzyskania wyników 
pozwalających uznać reszty za niewykazujące istotnej autokorelacji. Dla obu wa-
riantów przy rzędzie opóźnienia p  =  3 uznano, że składniki losowe nie wykazują 
istotnej autokorelacji. Inną konkluzją analizy było stwierdzenie, że poszerzenie 
modelu VAR o dodatkowe roczne opóźnienie mogłoby korzystnie wpłynąć na 
rozkład składnika losowego w tym równaniu. Zwiększenie rzędu opóźnień mo-
delu, przy tak krótkim szeregu czasowym, prowadzi jednak do spadku istotności 
oszacowanych parametrów. W związku z tym rząd równy 3 uznano za wystar-
czający (szerzej Malczyk [2010]).
Ponadto przeprowadzono test Jarque-Berra na normalność rozkładu skład-
ników losowych w każdym z równań. Przy rzędzie opóźnienia p  =  3 składniki 
losowe pięciu pierwszych równań można uznać za podlegające rozkładowi nor-
malnemu. Natomiast zwiększanie liczby opóźnień (podczas badania wykonano 
analizy do VAR(6)) nie pozwala na uznanie za normalne składników losowych 
w dwóch ostatnich równaniach, zarówno w wariancie pierwszym jak i drugim. 
Szczegółową analizę reszt dla modelu z trzema opóźnieniami przedstawia ta-
bela 2. Wartości współczynnika skośności oraz kurtozy dla równań cen produ-
centa i konsumenta (wariant I) oraz ich odpowiednich pierwszych przyrostów 
(wariant II) znacznie odbiegają od wartości teoretycznych tych momentów dla 
rozkładu normalnego. Ciężko zatem utrzymać wyartykułowane w rozdziale 
trzecim, robocze założenie o normalności składnika losowego modelu VAR. Dla 
celu analizy kointegracji założenie to zostało nadal podtrzymane, przy czym 
należy pamiętać, że do wniosków płynących z tej analizy należy podchodzić 
ostrożnie.
W celu ustalenia rzędu kointegracji badanych szeregów wykorzystane zostały 
zaproponowane przez Johansena [1988] testy śladu oraz test największej wartości 
własnej. Ostatecznie wykorzystany został model postaci:
 Dyt = TDt + P yt–1 + C1 D yt–1 + … + Cp–1 D yt–p+1 + CDt + ut (18)
gdzie Dt = [1, impulset]’. 
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Tabela 2
Podsumowanie testu JB dla modelu z trzema opóźnieniami
Wariant I Wariant II
JB p-value skośność kurtoza JB p-value skośność kurtoza
u1 1,470 0,479 -0,192 2,662 2,192 0,334 -0,289 2,766
u2 1,178 0,554 0,228 2,989 1,190 0,551 0,227 2,936
u3 4,259 0,118 0,125 3,833 4,777 0,091 0,021 3,920
u4 2,647 0,266 -0,338 2,892 5,667 0,058 -0,496 3,141
u5 0,270 0,873 0,019 3,216 2,362 0,306 -0,138 3,586
u6 1214,130 0,000 1,231 17,483 1062,417 0,000 1,614 16,358
u7 34,577 0,000 0,601 5,128 21,885 0,000 0,412 4,791
Źródło: opracowanie własne.
Brak restrykcji na stałą w modelu oznacza, że poziomy zmiennych obserwo-
walnych mogą podlegać trendowi liniowemu, lecz jest on ortogonalny w sto-
sunku do przestrzeni kointegracyjnej. Innym rozwiązaniem byłoby włączenie 
trendu lub stałej do przestrzeni kointegracyjnej. Takie warianty modeli, zgodnie 
z sugestiami Lütkepohla [2005] (podrozdział 8.2.8), były testowane za pomocą 
testów logarytmu wiarygodności. Konkluzją tej procedury było stwierdzenie, że 
najlepszym modelem jest ten zaproponowany równaniem (18).
W celu doboru odpowiedniej liczby opóźnień w modelu, oprócz analizy reszt 
posłużono się dodatkowo sugerowanymi w literaturze kryteriami informacyj-
nymi: Akaike (AIC), Schwarza (SC), Hannana-Quinna (HQ), końcowym błędem 
predykcji wewnątrzpróbkowej (ang. Final Prediction Error, FPE) oraz testem loga-
rytmu wiarygodności (LR). Ponieważ wykorzystane procedury dostarczyły roz-
bieżnych rezultatów, testy rzędu kointegracji wykonane zastały dla liczby opóź-
nień modelu VAR od 1 do 7. Wyniki przedstawia tabela 3. W ostatniej kolumnie 
każdego z wariantów zaznaczono, czy na dany rząd opóźnienia wskazywało ja-
kiekolwiek kryterium.
Jeden rząd opóźnienia, mimo wskazań kryteriów HQ i SC odrzucono, gdyż 
w modelu VECM oznaczałoby to brak opóźnionych przyrostów. Na podstawie 
analizy reszt modelu VAR podjęto również decyzję o wykluczeniu rzędu opóź-
nień równego dwa. W przypadku trzech opóźnień w wariancie pierwszym za-
równo test śladu jak i największej wartości własnej wskazują na dwa wektory 
kointegrujące. W związku z tym dalszej analizie poddano model VECM o takiej 
specyfikacji. Identyczne postąpiono w wariancie drugim. gdzie na rząd opóź-
nienia równy trzy wskazywały kryteria informacyjne FPE i AIC. Liczbę wekto-
rów kointegrujących określono zgodnie z wynikiem testu największej wartości 
własnej. 
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Tabela 3
Podsumowanie testów rzędu kointegracji w zależności od liczby opóźnień modelu VAR
Wariant I Wariant II
p TRACE MAX Kryterium TRACE MAX Kryterium
1 4 4 HQ, SC 5 3 HQ, SC
2 4 2 3 3
3 2 2 5 2 FPE, AIC
4 2 0 FPE 3 0
5 2 1 3 1
6 2 1 2 2 LR
7 3 1 LR, AIC 3 2
Źródło: opracowanie własne.
Należy zaznaczyć, że każda decyzja — zarówno co do rzędu opóźnień jak 
i liczby wektorów kointegrujących — ma charakter arbitralny. Problem ten 
można rozwiązać na gruncie bayesowskim. Przykład analizy kontegracyjnej 
z wykorzystaniem baysowskiego porównywania modeli i łączenia wiedzy (któ-
rego podstawy omawia Osiewalski [2001], punkt 1.2) można odnaleźć m.in. 
w pracy Wróblewskiej [2009].
5. WYNIKI EMPIRYCZNE
Konkluzją analizy kointegracji zmiennych jest oszacowanie dwóch wariantów 
modeli, z których każdy zawiera dwa wektory kointegrujące. Zgodnie z podej-
ściem Johansena [1988] w pierwszym etapie estymacji wykorzystano regresję nie-
pełnego rzędu (reduced rank regression) do oszacowania wartości wektorów koin-
tegrujących. Posiadając oceny metody największej wiarygodności dla macierzy b, 
oszacowano model VECM zwykłą metodą najmniejszych kwadratów (równanie 
po równaniu). Następnie, w celu wyeliminowania parametrów charakteryzu-
jących się słabą statystyczną istotnością wykorzystano procedurę sekwencyjnej 
 redukcji zmiennych (System Sequential Elimination of Regressors, SER). Polega ona 
na tym, że w każdym kroku procedury parametr z najniższym ilorazem t jest 
potencjalnie eliminowany z modelu, decyzja o wykluczeniu zmiennej podej-
mowana jest na postawie wybranego kryterium informacyjnego. W niniejszym 
badaniu wykorzystano kryterium Akaike. Po nałożeniu zerowych restrykcji na 
statystycznie nieistotne parametry model VECM został oszacowany Uogólnioną 
Metodą Najmniejszych Kwadratów. Ostatnim etapem estymacji była dekompo-
zycja Choleskiego macierzy kowariancji składnika losowego w modelu VECM 
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na iloczyn macierzy trójkątnych BB’, co po przemnożeniu macierzy parametrów 
przez odwrotność macierzy warunków strukturalnych B-1 doprowadziło do 
przekształcenia do modelu SVECM (zgodnie z równaniem (11)). Wartości oszaco-
wań obu wariantów modelu zawiera praca Malczyka [2010].
Ws p ó ł c z y n n i k i  r e a k c j i  n a  i m p u l s
Wartości współczynników odpowiedzi na impuls bazują na ocenach punktowych 
funkcji pierwotnych parametrów modelu. Oby podjąć próbę oceny niepewności 
tych oszacowań, za pomocą metod bootstrapowych wyznaczono 95% przedziały 
ufności wykorzystując metodę percentyli (por. Efron i Tibshirani [1993]). W tym 
celu przeprowadzono 1000 prób bootstrapowych.
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W pierwszym kroku obliczono wartości funkcji reakcji cen importu, 
producenta i konsumenta na impuls kursu walutowego. Bezpośrednio wyniki te 
otrzymać można w wariancie pierwszym modelu, gdzie wszystkie zmienne są 
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których reakcje są o wiele słabsze, natomiast utrzymują się w dłuższym okresie. 
Dodatkowo przedstawiono wykres autoodpowiedzi kursu walutowego. Jednorazowa 
zmiana kursu powoduje jeszcze większy wzrost w okresie pierwszego kwartału, po 
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wyższym od wyjściowego. Tym samym reakcja ta będzie miała bezpośredni wpływ 
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stronie kursu będą obniżać skalę przenoszenia zmian kursowych na ceny. 
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Źródło: opracowanie własne 
Zbliżone wartości funkcji reakcji cen importu oraz autoodpowiedzi kursowej 
zaobserwować można w wariancie drugim (wykresy 7-10). Ceny importu nie 
powracają jednak do stanu pierwotnego, lecz w dłuższej perspektywie utrzymują się 
na niższym poziomie. Bezpośrednio z modelu odczytać można również reakcje 
inflacji PPI i CPI na zmiany kursu (wartości na prawej osi). W przypadku obu 
agregatów cenowych reakcja jest zbliżona, w długim okresie można zaobserwować, 
że dynamika cen konsumenta charakteryzuje się mniejszą wrażliwością na wahania 
kursu. 
Wykresy 7-10 Funkcje reakcji kursu walutowego, cen importu, inflacji producenta i konsumenta na impuls 
kursu walutowego (wariant drugi) 
  
  
Źródło: opracowanie własne 
Wykorzystując skumulowane wartości funkcji reakcji zmiennych wyrażonych 
w postaci pierwszych przyrostów na impuls walutowy, uzyskano wartości funkcji 
reakcji poziomów cen producenta i konsumenta w wariancie drugim. Wykresy 11-
-0,008 
-0,006 
-0,004 
-0,002 
0 
1 3 5 7 9 11 13 15 17 19 21 23 25 
NEER->PPI 
-0,01 
-0,005 
0 
0,005 
1 3 5 7 9 11 13 15 17 19 21 23 25 
NEER->CPI 
-0,02 
0 
0,02 
0,04 
1 3 5 7 9 11 13 15 17 19 21 23 25 
NEER->NEER 
-0,02 
-0,015 
-0,01 
-0,005 
0 
1 3 5 7 9 11 13 15 17 19 21 23 25 
NEER->IMP 
-0,003 
-0,002 
-0,001 
0 
1 3 5 7 9 11 13 15 17 19 21 23 25 
NEER->ΔPPI 
-0,002 
-0,0015 
-0,001 
-0,0005 
0 
0,0005 
1 3 5 7 9 11 13 15 17 19 21 23 25 
NEER->ΔCPI 
Źródło: opracowanie własne.
Wykresy 3–6. Funkcje reakcji kursu walutowego, cen importu, producenta i konsumenta  
na impuls kursu wal towego (wariant pierwszy)
W pierws ym kroku obliczon  wart ści funkcji reakcji cen importu, produ-
centa i konsumenta na impuls kursu walutowego. Bezpośrednio wyniki te otrzy-
mać można w wariancie pierwszym modelu, gdzie wszystkie zmienne są wyra-
żone w poziomach. Szokowy wzrost kursu oznacza aprecjację waluty krajowej. 
Jak widać na wykresach 3–6, w krótkim okresie najsilniejsza jest spadkowa reak-
cja cen importu, natomiast w perspektywie dwóch lat ceny wracają do poziomu 
wyjściowego. Inaczej sytuacja wygląda w przypadku cen producenta i konsu-
menta, których reakcje są o wiele słabsze, natomiast utrzymują się w dłuższym 
36
okresie. Dodatkowo przedstawiono wykres autoodpowiedzi kursu walutowego. 
Jednorazowa zmiana kursu powoduje jeszcze większy wzrost w okresie pierw-
szego kwartału, po czym w perspektywie 14–15 miesięcy kurs stabilizuje się na 
poziomie nieznacznie wyższym od wyjściowego. Tym samym reakcja ta będzie 
miała bezpośredni wpływ na wielkość współczynników pass-through, gdyż rów-
noległe dostosowania po stronie kursu będą obniżać skalę przenoszenia zmian 
kursowych na ceny.
Zbliżone wartości funkcji reakcji cen importu oraz autoodpowiedzi kursowej 
zaobserwować można w wariancie drugim (wykresy 7–10). Ceny importu nie po-
wracają jednak do stanu pierwotnego, lecz w dłuższej perspektywie utrzymują 
się na niższym poziomie. Bezpośrednio z modelu odczytać można również reak-
cje inflacji PPI i CPI na zmiany kursu (wartości na prawej osi). W przypadku obu 
agregatów cenowych reakcja jest zbliżona, w długim okresie można zaobserwo-
wać, że dynamika cen konsumenta charakteryzuje się mniejszą wrażliwością na 
wahania kursu.
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Źródło: opracowanie własne 
Zbliżone wartości funkcji reakcji cen importu oraz autoodpowiedzi kursowej 
zaobserwować można w wariancie drugim (wykresy 7-10). Ceny importu nie 
powracają jednak do stanu pierwotnego, lecz w dłuższej perspektywie utrzymują się 
na niższym poziomie. Bezpośrednio z modelu odczytać można również reakcje 
inflacji PPI i CPI na zmiany kursu (wartości na praw j osi). W przypadku obu 
agreg tów cenowych reakcja jest zbliżona, w długim kresie można zaobserwować, 
że dy amika cen konsumenta charakteryzuje się mniejszą wrażliwością na wahania 
kursu. 
Wykresy 7-10 Funkcje reakcji kursu walutowego, cen importu, inflacji producenta i konsumenta na impuls 
kursu walutowego (wariant drugi) 
  
  
Źródło: opracowanie własne 
Wykorzystując skumulowane wartości funkcji reakcji zmiennych wyrażonych 
w postaci pierwszych przyrostów na impuls walutowy, uzyskano wartości funkcji 
reakcji poziomów cen producenta i konsumenta w wariancie drugim. Wykresy 11-
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Źródło: opracowanie własne.
Wykresy 7–10. Funkcje reakcji kursu walutowego, cen importu, inflacji producenta i konsumenta 
na impuls kursu walutowego (wariant drugi)
Wykorzystując skumulowane wartości funkcji reakcji zmiennych wyrażo-
nych w postaci pierwszych przyrostów na impuls walutowy, uzyskano warto-
ści funkcji reakcji poziomów cen producenta i konsumenta w wariancie drugim. 
Wykresy 11–12 przedstawiają skumulowaną funkcję reakcji inflacji producenta 
i konsumenta na impuls kursu walutowego. Podobnie jak w przypadku wariantu 
pierwszego reakcja cen producenta jest w krótkim okresie silniejsza od CPI, na-
37
tomiast w dłuższej perspektywie zaobserwować można zależność odwrotną. 
W tym ostatnim przypadku reakcja poziomów cen producenta i konsumenta ma 
charakter silnie malejący, nie wykazujący ograniczeń w zadanej perspektywie 
dwóch lat. Jest to konsekwencją reakcji przyrostów cen, które w długim okresie 
stabilizują się na poziomie wyższym od zera, co prowadzi do narastającej reak-
cji poziomów zmiennych. Próbę ekonomicznego wyjaśnienia tego zjawiska po-
dejmuje Cholewiński [2008], interpretując podobny rezultat jako efekt ciągłego 
wzrostu cen w gospodarce.
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12 przedstawiają skumulowaną funkcję reakcji inflacji producenta i konsumenta na 
impuls kursu walutowego. Podobnie jak w przypadku wariantu pierwszego reakcja 
cen producenta jest w krótkim okresie silniejsza od CPI, natomiast w dłuższej 
perspektywie zaobserwować można zależność odwrotną. W tym ostatnim przypadku 
reakcja poziomów cen producenta i konsumenta ma charakter silnie malejący, nie 
wykazujący ograniczeń w zadanej perspektywie dwóch lat. Jest to konsekwencją 
reakcji przyrostów cen, które w długim okresie stabil zują się n  poziomi  wyższ m 
o  zera, co prowadzi do arastającej reakcji poziomów zmiennych. Próbę 
ekonomicznego wyjaśnienia tego zjawiska podejmuje Cholewiński [2008], 
interpretując podobny rezultat jako efekt ciągłego wzrostu cen w gospodarce. 
Wykresy 11-12 Funkcje skumulowanych odpowiedzi inflacji producenta i konsumenta na impuls kursu 
walutowego (wariant drugi) 
  
Źródło: opracowanie własne 
Współczynniki przełożenia zmian kursowych  
Dysponując wartościami funkcji odpowiedzi indeksów cenowych na impuls 
kursu walutowego oszacowano wartości pass-through. Podobnie jak w przypadku 
funkcji reakcji dla ocen wskaźników pass-through wyznaczono bootstrapowe 
przedziały ufności. Oba warianty pozwalają na analizę szybkości i siły przekładania 
się zmian kursowych na ceny na każdym etapie łańcucha cenowego. 
Na wykresach 13-18 zaprezentowane zostały wartości współczynników pass-
through w wariancie pierwszym modelu. Pierwotnie wyznaczono wartości 
wskaźników dla okresu prognozy równego 24 miesiące (wykresy w pierwszej 
kolumnie). Można jednak zauważyć, że dla horyzontu prognozy powyżej 6 miesięcy 
drastycznie wzrasta niepewność oszacowań wskaźników, znacznie osłabiająca 
jakiekolwiek wnioski ekonomiczne. W związku z tym ocenę efektu przekładania się 
zmian kursowych na ceny ograniczono do okresu krótkiego, zawierającego się w 
jednym półroczu (wykresy w drugiej kolumnie). 
Zgodnie z oczekiwaniami najsilniejszą reakcję można zaobserwować po stronie 
cen importu. Z okresu na okres skala przełożenia zmian kursowych jest coraz 
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Źródło: opracowanie własne.
Wykresy 11–12. Funkcje skumulowanych odpowiedzi inflacji producenta i konsumenta  
na i puls kursu walut ego (wariant drugi)
Ws p ó ł c z y n n i k i  p r z e ł o ż e n i a  z m i a n  k u r s o w y c h 
Dysponując wartościami funkcji odpowiedzi indeksów cenow ch na impuls 
kursu walutowego oszaco ano wart ści pass-through. Podobnie jak w przypadku 
funkcji reakcji dla ocen wskaźników pass-through wyznaczono bootstrapowe 
przedziały ufności. Oba warianty pozwalają na analizę szybkości i siły przekłada-
nia się zmian kursowych na ceny na każdym etapie łańcucha cenowego.
Na wykresach 13–18 zaprezentowane zostały wartości współczynników pass-
through w wariancie pierwszym modelu. Pierwotnie wyznaczono wartości wskaź-
ników dla okresu prognozy równego 24 miesiące (wykresy w pierwszej kolum-
nie). Można jednak zauważyć, że dla horyzontu prognozy powyżej 6 miesięcy 
drastycz i  wzrasta niepew ość oszacow ń wskaź ików, znacznie osłabiająca 
jakiekolwiek wnioski ekon miczne. W związku z ty  ocenę efektu przekładania 
się zmian kursowych na ceny ograniczono do okresu krótkiego, zawierającego 
się w jednym półroczu (wykresy w drugiej kolumnie).
Zgodnie z oczekiwaniami najsilniejszą reakcję można zaobserwować po stro-
nie cen importu. Z okresu na okres skala przełożenia zmian kursowych jest coraz 
wyższa, osiągając po trzech miesiącach wartość -0,66 (przedział ufności ograni-
czają wartości -0,99 i -0,47), postępującą w kolejnych miesiącach. Reakcje po stro-
38
nie cen producenta i konsumenta są również ujemne, lecz znacznie słabsze od 
cen dóbr importowanych. Jednocześnie charakteryzują się spadkiem niepewno-
ści oszacowań. Po upływie kwartału wskaźnik przełożenia dla cen producenta 
wynosi -0,19 (z przedziałem ufności pomiędzy -0,33 i -0,12), natomiast ocena re-
akcji cen konsumenta w takim okresie kształtuje się na poziomie -0,14 (z prze-
działem ufności pomiędzy -0,27 i -0,05).
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wyższa, osiągając po trzech miesiącach wartość -0,66 (przedział ufności ograniczają 
wartości -0,99 i -0,47), postępującą w kolejnych miesiącach. Reakcje po stronie cen 
producenta i konsumenta są również ujemne, lecz znacznie słabsze od cen dóbr 
importowanych. Jednocześnie charakteryzują się spadkiem niepewności o z cowań. 
Po upływie kwartału wskaźnik przełożenia dla cen producenta wynosi -0,19 (z 
przedziałem ufności pomiędzy -0,33 i -0,12), natomiast ocena reakcji cen 
konsumenta w takim okresie kształtuje się na poziomie -0,14 (z przedziałem ufności 
pomiędzy -0,27 i -0,05). 
Wykresy 13-18 Współczynniki pass-through kursu walutowego na ceny (wariant I) 
Horyzont = 24 miesiące Horyzont = 6 miesięcy 
  
  
  
Źródło: opracowanie własne 
Skala przełożenia zmian kursu na ceny w wariancie drugim w krótkim okresie 
przebiega w sposób zbliżony. Istotne różnice w ocenach punktowych można 
zaobserwować po upływie roku. Jednak podobnie jak w wariancie pierwszym, ze 
względu na drastycznie szerokie przedziały ufności dla ocen parametrów, 
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Źródło: opracowanie własne.
Wykresy 13–18. Współczynniki pass-through kursu walutowego na ceny (wariant I)
Skala przełożenia zmian kursu na ceny w wariancie drugim w krótkim okre-
sie przebiega w sposób zbliżony. Istotne różnice w ocenach punktowych można 
zaobserwować po upływie roku. Jednak podobnie jak w wariancie pierwszym, ze 
względu na drastycznie szerokie przedziały ufności dla ocen parametrów, inter-
pretację ograniczono do okresu krótkiego. Podobnie jak w wariancie pierwszym 
reakcja cen importu jest najsilniejsza i po upływie 3 miesięcy wynosi -0,67 z prze-
działem ufności (-0,83;-0,49). Reakcja cen producenta jest słabsza i wynosi -0,15 
39
z przedziałem ufności (-0,26;-0,09), natomiast w sposób najbardziej delikatny re-
agują ceny konsumenta, dla których ocena wskaźnika pass-through po upływie 
kwartału wynosi -0,10 z przedziałem ufności (-0,19;-0,04). W perspektywie kolej-
nych okresów reakcje wymienianych agregatów są silniejsze, jednocześnie wzra-
sta niepewność oszacowań wskaźników przełożenia.
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interpretację ograniczono do okresu krótkiego. Podobnie jak w wariancie pierwszym 
reakcja cen importu jest najsilniejsza i po upływie 3 miesięcy wynosi -0,67 z 
przedziałem ufności (-0,83;-0,49). Reakcja cen producenta jest słabsza i wynosi -
0,15 z przedziałem ufności (-0,26;-0,09), natomiast w sposób najbardziej delikatny 
reagują ceny konsumenta, dla których ocen  wskaźnika pass-through po upływi  
kwartału wynosi -0,10 z przedziałem ufności (-0,19;-0,04). W perspektywie 
kolejnych okresów reakcje wymienianych agregatów są silniejsze, jednocześnie 
wzrasta niepewność oszacowań wskaźników przełożenia. 
Wykresy 19-24 Współczynniki pass-through  kursu walutowego na ceny (wariant II) 
Horyzont = 24 miesiące Horyzont = 6 miesięcy 
  
  
  
Źródło: opracowanie własne 
Podsumowując szacunki stopnia przekładania się zmian kursu walutowego na 
ceny należy stwierdzić, że malejące wartości wskaźników pass-through na 
kolejnych ogniwach łańcucha cenowego potwierdzają teoretyczne założenia o 
częściowej absorpcji wahań kursowych przez podmioty gospodarcze występujące na 
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Źródło: opracowanie własne.
Wykresy 19–24. Współczynniki pass-through kursu walutowego na ceny (wariant II)
Podsumowując szacunki stopnia przekładania się zmian kursu walutowego 
na ceny należy stwierdzić, że malejące wartości wskaźników pass-through na ko-
lejnych ogniwach łańcucha cenowego potwierdzają teoretyczne założenia o czę-
ściowej absorpcji wahań kursowych przez podmioty gospodarcze występujące 
na kolejnych etapach produkcji bądź dystrybucji towarów. Z drugiej strony 
zwiększające się wraz ze wzrostem horyzontu prognozy wartości wskaźników 
pokazują, że efekt pass-through charakteryzuje się kilkumiesięcznym opóźnie-
niem.
40
Z punktu widzenia polityki pieniężnej istotny wydaje się nie tyle wpływ 
zmian kursowych na ceny, co na stopę inflację. W związku z tym przeprowa-
dzono analiza zjawiska pass-through w odniesieniu do dynamiki cen. Wpływ 
zmian kursu na stopę inflacji PPI i CPI można w sposób bezpośredni odczy-
tać w wariancie drugim modelu, gdzie explicite umieszczone zostały pierwsze 
przyrosty logarytmów PPI i CPI. Na wykresach 25–28 przedstawiono wartości 
wskaźników pass-through na miesięczną stopę inflacji producenta i konsumenta. 
Ich wielkość jest zbliżona za wyjątkiem pierwszego okresu, kiedy to zaobserwo-
wać można silniejszą reakcję inflacji producenta. Ogólnie wpływ zmian kursu na 
inflację zmienia się w tempie malejącym, w półrocznej perspektywie oscylując 
wokół wielkości -0,04.
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kolejnych etapach produkcji bądź dystrybucji towarów. Z drugiej strony 
zwiększające się wraz ze wzrostem horyzontu prognozy wartości wskaźników 
pokazują, że efekt pass-through charakteryzuje się kilkumiesięcznym opóźnieniem. 
Z punktu widzenia polityki pieniężnej istotny wydaje się nie tyle wpływ zmian 
kursowych na ceny, co na stopę inflację. W związku z tym przeprowadzono analiza 
zjawiska pass-through w odniesieniu do dynamiki cen. Wpływ zmian kursu na stopę 
inflacji PPI i CPI można w sposób bezpośredni odczytać w wariancie drugim 
modelu, gdzie explicite umieszczone zostały pierwsze przyrosty logarytmów PPI i 
CPI. Na wykresach 25-28 przedstawiono wartości wskaźników pass-through na 
miesięczną stopę inflacji produc nta i konsumenta. Ich wielkość jest zbliżona z  
wyjątkiem pierwszego okresu, kiedy to zaobserwować można silniejszą reakcję 
inflacji producenta. Ogólnie wpływ zmian kursu na inflację zmienia się w tempie 
malejącym, w półrocznej perspektywie oscylując wokół wielkości -0,04. 
Wykresy 25-28 Współczynniki pass-through kursu walutowego na inflację PPI i CPI m/m 
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miesięcy, co odpowiada rocznej stopie inflacji (Cholewiński [2008]). Jednak ze 
względu na okoliczność, że wyniki oszacowań wskaźników pass-through dla 
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Wykresy 25–28. Współczynniki pass-through kursu walutowego na inflację PPI i CPI m/m
Praktycznie większe znaczenie ma analiza wpływu zmian kursowych na 
stopę inflacji w ujęciu rocznym. W tym celu można bliczyć wskaźnik pass-through 
posług jąc się kroczącą sumą przyrostów log rytmów poziomów cen z okresu 
12 miesięcy, co odpowiada rocznej sto ie inflacji (Cholewiński [2008]). Jednak ze 
względu na okoliczność, że wyniki oszacowań wskaźników pass-through dla ho-
ryzontu wybiegającego ponad jedno półrocze okazały się obarczone dużą miarą 
niepewności, wpływ zmian kursu na roczną stopę inflacji sprowadzi się skumu-
lowania odpowiednich wskaźników dla pierwszych 6 miesięcy.
Wyniki obliczeń przedstawiono na wykresach 29–32. Oba wskaźniki zmie-
niają się w sposób do siebie zbliżony, niemniej nieznacznie silniejszą reakcją cha-
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rakteryzuje się inflacja producenta. Z okresu na okres wpływ zmian kursowych 
na inflację jest coraz wyższy, po pierwszym kwartale dla inflacji PPI wynosi -0,16 
z przedziałem ufności (-0,24;-0,09), a po upływie kolejnego kwartału wzrasta 
do -0,27 z przedziałem ufności (-0,45;-0,15). Dla analogicznych okresów warto-
ści wskaźnika dla inflacji CPI wynoszą odpowiednio -0,10 z przedziałem ufno-
ści (-0,17;-0,04) oraz -0,22 z przedziałem ufności (-0,41;-0,11). Tym samym można 
mówić o znacznym opóźnieniu zjawiska pass-through. 
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Dekompozycja wariancji 
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inflację jest dekompozycja wariancji składnika losowego. O ile za pomocą funkcji 
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odpowiedzieć na pytanie w jakim stopniu wariancja składnika resztowego na 
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Wykresy 29–32. Współczynniki pass-through kursu walutowego na inflację PPI i CPI r/r
D e k o m p o z y c j a  w a r i a n c j i
Ostatnim etapem analizy przenoszenia zmian kursu walutowego na ceny i in-
flację jest dekompozycja wariancji składnika losowego. O ile za pomocą funk-
cji reakcji można zbadać siłę i rozmiar przekładania się zmian kursowych na 
odpowiednie agregaty cenowe, to dzięki dekompozycji wariancji można odpo-
wiedzieć na pytanie w jakim stopniu wariancja składnika resztowego na każ-
dym etapie łańcucha cenowego jest pochodną odpowiednich szoków. Analizę 
 przeprowadzono dla dwuletniego horyzontu prognozy, niemniej należy pa-
miętać, że wnioski na temat okresu dłuższego niż 6 miesięcy należy traktować 
ostrożnie.
Na wykresach 33–34 zobrazowano dekompozycję wariancji dla równań in-
deksów cen importu w obu wariantach modelu. Zmienność błędu prognozy 
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cen importu w wariancie pierwszym w krótkim okresie w prawie połowie wy-
jaśniana jest przez szoki kursu walutowego, po czym wraz ze wzrostem hory-
zontu prognozy zależność ta spada do około 16% po dwóch latach. Rośnie na-
tomiast wpływ szoku popytowego, utożsamianego ze zmianami produkcji 
przemysłowej (do ok. 25% po dwóch latach). Zmienność błędu prognozy w wa-
riancie drugim różni się dość istotnie. Wpływ szoku kursowego również wynosi 
w pierwszych miesiącach około 50% natomiast maleje w tempie zdecydowanie 
wolniejszym i po dwóch latach nadal wynosi ponad 40%. Po kilku miesiącach 
uwidacznia się także dość znaczący (ponad 12%) wpływ zmienności stopy pro-
centowej, co może sugerować reakcję władz monetarnych na zagrożenie inflacją 
kosztową.
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Wykresy 33-34 Dekompozycja wariancji składnika losowego w równaniach cen importu (wariant I i II) 
Wariant I Wariant II 
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W przypadku cen producenta w wariancie pierwszym, w głównej mierze ich 
zmienność wyjaśniana jest sama przez się. Wpływ szoku kursowego na początku 
wynosi około 40% po czym spada, jednak w tempie wolniejszym niż w przypadku 
poprzedniego agregatu cenowego. Należy też zwrócić uwagę, że z okresu na okres 
zmienność cen PPI w coraz większym stopniu wyjaśniana jest zmiennością cen 
importu, co sugerować może odłożony wpływ zmian cen importu zaopatrzeniowego 
na ceny produkcji. Dla równania cen konsumenta w wariancie pierwszym udział 
szoku kursowego w wyjaśnianiu zmienności CPI jest początkowo znikomy, po 
czym rośnie w tempie malejącym do około 45% po dwóch latach, co potwierdza 
opóźniony efekt pass-through. Około 15-20% wariancji wyjaśniana jest 
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Wykresy 33–34. Dekompozycja wariancji składnika losowego w równaniach cen importu  
(wariant I i II)
W przypadku cen producenta w wariancie pierwszym, w głównej mierze ich 
z ienność wyjaśniana jest sama przez się. Wpływ szoku kursowego na początku 
wynosi około 40% po czym spada, jednak w tempie wolniejszym niż w przy-
padku poprzedniego agregatu cenowego. Należy też zwrócić uwagę, że z okresu 
na okres zmienność cen PPI w coraz większym stopniu wyjaśniana jest zmien-
nością cen importu, co sugerować może odłożony wpływ zmian cen importu za-
opatrzeniowego na ceny produkcji. Dla równania cen konsumenta w wariancie 
pierwszym udział szoku kursowego w wyjaśnianiu zmienności CPI jest począt-
kowo znikomy, po czym rośnie w tempie malejącym do około 45% po dwóch 
latach, co potwierdza opóźniony efekt pass-through. Około 15–20% wariancji wy-
jaśniana jest zmiennością równania cen producenta. Na tym etapie względnie 
istotny okazuje również wpływ szoków monetarnych, co może być efektem tego, 
że głównym przedmiotem zainteresowania władz monetarnych jest zmienność 
cen koszyka towarów i usług konsumpcyjnych. Opisywaną sytuację zobrazo-
wano na wykresach 35–36.
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zmiennością równania cen producenta. Na tym etapie względnie istotny okazuje 
również wpływ szoków monetarnych, co może być efektem tego, że głównym 
przedmiotem zainteresowania władz monetarnych jest zmienność cen koszyka 
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35-36. 
Wykresy 35-36 Dekompozycja wariancji składnika losowego w równaniach cen producenta i  cen 
konsumenta (wariant I)  
ceny producenta (PPI) ceny konsumenta (CPI) 
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Wyniki dla wariantu drugiego przedstawiają wykresy 37–38. Wpływ zaburzeń 
kursowych na zmienność inflacji PPI jest praktycznie stała w całym okresie 
prognozy i wynosi około 33%. Reszta zmienności tego równania wyjaśniana jest 
głównie sama przez się. Jedynie w krótkim okresie zaobserwować można silniejszy 
(ok. 5%) wpływ szoków podażowych, szybko wygasający wraz ze wzrostem 
horyzontu prognozy.  
Wykresy 37-38 Dekompozycja wariancji składnika losowego w równaniach inflacji producenta i 
konsumenta (wariant II) 
inflacja producenta (ΔPPI) inflacja konsumenta (ΔCPI) 
  
Źródło: opracowanie własne 
0% 
20% 
40% 
60% 
80% 
100% 
1 3 5 7 9 11 13 15 17 19 21 23 
OIL PROD IR NEER IMP PPI CPI 
0% 
20% 
40% 
60% 
80% 
100% 
1 3 5 7 9 11 13 15 17 19 21 23 
OIL PROD IR NEER IMP PPI CPI 
0% 
20% 
40% 
60% 
80% 
100% 
1 3 5 7 9 11 13 15 17 19 21 23 
OIL PROD IR NEER IMP ΔPPI ΔCPI 
0% 
20% 
40% 
60% 
80% 
100% 
1 3 5 7 9 11 13 15 17 19 21 23 
OIL PROD IR NEER IMP ΔPPI ΔCPI 
Źródło: opracowanie własne.
Wykresy 35–36. Dekompozycja wariancji składnika losowego w równaniach cen producenta  
i cen konsumenta (wariant I) 
Wyniki dla wariantu drugiego przedstaw ają wyk esy 37–38. Wpływ zabu-
rzeń kursowych na zmienność inflacji PPI jest praktycznie stała w całym okresie 
prognozy i wynosi około 33%. Reszta zmienności tego równania wyjaśniana jest 
głównie sama przez się. Jedynie w krótkim okresie zaobserwować można silniej-
szy (ok. 5%) wpływ sz ków podażowych, szybk  wygasający wraz ze wzrostem 
horyzontu prognozy. 
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Wykresy 37–38 Dekompozycja wariancji składnika losowego w równaniach inflacji producenta 
i konsumenta (wariant II)
W przypadku równania inflacji konsumenta — podobnie jak w odniesie-
niu do poziomów cen — wpływ zmienności kursu walutowego jest opóźniony, 
lecz systematycznie z okresu na okres wzrasta. W pierwszym roku dość znaczny 
wydaje się również wpływ szoków podażowych (ok. 5–7%), co odzwierciedla 
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wpływ zmian cen surowców energetycznych na inflację CPI (choć uwzględ-
nione zostały jedynie ceny ropy naftowej, to zmiany cen pozostałych surow-
ców zazwyczaj przebiegają w tym samym kierunku, co najwyżej z niewielkim 
opóźnieniem czasowym). W wariancie drugim zaskakująco niski okazuje się 
wpływ zmienności stopy procentowej, nie przekraczający 1%. Można na tej pod-
stawie wnioskować, że inflacja nie jest wrażliwa zmiany polityki pieniężnej, co 
przeczy intuicji ekonomicznej. Model sugeruje natomiast względnie znaczący 
(ok. 10%) wpływ szoków popytowych na zmienność inflacji CPI, co skłania do 
stwierdzenia, że istotny wpływ na wariancję inflacji mogą mieć zmiany polityki 
fiskalnej.
6. PODSUMOWANIE
Niniejsza praca miała na celu przedstawienie wyników analizy wpływu zmian 
kursu walutowego na kształtowanie się cen i inflacji w Polsce w okresie od po-
czątku 1998 r., tj. od momentu prowadzenia przez Radę Polityki Pieniężnej strate-
gii bezpośredniego celu inflacyjnego.
Elementem badania było wyspecyfikowanie dwóch wariantów modelu 
SVECM, z których każdy zawierał dwa wektory kointegrujące. Następnie zapre-
zentowane zostały wartości funkcji reakcji indeksów cenowych na impuls kursu 
walutowego, które posłużyły do obliczenia współczynników pass-through. Dla 
wymienionych funkcji parametrów modelu wyznaczono bootstrapowe prze-
działy ufności, pozwalające w sposób przybliżony wnioskować o skali niepewno-
ści oszacowań opisywanych wskaźników.
Oba warianty, zgodnie z oczekiwaniami, sugerują silniejszy i szybszy stopień 
przełożenia zmian kursowych na ceny importu, niż na ceny produkcji i kon-
sumpcji. Korzystając z wariantu drugiego modelu, analizie poddano również 
reak cję dynamiki cen produkcji i konsumpcji. Inflacja zarówno w ujęciu miesięcz-
nym, jak i rocznym, reagowała na zmiany kursu walutowego w sposób zbliżony. 
W krótkim okresie silniejszą reakcją charakteryzowała się inflacja PPI.
Zależności te zaobserwowano w rozpatrywanej perspektywie 6 miesięcy, do 
której ograniczono się w próbie ekonomicznej interpretacji opisywanych zagad-
nień. Wnioskowanie w dłuższym horyzoncie okazało się obarczone olbrzymią 
niepewnością i w kontekście przeprowadzonych analiz wydaje się nieupraw-
nione. Taki stan rzeczy poddaje w wątpliwość wyniki badań opierające się jedy-
nie na ocenach punktowych parametrów (bądź ich funkcji) i staje się sugestią do 
uwzględniania w analizach także miar niepewności estymowanych parametrów.
Dekompozycja wariancji zaprezentowana w ostatniej części pracy dostarcza 
informacji o determinantach kształtowania się indeksów cenowych w perspekty-
wie czasu. Wyniki analizy w obu wariantach potwierdzają opóźniony efekt pass-
through.
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Podsumowując całość wyników badania należy stwierdzić, że w półrocznej 
perspektywie ceny w gospodarce polskiej nie dostosowują się w pełni do zmian 
kursu walutowego. Kierunek zależności w krótkim okresie jest zgodny z intuicją 
ekonomiczną, natomiast wykorzystywane narzędzia nie dają podstaw do wnio-
skowania o zależnościach między kursem a cenami w długim okresie. Należy 
dodatkowo pamiętać, że wybór i specyfikacja modelu obarczona była dużą dozą 
arbitralności, co może mieć istotny wpływ na wyniki płynące z badania. Należy 
więc poszukiwać precyzyjniejszych metod ekonometrycznych pozwalających 
przezwyciężać tradycyjne ograniczenia makromodelowania (takie, jak krótkie 
szeregi czasowe) czy też zaobserwowaną w niniejszym badaniu niestabilność 
wariancji wielu z nich. Pomocne w przezwyciężeniu tych ograniczeń może być 
wykorzystanie modeli klasy VAR-SV czy też wspomniane wcześniej przejście na 
grunt ekonometrii bayesowskiej.
Sposób modelowania powinien również odzwierciedlać możliwy asyme-
tryczny charakter zjawiska pass-through. W ostatnich latach badania empiryczne 
uwzględniające to zagadnienie dla małych gospodarek otwartych prowadzili 
m.in. Alexius i Post [2008], a w Polsce Przystupa i Wróbel [2009]. Pogłębianie analiz 
mechanizmu transmisji polityki pieniężnej w świetle istnienia kanału kursowego 
wydaje się kluczowe dla prowadzenia skutecznej polityki monetarnej, szczegól-
nie wobec możliwego ograniczenia swobody prowadzenia tej polityki konieczno-
ścią utrzymania niskiej zmienności kursu Złotego w stosunku do Euro, w ramach 
systemu ERM2. Autor pozostawia te zagadnienia przyszłym badaniom.
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AbSTRACT
The purpose of this article is to survey the contemporary standards of modern national accounts, 
and to assess their applicability in tracing differences in economic growth across countries. in 
order to perform a growth accounting study one requires good quality and mutually comparable 
information about the three main macroeconomic indicators: i) production output, ii) capital input 
and iii) labour input. Thus, the author outlines the sources and reasons behind the creation of such 
statistics as well as the national accounts standards they comply with. each of the above indicators 
is discussed in respect of these standards, limitations in applying and availability in international 
databases. The study also provides insights into the current stage of development of the System of 
National accounts and how different measurement standards can augment inference on economic 
growth.
AbSTRAKT 
Celem niniejszej pracy jest analiza współczesnych standardów dla rachunków księgowych 
budżetów państw oraz ich ocena pod kątem przydatności w pomiarze różnic we wzroście gospo-
darczym pomiędzy krajami. Badania typu growth accounting wymagają wysokiej jakości, porówny-
walnych między sobą informacji o trzech głównych wskaźnikach makroekonomicznych: i)  wartości 
produkcji, ii) nakładu kapitału rzeczowego oraz iii) nakładu pracy. Dlatego też, autor niniejszej 
pracy zarysowuje źródła i przyczyny stojące za powstaniem takich danych oraz przedstawia stan-
dardy, którym podlegają. Każdy z wyżej wymienionych wskaźników omawiany jest po kątem 
tych standardów, ograniczeń w jego zastosowaniu oraz dostępności w międzynarodowych bazach 
danych. artykuł zarysowuje również obecny poziom rozwoju System of National Accounts oraz poka-
zuje, jak różne standardy pomiaru mogą wpływać na wnioskowanie o wzroście gospodarczym. 
KeywOrDS
macroeconomic data, system of national accounts, measurement standards, growth accounting
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1. iNTrODuCTiON
evaluating countries’ productive capacities becomes a crucial element in today’s 
globalized world. Benchmarking economies allows us to evaluate their industrial 
potential, stage of development and rate of economic growth. Growth accounting 
in particular has become a preferred framework for such research [Chen et al. 
2010]. Though it does not, by itself, explain the underlying causes of each factor’s 
contribution to the production output it can serve as a powerful policy review 
tool when complemented by historical and case study analyses [Schreyer 2004]. 
Such a comprehensive approach brings the essence of quantitative and qualita-
tive research together, and allows us to fully understand the reasons of growth, 
innovation and productivity change. in doing so, growth accounting methods 
bring a fair share of knowledge that comes from the source of economic growth 
observation – meaning the data. Since every quantitative analysis of economic 
growth is dependent on the data accuracy and cross-country comparability, their 
methodologies and proper usage become an ongoing concern. it poses a conside-
rable research challenge in the early stages of virtually every growth accounting 
study. 
Because crunching the numbers can be so time consuming and complex, 
many economists spend little time considering the pedigree of the pre-crunched 
data. Compiling countries’ productivity statistics is not only complex but also in-
volves as much politics as science. what is more, once such data are made ava-
ilable throughout a set of countries, their comparability and across-nation appli-
cability is still questionable. This issue was raised decades ago by international 
organizations1 in the post-war era. Back then, such data were crucial to form the 
bases of policy recommendations and guidelines to efficiently allocate scarce re-
sources needed to rebuild europe after two world wars [ward 2004]. 
at first, due to the world’s division between american and Soviet spheres of 
influence, the earliest versions of international systems of accounts (“western” 
System of National accounts and “eastern” material Product System) were not 
entirely applicable or even comparable [ward 2004]. However much changed 
after the uSSr collapse and for some time now, we have been witnessing a gra-
dual convergence towards mutual comparability of main macroeconomic indica-
tors, that is, the production output and capital and labour inputs. The purpose of 
this article is to survey the contemporary state of knowledge about these inter-
national standards, discuss the outstanding issues, outline databases suitable for 
use in growth accounting studies and show the implications of using different 
measurements. 
Section 2 of this work outlines principles of growth accounting where macro-
economic indicators are used to trace sources of economic growth. Section 3 focu-
1 The league of Nations, precursor to the uN and OeeC later to be renamed as OeCD .
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ses on standards for macroeconomic accounts and their origins. These concepts 
set the methodological framework for compiling the main national statistics on 
which we focus in section 4. Section 5 provides insights into tools and methods 
necessary for bringing special-temporal observations to comparability. Finally, 
section 6 demonstrates what implications measurement standards may have on 
economic growth inference and section 7 concludes with a discussion. 
2. PriNCiPleS OF GrOwTH aCCOuNTiNG 
Growth accounting procedures are largely based on macroeconomic produc-
tion theory and their purpose is to trace each factor’s contribution to economic 
growth. The underlying assumption is that a change in macroeconomic output, 
given as:
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2. Principles of growth accounting  
Growth accounting procedures are largely based on macroeconomic production theory 
and their purpose is to trace each factor’s contribution to economic growth. The 
underlying assumption is that a change in macroeconomic output, given as: 
 𝑌�� = 𝑓(𝐾��, 𝐿��;𝐵�) ∙ 𝐸𝐹�� (1) 
where 𝑌�� is the macroeconomic production output, 𝐾�� is capital input and 𝐿�� denotes 
labour input, is the result of a change in the i) quantity of inputs and ii) the way they are 
used in production. The latter is broadly referred to as the change in productivity and 
there are two ways to consider it. First, when the production technology is progressing 
(or regressing) it augments parameters (𝐵�) of the function that describes it. This way, 
more (or less) product can be made given the same quantity of inputs. Second, 
productivity may shift as the result of change in a country’s technical efficiency (𝐸𝐹��). 
This may be due to a number of factors, like i) changes in work culture over years, 
ii) governmental policies, or the recently discussed iii) malicious practices of worldwide 
financial institutions. In short, the mainstream growth accounting framework can be 
summarised as2: 
                                                 
2 There have been many conceptual frameworks in this field. Very few, however, stood the test of time. 
One alternative idea recently mentioned in the literature, and introduced by Caselli and Coleman [2006], 
assumes that each country has its own unique technology and the aim of growth accounting is to trace 
differences among these different technologies. Considering the ongoing globalisation, however, this idea 
has already earned some critique.  
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 𝑂𝐶�+1,� = 𝐼𝐶�+1,�𝑥𝑇𝐶�+1,�𝑥𝐸𝐶�+1,� (2)
where 𝐼𝐶 is input change, 𝑇𝐶 is technical change, 𝐸𝐶 is efficiency change, i is country 
index and t+1 denotes a change from t to t+1 period. Suffice to say that increase in any 
of the three factors results in economic growth.  
There have been several methodologies suggested to implement the growth accounting 
framework. In recent years, stochastic frontier analysis (SFA), independently developed 
by Aigner, Lovell, S hmidt [1977] and Meeusen and Van den Broeck [1977], seems to 
have become a preferred parametric approach (see, e.g., Fried, Lovell and Schmidt 
[2008] for a lengthy list of applications in macroeconomics). A typical SFA model is 
denoted as: 
 𝑌�� = 𝑓(𝐾��, 𝐿��;𝐵�) ∙ exp (𝑣�� − 𝑢��) (3) 
where 𝑓(∙) is the production frontier3, 𝐵� is a vector of technology parameters 
(in period t),  𝑣�� reflects stochastic nature of the frontier (symmetric disturbance) and 
“−𝑢��” is the inefficiency term of country i in period t. Inefficiency is measured as the 
distance between the observed output and the world production frontier4. Having this, 
we can compute country i’s efficiency as: 
 𝐸𝐹�� = exp (𝑦��)exp (𝑓(𝑘��, 𝑙��;𝐵�) + 𝑣��) = exp (−𝑢��) (4) 
where lower case letters (𝑦, 𝑘, 𝑙) indicate natural logs of upper case letters (𝑌,𝐾, 𝐿).  
The above model can be easily re-arranged to accommodate growth accounting 
framework. Given any two corresponding periods t and t+1, if we consider world 
frontiers as well as country i’s inputs and inefficiencies, the expected increase in the log 
of its macro-output is [Koop, Osiewalski and Steel 1999]:  
 12 �𝑥�+1,� + 𝑥���′(𝛽�+1 − 𝛽�) + 12 (𝛽�+1 + 𝛽�)′�𝑥�+1,� − 𝑥��� + (𝑢�� − 𝑢�+1,�) (5) 
where the first component captures technical progress (or regress), the second reflects 
input change and the third accounts for shifts in efficiency over time. Thus, if we define 
these components as input change: 𝐼𝐶�+1,� =  exp (12 (𝛽�+1 + 𝛽�)′�𝑥�+1,� − 𝑥���); 
                                                 
3 The function here is assumed to be linear with respect to natural logs of Y, K and L  
4 Meaning: the potentially obtainable output given inputs under the current level of technology. Also, here 
I assume that there is a common frontier for all investigated countries. See Makieła [2009] for a 
discussion.  
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where IC is input change, TC is technical change, EC is efficiency change, i is 
country index and t + 1 denotes a change from t to t + 1 period. Suffice to say that 
increase in any of the three factors results in economic growth. 
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e.g., Fried, lovell and Schmidt [2008] for a lengthy list of applications in macr-
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should remember that research conclusions also depend on calculation methodologies 
used in a given dataset. The data should be collected from databases that provide 
international comparability instead of directly from National Statistical Offices (NSOs 
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been unifying the national accounts methodology. Their efforts have been much 
appreciated and it is no accident that the two major creators of modern national accounts 
have been both awarded Nobel prizes for Economics – Simon Kuznets (USA) in 1971 
and Richard Stone (UK) in 1984.  
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international statistical standards that would enable policy monitoring. This was 
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The first SNA was introduced in 1953 and adopted mainly by western economies. 
Though consisting of only six main tables, it enabled the basic policy reviews of the 
postwar reconstruction efforts [Bos 2008]. Several revisions to the 1953 version were 
issued (in 1960 and 1964), but it wasn’t until 1968 when the first milestone achievement 
in unifying national accounts was made. The 1968 SNA comprised a set of balance 
sheets, input-output tables and, due to inter-industry sectoring, allowed policymakers 
and researchers to conduct more extensive macroeconomic analyses. Moreover, efforts 
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3. SOurCeS OF mODerN NaTiONal aCCOuNTS 
Quite obviously, countries’ economic and financial structures vary significantly. 
Therefore, when compiling datasets for a growth accounting study, it is impor-
tant to use data that maintain comparability. issues on calculating either a given 
country’s output or the level of its capital stock are still left fairly open, so when 
analyzing growth one should remember that research conclusions also depend 
on calculation methodologies used in a given dataset. The data should be collec-
ted from databases that provide international comparability instead of directly 
from National Statistical Offices (NSOs hereafter). Slowly but steadily over the 
last 50 years, economists and statisticians have been unifying the national acco-
unts methodology. Their efforts have been much appreciated and it is no acci-
dent that the two major creators of modern national accounts have been both 
awarded Nobel prizes for economics – Simon Kuznets (uSa) in 1971 and richard 
Stone (uK) in 1984. 
The System of National accounts (SNa hereafter) had its origin in the policy 
monitoring and evaluation tools used during the rebuilding of postwar europe. 
The SNa can be traced back to 1947 when, at its first meeting, the united Nations 
Statistical Commission (uNSC), chaired by richard Stone, expressed the need to 
develop international statistical standards that would enable policy monitoring. 
This was especially crucial for the postwar western europe as, in order for the 
marshal Plan to succeed, scarce resources had to be properly managed and effi-
ciently allocated. 
The first SNa was introduced in 1953 and adopted mainly by western eco-
nomies. Though consisting of only six main tables, it enabled the basic policy re-
views of the postwar reconstruction efforts [Bos 2008]. Several revisions to the 
1953 version were issued (in 1960 and 1964), but it wasn’t until 1968 when the 
first milestone achievement in unifying national accounts was made. The 1968 
SNa comprised a set of balance sheets, input-output tables and, due to inter-
industry sectoring, allowed policymakers and researchers to conduct more exten-
sive macroeconomic analyses. moreover, efforts have been made for 1968 SNa 
to be compatible with the material Product System (mPS), a methodology which 
had been concurrently developed by the uSSr and its satellite economies5. 
The new standard, however, was not adopted as widely as its creators had 
anticipated. The western economies did not have the slightest problem conver-
ting to it, as it directly responded to their policy and planning evaluation needs. 
Because the 1968 SNa was tailor-made for the west, NSOs and analysts encoun-
tered difficulties adopting it for non-western economies. Furthermore, advancing 
complexity of financial and economic systems as well as technological progress 
quickly made it clear that SNa needs further development. 
5  Countries like Cuba and North Korea still produce accounts in line with mPS methodology 
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The spread of intangible instruments such as intellectual property, electronic 
transfers and financial services were the main reasons of the 1993 revision. 1993 
SNa was released jointly under the auspices of the united Nation (uN), the Or-
ganization for economic Co-operation and Development (OeCD), the european 
Commission (eC), international monetary Fund (imF) and the world Bank (wB). 
it was the most comprehensive issue of SNa compiled to date, revising the natio-
nal accounts framework and bringing them up-to-date. Based on internationally 
agreed classifications, concepts and definitions, macroeconomic data could be ga-
thered and presented in a format that is suitable for international comparative 
analysis. The 2008 revision of the System of National accounts addressed issues 
left open in previous updates and provided advances in methodologies like the 
concept of capital services and labour services. 
as far as international standards are concerned there is one more that sho-
uld be mentioned. in 1995 the european Commission introduced the european 
System of National accounts (eSa95) which was consistent with 1993 and 2008 
SNa releases but provided strict guidelines to some issues that were deliberately 
left open in SNa. These, however, were necessary because national accounts in 
the eu are used by the european Commission to distribute development funds, 
calculate members’ contributions to the eu budget and, more recently, to mo-
nitor the sustainability of members’ public finances. Since eSa95 is part of the 
european union legislation system, the international comparability of national 
accounts is a legal requirement for all member States and for eu candidates. The 
SNa standard is designed to be flexible in order to be applicable for countries 
with different economic systems and at various stages of economic development. 
eSa95 is therefore more effective than SNa in ensuring international comparabi-
lity. However, unlike SNa, not every country can adhere to its standards. Curren-
tly eSa is undergoing a five year revision plan, which is scheduled to conclude in 
2012 [Gueye 2007]. 
4. maiN PrODuCTiViTy iNDiCaTOrS iN SNa
G r o s s  D o m e s t i c  P r o d u c t
The most frequently used macroeconomic production output indicator in the 
System of National accounts is Gross Domestic Product (GDP). This single figure 
combines the production of all the companies, government bodies and non-profit 
institutions in a given country during a certain period. GDP is usually calculated 
annually, but in some countries also quarterly or even monthly. when aggrega-
ted from the microeconomic to the macroeconomic level, it follows three essential 
rules of SNa [OeCD 2003]: i) avoid double counting, ii) relate to aggregates that 
are economically significant (i.e., which value is independent of non-economic 
factors) and iii) create indicators that are measurable in practice. 
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apart from GDP, SNa defines one more output indicator – the Net Dome-
stic Product, called NDP in short. it is used to assess the genuine level of newly 
created wealth during a given production period. Thus, subtraction from GDP 
must be made to account for the costs of using up capital assets. in 2008 SNa 
and eSa95 this is done through a figure called “consumption of fixed capital”. 
when this consumption is deducted, the result is Net Value added, and the NDP 
is equal to all net values added summed across industries: NDP = R Net Values 
added. although less widely used than GDP, NDP in theory is a better measure 
of the wealth produced as it deducts the costs of machinery wear-off and other 
capital assets used-up in the production process. However, economists tend to 
prefer GDP for two reasons. First, methods and techniques for calculating con-
sumption of fixed capital are rather complex and tend to differ between coun-
tries, making NDP comparability uncertain. Second of all, when ranking coun-
tries or analyzing their growth, the differences between GDP and NDP are small 
and do not change the conclusions.
when considering GDP (or NDP) as a production output, we should bear 
in minds that it does not account for i) home produced durables, ii) volunteer 
work, iii) wealth earned before, and most notably iv) makes no account of the 
“grey area” which may vary significantly across countries as well as in time. So, in 
principle GDP (or NDP) should be regarded more as a proxy rather than a good 
measure of countries’ production output (or welfare). it reflects output with no 
regard to its inputs that are used or even depleted in production. in some coun-
tries people may be working longer hours to maintain a comparable life standard, 
while in others they may be running down country’s natural resources for the 
same purpose. Furthermore, the fact that GDP does not reflect various kinds of 
economic activity, such as home production, may make a difference when GDPs 
of two nations are compared. if the first one is caring for its young and elder “for 
free” at home, while the other does it through market-based services, the latter 
will register higher GDP level. This does not mean, however, that the latter is ac-
tually better off [Gylfason 1999]. 
GDP can be calculated using income, expenditure or output approach (see, e.g., 
Chamberlin and yeuh [2006]), but all the methods arrive at the same value only 
in theory. in practice the resulting estimates differ, since they are subjects to er-
rors and omissions during aggregation process. The most significant discrepancy 
is between GDP acquired through output approach also known as value added ap-
proach. GDP should be obtained when intermediate consumption for total eco-
nomy is deducted from its Gross Output. in practice, however, the Gross Value 
added (GVa) calculated in this way does not equal Gross Domestic Product. To 
arrive at GDP level one needs to add the income from taxed goods and servi-
ces, and deduct subsidies for them. From the output perspective, however, GDP 
is supposed to be a proxy for the total production output in a given economy. 
Hence, some countries, like the united States of america, define GDP from output 
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approach as GVa leaving discrepancies between the three methods behind. also, 
differences between GVa and GDP are small and the most important thing is to 
use the same indicator for the whole dataset. 
Being the most recognized macroeconomic output indicator, GDP is publi-
shed by all significant international statistical institutions. united Nations Stati-
stics Division and the world Bank provide the most comprehensive datasets of 
Gross Domestic Product. The statistics are gathered either directly from NSOs or, 
more often, through other international organizations such as OeCD or eurostat. 
although they contain most numerous GDP dataset, variety of sources may make 
international comparability questionable. 
imF and OeCD also provide estimates for GDP in imF’s World Economic 
Outlook and OeCD’s Economic Outlook databases. The two databases are called 
similarly not by a coincidence. By using the same data sources they usually pro-
vide the same estimates. However, when choosing between the two databases 
one should know that imF’s online database sometimes publishes rounded esti-
mates directly from OeCD’s datasets6. 
C a p i t a l  i n p u t
measuring capital input at the national level and assuring its international com-
parability is an ongoing problem for several reasons [OeCD 2001]. Firstly, not all 
NSOs regularly publish data on physical capital stocks, which are the indicators 
needed to assess the level of capital input in an economy. even if such data are 
made available their international comparability is vague. Secondly, there are 
several types of capital stock measures and each has its analytical applicability 
[Schreyer and webb 2006]. Thirdly, we cannot measure capital stock directly. 
most estimates mentioned by SNa are estimated by NSOs using available data 
according to local methodologies, although there is an increasing convergence to-
wards international standards. This is mainly due to OeCD’s active involvement 
in recent years. The organization has issued numerous papers and handbooks on 
how to produce unified capital stock estimates. 
another reason for problems with obtaining capital stock estimates may be 
due to large data requirements. a given NSO needs to have at least data on i) all 
assets (by type), ii) investment volumes (by type of asset), iii) price deflators (by 
type of asset), iv) industry by asset-type investment matrices and v) a benchmark 
level of capital stock for no less than one year [OeCD 2001]. moreover, some 
types of capital measures, like capital services, require additional information like 
average service life (by asset) and depreciation rate of each asset type. 
The first attempt to produce unified capital stock estimates for international 
comparisons was made at the Center for International Comparisons at the Univer-
6  Purchasing Power Parity estimates would be one such an example 
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sity of Pennsylvania (CiCuP). alan Heston, robert Summers and Bettina aten, 
developed a database called Penn World Tables. Version 5.6 contains Physical Capi-
tal Stock per worker estimates. unfortunately they are based on an older version of 
SNa from 1968. The 1993 issue of SNa, however, dealt with several new concepts 
like i) how to allocate software and other intangible assets to investment (see 
ahmad [2003] or lequiller, ahmad, Varjonen, Cave and ahn [2003] for details), 
or ii) how to use quality-adjusted prices to deflate investment in information and 
communication technologies (iCT) assets. The new way of constructing national 
accounts changed significantly the way we now measure capital and proved the 
former capital estimates to be inconsistent [Schreyer 2007]. So far, the Center for 
International Comparisons has not published an update of their capital stock esti-
mates. 
OeCD on the other hand, has been very active over the past years in develo-
ping new standards and ensuring capital stock comparability across its members. 
according to OeCD, there are two main concepts of capital stock [Schreyer 2003]. 
The first type of capital stock is defined as a services provider in production. 
Hence, productivity of each asset is taken into consideration and the concept 
of capital services is introduced (see, e.g., OeCD [2003], SNa [2008] or Timmer, 
O’mahony and van ark [2007] for details regarding methodology). in this case, 
not only the quantity of capital goods involved but also their physical characteri-
stics play a role in assessing the total capital services level. Statisticians estimate it 
by weighting different types of stocks by their relative productivity. unfortuna-
tely capital services hadn’t been recognized by SNa until its 2008 edition, and thus 
only a few countries regularly publish data on their productive stocks. For now 
there are only three international databases that provide estimates on capital se-
rvices at an international level. That is OeCD’s Productivity database, EU KLEMS 
project and The Conference Board Total Economy Database (only growth rates). 
The second concept of capital stock measurement traces its role as an indica-
tor of wealth. The net stock, also known as the wealth stock, represents the market 
value of all (fixed) capital goods. it is usually acquired from the gross capital stock 
by accounting for the decline in assets’ value before they retire. The purpose here 
is to track capital’s role as a sum of assets with their market values [OeCD 2003]. 
This indicator, however, should be treated with caution in growth accounting or 
productivity studies, as the actual asset market value may not always reflect its 
productive potential. Thus, while net capital stock is more informative in terms 
of price value of the capital stock (wealth), gross capital stock or, if available, pro-
ductive stocks are preferred measures of the capital’s productive potential [OeCD 
2003]. 
Both concepts have their disadvantages. On the one hand, it is logical to as-
sume that different types of fixed assets will have different productivity capabili-
ties. Countries with the same capital stock (capital wealth) may produce different 
output volumes only based on differences in their capital structure. On the other 
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hand, though capital services in theory provide much more exact productivity es-
timates of a given country’s capital stock, they are always delivered in the form 
of a percentage change to the base year (e.g., 1995=100% in eu KLEMS database) 
and they cannot be used straightforward in a cross-country productivity analy-
sis. One way to solve this issue would be first to define a given country’s capital 
services for the benchmark year at the gross (or net) capital stock level. That way 
we take into consideration initial differences in capital input volumes between 
analysed countries. Then, capital services for remaining years can be easily calcu-
lated by adding the percentage change for the year of interest to the benchmark 
year estimate. although intuitively this is the right course of action to acquire 
capital services at market prices that allow for a cross-sectional comparison, i have 
not encountered any study or growth accounting handbook that would provide 
justification to it. 
Currently, there are six working repositories of internationally comparable 
capital stock estimates: four at OeCD, one at eu KlemS database (capital input 
files) and one at the Conference Board (Total Economy Database). OeCD’s Economic 
Outlook and Productivity Database contain annual aggregates, the latter measuring 
them in productive stocks (capital services). OeCD’s Structural Analysis (STaN) and 
Annual National Accounts (aNa) on the other hand provide asset breakdown by 
industry. eurostat’s National Accounts Team is also planning to launch a web-based 
searchable database for its resources on capital stock. The launch date, however, 
is yet unknown. 
l a b o u r  i n p u t
usually, labour input in a given country is measured by the average number of pe-
ople employed in a given year. according to many, however, this is not a good way 
of measuring economy’s labour input, since it i) does not account for differences 
in work patterns across countries and ii) does not reflect the quality of labour 
(i.e., the level of human capital; see Gylfason [1999]). 
in some countries the average number of hours worked per week by an em-
ployee may significantly differ from others, for example, as a result of discrepan-
cies in the number of free days (holidays etc.). moreover, the average number of 
people employed takes under consideration only those employed in enterprises 
and therefore leaving behind i) self-employed workers and ii) family workers [OeCD 
2009]. in order to account for such discrepancies in work patterns among coun-
tries and consider non-employed people who, nonetheless, are engaged in some 
productive activities, more detailed labour indicators are provided in 2008 SNa. 
By joint estimation of hours worked by employees and the two work groups 
mentioned above, NSOs can calculate the total number of hours worked by persons 
engaged in productive activities in the economy. This, however, is a complex figure 
and at least for now not many NSOs have the potential to produce it regularly. 
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The only datasets providing such indicators suitable for international compari-
sons are the ones available at the eu and OeCD’s databases. 
Furthermore, contemporary standards also provide an internationally agreed 
on framework for considering the level of labour quality broadly referred to as 
human capital. By distinguishing between different types of labour in terms of 
gender, age and education attainment, NSOs can calculate a standardized me-
asure of labour services (see SNa [2008], Van ark, O’mahony and ypma [2007] or 
Timmer, O’mahony and van ark [2007] for details on methodology). like capital 
services to gross/net capital stock, in theory labour services is a better estimate than 
the total hours worked by persons engaged because it grasps differences in labour 
quality, not only its quantity. unfortunately also alike capital services, this figure is 
usually given as a percentage change to the base year, and due to its recent intro-
duction into SNa only a handful of countries make such statistics available. 
There are many repositories of labour statistics nowadays. widely recommen-
ded and acknowledged statistics are available at OeCD (Employment database, and 
for labour services OeCD’s Productivity database), european Commission (eurosta-
t’s database, and for labour services EU KLEMS project) and the Conference Board 
(Total Economy Database). 
5. BriNGiNG NaTiONal aCCOuNTS TO COmPariSON
when analyzing differences in economic growth across countries we should re-
member that apart from internal economic phenomenon like inflation, the data 
need to account for differences in currency values across countries and differen-
ces in their purchasing powers. Today, economists distinguish between the in-
ternational market value of a given currency and its purchasing power. The first 
one, foreign exchange rate (forex rate), specifies how much one currency is worth 
in terms of the other. Price levels on the domestic markets are not taken into ac-
count and the exchange value is solely dependent on the currency attractiveness, 
which can be subjected to high volatility or speculation. 
Shortcomings of this method have led to the creation of indices that base on 
the concept of “the law of one price”, first introduced by Gustav Cassel (1921). 
according to Cassel exchange rate between two countries needs to be adjusted 
by their currencies’ purchasing powers on their domestic markets so that a pur-
chase in one currency would be equivalent to the other. Thus, Purchasing Power 
Parity (PPP) indices are a crucial element of data preparation for growth acco-
unting studies as they bring the unifying element. The most acknowledged PPP 
indices convert countries currencies to a so-called “international dollar”. They are 
compiled jointly by eurostat and OeCD and can be viewed in many databases, 
imF and uNstats including. The methodology is based on “the basket of goods” 
concept, which is a complex and time-consuming study [eurostat-OeCD 2006]. 
60
using PPP in a cross-section analysis is rather straightforward. However, 
when dealing with spatial and temporal observations we have two options to 
consider. One way is to use the current international prices base and apply bench-
mark PPPs from every year allowing the price structure to vary over time. within 
the same year volumes are measured by the same price structure and are directly 
comparable. Comparison over time, however, carries effects of i) a relative change 
in volume and ii) changes in relative prices between countries [Schreyer and Ko-
echlin 2002]. moreover, benchmark PPP indices take time to compile and are usu-
ally made available after few years pass. 
another way is to set a base year and then extrapolate PPPs for the required 
period. This is done by applying countries’ relative inflation rates to the chosen 
base year. Volumes measured in this way are at constant international prices. The 
underlying assumption of such measurement practise is that price structure is 
constant within the analyzed period. However, over time the relative price struc-
ture does change. By ignoring this, we may acquire a biased picture of economic 
development.
which of the two methods should be used is dependent on the time scope 
of a particular analysis. The former one is advised for studies involving long pe-
riods of time (usually a decade or more; see, e.g., Schreyer and Koechlin [2002] 
for a disscusion) while the latter for short. 
6. meaSuremeNT STaNDarDS aND THeir imPliCaTiONS 
FOr GrOwTH aCCOuNTiNG 
in order to show what impact different measurement standards have on infe-
rence about economic growth let us consider two data sets: A and B. Both data-
sets contain information about sixteen countries over the period of eleven years 
(1995–2005). Both have the same output measure (Gross Value added) and capital 
input measure (real fixed capital stock). The difference is only in the way labour 
input is defined. The first growth accounting estimation is conducted using da-
taset A which contains labour input defined as total hours worked by persons en-
gaged (in millions in a given year). as mentioned in the previous section, using 
this indicator allows us to account for differences in countries’ work structure, 
and to consider all people engaged in a productive activity (like self employed or 
family workers). Next, we take dataset B which uses total number of employees (in 
thousands in a given year), a more common but less precise labour input indica-
tor. Then we run the growth accounting procedure again. all data come from the 
same database, eu KlemS project, and can be accessed via its website. Purcha-
sing Power Parities were obtained from OeCD-eurostat statistics and applied as 
described in section 5. Growth accounting is employed using the decomposition 
methodology first introduced by Koop, Osiewalski and Steel [1999], briefly outli-
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ned in section 2. The estimation procedure is based on Bayesian approach to SFa 
(Bayesian Frontier), and follows Koop, Osiewalski and Steel [1999, 2000a, 2000b]. 
Since the full posterior distribution is too complex to derive marginal distribu-
tions analytically we solve the problem numerically using Gibbs sampler. The 
results are based on first 500  000 burnt draws and 120  000 retained to compute 
the characteristics of the posterior marginal distributions. Throughout the study 
we use posterior means as point estimates and posterior standard deviation as 
dispersion measures. The list of countries used for this comparison is similar to 
makieła [2009], which provides a more in-depth analysis of their growth charac-
teristics (based on dataset A). The purpose of this exercise, however, is merely 
to demonstrate what implications may the above mentioned measurement stan-
dards have on inference. 
Tables from 1 to 3 and Figures 1 & 2 summarise the main results of such com-
parative analysis. using different labour input indicators has a profound implica-
tion on economic growth inference. economic regularity conditions imposed on 
the translog function based on dataset A have been significantly violated when 
dataset B was used (see Table 1 and Figure 1, 2). Though Returns to Scale (RTS) es-
timates in the two datasets are fairly close to each other7, estimated elasticities of 
capital and labour (grand averages) have shifted from a near 1:1 ratio to over 1:7 
in favour of labour (in dataset B). This change is especially noticeable in Figure 1. 
all countries in dataset B are shifted relatively more to the right-bottom corner 
on the isoquant map, indicating generally much higher elasticities of labour than 
capital. Countries most influenced by such change are Denmark, austria, Ger-
many and Netherlands. 
Furthermore, as reported in Table 2 structural decomposition using dataset A 
(which bases on a more detailed indicator of labour) shows an average decline of 
technical efficiency. estimates based on dataset B, on the other hand, show effi-
ciency growth over time8. Considering this as well as other discrepancies in de-
composition results between the estimates from both samples, we can conclude 
that their posterior means are significantly away from each other. 
as far as technical efficiency scores are concerned, Spearman’s rank correla-
tion coefficient between the two datasets is 0.7118. Sweden has lost its supremacy 
as the efficiency leader (Table 3). when dataset B is used in the analysis, Swe-
den’s score falls below italy’s and is just slightly over Finland’s, which jumped 
from 10th to 3rd third place. what is more, Germany has dropped 8 places, from 
6th according to dataset A to 14th place in dataset B. Considering the underlying 
definitions of the two labour input indicators, such shifts may inform us of diffe-
7  most importantly RTS order in the two datasets has largely remained the same. Spearman’s rank 
correlation is 0.965, with uSa and Japan as countries with the highest posterior means of average Returns 
to Scale in the analysed period. 
8  This being said, i should point out that inference about efficiency change based on both datasets 
is very uncertain (high posterior standard deviations in respect to posterior means). 
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rences in work patterns among the countries. work culture in countries such as 
Germany or Sweden may be less labour intensive, meaning that though many 
people are employed, they work relatively few hours per day in comparison to 
countries such as italy or Finland. 
7. CONCluDiNG remarKS
as indicated in section 6, empirical analysis of economic growth is conditioned 
upon the underlying data and their methodologies. issues regarding data com-
parability over time, across countries, and even between different databases are 
an ongoing concern for statisticians and policymakers all over the world. Given 
the presented material, it is safe to say that today we have the means of produ-
cing unified, standardised macro-accounts, which present nations’ economies in 
detail and are suitable for international comparisons. unfortunately, as usual the 
practice is far from the theory. Developing countries often do not have the means 
and resources to adopt these standards, unless forced and subsidised by interna-
tional institutions. even some members of OeCD or eu, organizations so active 
in bringing standardisation to national accounts, neglect their responsibilities in 
supplying the necessary statistics. For example Poland, since its accession to the 
eu, has not delivered a full dataset of fixed capital stock estimates to eurostat9. 
The country, however, is not the only one and the previously mentioned interna-
tional databases are missing data for many countries, which should be providing 
those statistics. Thus, in practice it is often impossible to obtain data for a predefi-
ned set of countries. 
Currently we are not so much falling behind with setting the new accounting 
rules as much as with actually applying them in practice. as the world changes 
fast, new technologies constantly augment the way we think and make our li-
vings. it is logical to assume that, due to the current pace of change, it will al-
ways be difficult to develop and apply standards that address our contemporary 
needs and account for all that is “new” in the economy. But today, even though 
we have increased the pace of SNa revision, we are still often missing the actual 
tools (meaning data) for international research and policymaking that this stan-
dard was supposed to deliver. moreover, due to recent increase in SNa’s comple-
xity this problem is bound to become worse. 
it seems that international organizations such as uN, OeCD or eu should 
re-think their policy priorities regarding national accounts. more stress should be 
put on the “production” and “delivery” issues rather than SNa’s “design” itself. 
This is because even the best and most up-to-date standard will fail, if its appli-
9  29.07.2010 i obtained a spreadsheet from eurostat. it contains all the data on (fixed) gross/net ca-
pital stock that eu members had provided eurostat up to that date (contact person: Paul allison). it does 
not contain data on capital stock for Poland after 2004.
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cation across countries is neglected. unfortunately, so far the pace with which 
modern national accounts are being implemented worldwide is falling sharply 
behind the rising quality of their standards, and there seems to be no particular 
interest in changing the situation. 
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aPPeNDix i. TaBleS aND FiGureS
Table 1
Comparison of capital and labour elasticities estimates based on datasets A and B,  
1995–2005 averages
Countries
results based on dataset A results based on dataset B
el_K
D(el_K)
el_L
D(el_L)
RTS
D(RTS)
el_K
D(el_K)
el_L
D(el_L)
RTS
D(RTS)
australia
0.3862
0.0495
0.5963
0.0482
0.9825
0.0133
0.0634
0.1223
0.8773
0.1329
0.9407
0.0496
austria
0.2984
0.0658
0.6476
0.0766
0.9460
0.0310
-0.0129
0.1557
0.9185
0.1849
0.9056
0.0669
Czech republic
0.5456
0.0581
0.4262
0.0598
0.9718
0.0175
0.1724
0.1028
0.7508
0.1249
0.9233
0.0481
Denmark
0.0238
0.1415
0.8927
0.1653
0.9166
0.0606
-0.1888
0.2089
1.0777
0.2441
0.8889
0.0864
Finland
0.4108
0.0671
0.5207
0.0800
0.9315
0.0312
0.1133
0.1375
0.7797
0.1719
0.8931
0.0614
Germany
0.2133
0.1072
0.8070
0.0974
1.0203
0.0201
-0.0021
0.1483
0.9946
0.1360
0.9925
0.0430
Italy 0.42000.0734
0.5990
0.0777
1.0190
0.0094
0.0249
0.1296
0.9429
0.1252
0.9679
0.0445
Japan
0.3465
0.1212
0.7059
0.1253
1.0524
0.0182
0.0094
0.1521
0.9995
0.1367
1.0089
0.0396
Korea 0.64680.1113
0.3894
0.1311
1.0362
0.0283
0.0715
0.1166
0.8902
0.1151
0.9617
0.0429
Netherlands
0.2513
0.0714
0.7116
0.0732
0.9629
0.0284
-0.0292
0.1336
0.9051
0.1473
0.9343
0.0543
Poland
0.5506
0.0698
0.4556
0.0773
1.0062
0.0136
0.1441
0.0973
0.8093
0.1026
0.9533
0.0396
Portugal
0.7446
0.1040
0.2325
0.1053
0.9770
0.0284
0.3808
0.0725
0.5491
0.0874
0.9299
0.0350
Slovenia 0.7832
0.1406
0.1330
0.1411
0.9162
0.0435
0.4360
0.1335
0.4352
0.1622
0.8712
0.0573
Sweden
0.5197
0.0569
0.4373
0.0598
0.9570
0.0211
0.2812
0.0822
0.6449
0.1013
0.9261
0.0393
united Kingdom
0.5080
0.0846
0.5186
0.0961
1.0266
0.0151
0.2173
0.0838
0.7717
0.0763
0.9890
0.0233
united States
0.3506
0.1515
0.7317
0.1640
1.0823
0.0300
0.0650
0.1612
0.9803
0.1474
1.0452
0.0323
average 0.43750.0921
0.5503
0.0986
0.9878
0.0256
0.1128
0.1274
0.8329
0.1373
0.9457
0.0477
note. “el_” labels denote posterior means of countries’ average elasticities in the analysed period 
(1995–2005); rTS stands for returns to Scale; D(•) are the corresponding posterior standard deviations 
where K stands for capital and L for labour, written in italic; source: author’s calculations
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Table 2 
Comparison of growth decomposition results based on datasets A and B, 1995–2005 average 
growth rates
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australia 5.7204 2.5009
0.3261
-0.0028
0.4202
3.3080
0.1759
2.4968
0.2104
5.8871
0.1219
1.3932
0.2641
0.2676
0.2809
4.1537
0.0802
1.6638
0.1144
5.8865
0.0871
austria 3.9720
3.0096
0.6035
-0.7458
0.6170
1.7748
0.0947
2.2377
0.1501
4.0521
0.1198
2.1074
0.3312
0.2346
0.3051
1.6585
0.0890
2.3460
0.1203
4.0433
0.0832
Czech 
republic
4.3918
1.9212
0.2544
0.6584
0.2442
1.8506
0.1998
2.5918
0.2337
4.4900
0.1208
1.9665
0.2337
1.4177
0.2337
1.0423
0.0863
3.4116
0.1226
4.4894
0.0856
Denmark 3.9079
6.0013
3.0638
-2.6315
2.8729
0.8366
0.0981
3.1239
0.1556
3.9865
0.1211
1.8159
1.0832
1.0401
1.0222
1.0908
0.1782
2.8641
0.1996
3.9857
0.0854
Finland 5.0423
2.2120
0.4849
0.6022
0.5044
2.2816
0.1314
2.8253
0.1774
5.1712
0.1202
2.7594
0.2706
-0.2481
0.2811
2.6099
0.0687
2.5037
0.1071
5.1790
0.0846
Germany 3.1007
3.7708
0.8565
-1.3109
0.9590
0.7323
0.4264
2.4031
0.4497
3.1512
0.1159
0.1404
0.3931
-0.2443
0.4258
3.2589
0.2502
-0.1056
0.2553
3.1492
0.0843
Italy 2.9829 2.2477
0.2648
-1.0578
0.3027
1.8557
0.1460
1.1655
0.1766
3.0426
0.1138
0.7334
0.3023
-0.2903
0.3029
2.5789
0.0710
0.4401
0.1054
3.0303
0.0814
Japan 3.1907
2.7018
0.4141
-0.3922
0.5568
0.9268
0.6867
2.2990
0.7041
3.2424
0.1206
0.0975
0.4175
-0.6793
0.4320
4.0520
0.3456
-0.7774
0.3394
3.2420
0.0848
Korea 5.6243 1.8677
0.9452
-0.6458
1.1707
4.5337
0.4837
1.1997
0.4818
5.7855
0.1232
0.9379
0.2721
0.2551
0.3014
4.5368
0.1552
1.1947
0.1719
5.7855
0.0866
Netherlands 5.1154 3.42600.7159
-0.1894
0.8000
1.9581
0.1556
3.2245
0.1932
5.2456
0.1156
1.4671
0.2653
0.5493
0.2793
3.1610
0.0712
2.0238
0.1095
5.2487
0.0864
Poland 5.8949
1.8974
0.3612
3.3341
0.3763
0.7391
0.1321
5.2936
0.1850
6.0717
0.1234
1.2623
0.2746
3.9951
0.2974
0.7263
0.0655
5.3071
0.1102
6.0719
0.0866
Portugal 4.5645 2.0038
0.9225
-3.0411
0.9565
5.8451
0.4989
-1.1059
0.4794
4.6723
0.1221
1.5845
0.4549
-1.6977
0.4007
4.8195
0.2561
-0.1416
0.2570
4.6705
0.0853
Slovenia 6.1409 1.7946
1.1235
-1.0311
1.3375
5.5677
0.8552
0.7331
0.8311
6.3346
0.1210
2.9740
0.8530
1.2246
1.0075
2.0202
0.4294
4.2273
0.4481
6.3310
0.0866
Sweden 4.2960
1.9206
0.2386
-0.0853
0.1491
2.5295
0.2040
1.8335
0.2231
4.4090
0.1009
1.8664
0.2702
-0.1323
0.2307
2.6221
0.1167
1.7310
0.1410
4.3984
0.0825
united 
Kingdom
5.0926
1.9800
0.3250
0.4242
0.4027
2.7456
0.2447
2.4116
0.2688
5.2228
0.1120
0.6625
0.4394
0.6410
0.4449
3.8674
0.1401
1.3059
0.1596
5.2236
0.0849
united 
States 5.2450
2.4414
0.7813
0.0682
0.4211
2.8077
0.6686
2.5096
0.6745
5.3833
0.1131
0.3216
0.5393
-0.1000
0.4516
5.8363
0.4203
-0.4230
0.4034
5.3870
0.0849
average 4.6427 2.60610.7301
-0.3779
0.7557
2.5183
0.3251
2.2027
0.3497
4.7592
0.1178
1.3806
0.4165
0.3896
0.4186
3.0021
0.1765
1.7232
0.1978
4.7576
0.0850
note. Point estimates are posterior means of countries’ average growth rates; posterior standard devia-
tions are in italic; source: author’s calculations. 
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Table 3
estimation results for average technical efficiencies, datasets A and B
Countries
dataset A dataset B
rank AEF D(AEF) rank AEF D(AEF)
Sweden 1 0.9817 0.0088 2 0.9733 0.0107
united States 2 0.9657 0.0245 4 0.9524 0.0260
united Kingdom 3 0.9527 0.0195 6 0.9361 0.0207
Italy 4 0.9453 0.0152 1 0.9760 0.0110
Netherlands 5 0.9408 0.0275 9 0.8240 0.0106
Germany 6 0.9140 0.0425 14 0.6723 0.0117
australia 7 0.8652 0.0167 8 0.8765 0.0112
austria 8 0.8135 0.0217 5 0.9491 0.0142
Japan 9 0.7909 0.0201 12 0.7304 0.0144
Finland 10 0.7875 0.0283 3 0.9705 0.0152
Slovenia 11 0.7490 0.0559 7 0.9275 0.0431
Portugal 12 0.7323 0.0317 10 0.7738 0.0145
Denmark 13 0.7172 0.0648 11 0.7573 0.0290
Korea 14 0.5379 0.0258 13 0.6930 0.0093
Czech rep 15 0.4967 0.0073 15 0.5752 0.0064
Poland 16 0.4936 0.0099 16 0.5480 0.0073
average – 0.7927 0.0263 – 0.8210 0.0160
note. aeF’s are posterior means of countries’ average efficiency scores in the analysed period; D(•)’s 
denote posterior standard deviations, written in italic; source: author’s calculations.
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Figure 1: Isoquant maps for datasets A and B, 1995 – 2005 averages 
 
Note. Axes are in natural logs. Countries with negative elasticities are circled; percentages in brackets are 
based on estimated posterior average efficiencies in the analysed period; countries are placed on the maps 
according to their productive frontier and average inputs in 1995-2005; source: author’s calculations 
 
  
note. axes are in natural logs. Countries with negative elasticities are circled; percentages in brackets 
are based on estimated posterior average efficiencies in the analysed period; countries are placed on the 
maps according to their productive frontier and average inputs in 1995–2005; source: author’s calcula-
tions
Figure 1. isoquant maps for datasets A and B, 1995–2005 averages
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Figure 2: Example of violated economic regularity conditions, USA, 1995 – 1998 
 
Note. Economic regularity conditions not met (at means) in dataset B between 1995 and 1998; source: 
author’s calculations 
 
note. economic regularity conditions not met (at means) in dataset B between 1995 and 1998; source: 
author’s calculations
Figure 2. example of violated economic regularity conditions, uSa, 1995–1998
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J. Osiewalski and A.Pajor (2007, 2009) and J. Osiewalski (2009) introduced hybrid multivariate sto-
chastic variance — GARCH (MSV–MGARCH) models, where the conditional covariance matrix is 
the product of a univariate latent process and a matrix with a simple MGARCH structure (Engle’s 
DCC or scalar BEKK). The aim was to parsimoniously describe volatility of a large group of as-
sets. The proposed hybrid specifications, similarly as other models from the MSV class, require the 
Bayesian approach equipped with MCMC simulation tools. In order to jointly describe volatility 
on two different markets (or of two different groups of assets), J. Osiewalski and K.Osiewalski 
(2011) consider more complicated hybrid models with two latent processes. These new specifica-
tions seem very promising due to their good fit and moderate computational requirements. 
 This paper is devoted to hybrid specifications with three latent processes, even more com-
plicated and located on the edge of possibilities of conducting exact Bayesian analysis. We pres-
ent full Bayesian inference for such models and propose efficient MCMC simulation strategy. Our 
approach is used to jointly model volatility of six daily time series representing three different 
groups: two stock indices, prices of gold and silver, prices of oil and natural gas. We formally com-
pare joint modelling to individual bivariate volatility modelling for each of three groups.
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1. WSTęP
Osiewalski (2009) oraz Osiewalski i Pajor (2007, 2009) wprowadzili hybrydowe 
wielowymiarowe modele stochastycznej zmienności lub wariancji (hybrid multi-
variate stochastic volatility or variance (MSV) models). Ich macierz warunkowych ko-
wariancji jest iloczynem pojedynczego procesu ukrytego i macierzy o strukturze 
zaczerpniętej z prostych procesów MGARCH (DCC, SBEKK). Zaproponowane 
modele hybrydowe (zwłaszcza model MSF–SBEKK typu I) są przydatne zarówno 
ze względu na wysoką zdolność opisu zmienności stóp zwrotu, jak i możliwość 
zastosowania do wielu cen łącznie; Osiewalski i Pajor (2010, 2011) wykorzystują 
tę specyfikację w analizie ryzyka portfela inwestycyjnego złożonego z akcji kilku-
dziesięciu spółek.
Jednak pojedynczy proces ukryty wydaje się ograniczać zasadność stosowa-
nia modeli hybrydowych tylko do jednorodnych danych (np. zmian cen na jed-
nym rynku). Dlatego Osiewalski i Osiewalski (2011) zaproponowali uogólniony 
model hybrydowy MSF–SBEKK wykorzystujący dwa procesy ukryte. Przed-
stawili jego pełną bayesowską analizę statystyczną oraz zastosowanie w przy-
padku czterowymiarowym: cen złota i srebra oraz dwóch indeksów giełdowych. 
Przykład ten uzasadnił użycie odrębnych procesów ukrytych w łącznym opisie 
zmienności na rynkach akcji i metali, a także ukazał powiązania między tymi od-
rębnymi rynkami zachodzące nawet przed ostatnim kryzysem (dane pochodziły 
z okresu 8.01.1999–1.02.2006).
W tej pracy proponujemy ogólniejszą strukturę hybrydową, wykorzystującą 
trzy procesy ukryte. Takie modele MSV są jeszcze dość oszczędne pod wzglę-
dem liczby parametrów i procesów ukrytych, a powinny lepiej (niż model 
MSF–SBEKK) opisywać zmienność cen na trzech odrębnych rynkach czy skła-
dowych portfela zawierającego trzy odrębne grupy aktywów. Aby empirycznie 
sprawdzić, czy łączne ujęcie zmienności jest wciąż zasadne, rozważamy ten sam 
okres, ale sześć szeregów czasowych. Przejście od modelu hybrydowego z dwoma 
procesami ukrytymi do modelu o trzech procesach wydaje się warte uwagi. 
Głównym problemem nie jest strona teoretyczna takiego uogólnienia, lecz konse-
kwencje obliczeniowe, gdyż ze wzrostem liczby zmiennych ukrytych (o wielkość 
równą liczbie obserwacji) znacząco rośnie czas niezbędny do przeprowadze-
nia symulacji MCMC z rozkładu a posteriori. Celem cząstkowym pracy jest więc 
sprawdzenie możliwości prowadzenia dokładnej analizy bayesowskiej w nowym 
przypadku oraz porównanie analizy dokładnej z przybliżoną, polegającą na zastą-
pieniu głównych macierzy parametrów wartościami opartymi na ocenach MNK.
Następna (druga) część pracy poświęcona jest nowemu modelowi i jego uję-
ciu bayesowskiemu (zarówno dokładnemu, jak i przybliżonemu). W części trze-
ciej zastosowano nowy model do łącznego opisu zmienności dwóch indeksów 
giełdowych, cen złota i srebra oraz ropy naftowej i gazu ziemnego. Podsumowa-
nie wskazujące kierunki dalszych badań stanowi część czwartą (ostatnią). 
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2. POSTAć MODELU I JEGO ANALIZA BAYESOWSKA
Rozważamy n synchronicznych szeregów czasowych (po T obserwacji), które za-
wierają logarytmiczne stopy zwrotu (zmian cen) n = n1 + n2 + n3 aktywów finan-
sowych, należących do trzech odrębnych grup. Dane z okresu t, zawarte w wier-
szu rt = (rt1  …  rtn) opisujemy (standardowo) procesem VAR(1) — wektorowej 
autoregresji rzędu 1: 
 rt = d0  +  rt–1D  +  ft,   t = 1, … ,T,  (1)
charakteryzowanym przez n (n+1)-wymiarowy wiersz parametrów d = (d0 (vec D)’)’, 
który to zapis uzyskujemy dzięki wektoryzacji macierzy współczynników D. Dla 
ft, tj. wiersza n składników losowych w równaniu VAR(1), przyjmujemy (warun-
kowy względem przeszłości, oznaczanej }t–1, i bieżących zmiennych ukrytych) 
n-wymiarowy rozkład normalny o zerowej wartości oczekiwanej i macierzy ko-
wariancji
  (2)
Skalary gti w (2) są dodatnimi zmiennymi nieobserwowalnymi (ukrytymi), zaś 
Ht,ij (i,  j  =  1,  2,  3) są blokami (ni × nj) macierzy kwadratowej (stopnia n) postaci
 Ht =(1 – b – c)A + b ft–1 ft–1 + c Ht–1, (3)
gdzie b i c są dodatnimi parametrami skalarnymi, spełniającymi warunek b+c<1, 
zaś A jest macierzą symetryczną i dodatnio określoną, zawierającą n (n + 1)/2 
swobodnych parametrów. Macierz Ht jest samoistną macierzą warunkowych ko-
wariancji w tzw. skalarnym modelu BEKK (SBEKK), prostej specyfikacji z klasy 
wielowymiarowych modeli GARCH (MGARCH), które omawiają Bauwens, Lau-
rent i Rombouts (2006). Gdyby przyjąć gti = 1 (i = 1, 2, 3), ft byłby opisany mode-
lem SBEKK(1,1) z warunkowym rozkładem normalnym. Jednak w naszej specy-
fikacji zakładamy, że 1o ciąg zmiennych ukrytych ln (gti) (t  ∈  Z, ustalone i) tworzy 
gaussowski proces AR(1), a 2o ciąg warunkowych macierzy kowariancji Xt zależy 
od trzech procesów ukrytych tak, że wariancje ni aktywów z grupy i zawierają 
czynnik gti. Warunkowe kowariancje zależą od gti, jednak sposób wprowadzenia 
zmiennych ukrytych do macierzy Xt sprawia, że warunkowe współczynniki ko-
relacji zależą nie od gti, lecz od elementów macierzy Ht i mają taką samą postać 
 (k, l = 1,...,n), jak w modelu SBEKK. 
W podstawowej wersji naszego hybrydowego modelu MSV ukryte procesy 
AR(1) mają odrębne parametry i są niezależne:
  (4)
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przy czym xti >  0 oraz −1  < {ti  <1. Założenie, iż procesy ukryte są identyczne 
(gt1 = gt2 = gt3) sprowadziłoby nasz nowy model do modelu MSF–SBEKK (typu I), 
czyli specyfikacji hybrydowej z jednym procesem ukrytym, którą zaproponował 
Osiewalski (2009). Jedynym teoretycznie uzasadnionym i praktycznie realizo-
walnym podejściem do wnioskowania statystycznego jest w przypadku modelu 
(1)–(4) podejście bayesowskie, umożliwiające intuicyjną, probabilistyczną inter-
pretację wyników, stosunkową łatwą analizę dla modeli ze zmiennymi ukrytymi 
i formalne porównanie mocy objaśniającej konkurencyjnych specyfikacji nieza-
gnieżdżonych. 
Bayesowska wersja proponowanego modelu MSV-MGARCH zdefiniowana 
jest przez rozkład prawdopodobieństwa obserwacji, zmiennych ukrytych i para-
metrów. Jego funkcja gęstości ma postać
 
 4
wariancje ni aktywów z grupy i zawieraj? czynnik gti. Warunkowe kowariancje zale?? 
od gti, jednak sposób wprowadzenia zmiennych ukrytych do macierzy ?t sprawia, ?e 
warunkowe wspó?czynniki korelacji zale?? nie od gti, lecz od elementów macierzy Ht 
i maj? tak? sam? posta? lltkktklt hhh ,,,  (k, l = 1,...,n), jak w modelu SBEKK.  
 W podstawowej wersji naszego hybrydowego modelu MSV ukryte procesy 
AR(1) maj? odr?bne parametry i s? niezale?ne: 
? ? )3,2,1,(,,0~
)3,2,1()ln()ln(
1
,1
??
???
?
?
jiiiN
igg
tjtiiti
tiititi
????
??
    (4) 
przy czym ?i >0 oraz ?1<?i <1. Za?o?enie, i? procesy ukryte s? identyczne (gt1=gt2=gt3) 
sprowadzi?oby nasz nowy model do modelu MSF–SBEKK (typu I), czyli specyfikacji 
hybrydowej z jednym procesem ukrytym, któr? zaproponowa? Osiewalski (2009). 
Jedynym teoretycznie uzasadnionym i praktycznie realizowalnym podej?ciem do 
wnioskowania statystycznego jest w przypadku modelu (1)–(4) podej?cie bayesowskie, 
umo?liwiaj?ce intuicyjn?, probabilistyczn? interpretacj? wyników, stosunkow? ?atw? 
analiz? la modeli ze zmienny i ukrytymi i formalne orównanie mocy obja?niaj?cej 
konkurencyjnych specyfikacji niezagnie?d?onych.  
 Bayesowska wersja proponowanego modelu MSV-MGARCH zdefiniowana jest 
przez rozk?ad prawdopodobie?stwa obserwacji, zmiennych ukrytych i parametrów. Jego 
funkcja g?sto?ci ma posta? 
??
?
?
???
?
??????
???
?
???
??
T
t
tttttj
j
j
TTTT
gggrpppp
ggggggrrp
1
1
1
3
1
2
1
1
3
1
0
1
3
1
13
1
2
1
12
1
1
1
111
),,|,,,()()()(
)|,,...,,,...,,,...,,,...,(
?????
??
    (5) 
gdzie ? grupuje parametry struktur VAR i SBEKK, ? – wszystkie parametry, za?  
),ln|(ln)(
)
2
1exp()(det)2(),|,,,(
1
3
1
1
,1
111)2/(1
'12/12/
1
1
3
1
2
1
1
?
?
?
?
???
???
?
???
??
???
j
j
jtjtjN
n
tj
tttt
n
ttttt
ggfg
Hgggrp
j ??
??????
  (6) 
jest g?sto?ci? warunkowego (wzgl?dem przesz?o?ci) rozk?adu obserwacji i zmiennych 
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rt, ?, ma n(n+1)-wymiarowy standardowy rozk?ad normalny, uci?ty przez warunek 
(zwykle niewi???cy a posteriori), by warto?ci w?asne macierzy ? by?y wewn?trz ko?a 
(6)
jest gęstością warunkowego (względem przeszłości) rozkładu obserwacji i zmien-
nych ukrytych z okresu t. Gęstości a priori p(~), p({j), p(xj) odzwierciedlają za-
łożenia o możliwych wartościach parametrów i są identyczne, jak w modelu 
MSF-SBEKK (Osiewalski i Pajor, 2009). Wektor parametrów warunkowej wartości 
oczekiwanej dla rt, d, ma n (n + 1)-wymiarowy stand rdowy rozkład normalny, 
ucięty przez warunek (zwykle niewiążący a posteriori), by artości własne ma-
cierzy D były wewnątrz koła jednostkowego w przestrzeni liczb zespolonych. 
Parametr {i procesu ukrytego {gti, t ∈ Z} ma r zkład normalny ze średnią 0 i wa-
riancją 100, ucięty do przedziału (−1, 1); parametr xi ma rozkład wykładniczy 
o średniej 200. Wartości początkowe procesów ukrytych ustalamy na poziomie 
g01 = g02 = g03 = 1. Macierz odwrotna do A (w strukturze SBEKK) ma rozkład 
 Wisharta o n stopniach swobody i średniej In; b i c mają łączny rozkład jedno-
stajny na trójkącie zdefiniowanym warunkami: b > 0, c > 0, b + c < 1. Warunek 
początkowy dla Ht ma postać H0 = h0 In, gdzie h0 jest parametrem o wykładniczym 
rozkładzie a priori ze średnią 1. Łącznie jest 1,5n (n + 1) + 9 parametrów.
Wiedza o wielkościach nieobserwowalnych, uzyskana po wglądzie w dane, 
zawarta jest w łącznym rozkładzie a posteriori o gęstości proporcjonalnej do (5):
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jednostkowego w przestrzeni liczb zespolonych. Parametr ?i procesu ukrytego 
{gti, Zt ? } ma rozk?ad normalny ze ?redni? 0 i wariancj? 100, uci?ty do przedzia?u 
(?1, 1); parametr ?i ma rozk?ad wyk?adniczy o ?redniej 200. Warto?ci pocz?tkowe 
procesów ukrytych ustalamy na poziomie g01=g02=g03=1. Macierz odwrotna do A 
(w strukturze SBEKK) ma rozk?ad Wisharta o n stopniach swobody i ?redniej In; ? i ? 
maj? ??czny rozk?ad jednostajny na trójk?cie zdefiniowanym warunkami: ?>0, ?>0, 
?+?<1. Warunek pocz?tkowy dla Ht ma posta? H0= h0In, gdzie h0 jest parametrem 
o wyk?adniczym rozk?adzie a priori ze ?redni? 1. ??cznie jest 1,5n(n+1)+9 parametrów. 
Wiedza o wielko?ciach nieobserwowalnych, uzyskana po wgl?dzie w dane, 
zawarta jest w ??cznym rozk?adzie a posteriori o g?sto?ci proporcjonalnej do (5): 
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rozk?ad ten jest [3T+1,5n(n+1)+9]-wymiarowy, niestandardowy. Sposobem uzyskania 
jego charakterystyk jest metoda MCMC, tj. symulacja Monte Carlo za pomoc? ?a?cucha 
Markowa o rozk?adzie stacjonarnym z g?sto?ci? (7). Wykorzystujemy ?a?cuch Gibbsa, 
zbudowany przez sekwencyjne losowania z warunkowych rozk?adów a posteriori 
o g?sto?ciach postaci (notacja zak?ada, ?e indeksy h, i, j s? ró?nymi liczbami ze zbioru 
{1, 2, 3}): 
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– g?sto?? rozk?adu [1,5n(n+1)+3]-wymiarowego, niestandardowego (losowania 
wymagaj? stosowania algorytmu Metropolisa i Hastingsa); 
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– g?sto?? standardowa, normalna-gamma, uci?ta przez restrykcje -1<?j<1; 
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– g?sto?? niestandardowa, gdzie dla t=1,2,...,T-1 
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rozkład ten jest [3T + 1,5n (n + 1) + 9]-wymiarowy, niestandardowy. Sposobem 
uzyskania jego charakterystyk jest metoda MCMC, tj. symulacja Monte Carlo za 
pom cą łańcucha Markowa o rozkładzie stacjonarnym z gęs ością (7). Wykorzy-
stujemy łańcuch Gibbsa, zbudowany przez sekwencyjne losowania z warunko-
wych rozkładów a posteriori o gęstościach postaci (notacja zakłada, że indeksy 
h, i, j są różnymi lic bami z  zbioru {1, 2, 3}):
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jednostkowego w przestrzeni liczb zespolonych. Parametr ?i procesu ukrytego 
{gti, Zt ? } ma rozk?ad normalny ze ?redni? 0 i wariancj? 100, uci?ty do przedzia?u 
(?1, 1); parametr ?i ma rozk?ad wyk?adniczy o ?redniej 200. Warto?ci pocz?tkowe 
procesów ukrytych ustalamy a poziomie g01=g02=g03=1. Macierz odwrotna do A 
(w strukturze SBEKK) ma rozk?ad Wisharta o n stopniach swobody i redniej In; ? i ? 
maj? ??czny rozk?ad jednostaj y na trójk?cie zdefiniowanym warunkami: ?>0, ?>0, 
?+?<1. Warunek pocz?tkowy dla Ht m  posta? H0= h0In, gdzie h0 jest parametrem 
o wyk?adniczym rozk?adzie a priori ze ?redni? 1. ??cznie jest 1,5n(n+1)+9 parametrów. 
iedza o wielko?ciach nieobserwowalnych, uzyskana po wgl?dzie w dane, 
zawart  jest w ??cznym rozk?adzie a post riori o g?sto?ci proporcjonalnej do (5): 
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rozk?ad ten jest [3T+1,5n(n+1)+9]-wymiarowy, niestandardowy. Sposobem uzyskania 
jego charakterystyk jest metoda MCMC, tj. symulacja Monte Carlo za pomoc? ?a?cucha 
Markowa o rozk?adzie stacjonarnym z g?st ?ci? (7). Wykorzystujemy ?a?cuch Gibbs , 
zbudowany przez sek encyjne losowania z w runkowych rozk? dów a posteriori 
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– g?sto?? rozk?adu [1,5n(n+1)+3]-wymiarowego, niestandardowego (losowania 
wymagaj? stosowania algorytmu Metropolisa i Hastingsa); 
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– g?sto?? standardowa, normalna-gamma, uci?ta przez restrykcje -1<?j<1; 
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– g?sto?? niestandardowa, gdzie dla t=1,2,...,T-1 
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–   gęstość rozkładu [1,5n(n+1)+3]-wymiarowego, niestandardowego (losowania 
wymagają stosowania algorytmu Metropolisa i Hastingsa);
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jednostkowego w przestrzeni liczb zespolonych. Parametr ?i procesu ukrytego 
{gti, Zt ? } ma rozk?ad normalny ze ?redni? 0 i wariancj? 100, uci?ty do przedzia?u 
(?1, 1); parametr ?i ma rozk?ad wyk?adniczy o ?redniej 200. Wart ?ci pocz?tkowe 
procesów ukrytych ustala y na poziomie g01=g02=g03=1. Macierz o wrotna do A 
(w strukturze SBEKK) ma rozk?ad Wisharta o n stopniach swobody i ?redniej In; ? i ? 
maj? ??czny rozk?ad jednostajny na trójk?cie zdefiniowanym warunkami: ?>0, ?>0, 
?+?<1. Warunek pocz?tkowy dla Ht ma posta? H0= h0In, gdzie h0 jest parametrem 
o wyk?adniczym rozk?adzie a priori ze ?redni? 1. ??cznie jest 1,5n(n+1)+9 parametrów. 
iedza o wielko?ciach nieobserwowalnych, uzyskana po wgl?dzie w dane, 
zawarta jest w ??cznym rozk?adzie a posteriori o g?sto?ci proporcjonalnej do (5): 
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rozk?ad ten jest [3T+1,5n(n+1)+9]-wymiarowy, niestandardowy. Sposobem uzyskania 
jego charakterystyk est metoda MCMC, tj. symulacja Monte Carlo za pomoc? ?a?cucha 
Markowa o rozk?adzie stacjonarnym z g?sto?ci? (7). Wykorzystujemy ?a?cuch Gibbsa, 
zbudowany przez sekwencyjne losowania z warunkowych rozk?adów a posteriori 
o g?sto?ciach postaci (notacja zak?ada, ?e indeksy h, i, j s? ró?ny i liczbami ze zbioru 
{1, 2, 3}): 
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– g?sto?? rozk?adu [1,5n(n+1)+3]-wymiarowego, niestandardowego (losowania 
j? stoso ania algoryt  etr lisa i Hastingsa); 
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– g?sto?? standardowa, normalna-gamma, uci?ta przez restrykcje -1<?j<1; 
),|(ln)
2
1exp()(),,...,,,...,
,,...,,,...,,,...,,,...,,,,...,|(
21'11)2/(11
3
1
3,1
1
3,1
1
13
1
2
1
2,1
1
2,1
1
12
1
1
1
1,1
1
1,1
1
11
11
10
1
tjtjtjNttt
n
tjTtt
TttTtttithTtj
gfggggg
ggggggggggrrgp
j ??????
?
?????
?
?
?
?
??
?
?
?
???
?
?
?
????
??
  (10) 
– g?sto?? niestandardowa, gdzie dla t=1,2,...,T-1 
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–  gęstość standardowa, normalna-gam a, ucięta prze  restrykcje -1 < {j  1;
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jednostkowego w przestrzeni liczb zespolonych. Parametr ?i procesu ukrytego 
{gti, Zt ? } ma rozk?ad normalny ze ?redni? 0 i wariancj? 100, uci?ty do przedzia?u 
(?1, 1); par metr i ma rozk?ad wyk adniczy o ?redniej 200. War o?ci pocz?tkowe 
procesów ukrytych ustalamy na poziomie g01=g02=g03=1. Macierz dwrotna do A 
(w strukturze SBEKK) ma rozk?ad Wishart  o n st pniach swobody i redniej In; ? i ? 
maj? ? czny r zk?ad jedn stajny na trójk?cie zdefiniowany  w runkami: ?>0, ?>0, 
?+?<1. Warunek pocz?tkowy dla Ht ma posta? H0= 0In, gdzie h0 jest parametrem 
o wyk?adniczym rozk?ad ie a priori ze redni? 1. ??cznie jest 1,5n(n+1)+9 parametrów. 
Wiedza o wielk ?ciach nieobserwowalnych, uzyskana po wgl?dzie w dane, 
zawarta jest w ??cznym rozk?adzie a posteriori o g?sto?ci proporcjonalnej do (5): 
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rozk?ad ten jest [3T 1,5n(n+1)+9]-wymiarowy, niestandardowy. Sposobem uzyskania 
j go charakterystyk jest metoda MCMC, tj. symulacja Monte Carlo za pomoc? ?a?cucha 
Mar owa o rozk?adzie stacjonarn m z g?sto?ci? (7). Wyk rzystujemy ?a?cuch Gibbsa, 
zbudowany przez sekwencyjne losow ia z warunkowych rozk?adów a posteriori 
 g?sto?ciach p staci (notacja zak?ada, ?e indeks  h, i, j s? ró?nymi liczbami ze zbioru 
{1, 2, 3}): 
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– g?sto?? rozk?adu [1,5n(n+1)+3]-wymiarowego, niestandardo ego (losowania 
wymagaj? stosowania algorytmu Metropoli  i Hastingsa); 
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jednostkowego w przestrzeni liczb zespolonych. Parametr ?i procesu ukrytego 
{gti, Zt ? } ma rozk?ad normalny ze ?redni? 0 i wariancj? 100, uci?ty do przedzia?u 
(?1, 1); parametr ?i ma rozk?ad wyk?adniczy o ?redniej 200. Warto?ci pocz?tkowe 
procesów ukrytych ustalamy na poziomie g01=g02=g03=1. Macierz odwrotna do A 
(w strukturze SBEKK) ma rozk?ad Wisharta o n stopniach swobody i ?redniej In; ? i ? 
maj? ??czny rozk?ad jednostajny na trójk?cie zdefiniowanym warunkami: ?>0, ?>0, 
?+?<1. Warunek pocz?tkowy dla Ht ma posta? H0= h0In, gdzie h0 jest parametrem 
o wyk?adniczym rozk?adzie a priori ze ?redni? 1. ??cznie jest 1,5n(n+1)+9 parametrów. 
Wiedza o wielko?ciach nieobserwowalnych, uzyskana po wgl?dzie w dane, 
zawarta jest w ??cznym rozk?adzie a posteriori o g?sto?ci proporcjonalnej do (5): 
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rozk?ad ten jest [3T+1,5n(n+1)+9]-wymiarowy, niestandardowy. Sposobem uzyskania 
jego charakterystyk jest metoda MCMC, tj. symulacja Monte Carlo za po oc? ? ?cucha 
Markowa o rozk?adzie stacjonarnym z g?sto?ci? (7). Wykorzystujemy ?a?cuch Gibbsa, 
zbudowany przez sekwencyjne loso ania z warunkowych ozk?adów a posteriori 
o g?sto?ciach postaci (notacja zak?ada, ?e indeksy h, i, j s? ró?nymi liczbami ze zbioru 
{1, 2, 3}): 
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– g?sto?? rozk?adu [1,5n(n+1)+3]-wymiarowego, niestandardowego (losowania 
wymagaj? stosowania algorytmu Metropolisa i Hastingsa); 
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– g?sto?? standardowa, normalna-gamma, uci?ta przez restrykcje -1<?j<1; 
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jednostkowego w przestrzeni liczb zespolonych. Parametr ?i procesu ukrytego 
{gti, Zt ? } ma ozk?ad normalny ze ?redni? 0 i wariancj? 100, uci?ty do przedzia?u 
(?1, 1); parametr ?i a rozk? d wyk?adniczy  ?redniej 200. Warto?ci pocz?tkowe 
procesów ukrytych ustalamy na pozi mi  g01=g02=g03=1. Macierz odwrotna do A 
(w strukturze SBEKK) ma r zk?ad Wisharta  n stopniach swobody i ?redniej In; ? i ? 
maj? ?czny rozk?ad jednost jny na trójk?cie zdefiniowanym warunkami: ?>0, ?>0, 
?+?<1. W runek pocz?tk wy dla Ht ma posta? H0= h0In, gdzie h0 jest parametrem 
o wy ?adniczym r zk?adzie a priori ze ? edni? 1. ??cznie jest 1,5n(n+1)+9 parametrów. 
Wiedza o wielko?ciach ni obserwo al ych, uzyskana po wgl?dzie w dane, 
zawarta jest w ??cznym r zk?adzie a p steriori o g?sto?ci proporcjonalnej do (5): 
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rozk?ad ten jest [3T+1,5n(n+1)+9]-wymiarowy, niestandardowy. Sposobem uzyskania 
jego charakterystyk jest metoda MCMC, tj. symul cja Monte Carlo za pomoc? ?a?cucha 
Markowa o rozk?adzie stacjonarnym z g?sto?ci? (7). Wykorzystujemy ?a?cuch Gibbsa, 
zbudowany przez sek encyjne los wania z runkowych rozk?adów a posteriori 
o ach postaci (notacja zak d , ?e indeksy h, i, j s? ró?nymi liczbami ze zbioru 
{1, 2, 3}): 
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– g?sto?? rozk?adu [1,5n(n+1)+3]-wymiarowego, niestandardowego (losowania 
wymag j? stosowania algorytmu Metropolisa i Hastingsa); 
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– g?sto?  standardowa, normalna-gamma, uci?ta przez restrykcje -1<?j<1; 
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– g?sto?? niestandardowa, gdzie dla t=1,2,...,T-1 
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jednostkowego w przestrzeni liczb zespolonych. Parametr ?i procesu ukrytego 
{gti, Zt ? } ma rozk?ad normalny ze ?redni? 0 i wariancj? 100, uci?ty do przedzia?u 
(?1, 1); parametr ?i ma rozk?ad wyk?adniczy o ?redniej 200. Warto?ci pocz?tkowe 
procesów ukrytych ustalamy na poziomie g01=g02=g03=1. Macierz odwrotna do A 
(w strukturze SBEKK) ma rozk?ad Wisharta o n stopniach swobody i ?redniej In; ? i ? 
maj? ??czny rozk?ad jednostajny na trójk?cie zdefiniowanym warunkami: ?>0, ?>0, 
?+?<1. Warunek pocz?tkowy dla Ht ma posta? H0= h0In, gdzie h0 jest parametrem 
o wyk?adniczym rozk?adzie a priori ze ?redni? 1. ??cznie jest 1,5n(n+1)+9 parametrów. 
Wiedza o wielko?ciach nieobserwowalnych, uzyskana po wgl?dzie w dane, 
zawarta jest w ??cznym rozk?adzie a posteriori o g?sto?ci proporcjonalnej do (5): 
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rozk?ad ten jest [3T+1,5n(n+1)+9]-wymiarowy, niestandardowy. Sposobem uzyskania 
jego charakterystyk jest metoda MCMC, tj. symulacja Monte Carlo za pomoc? ?a?cucha 
Markowa o rozk?adzie st cjonarnym z g?sto?ci? (7). Wykorzystujemy ?a?cuch G bbsa, 
zbudowany przez sekwencyjne losowania z warunkowych rozk?adów a posteriori 
o g?sto?ciach postaci (notacja zak?ada, ?e indeksy h, i, j s? ró?nymi liczbami ze zbioru 
{1, 2, 3}): 
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– g?sto?? rozk?adu [1,5n(n+1)+3]-wymiarowego, niestandardowego (losowania 
wymagaj? stosowania algorytmu Metropolisa i Hastingsa); 
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– g?sto?? standardowa, normalna-gamma, uci?ta przez restrykcje -1<?j<1; 
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– g?sto?? niestandardowa, gdzie dla t=1,2,...,T-1 
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–  gęstość niestan rdowa, gdzie dla t = 1, 2, …, T-1
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jednostkowego w przestrzeni liczb zespolonych. Parametr ?i procesu ukrytego 
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rozk?ad ten jest [3T+1,5n(n+1)+9]-wymiarowy, niestandardowy. Sposobem uzyskania 
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a dla t=T: 121 ,1 ,ln ??? ?? jtjjtjtj g ???? ;  
dobry pomocniczy mechanizm losowania w algorytmie Metropolisa i Hastingsa jest 
zapewniony przez rozk?ad o g?sto?ci  
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gdzie ))2/(exp(,]1)[exp( 212 tjtjtjtjtjtj aba ??? ????? ? ; g?sto?? (11) wykorzystuje 
informacj? o gtj zawart? tylko w tej cz??ci wektora ?t, która odpowiada aktywom 
z grupy j (j=1,2,3). 
 Sekwencyjne losowanie z powy?szych rozk?adów warunkowych (czyli próbnik 
Gibbsa) prowadzi – po dostatecznej liczbie losowa? wst?pnych – do próby zale?nej z 
??cznego rozk?adu a posteriori o niestandardowej g?sto?ci (7). Na podstawie tej próby 
uzyskujemy dowolne charakterystyki tego rozk?adu, czyli realizujemy wnioskowanie 
bayesowskie w sposób dok?adny. Jednak wymiar wektora ? ro?nie z kwadratem liczby 
szeregów czasowych, czyni?c losowanie Metropolisa i Hastingsa z rozk?adu o g?sto?ci 
(8) zadaniem zbyt trudnym ju? przy umiarkowanych warto?ciach n. Zatem Osiewalski 
(2009) proponuje, a Osiewalski i Pajor (2009) praktycznie stosuj?, zast?pienie estymacji 
parametrów macierzowych: ? – ocenami MNK z modelu VAR(1), A – empiryczn? 
macierz? kowariancji reszt MNK. Ze wzgl?du na trudno?ci z doborem w?a?ciwego 
mechanizmu pomocniczych losowa? i szybko rosn?cy czas oblicze?, takie przybli?one 
podej?cie bayesowskie staje si? niezb?dne, gdy modelujemy ??cznie wi?cej ni? 5 lub 6 
szeregów czasowych. B?dzie ono w tej pracy porównane z dok?adnym wnioskowaniem 
dla nowego modelu z trzema procesami ukrytymi. 
 
3. ??czne modelowanie zmienno?ci sze?ciu szeregów czasowych 
 W tej cz??ci przedstawiamy wyniki bayesowskiego modelowania dziennych 
procentowych logarytmicznych stóp zwrotu (stóp zmian) sze?ciu szeregów czasowych 
??cznie. Dwa szeregi reprezentuj? indeksy gie?dowe WIG i S&P500 (rynki akcji) i ten 
sam okres, co w poprzednich pracach (w celu zachowania porównywalno?ci cz??ci 
wyników – zob. Osiewalski, Pajor, Pipie?, 2007; Osiewalski i Pajor, 2009; Osiewalski i 
Osiewalski, 2011). Dwa szeregi pochodz? z rynków metali szlachetnych – dotycz? cen 
z?ota i srebra w tamtym okresie (London Fix, USD/oz); zob. Osiewalski i Osiewalski 
(2011). Dwa szeregi przedstawiaj? ceny ropy naftowej (Brent Spot Price, USD/Barrel) i 
gazu ziemnego (Henry Hub Gulf Coast Natural Gas Spot Price, USD/MMBTU). 
; 
dobry pomocniczy mechanizm losowania w algorytmie Metropolisa i Hastingsa 
jest zapewniony przez rozkład o gęstości 
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Gibbsa) prowadzi – po dostatecznej liczbie losowa? wst?pnych – do próby zale?nej z 
??cznego rozk?adu a posteriori o niestandardowej g?sto?ci (7). Na podstawie tej próby 
uzyskujemy dowolne charakterystyki tego rozk?adu, czyli realizujemy wnioskowanie 
bayesowskie w sposób dok?adny. Jednak wymiar wektora ? ro?nie z kwadratem liczby 
szeregów czasowych, czyni?c losowanie Metropolisa i Hastingsa z rozk?adu o g?sto?ci 
(8) zadaniem zbyt trudnym ju? przy umiarkowanych warto?ciach n. Zatem Osiewalski 
(2009) proponuje, a Osiewalski i Pajor (2009) praktycznie stosuj?, zast?pienie estymacji 
parametrów macierzowych: ? – ocenami MNK z modelu VAR(1), A – empiryczn? 
macierz? kowariancji reszt MNK. Ze wzgl?du na trudno?ci z doborem w?a?ciwego 
mechanizmu pomocniczych losowa? i szybko rosn?cy czas oblicze?, takie przybli?one 
podej?cie bayesowskie staje si? niezb?dne, gdy modelujemy ??cznie wi?cej ni? 5 lub 6 
szeregów czasowych. B?dzie ono w tej pracy porównane z dok?adnym wnioskowaniem 
dla nowego modelu z trzema procesami ukrytymi. 
 
3. ??czne modelowanie zmienno?ci sze?ciu szeregów czasowych 
 W tej cz??ci przedstawiamy wyniki bayesowskiego modelowania dziennych 
procentowych logarytmicznych stóp zwrotu (stóp zmian) sze?ciu szeregów czasowych 
??cznie. Dwa szeregi reprezentuj? indeksy gie?dowe WIG i S&P500 (rynki akcji) i ten 
sam okres, co w poprzednich pracach (w celu zachowania porównywalno?ci cz??ci 
wyników – zob. Osiewalski, Pajor, Pipie?, 2007; Osiewalski i Pajor, 2009; Osiewalski i 
Osiewalski, 2011). Dwa szeregi pochodz? z rynków metali szlachetnych – dotycz? cen 
z?ota i srebra w tamtym okresie (London Fix, USD/oz); zob. Osiewalski i Osiewalski 
(2011). Dwa szeregi przedstawiaj? ceny ropy naftowej (Brent Spot Price, USD/Barrel) i 
gazu ziemnego (Henry Hub Gulf Coast Natural Gas Spot Price, USD/MMBTU). 
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3. ??czne modelowanie zmienno?ci sze?ciu szeregów czasowych 
 W tej cz??ci przedstawiamy wyniki bayesowskiego modelowania dziennych 
procentowych logarytmicznych stóp zwrotu (stóp zmian) sze?ciu szeregów czasowych 
??cznie. Dwa szeregi reprezentuj? indeksy gie?dowe WIG i S&P500 (rynki akcji) i ten 
sam okres, co w poprzednich pracach (w celu zachowania porównywalno?ci cz??ci 
wyników – zob. Osiewalski, Pajor, Pipie?, 2007; Osiewalski i Pajor, 2009; Osiewalski i 
Osiewalski, 2011). Dwa szeregi pochodz? z rynków metali szlachetnych – dotycz? cen 
z?ota i srebra w tamtym okresie (London Fix, USD/oz); zob. Osiewalski i Osiewalski 
(2011). Dwa szeregi przedstawiaj? ceny ropy naftowej (Brent Spot Price, USD/Barrel) i 
gazu ziemnego (Henry Hub Gulf Coast Natural Gas Spot Price, USD/MMBTU). 
 gęstość (11) wykorzy-
stuje informację o gtj zawartą tylko w tej części wektora ft, która odpowiada akty-
wom z grupy j (j = 1, 2, 3).
Sekwencyjne losowanie z powyższych rozkładów warunkowych (czyli prób-
nik Gibbsa) prowadzi — po dostatecznej liczbie losowań wstępnych — do próby 
zależnej z łącznego rozkładu a posteriori o niestandar o ej gęstości (7). Na pod-
stawie tej próby uzyskujemy dowolne charakterystyki tego rozkładu, czyli reali-
zujemy wnioskowanie bayesowskie w sposób dokładny. Jednak wymiar wektora 
~ rośnie z kwadratem liczby szeregów czasowych, czyniąc losowanie Metropolisa 
i Hastingsa z rozkładu o gęstości (8) zadaniem zbyt trudnym już przy umiarko-
wanych wartościach n. Zatem Osiewalski (2009) proponuje, a Osiewalski i Pajor 
(2009) praktycznie stosują, zastąpie ie estym cji parametrów macierzowych: 
d — ocenami MNK z modelu VAR(1), A — empiryczną macierzą kowariancji 
reszt MNK. Ze względu na trudności z doborem właściwego mechanizmu po-
mocniczych losowań i szybko rosnący czas obliczeń, takie przybliżone podejście 
bayesowskie staje się niezbędne, gdy modelujemy łącznie więcej niż 5 lub 6 sze-
regów czasowych. Będzie ono w tej pracy porównane z dokładnym wnioskowa-
niem dla nowego modelu z trzema procesami ukrytymi.
3. ŁąCZNE MODELOWANIE ZMIENNOśCI  
SZEśCIU SZEREGóW CZASOWYCH
W tej części przedstawiamy wyniki bayesowskiego modelowania dziennych pro-
centowych logarytmicznych stóp zwrotu (stóp zmian) sześciu szeregów czaso-
wych łącznie. Dwa szeregi reprezentują indeksy giełdowe WIG i S&P500 (rynki 
akcji) i ten sam okres, co w poprzednich pracach (w celu zachowania porów-
nywalności części wyników — zob. Osiewalski, Pajor, Pipień, 2007; Osiewalski 
i Pajor, 2009; Osiewalski i Osiewalski, 2011). Dwa szeregi pochodzą z rynków 
metali szlachetnych — dotyczą cen złota i srebra w tamtym okresie (London Fix, 
USD/oz); zob. Osiewalski i Osiewalski (2011). Dwa szeregi przedstawiają ceny 
ropy naftowej (Brent Spot Price, USD/Barrel) i gazu ziemnego (Henry Hub Gulf 
C ast Natural Gas Spot Price, USD/MMBTU). 
Synchronizacja n = 6 szeregów pozostawiła T=1656 obserwacji dla stóp 
zmian, które przedstawiono na Rys. 1. Przyjęto model hybrydowy (1)–(5) z 3 pro-
cesami ukrytymi (n1 = n2 = n3 = 2). W Tabela h 1 i 2 zebr o statystyki opis we
danych.
Zmienność indeksów giełdowych, cen metali i cen surowców paliwowych 
jest yraźnie inna. W stosunku do stóp zmia  cen , stopy zmian in ek-
sów z rynku akcji charakteryzują się zdecydowanie mniejszą (co do modułu) 
skośnością i kurtozą, są też słabo między sobą skorelowane. Słaba korelacja 
stóp zmian dotyczy też cen ropy i gazu, jednak r zproszenie obu tych stóp jest 
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Źródło: opracowanie własne.
Rysunek 1. Modelowane dzienne procentowe stopy zmian (8.01.1999–1.02.2006)
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duże, a kurtoza w przypadku gazu jest ogromna. Warto wyjaśnić, że wielkość 
kurtozy w przypadku gazu ziemnego wynika ze skoku cenowego (z 8 do 22 
USD/MMBTU), a następnie powrotu do wielkości go poprzedzającej, w dniach 
23–27 lutego 2003. Według raportu Staff Investigating Team (Federal Energy Regula-
tory Commission, 23 czerwca 2003) było to podyktowane splotem wielu czynników 
destabilizujących równowagę popytu i podaży na rynku gazu. Z jednej strony 
zimny front okalający wschodnią część USA po bardzo mroźnej zimie spowodo-
wał znacznie większe zużycie gazu niż przewidywano na tę porę roku. Z drugiej, 
nie dość że rezerwy gazu zostały przez ową zimę w dużej mierze skonsumo-
wane, to zimny front spowodował zamarznięcie części studni wydobywczych, 
przez co uniemożliwił wydobycie gazu w południowo-wschodniej części USA. 
Tabela 1
Statystyki opisowe dziennych procentowych stóp zmian (n = 6, T = 1656)
szereg (stopy zmian) średnia odch. st. skośność kurtoza
WIG 
8.01.1999–1.02.2006
0.0626 1.3686 0.0703 5.5488
S&P500 0.0018 1.2233 0.1160 5.0695
GOLD 0.0413 0.9540 0.6527 11.3989
SILVER 0.0415 1.5580 −0.6256 9.4357
OIL 0.1117 2.5474 −0.5465 6.9719
NAT.GAS 0.0873 5.1060 0.3954 28.3150
Źródło: opracowanie własne.
Tabela 2
Współczynniki korelacji dziennych procentowych stóp zmian (n = 6, T = 1656)
WIG S&P500 GOLD SILVER OIL NAT.GAS
WIG 1
S&P500 0.1745 1
GOLD −0.0467 −0.0984 1
SILVER 0.0546 −0.0417 0.4928 1
OIL 0.0066 −0.0440 0.0743 0.0242 1
NAT.GAS −0.0124 −0.0149 0.0701 0.0273 0.1785 1
Źródło: opracowanie własne.
Aby zobrazować podobieństwo dynamiki stóp zmian posłużono się analizą 
skupień, dokonaną na podstawie współczynników korelacji podanych w Tabeli 2. 
Największe podobieństwo wykazywały w badanym okresie stopy zmian cen 
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złota i srebra (zob. Rys. 2); znacząco mniejsze cechowało stopy zmian indeksów 
giełdowych, tworzących drugie skupienie, oraz zmian cen ropy i gazu, tworzą-
cych skupienie trzecie. Występowanie tych trzech skupień w sposób nieformalny 
potwierdza zasadność użycia modelu z trzema procesami ukrytymi, po jednym 
dla pary o podobnej dynamice zmian. 
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Z jednej strony zimny front okalaj?cy wschodni? cz??? USA po bardzo mro?nej zimie 
spowodowa? znacznie wi?ksze zu?ycie gazu ni? przewidywano na t? por? roku. Z 
drugiej, nie do?? ?e rezerwy gazu zosta?y przez ow? zim? w du?ej mierze 
skonsumowane, to zimny front spowodowa? zamarzni?cie cz??ci studni wydobywczych, 
przez co uniemo?liwi? wydobycie gazu w po?udniowo-wschodniej cz??ci USA.  
Aby zobrazowa? podobie?stwo dynamiki stóp zmian pos?u?ono si? analiz? 
skupie?, dokonan? na podstawie wspó?czynników korelacji podanych w Tabeli 2. 
Najwi?ksze podobie?stwo wykazywa?y w badanym okresie stopy zmian cen z?ota i 
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modelu z trzema procesami ukrytymi, po jednym dla pary o podobnej dynamice zmian.  
 
Rysunek 2. Podobie?stwo dziennych procentowych stóp zmian (metoda Warda) 
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W Tabeli 3 pokazujemy logarytmy dziesi?tne czynnika Bayesa, uzyskane przez 
zast?pienie warto?ci brzegowych g?sto?ci macierzy obserwacji ich symulacyjnymi 
ocenami Newtona i Raftery’ego. Wyniki wskazuj?, ?e pojedynczy proces ukryty to w 
rozwa?anym przypadku za ma?o, bo model MSF–SBEKK (na nim oparty) jest ok. 10118 
razy mniej prawdopodobny a posteriori (przy równych szansach a priori) ni? model 
obecnie proponowany. Je?li do nowego modelu wprowadzamy ad hoc oceny MNK 
parametrów macierzowych (nie prowadzimy dla nich formalnego wnioskowania), to i 
tak nowy model – z tak? siln? (i niezbyt trafn?) restrykcj? na wi?kszo?? parametrów –
jest ok. 1054 razy bardziej prawdopodobny a posteriori ni? dok?adnie szacowany model 
Źródło: opracowanie własne.
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W Tabeli 3 pokazujemy l garytmy dziesiętne cz nnika Bayesa, uzyskane 
przez zastąpienie wartości brzegowych gęstości macierzy obserwacji ich symula-
cyjnymi ocenami Newtona i Raftery’ego. Wyniki wskazują, że pojedynczy proces 
ukryty to w rozważanym przypadku za mało, bo model MSF–SBEKK (na nim 
oparty) jest ok. 10118 razy mniej prawdopodobny a posteriori (przy równych szan-
sach a priori) niż model obecnie proponowany. Jeśli do nowego modelu wpro-
wadzamy ad h c oceny MNK parame ów macierzowych (nie rowadzimy dla 
nich formalnego wnioskow nia), to i tak nowy model — z taką silną (i niezbyt 
trafną) restrykcją na większość parametrów — jest ok. 1054 razy bardziej prawdo-
podobny a posteriori niż dokładnie szacowany model MSF–SBEKK. Cena pełnej 
bayesowskiej estymacji modelu z 3 procesami ukrytymi jest duża, bo czas obli-
czeń sięga granicy praktycznej stosowalności takiej specyfikacji, i to przy tylko 6 
szeregach czasowych i liczbie obserwacji niewielkiej jak na dane dzienne. Nawet 
wstępne zastosowanie MNK dla większości parametrów nie skraca dostatecznie 
czasu obliczeń, co może stwarzać istotne ograniczenia dla wykorzystania modelu 
z 3 procesami ukrytymi. Trudno wyobrazić sobie jego użycie w analizie portfela 
50 akcji, który rozważali Osiewalski i Pajor (2010, 2011), opisując zmienność za 
pomocą modelu MSF–SBEKK z ocenami MNK. Nasz nowy model może być jed-
nak przydatny w badaniu efektu zarażania na niewielu rynkach, reprezentowa-
nych przez główne ceny lub indeksy cenowe (jak w obecnym przykładzie).
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Tabela 3
Bayesowskie porównanie hybrydowych modeli MSV dla 6 szeregów danych
Model 
VAR(1) + Mi
Liczba swobodnych 
parametrów
(i zm. ukrytych)
log10(BNOWY,i) czas obliczeń
noWy (dokładnie) 72 (+3T)   0 26 h 3 min
NOwy
(z MNK)
9 (+3T)  64 16 h 14 min
MSF–SBEKK typ I
(dokładnie)
68 (+T) 118 7 h 53 min
MSF–SBEKK typ I
(z MNK)
5 (+T) 155 2 h 32 min
Źródło: opracowanie własne.
Należy zwrócić uwagę na wartości oczekiwane (i — w nawiasach — odchyle-
nia standardowe) a posteriori parametrów nowego modelu:
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pogrubion? czcionk? zapisano warto?ci oczekiwane tych parametrów, w przypadku 
których warto?? zerowa nie mie?ci si? w przedziale mi?dzy kwantylami a posteriori na 
poziomie 0.025 i 0.975 (w tym sensie s? to parametry istotnie ró?ne od zera).  
Skupianie si? istotnych parametrów macierzy A w osobne bloki, odpowiadaj?ce 
rynkom akcji, metali i surowców paliwowych, mo?e nasuwa? przypuszczenie, ?e ??czne 
modelowanie wybranych sze?ciu szeregów jest zb?dne. Z drugiej strony, elementy 
macierzy ? nie potwierdzaj? tego przypuszczenia – wp?yw opó?nionej stopy zmian 
ceny ropy naftowej na bie??c? stop? zmian indeksu S&P500 wydaje si? istotny. W celu 
formalnej weryfikacji tego przypuszczenia oszacowano trzy odr?bne modele MSF–
SBEKK; w tym przypadku zak?ada si? ca?kowit? niezale?no??. Okazuje si?, ?e ??czny 
model hybrydowy (z trzema procesami ukrytymi dla sze?ciu szeregów) jest ok. 105.5 
razy bardziej prawdopodobny a posteriori ni? trzy odr?bne modele. Porównuj?c to 
z wynikami w Tabeli 3 stwierdzamy z kolei, ?e trzy odr?bne modele s? ok. 10112.5 razy 
bardziej prawdopodobne ni? ??czny model z jednym procesem ukrytym. Okazuje si? 
zatem, ?e odr?bne procesy ukryte s? wa?niejsze dla wyja?nienia zmienno?ci tych 
szeregów ni? ??czne modelowanie z jednym tylko procesem ukrytym. Model najlepszy 
w?ród rozwa?anych zapewnia i ??czny opis, i pewn? odr?bno??. Jego adekwatno?? 
wyja?niaj? przebiegi warunkowych wspó?czynników korelacji mi?dzy dziennymi 
stopami zmian indeksu S&P500 i cen z?ota lub ropy naftowej; na Rys. 3 i 4 podano 
warto?ci oczekiwane (?  dwa odchylenia standardowe) a posteriori. Warunkowe 
korelacje pozostaj? niezerowe (dodatnie lub, cz??ciej, ujemne) przez d?ugie okresy, 
wi?c zmienno?? na ró?nych rynkach nie jest niezale?na. Natomiast ?rednia warto?? 
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pogrubioną czcionką zapisano wartości oczekiwane tych parametrów, w przy-
padku których wartość zerowa nie mieści się w przedziale między kwantylami 
a posteriori na poziomie 0.025 i 0.975 (w tym sensie są to parametry istotnie różne 
od zera). 
Skupianie się istotnych parametrów macierzy A w osobne bloki, odpowiada-
jące rynkom akcji, metali i surowców paliwowych, może nasuwać przypuszcze-
nie, że łączne modelowanie wybranych sześciu szeregów jest zbędne. Z drugiej 
strony, elementy macierzy D nie potwierdzają tego przypuszczenia — wpływ 
opóźnionej stopy zmian ceny ropy naftowej na bieżącą stopę zmian indeksu 
S&P500 wydaje się istotny. W celu formalnej weryfikacji tego przypuszcze-
nia oszacowano trzy odrębne modele MSF–SBEKK; w tym przypadku zakłada 
się całkowitą niezależność. Okazuje się, że łączny model hybrydowy (z trzema 
procesami ukrytymi dla sześciu szeregów) jest ok. 105.5 razy bardziej prawdopo-
dobny a posteriori niż trzy odrębne modele. Porównując to z wynikami w Tabeli 3 
stwierdzamy z kolei, że trzy odrębne modele są ok. 10112.5 razy bardziej praw-
dopodobne niż łączny model z jednym procesem ukrytym. Okazuje się zatem, 
że odrębne procesy ukryte są ważniejsze dla wyjaśnienia zmienności tych sze-
regów niż łączne modelowanie z jednym tylko procesem ukrytym. Model naj-
lepszy wśród rozważanych zapewnia i łączny opis, i pewną odrębność. Jego 
adekwatność wyjaśniają przebiegi warunkowych współczynników korelacji mię-
dzy dziennymi stopami zmian indeksu S&P500 i cen złota lub ropy naftowej; na 
Rys. 3 i 4 podano wartości oczekiwane (± dwa odchylenia standardowe) a poste-
riori. Warunkowe korelacje pozostają niezerowe (dodatnie lub, częściej, ujemne) 
przez długie okresy, więc zmienność na różnych rynkach nie jest niezależna. Na-
tomiast średnia wartość oczekiwana a posteriori warunkowych współczynników 
korelacji (z S&P500) jest równa dla cen złota −0.0806 (przy średnim odchyleniu 
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oczekiwana a posteriori warunkowych wspó?czy ników korelacji (z S&P500) jest 
równa dla cen z?ota ?0.0806 (przy ?rednim odchyleniu standardowym a posteriori 
równym 0.1001), wi?c nie ró?ni si? znacz?co od empirycznej korelacji obu szeregów 
(?0.0984); w przypadku ropy mamy ?0.0438 (0.0755) wobec bardzo podobnej, bliskiej 
zeru empirycznej korelacji (?0.0440). Wnioskowanie o warunkowych wspó?czynnikach 
korelacji mi? zy stop mi zmian cen na rozwa?anych rynkach potwierdza, ?e s? mi?dzy 
nimi zwykle do?? s?abe, ale jednak istotne zale?no?ci. Znacz?ce ujemne skorelowanie 
mi?dzy indeksem S&P500 oraz cenami z?ota i ropy zachodzi?o w II po?owie 2001 roku, 
?wiadcz?c o istniej?cej wtedy mo?liwo?ci dywersyfikacji ryzyka inwestycji.  
 
Rys. 3. Warto?ci oczekiwane a posteriori warunkowego wspó?czynnika k relacji stóp 
zmian: indeksu S&P500 oraz ceny z?ota 
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Rys. 4. Warto?ci oczekiwane a posteriori warunkowego wspó?czynnika korelacji stóp 
zmian: indeksu S&P500 oraz ceny ropy naftowej 
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Rys. 3. Wartości oczekiwane a posteriori warunkowego współczynnika korelacji stóp zmian:  
indeksu S&P500 oraz ceny złota
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standardowym a posteriori równym 0.1001), więc nie różni się znacząco od em-
pirycznej korelacji obu szeregów (−0.0984); w przypadku ropy mamy −0.0438 
(0.0755) wobec bardzo podobnej, bliskiej zeru empirycznej korelacji (−0.0440). 
Wnioskowanie o warunkowych współczynnikach korelacji między stopami 
zmian cen na rozważanych rynkach potwierdza, że są między nimi zwykle dość 
słabe, ale jednak istotne zależności. Znaczące ujemne skorelowanie między in-
deksem S&P500 oraz cenami złota i ropy zachodziło w II połowie 2001 roku, 
świadcząc o istniejącej wtedy możliwości dywersyfikacji ryzyka inwestycji. 
Na Rys. 5 pokazano wartości oczekiwane a posteriori warunkowych odchy-
leń standardowych, a na Rys. 6 ich składowej ukrytej 
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 Na Rys. 5 pokazano warto?ci oczekiwane a posteriori warunkowych odchyle? 
standardowych, a na Rys. ? tig  (i=1,2,3). Zmienno?? indeksów 
gie?dowych (mierzona warunkowym odchyleniem standardowym) jest znacznie mniej 
wahliwa ni? zmienno?? cen metali. Bardziej nieregularny jest przebieg drugiego 
procesu ukrytego, z gwa?townymi wybuchami powy?ej wyj?ciowego poziomu 1. Du?e 
ró?nice w przebiegu procesów ukrytych s? zgodne z warto?ciami oczekiwanymi a 
posteriori ich parametrów, bardzo od siebie odleg?ymi. Dla ?1 mamy 0.977, tj. siln? 
autokorelacj? procesu ln(gt1), o bezwarunkowej wariancji ok. 0.012/(1-0.9772)=0.264. 
Dla ?2 mamy 0.503, co oznacza s?ab? autokorelacj? ln(gt2), przy wariancji ok. 0.645, 
czyli relatywnie du?ej. Dla ?3 mamy 0.613, umiarkowan? autokorelacj? ln(gt3), przy 
wariancji ok. 0.450, czyli te? umiarkowanej. Procesy ukryte maj? istotny udzia? w 
opisie zmienno?ci sze?ciu szeregów czasowych, a odmienno?? ich przebiegu wyja?nia 
ogromn? przewag? nowego modelu hybrydowego nad modelem MSF–SBEKK (z 
jednym procesem ukrytym dla wszystkich szeregów).  
 
4. Uwagi ko?cowe 
 Celem pracy by?a prezentacja nowego wielowymiarowego hybrydowego modelu 
stochastycznej zmienno?ci (lub wariancji), jego bayesowskiej analizy statystycznej 
i praktycznej przydatno?ci w ??cznym opisie zmienno?ci cen na ró?nych rynkach. Nowy 
model, wykorzystuj?cy warunkow? struktur? korelacyjn? SBEKK i trzy procesy ukryte, 
pozwala na adekwatne i oszcz?dne uj?cie dynamiki stóp zwrotu dla wielu aktywów, 
które mo?na podzieli? w sposób naturalny na trzy grupy.  
Dalsze badania powinny mie? na celu uogólnienie modelu na dowoln? (cho? w 
praktyce niewielk?) liczb? odr?bnych grup aktywów, a tak?e do sprawdzenia jego 
przydatno?ci w przypadku du?ej ??cznej liczby aktywów. W szczególno?ci wa?ny jest 
wst?pny podzia? portfela na kilka grup aktywów o podobnej dynamice cen, a nast?pnie 
porównanie analizy ryzyka du?ego portfela, przeprowadzanej za pomoc? modelu 
z jednym procesem ukrytym (zob. Osiewalski i Pajor, 2010, 2011) oraz za pomoc? 
specyfikacji o kilku procesach ukrytych. Innym kierunkiem mo?liwych zastosowa? jest 
analiza powi?za? zmienno?ci na wielu rynkach (finansowych, metali, surowców 
energetycznych i innych) w okresie ostatniego kryzysu o charakterze globalnym. 
Odmiennym polem bada? metodycznych i empirycznych jest bayesowskie porównanie 
najnowszych specyfikacji MSV: naszych hybrydowych (zawieraj?cych elementy 
1, . ien ść 
indeksów giełdowych (mierzona warunkowym odchyleniem standardowym) 
jest znacznie mniej wahli a niż zmienność cen metali. Bardziej nieregularny 
jest przebieg drugiego procesu ukrytego, z gwałtownymi wybuchami powy-
żej wyjściowego poziomu 1. Duże różnice w przebiegu procesów ukrytych są 
zgodne z wartościami oczekiwa i a posteriori ich parametrów, bardz  od sie-
bie odległymi. Dla {1 mamy 0.977, tj. silną autokorelację procesu ln (gt1), o bez-
warunkowej wariancji ok. 0.012/(1-0.9772) = 0.264. Dla {2 mamy 0.503, co oznacza 
słabą autokorelację ln (gt2), przy wariancji ok. 0.645, czyli relatywnie dużej. Dla {3 
mamy 0.613, umiarkowaną autokorelację ln (gt3), przy wariancji ok. 0.450, czyli też 
umiarkowanej. Procesy ukryte mają istotny udział w opisie zmienności sześciu 
szeregów cz sowych, a odmie ność ich przebiegu wyjaśnia ogromną przewagę 
nowego modelu hybrydowego nad modelem MSF–SBEKK (z jednym procesem 
ukrytym dla wszystkich szeregów). 
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oczekiwana a posteriori warunkowych wspó?czynników korelacji (z S&P500) jest 
równa dla cen z?ota ?0.0806 (przy ?rednim odchyleniu standardowym a posteriori 
równym 0.1001), wi?c nie ró?ni si? znacz?co od empirycznej korelacji obu szeregów 
(?0.0984); w przypadku ropy mamy ?0.0438 (0.0755) wobec bardzo podobnej, bliskiej 
zeru empirycznej korelacji (?0.0440). Wnioskowanie o warunkowych wspó?czynnikach 
korelacji mi?dzy stopami zmian cen na rozwa?anych rynkach potwierdza, ?e s? mi?dzy 
nimi zwykle do?? s?abe, ale jednak istotne zale?no?ci. Znacz?ce ujemne skorelowanie 
mi?dzy indeksem S&P500 oraz cenami z?ota i ropy zachodzi?o w II po?owie 2001 roku, 
?wiadcz?c o istniej?cej wtedy mo?liwo?ci dywersyfikacji ryzyka inwestycji.  
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Rys. 4. Warto?ci oczekiwane a posteriori warunkowego wspó?czynnika korelacji stóp 
zmian: indeksu S&P500 oraz ceny ropy naftowej 
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Rys. 4. Wartości oczekiwane a posteriori warunkowego współczynnika korelacji stóp zmian:  
indeksu S&P500 oraz ceny ropy naftowej
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Rys. 5. Wartości oczekiwane (+ dwa odchylenia standardowe) a posteriori warunkowych odchyleń 
standardowych
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Rys. 6. Wartości oczekiwane (+ odchylenie standardowe) a posteriori pierwiastków zmiennych 
ukrytych
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4. UWAGI KOńCOWE
Celem pracy była prezentacja nowego wielowymiarowego hybrydowego modelu 
stochastycznej zmienności (lub wariancji), jego bayesowskiej analizy statystycz-
nej i praktycznej przydatności w łącznym opisie zmienności cen na różnych ryn-
kach. Nowy model, wykorzystujący warunkową strukturę korelacyjną SBEKK 
i trzy procesy ukryte, pozwala na adekwatne i oszczędne ujęcie dynamiki stóp 
zwrotu dla wielu aktywów, które można podzielić w sposób naturalny na trzy 
grupy. 
Dalsze badania powinny mieć na celu uogólnienie modelu na dowolną (choć 
w praktyce niewielką) liczbę odrębnych grup aktywów, a także do sprawdzenia 
jego przydatności w przypadku dużej łącznej liczby aktywów. W szczególności 
ważny jest wstępny podział portfela na kilka grup aktywów o podobnej dyna-
mice cen, a następnie porównanie analizy ryzyka dużego portfela, przeprowa-
dzanej za pomocą modelu z jednym procesem ukrytym (zob. Osiewalski i Pajor, 
2010, 2011) oraz za pomocą specyfikacji o kilku procesach ukrytych. Innym kie-
runkiem możliwych zastosowań jest analiza powiązań zmienności na wielu 
rynkach (finansowych, metali, surowców energetycznych i innych) w okresie 
ostatniego kryzysu o charakterze globalnym. Odmiennym polem badań meto-
dycznych i empirycznych jest bayesowskie porównanie najnowszych specyfi-
kacji MSV: naszych hybrydowych (zawierających elementy struktur MGARCH) 
oraz tych, które zaproponowali Philipov i Glickman (2006) oraz Gourieroux, Ja-
siak i Sufana (2009).
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ABStRACt
An ability to generate consistent results is the most critical operational feature of every method. 
the objective of the present paper was to demonstrate the results of the study conducted within 
the Ministry of Science and Higher Education Grant NN111345138 (Methodology of multicriteria com-
parative analysis of elements), regarding the relationship between the level of inconsistency of the 
AHP results, measured by Consistency Ratio (CR), and number of the compared criteria. Experi-
ment involved analysis of 3-8 characteristics of selected objects (laptop, printer, public transport, 
mobile phone, flat and food store). The results showed that the analysis of as few as 3 characteri-
stics resulted in a very high fraction of inconsistent opinions (more than 50%). In case of 6,7 and 8 
characteristics this fraction exceeded 80%.
kEy wORdS — Słowa KlucZowe 
analytic hierarchy process (AHP), analytic network process (ANP), consistency ratio (CR),  
Multiple criteria decision analysis
analityczny proces hierarchiczny (AHP), analityczny proces sieciowy (ANP),  
zgodność wyników (cR), wielowymiarowa analiza porównawcza (waP)
1. wPROwAdZENIE
Metoda Analitycznego Procesu Hierarchicznego (AHP — Analytic Hierarchy Pro-
cess) oraz Analitycznego Procesu Sieciowego (ANP — Analytic Network Process) 
to jedne z najpopularniejszych na świecie wielokryterialnych narzędzi wspoma-
gających podejmowanie decyzji. Zostały one zaproponowane w latach 70 XX w. 
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przez amerykańskiego matematyka, T.l. Saaty’ego. u podstaw metody aHP leży 
założenie, że większość złożonych problemów decyzyjnych można rozłożyć na 
czynniki pierwsze i przedstawić w postaci drzewa hierarchicznego (struktury 
hierarchicznej). Struktura hierarchiczna podlega następnie analizie poprzez do-
konanie porównań parami poszczególnych jej elementów oraz obliczeniu odpo-
wiednich współczynników wagowych. w ten sposób metoda aHP porządkuje 
warianty decyzyjne od optymalnego do najmniej pożądanego, tym samym uła-
twiając podjęcie decyzji co do wyboru któregoś z nich. Poszczególne etapy tej 
metody zostały w sposób syntetyczny omówione w dalszej części pracy. 
Problem decyzyjny nie zawsze można zaprezentować w postaci drzewa hie-
rarchicznego, które nie uwzględnia pewnych złożonych relacji, jak np. sprzężenia 
zwrotnego pomiędzy poszczególnymi elementami. Dlatego też zostało opraco-
wane inne narzędzie — aNP, które stanowi rozszerzenie metody aHP, uwzględ-
niające różnego rodzaju powiązania pomiędzy oraz wewnątrz poszczególnych 
grup kryteriów i subkryteriów. Metoda aNP nie jest przedmiotem rozważań ni-
niejszego artykułu, ale należy podkreślić, że analiza danych w przypadku oby-
dwu metod oparta jest na tej samej, uniwersalnej procedurze postępowania, po-
legającej na dokonywaniu porównań parami między sobą wszystkich elementów 
modelu przy użyciu fundamentalnej skali Saaty’ego. Procedury te generują jed-
nak szereg problemów, zarówno na poziomie budowy modelu jak i analizy, które 
w praktyce prowadzą do niskiej wiarygodności wyników. Są to m.in. nadmierne 
uproszczenie rzeczywistości w modelu hierarchicznym, agregacja wyników aHP 
w grupowym podejmowaniu decyzji, zmiana wyników na skutek pojawienia się 
dodatkowego elementu w modelu oraz trudność w uzyskaniu spójnych (zgod-
nych) wyników. Przykłady wybranych problemów zostały omówione np. w [Ste-
fanów & Prusak 2011]. 
Problem dotyczący trudności w uzyskaniu zgodnych (spójnych) wyników, 
szczególnie gdy dokonywana jest duża liczba porównań, jest najpoważniej-
szym zarzutem wobec aHP/aNP. Tymczasem zdolność do generowania nie-
sprzecznych wyników jest krytyczną właściwością operacyjną każdej metody. 
Dostrzegając ten problem, twórca narzędzi aHP/aNP zaproponował specjalny 
wskaźnik zgodności (współczynnik CR — Consistency Ratio), za pomocą którego 
na każdym etapie analizy kontrolowana jest spójność (zgodność) otrzymanych 
rezultatów. Jeśli są one niespójne, badanie należy powtórzyć bądź odrzucić. 
 Nasuwa się w związku z tym pytanie, jak często takie niezgodności się zdarzają 
i od czego zależą. wyniki badań przedstawione w niniejszym artykule, prowa-
dzone w ramach Grantu MNiSw NN111345138: Metodologia wielokryterialnej ana-
lizy porównawczej obiektów, są jedną z nielicznych prób udzielenia odpowiedzi na 
to pytanie. Istnieje bowiem bardzo wiele publikacji dotyczących tego problemu, 
ale większość z nich próbuje rozwiązać go od strony analitycznej. Nie są znane 
 autorom żadne próby badania od strony empirycznej poziomu niezgodności wy-
ników aHP w zależności od takich czynników jak np. sposób prezentacji danych 
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i administrowania ankiety, liczba porównywanych elementów oraz liczba stopni 
na skali porównań1.
Prowadzenie badań dotyczących kluczowych właściwości operacyjnych 
aHP/aNP jest szczególnie ważne ze względu na rosnącą w świecie popularność 
tych metod, zarówno w nauce, jak i w praktyce. Mimo, iż mają one wielu kryty-
ków, którzy zwracają uwagę na ich poważne niedociągnięcia, to w bazach czaso-
pism wysokopunktowanych można znaleźć ogromną liczbę artykułów na temat 
aplikacji aHP/aNP w różnych obszarach. Żadna inna wielokryterialna  metoda 
wspomagająca decyzje (np. VDa, electre, Promethe) nie doczekała się takiej 
liczby publikacji. Po metody aHP/aNP coraz częściej sięgają też praktycy. Duża 
popularność aHP/aNP w porównaniu do innych wielokryterialnych metod po-
dejmowania decyzji wynika m.in. z tego, że metody te pozwalają w prosty spo-
sób zdekomponować złożony problem decyzyjny i zanalizować go, w wyniku 
czego otrzymuje się konkretne wyniki liczbowe wskazujące optymalny wariant 
decyzyjny. Ponadto, posiadają one łatwo dostępne dla użytkownika oprogramo-
wanie komputerów2. Duża liczba zastosowań wymaga zwrócenia szerszej uwagi 
na wiarygodność obliczeń, które mogą mieć potem wpływ na realne decyzje.
celem niniejszego artykułu jest przedstawienie rezultatów badań dotyczą-
cych zależności pomiędzy poziomem niezgodności wyników aHP, mierzonym za 
pomocą powszechnie stosowanego współczynnika CR, a liczbą porównywanych 
elementów. Dokonano tego za pomocą eksperymentu, obejmującego analizę od 
5 do 8 właściwości różnych obiektów. Przedstawiono również cząstkowe badania 
dotyczące 3 kryteriów. 
w pierwszej części pracy krótko przedstawiono zasady działania metody 
aHP. Druga część artykułu koncentruje się na prezentacji uproszczonej metody 
szacowania współczynnika zgodności porównań CR. Kolejna część pracy stanowi 
syntetyczny przegląd światowej literatury dotyczącej aHP/aNP, ze szczególnym 
naciskiem na metodologiczne aspekty tych metod. Pracę kończy opis, omówienie 
wyników eksperymentu oraz wnioski i implikacje dla przyszłych badań.
2. ZaSaDY DZIałaNIa MeToDY aHP
etapy analizy aHP oraz ich podstawy matematyczne można znaleźć praktycznie 
w każdym podręczniku i artykule T. Saaty’ego oraz każdej publikacji dotyczącej 
metod aHP/aNP. wiele z nich odwołuje się także do tzw. 7 filarów aHP [Saaty 
1 wpływ tych czynników na zgodność wyników aHP uzyskanych na podstawie porównań do-
konywanych na skali wielostopniowej stanowi przedmiot badań ww. grantu MNiSw NN111345138: 
 Metodologia wielokryterialnej analizy porównawczej obiektów oraz grantu NCN 2011/01/d/HS4/04006: Czynniki 
wpływające na zgodność porównań parami w metodach analitycznego procesu hierarchicznego i sieciowego (AHP/
ANP).
2 ExpertChoice przeznaczone tylko dla AHP oraz SuperDecisions, przeznaczone dla aNP, ale można 
go również stosować dla modeli aHP.
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2001]. Informacje te są również w przystępny sposób przekazane w artykułach 
publikowanych w języku polskim [np. adamus 2006]. Przykład najprostszej 
i najczęściej konstruowanej struktury hierarchicznej został zaprezentowany na 
rys. 1. Składa się ona z kilku poziomów, z których najwyższy to cel główny pro-
blemu decyzyjnego. Na realizację tego celu wpływają położone o poziom niżej 
kryteria, a te z kolei są zależne od odpowiadających im subkryteriów (czynni-
ków). Na samym dole znajdują się warianty decyzyjne (zwane również „alter-
natywami”). w tak zbudowanym modelu ostateczna decyzja polega na wyborze 
tego wariantu decyzyjnego, który w najwyższym stopniu spełnia najważniejsze 
subkryteria oraz kryteria. 
Źródło: opracowanie własne na podstawie np. [Saaty 1994].
Rys. 1. Przykład struktury hierarchicznej w modelu aHP
ważność poszczególnych elementów względem siebie wyznaczana jest przez 
dokonanie ich porównań parami. Porównania te dokonywane są z użyciem tzw. 
fundamentalnej skali porównań Saaty’ego, gdzie przewaga jednego elementu 
nad drugim oznaczana jest od „takiego samego znaczenia” (=1), poprzez „słabą 
przewagę” (=3), „mocną przewagę” (=5), „bardzo mocną przewagę” (=7) aż 
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do „absolutnej/ekstremalnej przewagi” (=9). w przypadku, gdy osoba ocenia-
jąca nie jest zdecydowana do końca, można do skali wprowadzić liczby pośred-
nie (2,4,6,8). Porównania dokonywane są na zasadzie odwrotności: jeśli element 
a jest 3 razy lepszy od B, to B stanowi 1/3 elementu a. w sumie skala daje aż 
17 możliwości. Tak wyrażone opinie wprowadzane są do kwadratowej macierzy 
A porównań parami o wymiarach (n × n), gdzie n jest liczbą porównywalnych 
kryteriów. Macierz ta stanowi główne narzędzie analizy metody aHP [np. Saaty 
1996]:
  (1)
Taka macierz konstruowana jest na każdym poziomie modelu aHP. w mo-
delu zaprezentowanym na rys. 1, w pierwszej kolejności budowana jest macierz 
służąca analizie ważności kryteriów względem celu głównego. Następnie budo-
wane są macierze dla analizy znaczenia subkryteriów w stosunku do właściwych 
im kryteriów. Macierzy tych jest tyle, ile w modelu jest „klastrów” zależności kry-
terium-subkryteria. Dla każdej macierzy obliczane są tzw. wektory priorytetów 
W (w1,  w2,  w3), które określane są także jako współczynniki wagowe (wagi), i które 
wskazują relatywną ważność porównywanych elementów. Ponieważ uzyskanie 
tabela 1
obliczanie współczynników wagowych (priorytetów)
Średnia geometryczna
ri
Priorytety (wagi)
wi
1 a12 a13
1/ a12 1 a23
1/ a13 1/ a23 1
Źródło: na przykład [adamus & łasak 2009].
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dokładnych wyników wymaga wykonania szeregu skomplikowanych procedur 
matematycznych dla każdej macierzy3, w literaturze dotyczącej aHP pokazane 
są uproszczone metody obliczania, za pomocą których uzyskuje się zbliżone wy-
niki. Do najczęściej stosowanych należy obliczanie za pomocą średniej geome-
trycznej, gdzie stopień pierwiastka równy jest liczbie porównywanych elemen-
tów [np. adamus & łasak 2009]. Poszczególne wartości tak obliczonego wektora 
macierzy A są normalizowane, dając wektory priorytetów w1, w2, w3. Procedura 
ta została przedstawiona w tabeli 1.
Powyższa procedura musi być przeprowadzona dla każdej macierzy. współ-
czynniki wagowe (priorytety) określają względną ważność elementów decyzyj-
nych na każdym poziomie modelu hierarchicznego. Są to tzw. priorytety  lokalne, 
czyli wartości obejmujące relację względem elementu położonego jedynie 
o jeden poziom wyżej w strukturze hierarchicznej. Priorytety globalne określają 
stopień ważności elementów względem elementu zlokalizowanego w hierarchii 
o więcej niż jeden poziom wyżej, np. znaczenie subkryteriów w odniesieniu do 
celu. Ich wartości globalne oblicza się poprzez przemnożenie wartości priorytetu 
dla relacji subkryterium-kryterium przez wartość właściwego priorytetu kryte-
rium-cel. Tak przeprowadzona procedura nie gwarantuje jednak wiarygodności 
ostatecznych wyników. Metody aHP/aNP wymagają bowiem na każdym etapie 
analizy obliczenia tzw. współczynnika niezgodności CR (Consistency Ratio), który 
wskazuje na zgodność uzyskanych porównań. Procedura ta została w skrócie 
omówiona poniżej.
3. właŚcIwoŚcI oPeRacYJNe:  
ZDolNoŚĆ GeNeRowaNIa ZGoDNYcH wYNIKÓw
Podstawową właściwością operacyjną każdej metody jest zdolność do generowa-
nia niesprzecznych, czyli zgodnych, logicznych rezultatów. wyniki analizy struk-
tury hierarchicznej, według procedury przedstawionej w poprzednim rozdziale, 
tylko wtedy są wiarygodne, a więc dające rzetelną wskazówkę do podjęcia decy-
zji, kiedy zostaje spełniony warunek zgodności ocen. współczynnik zgodności 
nie może przekraczać 10% (CR ≤ 0,10)4. Podobnie jak w przypadku priorytetów, 
obliczanie współczynnika CR następuje automatycznie przy korzystaniu z odpo-
wiedniego oprogramowania aHP/aNP (expertchoice, SuperDecisios). Podstawą 
do obliczenia CR jest wyznaczenie największej wartości własnej (mmax) macie-
rzy A. w uproszczony sposób oblicza się ją jako sumę iloczynów sumy wartości 
porównań w każdej kolumnie macierzy A oraz odpowiedniego dla danego ele-
mentu współczynnika wagowego. Korzystając z oznaczeń zapisanych w tabeli 1, 
uproszczoną formułę można przedstawić w następujący sposób:
3 oprogramowanie expertchoice i SuperDecisions wykonują te obliczenia automatycznie. 
4 Szerzej na temat wartości „granicznej” można znaleźć np. w [Saaty & Vargas 1982].
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  (2)
Kolejnym krokiem jest obliczenie tzw. indeksu niezgodności (Inconsistency 
Index — IC) jako ilorazu różnicy największej wartości własnej macierzy i liczby 
porównywanych elementów5 (n) przez różnicę (n – 1):
  (3)
Na samym końcu obliczamy współczynnik CR poprzez podzielenie IC przez 
stablicowaną wartość RI:
 CR = IC / RI (4)
Stablicowane wartości RI zostały wygenerowane przez Saaty’ego na podsta-
wie symulacji dla 500  000 macierzy, i w zależności od liczby porównywanych ele-
mentów wynoszą np.:
dla n = 3, RI = 0,52;
dla n = 4, RI = 0,89;
dla n = 5, RI = 1,11;
dla n = 6, RI = 1,25; 
wartości RI dla większej liczby n, jak i dokładniejszy opis sposobu ich genero-
wania, można znaleźć np. w [alonso & lamata 2006]. Jeśli CR przekroczy wartość 
0,10, porównania należy uznać za niezgodne, a analizę należy powtórzyć [Saaty 
2008]. Ponieważ powtarzanie analizy jest bardzo czasochłonne, wielu badaczy 
proponowało stosowanie różnych algorytmów mających na celu zredukowanie 
wartości CR przy minimalnej ingerencji (zmianie) danych (porównań) pierwot-
nych. Ponieważ w każdym przypadku „sztucznej” redukcji współczynnika zgod-
ności zawsze następuje zaburzenie pierwotnych porównań, najlepiej jest uzyskać 
maksymalnie zgodne wyniki już na etapie gromadzenia danych, czyli dokony-
wania porównań parami. aby to się udało, zaleca się porównywanie nie więcej 
niż 7 ± 2 elementów w jednej macierzy, gdyż tyle właśnie porównań jest w stanie 
dokonać przeciętny człowiek zachowując wymagany poziom spójności [Saaty & 
ozdemir 2003, Miller 1956]. 
4. PRZeGlĄD lITeRaTuRY DoTYcZĄceJ aHP/aNP
Istnieje bardzo wiele publikacji na temat wielokryterialnych metod wspomaga-
jących procesy podejmowania decyzji w różnych obszarach nauki i praktyki. 
oprócz metod aHP/aNP, należą do nich m.in. electre, Promethe, VDa. Jak zo-
5 Im bardziej największa wartość własna macierzy zbliżona do n, tym mniejszy współczynnik cR 
[Saaty 2008].
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stało wcześniej wspomniane, metody aHP/aNP cieszą się zdecydowanie naj-
większą popularnością w porównaniu do innych metod, o czym świadczy duża 
(i wciąż szybko rosnąca) liczba publikacji dotyczących tych metod w najwięk-
szych bazach czasopism naukowych, takich jak np. ScienceDirect, Wiley, Scopus. 
Korzystając tylko z wyszukiwarki bazy ScienceDirect, wpisano następujące słowa 
kluczowe: „analytic hierarchy process”, „analytic network process”, „ahp“, „anp“. 
Hasło „analytic hierarchy process” wygenerowało 202906 artykułów, natomiast 
jego skrót „ahp“ 108817. Publikacji na temat aNP jest znacznie więcej, należy jed-
nak wziąć pod uwagę fakt, iż prawie w każdym artykule dotyczącym aNP znaj-
duje się odniesienie do metody aHP. Jak bowiem wcześniej wspomniano, „fun-
dament” tych metod, 9-stopniowa skala porównań Saaty’ego, jest uniwersalny 
dla obydwu metod. Słowo kluczowe „analytic network process” spowodowało 
znalezienie aż 458908 publikacji, natomiast „anp“ dało 188829 rezultatów. Jeszcze 
pół roku temu liczby te były średnio o kilkaset pozycji niższe, na przykład dla 
hasła „analytic network process“ liczba znalezionych publikacji wynosiła 4100010. 
Porównując częstość występowania artykułów na temat aHP/aNP z innymi me-
todami wspomagania decyzji, „vda” jako słowo kluczowe w tej samej bazie daje 
209311 rezultatów, „electre” 124112, natomiast „promethe” zaledwie 2313. co więcej, 
wartości te nie zmieniły się znacząco w porównaniu ze stanem sprzed pół roku14. 
Należy ponadto wziąć pod uwagę fakt, że część z tych artykułów zawiera także 
odniesienie do metod AHP/ANP. 
artykuły dotyczące aHP/aNP publikowane są głównie w takich czaso-
pismach jak European Journal of Operational Research, International Journal of Pro-
duction Economics, Information and Management, Computers and Operations Research, 
Decision Support Systems, Socio-Economic Planning Science, Journal of Operational 
 Research Society, Expert Systems with Applications, Journal of Mathematical Psychology. 
Publikacje te można generalnie podzielić na dwie grupy: o charakterze „aplika-
cyjnym”, skoncentrowanym na rozwiązywanym za pomocą aHP/aNP proble-
mie, oraz „metodologicznym”, gdzie „środek ciężkości” przypada na właściwości 
samej metody. ogólne studium kilkuset abstraktów artykułów w obszarze aHP/
aNP wykazało, że zdecydowana większość badań w tym zakresie ma charakter 
„aplikacyjny”. Dotyczą one zastosowania aHP/aNP w różnych obszarach i w od-
niesieniu do różnych celów decyzyjnych. Takimi celami decyzyjnymi mogą być 
na przykład planowanie, zakupy, alokacja zasobów, rozwiązywanie konfliktu, 
 6 Stan na 5.11.2011.
 7 Stan na 5.11.2011.
 8 Stan na 5.11.2011.
 9 Stan na 5.11.2011.
10 Stan na 5.06.2011.
11 Stan na 5.11.2011.
12 Stan na 5.11.2011.
13 Stan na 5.11.2011.
14 Na przykład, w porównaniu do 5.06.2011 liczba artykułów dt. VDa wzrosła tylko o 2.
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ewaluacja, optymalizacja, itd. w obszarze aplikacji, nie ma chyba dziedziny, 
w której by nie próbowano stosować narzędzi aHP/aNP. obszary te, w powią-
zaniu z wyżej wspomnianymi typami celów decyzyjnych, zostały w sposób 
syntetyczny omówione przez [Vaidya & Kumar 2006]. Przykłady różnorodności 
zastosowań aHP/aNP to rozwiązywanie takich problemów jak ewaluacja do-
stawców [akarte et al. 2001], wybór najlepszego oprogramowania [lai et al. 2002], 
zdefiniowanie czynników sukcesu i opracowanie strategii wdrażania systemu 
ISo-14001 na podstawie analizy korzyści i kosztów [chin et al. 1999], ewaluacja 
różnych strategii fuzji w bankowości [arbel & orger, 1990], wybór lokalizacji rafi-
nerii w kilku krajach Bliskiego i Środkowego wschodu [Badri 1999], poprawa ja-
kości komunikacji pacjent-lekarz [Singpurwalla et al. 1999], analiza strategii uSa 
wobec Iranu [Saaty 2008] i wiele innych.
Publikacji o charakterze „metodologicznym” zidentyfikowano znaczniej 
mniej. Są to zarówno krytyczne analizy aHP/aNP, jak i propozycje rozwiązań 
problemów wynikających z matematycznych/algebraicznych własności tych 
metod. Do najczęściej dyskutowanych problemów związanych z praktycznym 
użytkowaniem aHP/aNP należą m.in.: agregacja indywidualnych priorytetów 
w grupowym podejmowaniu decyzji [np. Solms 2009, Forman & Peniwati 1998, 
Beynon 2005], zmiana kolejności wyników (rank reversal) na skutek wprowadze-
nia do modelu dodatkowego obojętnego elementu [np. watson & Freeling 1982, 
Belton & Gear 1983, weber 1997, Holder 1990, Perez et al. 2001] oraz trudności 
w uzyskaniu spójnych (zgodnych) wyników aHP/aNP [np. Vargas 1982, Finan & 
Hurley 1997, apostolou & Hassel 1993; 2002, alonso & lamata 2005; 2006, costa 
2006, Ergu et al. 2011]. Dużo mniej informacji można znaleźć na temat “opera-
cyjnych” (praktycznych) aspektów aHP/aNP, dotyczących m.in. sposobu groma-
dzenia danych. Tymczasem na podstawie badań empirycznych zaobserwowano, 
że końcowe rezultaty są zależne m.in. od sposobu prezentacji kwestionariusza 
[np. webber et al. 1996] oraz rodzaju użytej skali [weathers et al. 2005]. 
Przyczyny niezgodności rezultatów aHP/aNP już od dawna stanowiły 
przedmiot badań na całym świecie. Głównym obszarem, na którym skoncentro-
wane są badania dotyczące niezgodności, jest współczynnik cR. Istniejąca litera-
tura w tym zakresie próbowała odpowiedzieć na trzy główne pytania badawcze. 
Po pierwsze, czy ustalona przez Saaty’ego wartość współczynnika niezgodności 
(CR) na poziomie ≤ 0,10 powinna być tylko wskazówką, czy też sztywną regułą, 
odnoszącą się do każdego przypadku. Po drugie, czy współczynnik CR jest od-
powiednią miarą poziomu niezgodności. Po trzecie, czy i jak można zreduko-
wać współczynnik CR na poziomie macierzy. Pytaniem, do którego praktycznie 
brak jest w literaturze odniesienia, to jakie czynniki na etapie gromadzenia da-
nych (np. liczba porównywanych elementów) wpływają na poziom zgodności 
wyników. 
w odniesieniu do pierwszej kwestii, część autorów sugeruje, że poziom 
współczynnika CR ustalony na stałym poziomie CR ≤ 0,10 jest zbyt restrykcyjny. 
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[apostolou & Hassel 1993] próbowali udowodnić za pomocą eksperymentu, że 
wartość współczynnika cR przekraczająca 0,10 nie wpływa w sposób istotny na 
końcowe wyniki badań. eksperyment ten został zakwestionowany przez [chu & 
liu 2001], którzy z kolei znaleźli istotną różnicę pomiędzy wynikami z CR ≤ 0,10, 
a tymi gdzie CR > 0,10. Inny problem był rozważany m.in. przez [alonso & la-
mata 2006], którzy zaproponowali odmienny sposób pomiaru poziomu niezgod-
ności wyników prowadzący do akceptacji, bądź odrzucenia macierzy. To, czy 
dana macierz jest spójna bądź nie, zależy od dwóch czynników:
a) indeksu zgodności (IC), za który autorzy uważają największą wartość własną 
macierzy mmax;
b) wymaganego poziomu zgodności (a), 0 < a ≤ 1, przy czym a jest adaptowalny 
w zależności od badanego problemu; użytkownik w różnych sytuacjach 
może potrzebować różnego poziomu zgodności i ten poziom określa procen-
towo. 
autorzy ponadto kwestionują stablicowane wartości RI, wygenerowane przez  
Saaty’ego na podstawie symulacji 500 000 macierzy. Te bowiem są różne dla każ-
dej podobnej symulacji.
Trzecie zagadnienie dotyczy redukcji współczynnika CR na poziomie ma-
cierzy. Na przykład, [costa et al. 2006] zastosował w tym celu tzw. algorytm ge-
netyczny (Genetic Algorithm — GA). Polega on na wygenerowaniu w matrycy, 
gdzie niezgodność wynosi powyżej 10% oraz rozwiązań z CR mniejszym lub 
równym 10%. Program najpierw analizuje zgodność, jeśli CR > 10%, algorytm 
losowo generuje serię matryc z wartością niższą niż 10%, zbliżonych do macie-
rzy pierwotnej. Z kolei [ergu et al. 2011] zaproponował trzystopniową procedurę 
redukcji cR opartą na identyfikacji najbardziej niezgodnych elementów macie-
rzy, [Finan & Hurley 1997] za pomocą symulacji Monte carlo udowodnili, że 
matematyczna redukcja wartości CR zwiększa wiarygodność rezultatów analizy. 
wielu badaczy proponowało i proponuje różne procedury i algorytmy mające na 
celu zmniejszenie niezgodności, ale wątpliwość budzi fakt, iż w wielu przypad-
kach tego typu operacje prowadzą do zmiany oryginalnych informacji uzyska-
nych podczas prowadzenia badań [np. Tung & Tang 1998].
Ponieważ CR ≤ 0,10 nadal jest jedyną akceptowalną i powszechnie stoso-
waną miarą poziomu niezgodności wyników aHP/aNP, istnieje silna potrzeba 
wypracowania określonych zaleceń dotyczących redukcji możliwości uzyskania 
zgodnych wyników już na etapie gromadzenia danych. Do takich „działań pre-
wencyjnych” należy przede wszystkim upewnienie się m.in. że istnieje dosta-
teczna ilości informacji na temat badanego problemu, a model decyzyjny został 
odpowiednio ustrukturyzowany. Dużą rolę odgrywa także wiedza ekspertów, 
która w przypadku otrzymania niezgodnych wyników, powinna być poddana 
dodatkowej ocenie [Szczypińska & Piotrowski 2009]. Inną przyczyną generującą 
sprzeczne rezultaty może być fakt stosowania w aHP/aNP 9-stopniowej skali 
 liniowej, podczas gdy większość problemów nie ma charakteru liniowego. Dla-
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tego też jako bardziej wiarygodną sugerowano skalę multiplikatywną (geome-
tryczną) [Holder 1990].  
5. EkSPERyMENt 
5 . 1 .  O p i s  e k s p e r y m e n t u
celem przeprowadzonego eksperymentu było zbadanie, jaka jest empiryczna 
frakcja niezgodnych ocen, dokonywanych przez ekspertów według kryterium 
oceny zgodności zaproponowanej przez Saaty’ego (współczynnik CR), w zależ-
ności od liczby porównywanych parami kryteriów. określono hipotezę badaw-
czą, która brzmiała, że dla liczby kryteriów większej od 5 liczba sprzecznych 
(niezgodnych) ocen będzie bardzo wysoka (większa od 30%). Badanie polegało 
na obliczeniu wskaźnika CR uzyskanego na podstawie zastosowania przez eks-
pertów metody aHP. Zostali oni poproszeni o porównanie parami kryteriów do-
tyczących pięciu obiektów. Zostały one dobrane w taki sposób, aby ankietowani 
(ze względów organizacyjnych byli to najczęściej studenci krakowskich uczelni) 
mogli być traktowani jako eksperci.
1. Telefon komórkowy (T)
2. Mieszkanie (M)
3. komunikacja miejska (k)
4. drukarka (d)
5. Laptop (L).
Ze względu na możliwość popełnienia podczas badania błędu systematycz-
nego polegającego na tym, że porównywanie pierwszego obiektu „zdetermi-
nuje” kolejne porównania zdecydowano w każdym zestawie — w sposób losowy 
— ustalić inną kolejność porównywanych obiektów.
Każdy obiekt był charakteryzowany maksymalnie przez osiem kryteriów, 
które zostały przedstawione w tabeli 2.
Ze względu na możliwość popełnienia podczas badania błędu systematycz-
nego polegającego na tym, że początkowe kryterium „zdeterminuje” kolejne po-
równania zdecydowano podczas każdego badania — w sposób losowy — ustalić 
inną kolejność kryteriów. Każdy z obiektów był oceniany ze względu na:
1. Pięć kryteriów
2. Sześć kryteriów
3. Siedem kryteriów
4. osiem kryteriów
Każdy z ankietowanych został poproszony o ocenę czterech z pięciu obiek-
tów (T, M, K, D, l). liczba kryteriów dla każdego z obiektów była różna (ułożona 
w sposób losowy), co oznacza, że jeśli ankietowany oceniał np. (T) ze względu na 
5 kryteriów, to pozostałe obiekty mógł ocenić ze względu na 6, 7 lub 8 kryteriów. 
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Jako kryterium zgodności przyjęto omówiony wcześniej współczynnik CR, któ-
rego wartość nie powinna przekraczać 0,10. 
tabela 2
Kryteria charakteryzujące porównywane obiekty
Telefon komórkowy (T) Mieszkanie (M) komunikacja miejska (k)
• wielkość wyświetlacza
• Radio 
• aparat fotograficzny
•  wymiary (długość, szero-
kość)
• ciężar telefonu
• czas pracy (bateria)
• Sygnał wibracyjny
• wielkość klawiatury
• wielkość łazienki
• odpowiednie piętro
• właściwa technologia 
• Piwnica
• wielkość mieszkania
• czas dojazdu do centrum
• wielkość kuchni
• lokalizacja
• Punktualność 
• wolne miejsca siedzące
• czas oczekiwania na pojazd
• cena biletu
• Brak tłoku 
• czystość
• Bezpieczeństwo
• Szybkość poruszania się
drukarka (d) Laptop (L)
• Rozdzielczość
• czas wydruku strony
• Możliwość druku w kolorze
•  Możliwość druku obustron-
nego
• Głośność pracy
• wymiary
• Koszty eksploatacji
• czas bezawaryjnej pracy
• Pojemność dysku
• Szybkość pracy (procesor)
•  wielkość pamięci operacyj-
nej
• Kamera
•  odpowiednia wielkość 
ekranu
•  odpowiedni kolor obu-
dowy
• liczba miesięcy gwarancji
• ciężar
Źródło: opracowanie własne.
5 . 2 .  wy n i k i  e k s p e r y m e n t u
Dla każdej liczby kryteriów obliczono frakcję ankiet, dla których CR > 0,1 według 
wzoru:
  (5)
gdzie: 
n — liczba kryteriów
Wn — frakcja ankiet w których CR > 0,10
Nn.f — liczba ankiet, dla których CR > 0,10
Nn — liczba wszystkich ankiet.
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Na rysunkach rys. 2 — rys. 5 zostały przedstawione empiryczne rozkłady współ-
czynnika zgodności dla różnej liczby kryteriów (5, 6, 7, 8).
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Źródło: opracowanie własne.
Rys. 2. Rozkład współczynnika cR dla 5 kryteriów (przedział 0,05)
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Źródło: opracowanie własne.
Rys. 3. Rozkład współczynnika cR dla 6 kryteriów (przedział 0,05)
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Źródło: opracowanie własne.
Rys. 4. Rozkład współczynnika cR dla 7 kryteriów (przedział 0,05)
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Źródło: opracowanie własne.
Rys. 5. Rozkład współczynnika cR dla 8 kryteriów (przedział 0,05)
Przedstawione powyżej wykresy wymagają komentarza. Przede wszystkim 
można zauważyć, że odsetek niezgodnych porównań rośnie wraz ze wzrostem 
liczby kryteriów. Dla 6, 7 oraz 8 kryteriów (rys. 3, rys. 4 oraz rys. 5) najczęściej 
wartość wskaźnika niezgodności znajduje się w przedziale pomiędzy 0,1 a 0,15. 
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Dla wszystkich badań charakterystyczna właściwością jest występowanie warto-
ści CR większych od wartości 0,5.
wyniki eksperymentu dla 5, 6, 7 i 8 kryteriów zestawiono w sposób zbiorczy 
w tabeli 3 jako frakcje ankiet, dla których wartość CR jest większa od zakłada-
nego przez Saaty’ego poziomu 0,10. Rys. 6 przedstawia wykres frakcji niezgod-
nych ocen w zależności od liczby porównywanych kryteriów. Jak się spodzie-
wano, im wyższa liczba kryteriów, tym wyższa frakcja niezgodnych ankiet. Dla 
5 kryteriów poziom ten wynosi 68,22%, co budzi wątpliwości dotyczące założe-
nia metody aHP mówiącego, że człowiek jest zdolny do efektywnego dokonania 
porównań 7 ± 2 elementów. Jak ponadto wykazano, w przypadku większej liczby 
kryteriów (od 6 wzwyż), frakcja ta sięga ponad 80%, jednakże różnice w liczbie 
niezgodnych ankiet dla 6, 7, i 8 kryteriów są bardzo niewielkie (W6 = 83,02%, 
W7 = 83,33%, W8 = 85,29%). 
tabela 3
wyniki badań dla poszczególnej liczby kryteriów jako frakcja ankiet cR>0,10
5 kryteriów 6 kryteriów 7 kryteriów 8 kryteriów
Liczba ankiet poprawnie  
wypełnionych (Nn)
107 106 108 102
Liczba ankiet z CR > 0,10 (Nn.f)  73  88  90  87
Frakcja ankiet z CR > 0,10 (Wn) 68,22% 83,02% 83,33% 85,29%
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Rys. 6. Frakcja niezgodnych ankiet w zależności od liczby porównywanych kryteriów
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wyniki powyższego eksperymentu skłoniły autorów do zadania sobie pyta-
nia, jakie wyniki otrzymamy przy niższej liczbie kryteriów. Dlatego też przepro-
wadzono eksperyment uzupełniający, którego celem było zbadanie, jak wysoka 
jest frakcja niezgodnych porównań w przypadku 3 kryteriów. Jako badany obiekt 
wybrano sklep spożywczy, który był analizowany ze względu na trzy kryteria: 
— Szybkość obsługi,
— łatwość dojazdu,
— wybór produktów.
wyniki pokazały, że dla 108 poprawnie wypełnionych ankiet frakcja niezgod-
nych ocen, obliczona na podstawie wyżej przedstawionego wzoru, wyniosła aż 
52,78%. Rozkład współczynnika CR został natomiast przedstawiony na rys. 7. 
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Rys. 7. Rozkład współczynnika cR dla 3 kryteriów (przedział 0,05)
6. wNIOSkI
w niniejszej pracy przedstawiono, na podstawie badań empirycznych, skalę wy-
stępowania jednego z głównych problemów związanych ze stosowaniem metod 
aHP/aNP, a mianowicie trudność w uzyskaniu zgodnych (spójnych) wyników, 
nawet przy niewielkiej liczbie porównywanych elementów. Początkowe założe-
nie, że dla liczby kryteriów większej od 5 liczba sprzecznych (niezgodnych) ocen 
będzie bardzo wysoka (większa od 30%), zostało potwierdzone. co więcej, bada-
nia wykazały, że bardzo wysoka frakcja niespójnych odpowiedzi (ponad 50%) 
występuje już przy analizie 3 kryteriów, natomiast w przypadku 8 kryteriów 
przekracza 80%. Rezultaty eksperymentu pokazały również, iż w przypadku 
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większej liczby kryteriów różnice we frakcji liczbie niezgodnych ankiet dla 6, 7, 
i 8 kryteriów są bardzo niewielkie. Konieczne są zatem dalsze badania w tym za-
kresie, w szczególności biorąc pod uwagę takie czynniki, jak: 
a) wielkość próby; celem uzyskania miarodajnych wyników, badania należy po-
wtórzyć na większej próbie,
b) dobór ankietowanych do badania; w przedstawionych eksperymentach, na 
podstawie badania nielosowej próby krakowskich studentów wnioskowano 
o całej populacji,
c) wielkość ankiety; przeprowadzana ankieta była zbyt obszerna, gdyż ocenia-
jący otrzymywał jednorazowo ponad 20 stron (na każdej stronie były trzy 
porównania), co mogło powodować zmęczenie i w konsekwencji „losowe” 
odpowiedzi.
Biorąc pod uwagę podstawową właściwość operacyjną metody aHP, jaką jest 
generowanie niesprzecznych wyników, problem ten wymaga dalszych badań 
i precyzyjnego zdefiniowania warunków, przy których metodę tę należy stosować. 
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It is my pleasure to make remarks on the monograph entitled “POLAND- 
‑SERBIA: The Challenges of the Scientific Cooperation” published by Acta 
Academiae Modrevianae (Kraków, 2010) under scientific editorial supervision of 
Zbigniew Paszek. The book which lies in front of me has an elegant three‑col-
oured cover – white, blue and red. Those are Serbian national colours. Therefore, 
there is also included the Polish “badge” in a symbolic way. The book contains 
the collection of 21 academic articles written by 28 authors — 20 from Serbia and 
8 from Poland. The book has more than 300 pages. The title of the monograph 
(suggested by Slobodan Malinić) is adequate to the content because there are 
challenges but not only and not solely. The papers are arranged alphabetically ac-
cording to the authors` names. However, behind the alphabetic courtesy some-
one could find several leading ideas in the book which organise the content. 
There are:
t h e  f u n d a m e n t a l  c i v i l i s a t i o n  i d e a :
the Paradigm of Sustainable Development has been presented by Biljana 
Jovanović Gavrilović. The history of sustainable concept since the famous report 
(1987) of the Brundtland Commission entitled “Our Common Future” has been 
described. It has been characterized as a long debate, over the last fifty years, 
which reflected the evolution of thinking development; from economic growth 
to sustainable development. The author considers various implications of the 
classic definition: a development that meets the needs of the present without compromis-
ing the ability of future generations to meet their own needs. The author’s statement 
that the realisation of sustainable development is a true challenge for each country could 
be the motto of the monograph. Not only has the essence of the concept been 
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presented but also the interdependence of the three key dimensions: economic, 
social and environmental. The author stressed that the measurements of sustain-
able development are a task of particular complexity and significance. Sustainable 
development requires an integrated set of policies to jointly work towards improvement 
of human welfare. This way conditions will be created for the interaction between the key 
dimensions of sustainable development to be taken into account in the phase of designing 
different political interventions. Measures undertaken with the aim to affect one of the 
three dimensions (economic, social or environmental), can cause unforeseen consequences 
and costs without a good study of their effect on the other two. Responsibility to achieve 
sustainable development lies to a great extent in the hands of state, but other institutions, 
from the domain of private sector and civil society, should also become active partners in 
that process. Each of these management holders has a unique and important role in pro-
motion of sustainable development.
The Biljana Jovanović Gavrilović’s words mentioned above made the wide 
spread framework for other topics presented in the monograph on various levels 
of generalisation and complexity.
t h e  d i a g n o s i s  o f  t h e  c u r r e n t  s t a t u s :
Objective Dependence Cooperation Between the Economy and the State by Vlastimir 
Leković,
On Serbian Economic Competitiveness in Transitional Conditions by Ljiljana 
Maksimović,
Economic Crisis and Crisis in Serbian Enterprises – New Challenges for the Govern-
ment, Managers and Accountants by Slobodan D. Malinić,
Results Achieved in Meeting Convergence Criteria in Serbia as a Necessary Condi-
tion for Joining EMU by Dragana Marković and Srdjan Furtula,
Internal Audit Analysis on the Example of Joint Stock Company Variant from Cracow 
by Vesna Milovanović,
Marketing in Poland in the Twentieth Year of Political Transformation by Roman 
Niestrój,
The Analysis of Business Success in Tourism by Gordana Radosavljević,
Export Performances of National Economy in the Conditions of Global Economic Cri-
sis by Petar Veselinović.
q u e s t  a n d  b a s i c  q u e s t i o n s :
Can education be the key to welfare? What can a person educated in new 
times do? Is the intelligentsia heading towards the liberal or etatistic orientation? 
(Jerzy Mikułowski Pomorski).
Quest in the right way: Polish science and higher education against interna-
tional background. There is the long list of sins which also included underestimating 
the importance and role of competition both in the fields of science and education. Finally, 
the conclusion: The European Union, and Poland with it, will not overtake the USA 
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or Asian countries if the foundation of the basic solutions both in economy and in edu-
cation and science is not formed by healthy competition, immanent competition system 
in  accessing R&D financing sources and the conviction that knowledge-based economy 
is an economy based on freedom, creativity and equality (Tadeusz Pomianek, Andrzej 
 Rozmus).
how to make the two-way effective leader communication successful? The 
answer is that it is not exclusively the matter of intellect and logic, but of trust, emo-
tions and accepting difference of other people and the efforts to comprehend the intention 
of the communication, with no prejudice and priori refusing the message content. The abil-
ity of keeping such communication is of an essential importance in the process of organiza-
tional changes which request changes at personal level too, with efforts to understand and 
appreciate individual distinctions (Vesna Stojanović Aleksić, Srdjan Šapić).
What is the goal of Serbian policy makers in the conditions of global economic 
crisis? How to create preconditions for increasing export possibilities? Final con-
clusion: Without creating competitive advantages and technology development Serbian 
economy will not be involved in world trade with opportunity to obtain significant export 
results (Petar Veselinović).
m o d e l s  a n d  m e a n s  t o  a i m :
Innovation Processes Through SME’s Networking by Verica Babić and Jelena Erić,
Regional Development Incentives in Serbia by Stevan Devetaković
The Concept of Corporate Social Responsibilities – the Impact on Practice by 
Momčilo Djordjević and Srdjan Šapić,
An Organic Model of Strategic Management by Marek Lisiński,
Alternative Sources of Financing Economic Development by Nikola Makojević,
Financial Liquidity Management by Predrag Stančić and Vladimir Stančić.
Possibilities of the Application of Pricing Strategies in the Development of 
Trade between Poland and Serbia (Klemens Budzowski) is one of the most va-
luable articles in the book. The paper presents the results of analyses according 
to which the trade axchange between Poland od Serbia is not satisfactory, espe-
cially in the context of historical, geographical backgrounds as well as objective 
possibilities. According to the Author the choice of appropriate price strategies 
could actuate further development and growth in the trade exchange between 
both countries. Advantages and disadvantages of high and low price strategy, 
concentration‑based pricing strategy as well as imitation strategy have been well 
exemplified. A very interesting problem of price paradoxes such as: Giffen’s, Ve-
blen’s, initation and snob effect, income effect of price reduction, shock and ti-
ming effect, speculative effect and others were also presented.
Very peculiar place among other articles has been devoted to Benford’s Law 
(Tadeusz Grabiński) which could be treated even as a general law of nature. From 
another point of view the Benford Law is of practical meaning and is utilized in 
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different science and real life domains: economic studies, quantitative research, 
earth sciences, technical studies and information technology studies.
It is worth emphasizing that published articles are particularly addressed 
to one of the title countries: Poland (J. Mikułowski‑Pomorski, V. Milovanović, 
R. Niestrój, T. Pomianek, A. Rozmus), Serbia ( Stevan Devetaković, N. Makojević, 
L. Maksimović, S.D. Malinić, D. Marković, S. Furtula, P. Veselinović, E. Vuksanović, 
R. Stefanović) or addressed to both countries (K. Budzowski).There are also more 
universal considerations (V. Babić, J. Erić, M. Djordjević, S. Šapić, T. Grabiński, 
B. Jovanović Gavrilović, V. Leković, M. Lisiński, G. Radosavljević, P. Stančić, 
V. Stančić, V. Stojanović Aleksić).
The monograph is dedicated to Professor Ilija Rosić, Rector of Kraguje-
vac University (1990–1992) and Dean of the Faculty of Economics (1987–1990; 
2000–2002). Who is the man to whom 28 authors from two countries addressed 
their papers. The answer can be found in two papers on the first pages of the 
book: Life and Work of Ilija Rosić. Education and Scientific Achievements by Slobodan 
D. Malinić and Ilija Rosić — A Man Dedicated to Science, Education and Academic 
 Cooperation with Polish Universities by Zbigniew Paszek. The essence of Ilija Rosić 
personality is described by Zbigniew Paszek in the following words: professor 
Ilija Rosić was always full of energy and enthusiasm in any work he undertook; very well 
known for being good-natured, for his optimism and cheerfulness as well as his witty com-
ments. 
I am a little bit embarrassed that this review is so uniformly positive. How-
ever, I should mention that I am also emotionally involved because in 2003, as 
the Vice-Rector for Academic Affairs of Warsaw University of Technology, I had 
an opportunity to meet prof. Ilija Rosić as I organized his lecture for students of 
our Business School. Right now I would like to make very sincere appreciation 
to Zbigniew Paszek — doctor honoris causa of the Kragujevac University in the 
name of all who knew Ilija Rosić for his great job as the scientific editor of the 
book. The book is invaluable as is the tribute to the fascinating Person but firstly 
it defines the modern civilisation challenges in an interesting and precious man-
ner.
