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CHAPITRE
1
Introduction
Ce travail se situe dans le contexte de la réalisation de logiciels pour le domaine des bâ-
timents intelligents, ou smart buildings. Ce domaine vise à instrumenter les bâtiments afin
d’améliorer la gestion, par exemple, de leur consommation énergétique ou des équipements
(maintenance des centrales des traitements d’air, occupation des salles, . . . ). Il s’agit d’une
extension du domaine de la domotique 1 et d’une mise à l’échelle permettant de gérer des
bâtiments ou des complexes industriels [Kolokotsa et al., 2002; Brad Brech et al., 2011].
Le projet RIDER (“Réseau et Inter connectivité Des Énergies classiques et Renouvela-
bles”) 2, financé par le programme FUI 3 pour le pôle de compétitivité DERBI 4, cherche à
valoriser l’ensemble des instruments présents dans les bâtiments et à développer de nou-
velles méthodes d’optimisation énergétique. Il regroupe un consortium d’entreprises et la-
boratoires de recherche, dont notamment IBM et le LIRMM, intéressés par l’amélioration
de l’efficacité énergétique de bâtiments à l’aide des technologies de l’information. De plus,
le projet a initié quatre thèses, dont celle-ci, concernant :
• la création de modèles physiques permettant l’optimisation énergétique,
• l’optimisation énergétique basée sur une modélisation du confort,
• la visualisation interactive en 3D de bâtiments,
• l’adaptation d’un logiciel au contexte de chaque bâtiment par le biais d’un modèle de
caractéristiques.
Le consortium a notamment pour objectif commun de lever les verrous scientifiques et
techniques suivants :
1. La domotique permet le contrôle des équipements d’un bâtiment, mais ce terme est généralement em-
ployé dans le cadre d’applications domestiques.
2. http://rider-project.com/
3. Fonds unique interministériel – http://competitivite.gouv.fr/
4. http://www.pole-derbi.com
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• Modéliser les environnements concernés par l’optimisation énergétique, sur les plans
énergétique et informatique,
• Gérer des volumes de données importants issus de nombreux capteurs,
• Utiliser en temps réel des algorithmes de fouille de données et d’aide à la décision pour
économiser de l’énergie,
• Mettre en œuvre des réseaux de capteurs sur de grandes distances à moindre coût,
• Coordonner l’utilisation de différentes sources énergétiques,
• Permettre le déploiement à grande échelle de logiciels d’optimisation énergétique,
• Analyser l’impact social de la mise en œuvre d’approches permettant l’économie
d’énergies.
La problématique générale que cette thèse adresse, concerne le déploiement à grande
échelle d’un logiciel d’optimisation énergétique. Cela consiste à déterminer comment adap-
ter un logiciel, pour lequel il est possible de réutiliser ou paramétrer différents composants
existants, à son contexte d’exécution. Par exemple, les fonctionnalités d’un logiciel de ges-
tion d’une entreprise peut être adapté en fonction des besoins spécifiques de chaque dé-
partement et de son organigramme. Dans le cas du projet RIDER, nous souhaitons pouvoir
adapter un logiciel d’optimisation énergétique en fonction, par exemple, des protocoles et
interfaces des instruments présents dans chaque pièce, ou selon les optimisations possibles
dans chaque zone d’un bâtiment.
Nous nous sommes appuyés sur l’approche par lignes de produits logiciels [Klaus Pohl
et al., 2005] pour adapter les composants logiciels du projet RIDER à chaque bâtiment.
Cette approche repose sur l’utilisation d’un modèle de caractéristiques, aussi appelé feature
model [Kang et al., 1990]. Son rôle est d’organiser hiérarchiquement des éléments appelés
caractéristiques, ou features, qui décrivent l’ensemble des fonctionnalités, paramétrages, ou
propriétés d’un ensemble de composants logiciels réutilisables. Les contraintes de compati-
bilité ou d’incompatibilité entre les caractéristiques sont aussi représentées dans ce modèle.
Un modèle de caractéristiques représente l’ensemble des configurations possibles permet-
tant de générer un logiciel fonctionnel à partir des composants logiciels disponibles.
Dans la littérature, il existe un grand nombre de modèles de “modèles de caractéristi-
ques” (méta-modèles de caractéristiques) [Trigaux et Heymans, 2003]. Chacun répond à des
besoins différents. Par exemple, le méta-modèle de Fey et al. [2002] a pour objectif la sim-
plification du traitement algorithmique d’un modèle de caractéristiques. Cependant, son
édition manuelle peut se révéler fastidieuse à cause du grand nombre de relations à repré-
senter. Au contraire, les méta-modèles utilisés par Kang et al. [1990] et Kang et al. [1998]
visent d’abord à simplifier la documentation des caractéristiques d’un domaine ainsi que
leurs contraintes d’interdépendance pour être utilisé comme un moyen de communication
entre les personnes impliquées dans un projet de développement logiciel. Pour parvenir à
modéliser efficacement les caractéristiques de la ligne de produits RIDER, nous avons choisi
de créer un nouveau méta-modèle synthétisant les principaux méta-modèles existants.
La principale spécificité du projet RIDER est que chaque produit issu de la ligne de pro-
duits doit être adapté aux spécificités du bâtiment dont il doit optimiser l’énergie. Nous
n’avons pas trouvé de solution satisfaisante à cette problématique. Des approches répon-
dant à des problématiques similaires ont été proposées [Acher et al., 2009; Fernandes et al.,
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2011], mais celles-ci ne répondent pas aux besoins particuliers du projet RIDER. Nous sou-
haitons pouvoir déterminer sur quels éléments du contexte vont avoir un impact les carac-
téristiques du futur produit.
Nos contributions portent sur les deux sujets suivants :
• Nous avons cherché les concepts majeurs utilisés pour décrire les caractéristiques
de logiciels parmi les approches existantes par lignes de produits. Ainsi, nous pro-
posons un nouveau méta-modèle synthétisant des méta-modèles de caractéristiques
existants au regard des contraintes du projet dans lequel se déroule cette thèse [Thi-
baut Possompès et al., 2010a; Xavier Vasques et al., 2011]. De plus, nous avons ajouté
de nouveaux concepts permettant d’associer des caractéristiques logicielles à des élé-
ments du contexte qui ont un impact sur leur présence. Nous avons mis en œuvre
notre nouveau méta-modèle dans une approche par ingénierie des modèles basée sur
le langage UML [Thibaut Possompès et al., 2010b]. Nous avons choisi d’implémenter
notre méta-modèle sous la forme d’un profil UML sur lequel nous avons basé les outils
développés durant cette thèse [Thibaut Possompès et al., 2011a].
• Nous avons proposé la spécification d’une méthodologie d’adaptation automatique
de modèle de caractéristiques à un contexte d’exécution [Thibaut Possompès et al.,
2011b]. Notre spécification définit les modèles nécessaires (contexte et caractéris-
tiques) et l’algorithme d’adaptation. Notre méthode consiste à identifier les caractéris-
tiques dont la présence dans un produit dépend de la présence de certains éléments
du contexte. L’algorithme génère un modèle de caractéristiques spécifique au contexte
dans lequel chaque caractéristique se rapportant à un concept du contexte est asso-
ciée à un élément, instance du concept, auquel elle se rapporte [Thibaut Possompès
et al., 2013].
Notre mémoire sera composé de sept chapitres. Nous présentons un cas d’étude de logi-
ciel adapté au contexte dans le chapitre 2. Il s’agit d’un logiciel d’optimisation énergétique
de bâtiments en cours de réalisation dans le cadre du projet RIDER.
Le chapitre 3 donne une vision d’ensemble du domaine des lignes de produits logiciels
et présente les travaux de recherche autour de ce sujet (les modèles de caractéristiques et
l’impact que le contexte d’exécution du produit peut avoir sur ses caractéristiques).
Le chapitre 4 présente notre première contribution. Après un état de l’art concernant les
modèles de caractéristiques, nous en faisons la synthèse en proposant un nouveau méta-
modèle. Nous proposons également des nouveautés concernant la liaison entre caractéris-
tiques et contexte. La contribution relative à ce chapitre a fait l’objet d’une intégration dans
le logiciel de modélisation IBM Rational Software Architect (RSA).
Le chapitre 5 propose une méthode d’adaptation de modèles de caractéristiques au
contexte. Nous formalisons les concepts clefs de notre nouveau méta-modèle, puis nous
présentons l’algorithme de transformation de modèles de caractéristiques. La contribution
relative à ce chapitre a été intégrée et testée au sein d’un prototype.
Le chapitre 6 montre un exemple d’application de nos contributions au projet RIDER.
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Ce chapitre décrit le modèle de caractéristiques d’un logiciel d’optimisation énergétique en
utilisant l’approche développée dans les chapitres précédents.
Le chapitre 7 conclut cette thèse. Il en présente une synthèse et récapitule notamment
nos contributions et développe des perspectives pour de nouveaux travaux.
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CHAPITRE
2
Le projet RIDER, la modélisation et
l’optimisation énergétique de
bâtiments
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Ce chapitre présente une vue d’ensemble du contexte et des problématiques du pro-
jet dans lequel se situe cette thèse. Nous proposons plus particulièrement un aperçu glo-
bal du domaine de l’optimisation énergétique de bâtiments. Cet aperçu englobe les princi-
pales méthodes d’optimisation énergétique, les architectures logicielles couramment utili-
sées pour instrumenter et optimiser un bâtiment, et les modèles de données de bâtiments.
La section 2.1 présente et introduit le cadre du projet dans lequel se place cette thèse. La
section 2.2 introduit différentes méthodes d’optimisation énergétique applicables dans le
contexte du projet. La section 2.3 décrit des architectures logicielles existantes permettant
l’optimisation énergétique de bâtiment à l’aide des méthodes précédemment présentées.
La section 2.3.2 présente une synthèse de l’architecture logicielle retenue pour le logiciel
d’optimisation énergétique de bâtiments. La section 2.4 décrit différents modèles de bâti-
ments existants. La section 2.4.3 présente le nouveau modèle de bâtiments que nous avons
réalisé pour décrire les bâtiments selon nos besoins. La section 2.5 conclut ce chapitre et
introduit les besoins liés à cette nouvelle architecture.
2.1 Cas d’étude – Le projet RIDER
A l’heure actuelle, la gestion énergétique de bâtiments est effectuée par des systèmes
de gestion technique centralisée (GTC). Une GTC est un logiciel auquel sont connectés les
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capteurs et actionneurs, et de façon générale, tous les équipements d’un ou plusieurs bâti-
ments. Son rôle consiste à recevoir toutes les données envoyées par les capteurs et à envoyer
des ordres aux actionneurs selon des règles définies et les données reçues. Une GTC peut su-
perviser :
• les systèmes de ventilation, chauffage, air conditionné,
• les alarmes,
• les lumières,
• les contrôles d’accès,
• la distribution d’eau, de gaz.
C’est un logiciel temps réel, très fiable, basé sur un matériel de faible capacité. Il permet de
réguler la consommation énergétique selon des règles préétablies, mais ne peut le faire de
façon optimale car il n’a pas la puissance de calcul nécessaire. Les occupants du bâtiment
utilisent la GTC pour avoir une vision globale de la situation du bâtiment, l’état des équipe-
ments, et spécifier les consignes de température.
La figure 2.1 montre un extrait de plan de bâtiment dont les salles sont équipées de cap-
teurs de température et d’hygrométrie, et d’actionneurs de chauffage. Tous ces instruments
sont reliés à une GTC centrale, par un réseau filaire.
FIGURE 2.1 : Usage d’une GTC
Le projet RIDER [Xavier Vasques et al., 2011] vise à améliorer l’efficacité énergétique
de bâtiments en apportant une surcouche logicielle à cet environnement pour effectuer
des analyses et recommander à la GTC un fonctionnement optimal. Notre problématique
consiste à déterminer comment réutiliser, avec des bâtiments différents, les logiciels réali-
sés pour les sites pilotes du projet.
Un système RIDER est associé aux GTC d’un bâtiment, ou d’un groupe de bâtiments.
Il dispose des interfaces de communication nécessaires pour communiquer avec chaque
GTC. Cela peut nécessiter l’usage de protocoles et de formats de données différents. De
plus, le système peut communiquer avec des services supplémentaires afin d’améliorer la
précision des prédictions énergétiques. Par exemple, l’utilisation d’un service de prévisions
météorologiques, et d’un service d’agenda d’occupation des salles.
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La figure 2.2 schématise l’utilisation du système d’optimisation énergétique. Le cadre
central représente le système RIDER. Son fonctionnement interne sera décrit dans les sec-
tions suivantes. Le système montré dans la figure communique avec deux GTC afin d’op-
timiser l’énergie de différents bâtiments. Chaque GTC gère les capteurs et actionneurs du
bâtiment dans lequel elle est installée.
FIGURE 2.2 : Vue d’ensemble de RIDER
Les résultats d’analyses et prédictions du système peuvent être consultés sur des ta-
bleaux de bords destinés aux habitants et aux gestionnaires des bâtiments. Concrètement,
l’optimisation énergétique est faite en proposant des valeurs de consignes aux GTC en
temps réel (par exemple, température, recyclage de l’air) ou de façon planifiée (par exemple,
une température optimisée pour les salles réservées). La GTC possède le dernier mot sur la
prise en compte ou non de la consigne pour des raisons de sécurité et réglementaires.
Ainsi, pour un bâtiment donné, il faut déterminer la disponibilité des caractéristiques
du logiciel d’optimisation en analysant le modèle du bâtiment selon des critères qui sont
spécifiques à chaque fonctionnalité du logiciel.
Pour répondre à cette problématique, nous proposons de modéliser un logiciel d’op-
timisation énergétique de bâtiment, et ses méthodes d’optimisation, sous la forme d’une
ligne de produits logiciels. Nous décrivons, de façon théorique, dans les chapitres 3, 4 et 5
les détails de notre approche par lignes de produits logiciels. Dans le chapitre 6 nous mon-
trons une application de nos contributions dans le contexte de l’optimisation énergétique
de bâtiments.
Dans la suite de ce chapitre, nous allons examiner comment fonctionnent des approches
d’optimisation énergétique similaires.
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2.2 Méthodes d’optimisation énergétique
La facture énergétique d’un bâtiment peut être réduite de deux façons :
1. en ayant recours à des mesures d’efficacité énergétique passive,
2. en améliorant l’efficacité énergétique de façon active.
La première solution consiste à améliorer par exemple l’isolation du bâtiment, à choi-
sir des équipements plus performants (par exemple, fenêtres, stores) [Pröglhöf et al., 2011].
Cette conception peut être réalisée par exemple à l’aide de patrons architecturaux [Gholi-
pour et al., 2009]. L’efficacité énergétique d’un bâtiment peut également être améliorée en
réaménageant son environnement à l’aide, par exemple, de végétation [Akbari, 2002].
Apporter une amélioration énergétique de façon active consiste à mieux exploiter les
équipements et les flux énergétiques du bâtiment. Cet objectif peut être atteint en appli-
quant par exemple les méthodes suivantes :
• adapter le débit d’air soufflé par la ventilation en fonction de l’occupation de la salle
ou du niveau deCO2,
• doser la quantité d’air repris à l’extérieur pour diminuer le coût du chauffage,
• changer les consignes de chauffage en fonction du planning d’occupation.
Un dernier facteur entrant en œuvre dans l’efficacité énergétique est l’implication des
habitants. S’ils cherchent à participer activement aux économies d’énergies, une part im-
portante des économies sera effectuée seulement grâce à leur comportement et à la modi-
fication de leurs habitudes. Différentes méthodes permettent d’impliquer les habitants (par
exemple, jeux, compétitions, récompenses), toutes nécessitent la présence d’interfaces uti-
lisateurs. Il existe différents travaux visant à réaliser des interfaces utilisateurs appropriées
pour visualiser [Benoit Lange, 2012] ou contrôler [Kolokotsa et al., 2002; Dounis et Carais-
cos, 2009] des systèmes d’optimisation énergétique ou des GTC. Penner et Steinmetz [2002]
constatent que les interfaces utilisateur de GTC nécessitent un lourd travail d’adaptation et
ne sont généralement pas totalement adaptées aux besoins des utilisateurs. Ils proposent
une approche par ingénierie des modèles pour générer automatiquement les interfaces uti-
lisateurs.
Nous ne rentrons pas dans les détails de ces méthodes d’optimisation car cela sort du
cadre de cette étude. Mais nous en faisons un tour d’horizon afin de connaître les principales
méthodes de travail du domaine de l’optimisation énergétique de bâtiments, et quels types
de méthodes d’optimisation pourront être réutilisés dans de nouveaux bâtiments.
L’article Advanced control systems engineering for energy and comfort management
in a building environment – A review [Dounis et Caraiscos, 2009] détaille les différentes
approches permettant l’optimisation énergétique de bâtiments. Chaque approche (par
exemple, réseau de neurones, systèmes multi-agents, . . . ) permet d’optimiser des para-
mètres précis (par exemple, CO2, luminosité, consommation énergétique, contrôle de la
température, de la ventilation) qui entrent en jeu dans la consommation énergétique. Et de
plus, chaque approche dispose de caractéristiques précises qui peuvent présenter des avan-
tages ou désavantages selon l’usage du bâtiment (contrôle du confort thermique, stratégie
d’optimisation globale au bâtiment, donner la priorité aux techniques d’optimisation pas-
sives, respecter les préférences des utilisateurs, adaptation automatique, apprentissage).
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Des heuristiques [Huang et Lam, 1997; Kalogirou, 2000, 2001] permettent de prédire et
de calculer des données manquantes, et de contrôler des équipements notamment dans les
domaines suivants :
• prédiction de la production d’une centrale électrique solaire,
• modélisation et prédiction de la production d’un chauffe-eau solaire,
• prédiction de l’énergie nécessaire pour chauffer un bâtiment,
• calcul du renouvellement de l’air dans une pièce,
• prédiction de l’ensoleillement et de la force du vent,
• prédiction du coût de l’énergie.
L’approche proposée par Livengood et Larson [2009] vise à proposer un petit ordina-
teur connecté aux équipements électriques d’un bâtiment dont le rôle est de déterminer
en temps réel comment utiliser le plus efficacement l’électricité (par exemple, revente, sto-
ckage, activation d’un équipement très consommateur). Leur objectif est de prendre en
compte la variation du prix de l’électricité et de la demande pour décider algorithmique-
ment d’un usage optimal de l’énergie. Daniel Kullmann et Henrik W. Bindner [2011] pro-
posent une approche répondant à des problématiques similaires au niveau du réseau élec-
trique qui interconnecte plusieurs bâtiments.
La thèse de Manuel Bauer [1998] développe des modèles thermiques et météorologiques
pour mieux gérer les contrôleurs de stores et de chauffage d’un bâtiment. Il cherche égale-
ment à restreindre le nombre de capteurs nécessaires à ses modèles. Il atteint jusqu’à 33%
d’économies d’énergies.
Dans le cadre du projet RIDER, les méthodes d’optimisation énergétique développées
seront de la nature suivante :
• Optimisation du système de chauffage et de climatisation en fonction de l’occupation
réelle du bâtiment. Cela consiste à calculer le moment optimal où lancer le chauffage
ou la climatisation. Les résultats dépendent de l’inertie thermique du bâtiment et de
son occupation.
• Optimisation du système de ventilation, chauffage, et air conditionné, compte tenu du
confort des habitants. Cela consiste à doser le débit d’air, la température de l’air soufflé
et la quantité d’air repris à l’extérieur afin d’adapter la concentration de CO2, l’humi-
dité et la température pour que les occupants du bâtiment aient la meilleure sensation
de confort à moindre coût.
• Détection de gaspillage énergétique. Le logiciel peut identifier des situations où l’éner-
gie est gaspillée, par exemple, lumières allumées dans une pièces vide, et prévenir les
habitants ou agir sur les équipements.
La section suivante présente des architectures logicielles utilisées généralement dans le
cadre de logiciels d’optimisation énergétique.
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2.3 Architecture logicielle pour l’optimisation énergétique
de bâtiments
Cette section présente les fonctionnalités clefs offertes par une architecture logicielle
permettant l’optimisation énergétique d’un ou plusieurs bâtiments. L’optimisation énergé-
tique est une fonctionnalité de haut niveau. Cependant, elle est fortement tributaire des
couches logicielles et matérielles inférieures lui permettant d’accéder aux données et de
contrôler indirectement un bâtiment. Ainsi, dans cette section, nous aborderons des archi-
tectures qui peuvent être plus ou moins liées à la GTC et aux instruments du bâtiment. Par
exemple, Kwang-Soon Choi et al. [2011] présentent la mise en œuvre de capteurs et contrô-
leurs dans une habitation, et leur liaison réseau avec un serveur central. Cet article détaille
les fonctionnalités des capteurs (par exemple, communication, mode veille), les fonction-
nalités du serveur (par exemple, protocoles de communication, monitoring de la consom-
mation d’électricité). Leur approche consiste à analyser les consommations d’électricité des
équipements présents dans une habitation, et à couper l’électricité du mode veille. L’archi-
tecture qu’ils utilisent peut être réutilisée pour mettre en œuvre d’autres méthodes d’opti-
misation.
2.3.1 Description des architectures logicielles typiques
Il existe un grand nombre d’architectures différentes utilisables dans le domaine de l’op-
timisation énergétique de bâtiments. Nous ne pouvons toutes les énumérer mais nous dé-
crivons dans cette sous section les architectures les plus représentatives de celles utilisées,
ou susceptibles d’être utilisées, dans l’industrie :
• L’architecture Sensor Andrew [Rowe et al., 2011] vise à la gestion des capteurs et ac-
tionneurs de parc immobiliers étendus. Les auteurs cherchent à uniformiser l’accès
aux capteurs et aux actionneurs indifféremment de leur zone ou de leurs protocoles de
communication. Ainsi, leur approche permet à des applications d’optimisation éner-
gétique d’accéder à un ensemble de zones instrumentées qui seraient autrement iso-
lées les unes des autres. Cette architecture a été réalisée pour optimiser l’énergie en
analysant des patterns de consommation et pour identifier les gaspillages. C’est une
architecture trois tiers composée des couches suivantes :
1. Couche des transducteurs : Cette couche est constituée de capteurs et d’action-
neurs (aussi appelés instruments ou transducteurs) dont le rôle est d’échanger
des informations et des commandes avec la couche des passerelles.
2. Couche des passerelles : Cette couche permet de faire le pont entre les instruments
de la couche des transducteurs et internet. Elle est constituée de périphériques
connectés à internet. Ils convertissent les données des instruments, décrites dans
un format bas-niveau, vers un format ouvert adapté aux serveurs.
3. Couche des agents : Cette couche contient les serveurs, les applications clients
(appelées agents), et les nœuds dédiés au traitement des événements issus de la
couche des passerelles.
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• L’architecture suivante [R. Zach et A. Mahdavi, 2010; R. Zach et al., 2011] permet la me-
sure simultanée de la consommation énergétique, de la performance, et de l’occupa-
tion de plusieurs bâtiments. Ils souhaitent permettre la prise en charge d’instruments
de mesure existants, d’étendre une infrastructure de monitoring existante, et évaluer
l’efficacité des modèles d’optimisation. Ils proposent une architecture générique en
quatre niveaux :
1. Le niveau physique contient tous les instruments de mesure et de contrôle du
bâtiment.
2. Le niveau bus de communication a pour but de transmettre les informations is-
sues des instruments vers les automates. Il utilise des protocoles de communica-
tion spécialement adaptés aux instruments.
3. Le niveau automation joue un rôle de passerelle. Il transfère toutes les données
des capteurs vers le niveau management en utilisant un protocole de communi-
cation adapté au niveau management.
4. Le niveau management est responsable des tâches de stockage, visualisation, et
des traitements de données.
• Brad Brech et al. [2011] proposent une architecture pour gérer plus efficacement et
éviter le gaspillage énergétique. Ils ont identifié six niveaux distincts :
1. Le niveau physique contient les objets et les équipements du bâtiment qui
doivent être mesurés.
2. Le niveau instrumentation contient les GTC qui communiquent en temps réel
avec les capteurs et actionneurs du bâtiment.
3. Le niveau interconnexion agrège des données issues des différentes GTC et de
différents bâtiments et normalise l’ensemble des données.
4. Le niveau intelligence contient tous les outils d’analyse et de gestion du bâtiment.
5. Le niveau visualisation permet la visualisation de l’ensemble des indicateurs de
performance correspondant à un ou plusieurs bâtiments sur un tableau de bord.
Cela permet la comparaison entre l’efficacité énergétique de plusieurs bâtiments.
• Une architecture avec modèle décisionnel à base de règles [Daniel Kullmann et al.,
2010; Daniel Kullmann et Henrik W. Bindner, 2011] peut être utilisée pour contrôler
un ensemble de capteurs et d’actionneurs répartis sur un ensemble de sites différents.
Les règles décrivent le comportement que doit adopter le système dans différentes si-
tuations. Par exemple, les règles décrivent sous quelles conditions le chargement de
la batterie d’un véhicule électrique peut commencer (par exemple, coût de l’électri-
cité, planning de charge, niveau de charge minimal requis pour effectuer le prochain
déplacement).
L’implication et l’écoute des habitants du bâtiment optimisé est déterminante pour la
réussite de la mise en œuvre d’un logiciel d’optimisation énergétique [Ali Keçebas¸ et I˙smail
Yabanova, 2010; Mohamad El Achkar, 2010]. Il existe de nombreux modèles permettant de
prédire le comportement des habitants et de calculer leur niveau de confort. Malgré cela,
il est utile de permettre au logiciel de réagir directement à des événements pour adapter
son comportement de façon plus fine. Toutes les informations relatives au bâtiment, aux
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habitants, aux événements ayant lieu dans le bâtiment, ou de façon générale, toutes les in-
formations ayant un impact sur la consommation énergétique d’un bâtiment font partie du
contexte dans lequel s’exécute un logiciel d’optimisation énergétique. Les architectures sui-
vantes sont capables de prendre en compte de événements et les informations relatives au
bâtiment pour adapter leur fonctionnement en fonction d’objectif préétablis :
• L’architecture logicielle nécessaire pour optimiser l’énergie d’un bâtiment s’apparente
à celle des systèmes sensibles au contexte [Abowd et al., 1999; Pascoe et al., 1999]. Ce
type de système doit être capable d’agréger des données issues d’un contexte (ici, le
bâtiment) et de les traiter pour offrir des services appropriés (ici, des recommanda-
tions énergétiques, des consignes adaptées, des alertes pour les habitants) [Edwards
et Grinter, 2001].
• Un système sensible au contexte utilise un “context broker” pour collecter des données
et maintenir à jour une représentation du contexte. Un context broker est basé sur un
moteur d’inférence afin de déduire de nouvelles informations [Jaroucheh et al., 2009;
Lee et al., 2011; Lancia, 2008].
• Ce type de système a donné lieu à la création d’approches permettant de créer au-
tomatiquement le code d’un logiciel adapté à un contexte. Par exemple, Munoz et al.
[2006] proposent une approche permettant de générer, par le biais d’une approche
d’ingénierie dirigée par les modèles, une application sensible au contexte pour la ges-
tion d’une salle de réunion. Cette application permet d’automatiser la gestion de la
lumière (par exemple, en réunion, en utilisant ou non un vidéoprojecteur), et de sur-
veiller les accès à la salle en dehors des périodes autorisées.
• De façon similaire, Pham et al. [2007] montrent différents usages d’ingénierie des mo-
dèles permettant la génération de logiciels embarqués. Les objectifs de ces approches
sont :
– la génération de code spécifique à différents périphériques à partir de modèles afin
de réduire les besoins de maintenance,
– la réalisation de frameworks permettant la mise en œuvre de logiciels sensibles au
contexte (par exemple, des réseaux de capteurs et une architecture logicielle per-
mettant de centraliser les informations),
– faire abstraction de la complexité liée à l’hétérogénéité des périphériques et du ma-
tériel en utilisant des modèles de haut niveau.
Les principales architectures logicielles d’applications sensibles au contexte sont les sui-
vantes [Baldauf et al., 2007; Lee et al., 2011] :
• Harry Chen et Anupam Joshi [2004] proposent l’architecture CoBrA dans laquelle le
contexte est modélisé par une ontologie,
• Hofer et al. [2003] proposent l’architecture Hydrogen dans laquelle le contexte est mo-
délisé à l’aide d’un méta-modèle générique.
• Brad Brech et al. [2011] proposent une architecture dans laquelle un context broker est
utilisé pour traiter de façon appropriée les événements et alertes issus des GTC.
• Kiani et al. [2010] proposent une architecture qui peut être étendue à grande échelle en
fédérant plusieurs context brokers. Les auteurs utilisent le langage ContextML [Strang
et Linnhoff-Popien, 2004] pour représenter le contexte.
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2.3.2 Architecture logicielle de RIDER
Les différentes propositions introduites dans la section précédente présentent des simi-
larités concernant l’architecture de base nécessaire pour instrumenter un bâtiment, enre-
gistrer les mesures et envoyer des ordres aux actionneurs. Nous retrouvons :
• une couche d’instrumentation contenant des capteurs et actionneurs reliés en réseau
à l’aide de protocoles bas-niveau pour l’échange des données avec une couche de pas-
serelles.
• une couche de passerelles contenant les GTC du bâtiment. Leur rôle est d’interagir
avec les instruments via des protocoles de bas-niveau, de stocker ces données et de
les transmettre à des serveurs par internet et via des protocoles ouverts.
• une couche de traitements, contenant des serveurs décentralisés dont le rôle est d’ap-
pliquer des algorithmes d’optimisation sur les données reçues et de renvoyer des re-
commandations vers la couche de passerelles. Cette couche peut également contenir
des serveurs permettant l’affichage de tableaux de contrôle et des webservices afin
d’agréger des données issues d’autres sources (par exemple, des prévisions météoro-
logiques, des plannings).
En résumé, cette couche est constituée des composants suivants :
– une interface de communication pour GTC,
– d’interfaces avec des services extérieurs,
– d’un data warehouse,
– de composants d’optimisation énergétique,
– d’interfaces utilisateur de contrôle.
La mise en œuvre d’une méthode d’optimisation plutôt qu’une autre ne change pas l’or-
ganisation de l’architecture logicielle précédemment décrite. Dans le cadre de l’optimisa-
tion de plusieurs bâtiments (supervision à grande échelle), nous avons vu que des méca-
nismes spécifiques sont utiles pour simplifier la gestion d’un grand nombre de GTC, déter-
miner une politique d’utilisation des ressources énergétiques, permettre la mutualisation
de logiciels d’optimisation, et la standardisation des accès aux GTC et aux instruments pour
faire abstraction de la diversité des systèmes et protocoles de communication.
À cela doivent s’ajouter des composants logiciels permettant l’optimisation énergétique.
Si plusieurs méthodes d’optimisation sont utilisées pour une même zone, un context broker
peut permettre la définition de règles pour déterminer quelles recommandations prendre
en compte ou écarter. Le context broker peut aussi être utilisé pour spécifier des actions à ef-
fectuer lorsque certaines situations se présentent, déterminer quelles sources énergétiques
favoriser, choisir une “politique” d’économie d’énergie, déduire de nouvelles informations
à partir des données reçues.
Compte tenu du contexte industriel et des travaux existants, nous nous trouvons dans
une situation où il s’agit d’une architecture à grosse granularité intégrant des logiciels déve-
loppés par des tiers. Nous n’avons pas la possibilité de générer ces logiciels, mais nous pou-
vons adapter leur configuration en fonction des informations du bâtiment. Par exemple,
nous pouvons spécifier quelles zones doivent être traitées par un module d’optimisation
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énergétique qui utilise le retour des utilisateurs pour affiner ses résultats. Contrairement
aux cas traités par les approches fondées sur l’ingénierie des modèles présentées par [Pham
et al., 2007; Munoz et al., 2006], nous nous trouvons dans un contexte dans lequel le code
des applications ne peut pas être généré car il n’est pas disponible.
Cependant, il existe une grande quantité de méthodes d’optimisation qui sont dépen-
dantes de l’instrumentation des bâtiments et des attentes des utilisateurs. Le choix d’une
méthode appropriée aux différentes zones d’un bâtiment (par exemple, bureaux, salle ma-
chine, entrepôt, salle de réunion, salon, chambre) dépend des instruments disponibles, des
objectifs économiques, et des profils des habitants (par exemple, habitant d’un logement,
salarié, gestionnaire de bâtiments industriels).
L’architecture choisie par le consortium pour RIDER est décrite dans la figure 2.3. Elle
décrit de façon synthétique l’organisation des principaux composants logiciels de notre ar-
chitecture. Plusieurs GTC peuvent être utilisés pour superviser un ou plusieurs bâtiments.
La partie dans le cadre en pointillés verts décrit les composants dont le nombre et l’orga-
nisation est spécifique à chaque bâtiment (par exemple, chaque bâtiment est instrumenté
différemment et possède des GTC différentes). Le composant Agrégation de données permet
de faire abstraction du nombre et du type de GTC utilisées dans le bâtiment. Il sert à rece-
voir les données et envoyer des consignes aux GTC. Les données reçues sont chargées dans
le data warehouse qui est utilisé pour alimenter les modèles d’optimisation. En retour, les
modules d’optimisation envoient des consignes aux GTC par l’intermédiaire du composant
d’agrégation.
Comme dit précédemment, il s’agit d’une architecture à grosse granularité. Nous consi-
dérons les modules d’optimisation comme des composants non décomposables, et dont le
paramétrage est limité. Si nécessaire, l’un des modules d’optimisation peut jouer le rôle de
context broker afin de résoudre des conflits de consigne ou déduire de nouvelles informa-
tions à partir des données du data warehouse.
Les modules d’optimisation énergétique se basent sur les données issues du data ware-
house. Nous avons en effet choisi d’utiliser un modèle central pour représenter l’intégralité
des informations relatives aux bâtiments. Les informations disponibles concernant un bâ-
timent déterminent quels modules d’optimisation peuvent être utilisé. La section suivante
décrit les différentes méthodes permettant de modéliser un bâtiment.
2.4 La représentation des bâtiments
Tout système d’optimisation énergétique de bâtiments a besoin d’un modèle de don-
nées permettant de représenter les informations liées au bâtiment. Cette section décrit les
différents usages d’un modèle de bâtiments et présente les principales caractéristiques des
modèles de bâtiments existants.
14
FIGURE 2.3 : Composants de l’architecture logicielle
2.4.1 Usages d’un modèle de bâtiments
Un modèle de bâtiments, aussi appelé maquette numérique, permet de centraliser la
description de la structure et des éléments qui le composent [Brad Brech et al., 2011]. Il
normalise la description des plans du bâtiment, les équipements disponibles, le format des
données sauvegardées, les données nécessaires pour prendre des décisions en temps réel.
Une maquette numérique répond aux besoins suivants :
• Analyse des besoins, par exemple, coûts, qualité,
• Conception, par exemple, conception des réseaux électrique, de chauffage, de venti-
lation, planification des coûts,
• Construction, par exemple, contrôle des coûts, de la qualité, et du planning,
• Utilisation et maintenance du bâtiment, par exemple, contrôle en temps réel des cap-
teurs et actionneurs, charte de bonnes pratiques, environnement ouvert permettant
l’échange d’informations entre les équipes,
• Déclassement et démolition, par exemple, identification des matériaux de valeurs.
Ce modèle joue un rôle de “pivot” entre les différentes sources d’informations dispo-
nibles. Cette description centrale sert de référentiel pour centraliser toutes les informations
liées à la construction et à la maintenance d’un bâtiment. Il peut être utilisé dès la construc-
tion du bâtiment pour choisir une architecture permettant une faible consommation éner-
gétique [Gholipour et al., 2009]. Dans ce cadre, le modèle de bâtiments est utilisé comme
référentiel entre les différents acteurs du projet de construction (maître d’œuvre, architecte,
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entrepreneur) [Halin et Kubicki, 2005]. Chaque acteur utilisant un logiciel approprié à son
métier, lui donnant une “vue” différente sur les données stockées par l’instance du modèle
de bâtiments [Halin et Kubicki, 2007; Kubicki et al., 2006]. L’utilisation d’un tel modèle né-
cessite un effort de standardisation des données et protocoles d’échanges [António Grilo et
Ricardo Jardim-Goncalves, 2011]. La spécification Industry Foundation Classes (IFC) définie
par l’organisation buildingSMART [buildingSMART, 2013a] vise à simplifier l’interopérabi-
lité entre logiciels de CAO [Jim Steel et al., 2010; buildingSMART, 2013b].
FIGURE 2.4 : Usage d’un modèle de bâtiments
Comme montré dans la figure 2.4, les algorithmes d’optimisation énergétique sont ba-
sés sur les données issues d’une instance du modèle de bâtiments. Les données qui sont
présentes dans cette instance de modèle sont issues de logiciels différents. Les plans du
bâtiment, les équipements présents (par exemple, capteurs, centrales de traitement d’air,
actionneurs) sont décrits à l’aide d’un logiciel de conception assistée par ordinateur (CAO).
Des logiciels de supervision permettent de fournir en temps réel des données issues des cap-
teurs et actionneurs. D’autres sources d’information peuvent être utilisées pour enrichir la
connaissance du bâtiment. Par exemple, il est possible d’utiliser un planning d’occupation
des pièces ou un service de prévision météo. L’échange d’informations entre la description
du bâtiment et les autres sources d’information est permis par un mapping entre le format
de données décrit par le modèle de bâtiments et les formats de données des autres logiciels.
2.4.2 Modèles de bâtiments existants
Il existe de nombreux modèles de bâtiments, chacun cible un usage différent :
• Industry Foundation Classes (IFC) [buildingSMART, 2011] permet la conception et la
gestion d’un bâtiment. Cela inclut par exemple, l’étude de faisabilité, la construction,
et la maintenance [buildingSMART, 2013c].
• Green Building XML (gbXML) [gbXML.org, 2013] a pour but de simplifier l’échange des
informations de bâtiments entre les logiciels de CAO.
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• Neutral Building Data Model (NBDM) [NBDM, 2008] est un langage simplifié pour la
représentation de bâtiments. Il vise à faciliter l’échange de données entre logiciels de
simulation énergétique.
• Common Data Model (CDM) [Ling Tai et al., 2008] a comme premier objectif la modé-
lisation de data centers. Il permet notamment la modélisation des salles machines, la
configuration matérielle et logicielle des serveurs.
• City Geography Markup Language (cityGML) [Gerhard Gröger et al., 2012] est utilisé
pour représenter des modèles 3D de villes et de paysages. Il sert à décrire les caracté-
ristiques des terrains, des bâtiments, des plans d’eau, des zones de circulation, de la
végétation et du mobilier urbain.
• Open Building Information Exchange (oBIX) [OASIS] est un standard de communica-
tion entre systèmes de gestion technique centralisée (GTC) de bâtiments. Il se focalise
sur l’échange des données de points de mesures (capteurs et actionneurs), les alertes,
et l’historique des mesures.
Le tableau 2.1 présente une synthèse des concepts présents dans les différents méta-
modèles de bâtiments. Il existe des possibilités de conversion d’un format à l’autre (par
exemple, IFC vers gbXML), certains modèles peuvent référencer des données dans un autre
(par exemple, gbXML vers IFC), et des possibilités d’extensibilité en spécialisant le mo-
dèle (par exemple, les “Application Schemas” utilisés par la norme GML sur laquelle est
basé cityGML). Nous devons noter que tous les modèles sont décrits notamment par un
schéma XML. Cela permet de simplifier l’échange de données entre les logiciels, mais éga-
lement d’intégrer la modélisation de bâtiments dans des méthodologies d’ingénierie des
modèles [Steel et al., 2011] et ainsi faciliter les conversions entre modèles. Cette intégration
permettrait à terme de simplifier des opérations sur un ou plusieurs modèles (par exemple,
fusion de différents modèles) et la génération d’outils directement adaptés au bâtiment mo-
délisé.
TABLE 2.1 : Récapitulatif des concepts des différents méta-modèles de bâtiments
Concepts IFC gbXML NBDM CityGML CDM oBIX
Plan bâtiment C 1 C C C C - 2
HVAC 3 C P 4 - - - -
Capteurs C C - - P P
Actionneurs C P - - P P
Planning de présence - P - - - P
Météo - C - - - P
Environnement P P - C - -
Data centers - - - - C -
Historique - - - - - C
Données temps réel - P - - P C
Représentation 3D C C C C P -
Format XML C C C C C C
1. Support complet
2. Non supporté
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Aucun modèle de bâtiments ne permet actuellement de remplir tous les critères. Or,
dans RIDER, nous avons besoin d’un modèle qui remplisse tous ces critères car le projet
a pour objectif l’optimisation de domaines connectés à ces éléments.
Ces modèles de bâtiments sont des modèles simplifiés de ceux que l’on retrouve dans
le domaine de l’ingénierie de la connaissance. Studer et al. [1998] présentent un récapitula-
tif des usages et frameworks utilisés pour modéliser la connaissance relative à un domaine
précis, et déduire de nouvelles informations ou prendre des décisions à l’aide d’un moteur
d’inférences. Ces approches peuvent être intégrées aux architectures sensibles au contexte
présentées dans la section précédente. Les modèles d’ingénierie de la connaissance sont
importants pour comprendre les concepts spécifiques à un domaine, leurs interrelations et
les tâches associées à la gestion de ces concepts. Ces modèles peuvent être réalisés à l’aide
d’ontologies ou du langage UML. Abdullah et al. [2005] utilisent un profil UML pour repré-
senter dans un modèle UML les informations relatives la modélisation de la connaissance
(par exemple, les concepts d’un domaine, les liens entre concepts, les tâches).
Les outils de modélisation utilisés dans le domaine du bâtiment pourraient bénéficier
de ce type d’approche. C’est pourquoi, nous proposons dans la section suivante un nou-
veau modèle de bâtiments en UML représentant les principaux concepts du domaine. Si
nécessaire, ce modèle peut être utilisé avec un moteur d’inférence pour déduire de nou-
velles informations ou décrire des consignes de gestion à l’aide de règles.
2.4.3 Un nouveau méta-modèle de bâtiments pensé pour l’optimisation
énergétique
Notre nouveau méta-modèle doit répondre aux exigences suivantes :
• permettre la modélisation statique :
– de bâtiments,
– des équipements installés (par exemple, les centrales de traitements d’air, chauf-
fages),
– des systèmes de distribution d’air et d’eau,
– des capteurs et actionneurs,
– des data centers,
– de l’environnement du bâtiment,
– de méta-données relatives aux éléments d’un bâtiment.
• permettre la modélisation dynamique :
– de mesures de capteurs, de valeur de consignes qui devraient être mesurées, de pré-
dictions de mesures,
– des ordres envoyés aux actionneurs
– des prévisions et relevés météorologiques,
– des prévisions et relevés de présence dans les pièces,
– de méta-données relatives aux éléments d’un bâtiment.
3. Heating Ventilation Air-Conditioning
4. Support partiel
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Pour réaliser ce nouveau méta-modèle, nous nous sommes basés sur les modèles IFC,
gbXML, NBDM, et CDM, ainsi que sur de nombreux entretiens avec des experts du domaine
du bâtiment. Nous avons réalisé une quinzaine d’entretiens avec des experts en modélisa-
tion et optimisation énergétique, des éditeurs de GTC et des gestionnaires de bâtiments.
Nous avons validé notre approche durant des réunion de présentation avec ces mêmes per-
sonnes durant lesquelles nous présentions des cas d’utilisation du modèle.
La figure 2.5 présente les concepts de base du méta-modèle de bâtiments. La classe Phy-
sicalElement représente tout élément physique, concret, d’un bâtiment (par exemple, un
mur, un matériel de chauffage). Un élément physique peut être placé à un emplacement
dans un bâtiment. Cet emplacement est représenté par la classe PhysicalLocation. Un em-
placement représente tout type de site, bâtiment, espace (par exemple, salle de réunion,
chambre, bureau, data center). La classe PhysicalLocation est associée à la classe Environ-
ment qui décrit l’environnement extérieur d’un emplacement. Elle permet de décrire, par
exemple, le climat, la météo, des éléments extérieurs qui peuvent avoir un impact sur l’effi-
cacité énergétique d’une pièce (des arbres, des constructions avoisinantes, un plan d’eau).
Un système, représenté par la classe ConcreteSystem représente une agrégation d’élé-
ments physiques permettant de réaliser des fonctionnalités données. Par exemple, un sys-
tème peut regrouper les éléments relatifs à un système de distribution d’eau (par exemple,
les pompes, tuyaux, capteurs de débits). L’association GroupElements décrit les éléments
physiques regroupés dans un système.
La classe PhysicalPackage étend la classe PhysicalElement et représente un contenant,
un paquetage physique. Par exemple, il peut s’agir d’une centrale de traitement d’air, d’un
matériel de chauffage.
Les services, représentés par la classe Service sont des concepts de haut niveau tels qu’un
service de climatisation, un service de traitement de l’eau. Un service peut utiliser un ou
plusieurs systèmes pour remplir sa tâche. Un service est fourni par un paquetage physique.
La figure 2.6 présente les classes utilisées pour représenter les plans d’un bâtiment du
niveau de la pièce, jusqu’au site.
Les classes Site, Building, Storey et Space sont reliées par des associations de type agréga-
tion, et héritent toutes de la classe PhysicalLocation. La classe Space représente un espace,
une aire ou un volume borné (par exemple, une pièce). Un espace est associé à un étage ou,
dans le cas d’un espace extérieur (par exemple, un parking, une terrasse), à un site. Un es-
pace peut regrouper plusieurs autres espaces connexes, et peut être décomposé en parties.
La figure 2.7 présente les classes relatives à l’instrumentation d’un bâtiment. La classe
InstrumentationElement décrit tout type d’instrument tels que des capteurs ou des action-
neurs. Un instrument peut avoir différents états, décrits par la classe State, exprimés à l’aide
d’un type de données.
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FIGURE 2.5 : Concepts de base du modèle de bâtiments
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FIGURE 2.6 : Représentation spatiale d’un bâtiment
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FIGURE 2.7 : Instruments permettant la supervision d’un bâtiment
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Si le type de données est qualitatif, la valeur décrite par la classe Value représente l’indice
de la valeur dans une liste de valeurs possibles décrites par la classe PossibleValues.
Le type de l’état d’un instrument est décrit par l’énumération StateType :
• set_point : une valeur de consigne attendue par l’habitant,
• prediction : l’état a été prédit par un calcul ou un algorithme,
• measure : l’état est le résultat d’une mesure ou d’une observation,
• advised_set_point : l’état représente une valeur de consigne recommandée à l’habi-
tant, qui permettrait de faire des économies d’énergies si elle était appliquée.
L’état peut être instantané (par exemple, une température) ou s’étaler sur une durée (par
exemple, une présence dans un bureau).
La figure 2.8 présente les éléments permettant de modéliser les réseaux de distribution
d’énergie dans un bâtiment. La classe DistributionLink représente un élément capable de
transporter un flux d’énergie, un liquide ou un gaz. Cet élément peut affecter un ou plu-
sieurs autres éléments physiques (PhysicalElement). Par exemple, un tube transportant de
l’eau chaude peut chauffer un espace. Cette relation est représentée par le rôle connected-
PhysicalElement.
FIGURE 2.8 : Éléments permettant la distribution d’énergie dans un bâtiment
L’association accessibleDistributionLinks permet de lier différents services. Par exemple,
un service de chauffage peut être lié à un service de distribution électrique. Un réseau de
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distribution d’énergie ne peut alimenter que des services qui utilisent l’un des systèmes aux-
quels appartient le réseau.
Le rôle alimentedElement décrit quels éléments utilisent le flux apporté par un Distri-
butionLink. Par exemple, une pièce utilise l’air fourni par un système de ventilation. Le rôle
alimentedByElement décrit quels éléments alimentent le flux transmis par un Distribution-
Link. Ou encore, une centrale de traitement d’air alimente un système de ventilation.
La figure 2.9 présente les classes permettant d’ajouter des méta-données à la représen-
tation du bâtiment. Cela permet aux différents composants d’optimisation d’enrichir les
informations du bâtiment avec les données qu’ils calculent.
FIGURE 2.9 : Méta-données associées aux éléments qui décrivent un bâtiment
Une méta-donnée est une instance de la classe MetaData. L’information est représentée
dans le format XML. Ainsi, le type de la méta-donnée est fourni par la classe MetaDataType
dont une instance référence le schéma XML d’un type de méta-données. La classe Owner
permet l’identification du propriétaire des méta-données. Nous faisons la distinction entre
méta-données dynamiques (classe DynamicMetaData) et statiques (classe MetaData). Cela
permet de traiter différemment les données dynamiques dont l’historique ne doit pas né-
cessairement être conservé.
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Comme précisé par Reichle et al. [2008], les méta données sont utilisées pour enrichir
les informations concernant le modèle de contexte. Ils associent les méta-données à des
concepts et des valeurs du contexte, et les décrivent à l’aide d’un schéma de représentation
spécifié dans le modèle contenant les méta-données. Ils considèrent qu’il est plus pratique
d’intégrer les méta-données dans le modèle de contexte pour les traiter et les actualiser en
même temps que les données qu’elles enrichissent.
Nous n’avons pas décrit ici le détail des spécialisations de classes qui représentent les
différents types de capteurs, d’actionneurs, et d’équipements pour ne pas alourdir les dia-
grammes.
Les concepts que nous avions identifiés dans la table 2.1 sont implémentés par notre
nouveau modèle de bâtiments :
• Le plan du bâtiment et sa représentation 3D sont modélisés par les classes que nous
avons décrites dans la figure 2.6.
• Les systèmes de chauffage, ventilation et climatisation (HVAC) sont également sup-
portés. Les réseaux de distribution d’air, d’eau et d’électricité sont décrits par les
classes présentées dans la figure 2.8. Les systèmes HVAC, tels que les centrales de trai-
tement de l’air sont représentés par des spécialisations de la classe PhysicalPackage.
• Les capteurs et actionneurs sont modélisés par les classes présentées dans la figure 2.7.
Les différents types de capteurs (par exemple, température, humidité) sont des spécia-
lisations de la classe Sensor. Les différents types d’actionneurs (par exemple, vannes,
ventilateurs) sont des spécialisations de la classe Actuator.
• Le planning d’occupation des pièces est décrit par des prédictions de mesures d’un
capteur de présence.
• La météo et l’environnement sont décrits par la classe Environment.
• Les serveurs et systèmes de refroidissement d’un data center sont décrits par des
classes qui spécialisent PhysicalElement et PhysicalPackage.
• L’historique et la gestion des données en temps réel sont pris en charge par les classes
décrites dans la figure 2.7.
• L’export du modèle en XML est simplifié car il est décrit à l’aide du langage UML.
2.5 Conclusion
Dans ce chapitre, nous avons décrit brièvement comment un logiciel d’optimisation est
mis en œuvre pour améliorer l’efficacité énergétique d’un bâtiment ou d’un groupe de bâti-
ments. Nous avons passé en revue les méthodes d’optimisation les plus courantes, ainsi que
l’infrastructure matérielle et les architectures logicielles permettant de les mettre en œuvre.
Nous avons décrit l’architecture logicielle sur laquelle la suite de nos travaux s’appuie.
Pour permettre sa mise en œuvre (qui sort du cadre de cette étude) nous avons proposé un
nouveau modèle de bâtiments permettant de palier les manques identifiés dans les modèles
existants.
Cependant, la mise en œuvre d’un logiciel d’optimisation énergétique dans un bâtiment
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nécessite l’identification des types d’optimisation qui pourront être appliqués. L’instrumen-
tation de certaines zones et les attentes des utilisateurs peuvent contraindre le choix du
type d’optimisation. Cela peut conduire à utiliser des méthodes d’optimisation différentes
dans un même bâtiment, et de façon plus générale, impose une adaptation du logiciel pour
chaque installation dans un bâtiment.
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CHAPITRE
3
Introduction aux lignes de produits
logiciels et modèles de
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Notre contribution se plaçant dans le contexte des lignes de produit, nous présentons en
premier lieu ce contexte de développement de façon générale, puis nous introduisons plus
précisément le concept de “modèle de caractéristiques”
Nous présentons tout d’abord dans la section 3.1 les lignes de produits logiciels de fa-
çon générale et leur cycle de vie. Nous décrivons dans la section 3.2 les différents types de
variations qui peuvent être rencontrés parmi un ensemble de produits d’une même famille.
Ensuite, nous définissons dans la section 3.3 ce qu’est un modèle de caractéristiques, les dif-
férents usages possibles avec les méta-modèles existants, et les différentes approches per-
mettant d’adapter un modèle de caractéristiques selon l’environnement d’exécution d’un
futur produit. La section 3.4 présente les problématiques que nous avons identifiées et que
nous allons aborder dans la suite de ce mémoire.
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3.1 Les lignes de produits logiciels et leur cycle de vie
Une ligne de produits logiciels est un ensemble de logiciels qui partagent des propriétés
communes satisfaisant les besoins d’un domaine métier particulier, et qui sont développés
à partir d’un ensemble commun de composants logiciels [Linda M. Northrop et Paul C. Cle-
ments, 2007; ISO/IEC/IEEE, 2010; Clements et al., 2005].
La réalisation d’une ligne de produits se base sur deux processus distincts : l’ingénierie
du domaine (domain engineering), et l’ingénierie de l’application (application enginee-
ring) [Böckle et al., 2005; Klaus Pohl et al., 2005].
Le processus d’ingénierie du domaine. Ce processus vise à créer et organiser l’ensemble
des artefacts (par exemple, documents, code, composants logiciels, librairies, . . . ), aussi ap-
pelés assets, nécessaires pour produire des logiciels dans un domaine clairement identifié
(par exemple, firmware d’imprimante, logiciel de gestion d’entreprise, système d’exploita-
tion de téléphone portable, . . . ). Ces artefacts sont organisés de façon à pouvoir déterminer
lesquels sont indispensables, interchangeables ou dépendants d’autres, dans le cadre d’une
même architecture logicielle.
Le processus d’ingénierie de l’application. Ce processus consiste à réutiliser les artefacts
existants pour produire un nouveau produit répondant à des besoins spécifiques. L’étape
du choix des artefacts à réutiliser s’appelle aussi la configuration d’un produit. Si certains
besoins ne peuvent pas être satisfaits par les artefacts existants de la ligne de produits, de
nouveaux artefacts sont développés et sont ensuite intégrés dans la ligne de produits pour
une réutilisation future.
Le choix des différents artefacts constituant un nouveau produit est soumis à des
contraintes de variabilité. La variabilité d’une ligne de produits est généralement exprimée
à l’aide d’un modèle de caractéristiques [Istoan et al., 2011]. Une caractéristique décrit tout
aspect, ou fonctionnalité visible pour les parties prenantes d’un système [Kang et al., 1990;
Bontemps et al., 2004; Schobbens et al., 2007]. Un modèle de caractéristiques a pour but de
représenter l’ensemble des caractéristiques d’une ligne de produits à l’aide de :
• diagrammes de caractéristiques, représentant hiérarchiquement les caractéristiques
de la ligne de produits,
• contraintes déterminant la variabilité de la ligne de produits.
Les contraintes peuvent notamment être liées à la compatibilité des différents composants
logiciels (par exemple, dans un système d’exploitation de téléphone, une caractéristique ap-
pareil photo nécessite une caractéristique galerie photos). Un point de variabilité rend pos-
sible un choix entre plusieurs caractéristiques. Cela permet de décrire les caractéristiques
communes à tout produit, et les caractéristiques décrivant des variantes possibles entre les
produits issus de la ligne de produits. La variabilité au sein d’un modèle de caractéristiques
sera décrite plus loin dans ce chapitre dans la section 3.3.
Le Common Variability Language (CVL) [SINTEF, 2012; Fleurey et al., 2009] a pour objec-
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tif de proposer une approche par ingénierie des modèles pour générer des produits décrits
par un méta-modèle et dont les contraintes de variabilité sont décrites dans un modèle de
caractéristiques. Il permet de représenter les liens entre le modèle de caractéristiques et un
modèle représentant les artefacts et leurs interrelations (par exemple, un schéma d’archi-
tecture logicielle). CVL est encore en cours de standardisation par l’OMG mais permettra
à terme de gérer une ligne de produits et d’automatiser la configuration de nouveaux pro-
duits.
Nous ne traitons pas dans le cadre de cette thèse l’intégration de ces deux processus dans
les cycles de développement d’un logiciel. Cet aspect est décrit notamment par Linda M.
Northrop et Paul C. Clements [2007], Clements et al. [2005] et Klaus Pohl et al. [2005]. Nous
nous concentrons, dans la suite de cette introduction, sur la description de la variabilité au
moyen d’un modèle de caractéristiques dans le processus de domain engineering, et à sa
configuration dans le processus du product engineering.
3.2 Les différents types de variabilité
Cette section identifie les types de variations entre des produits issus d’une même ligne
de produits.
Les variations possibles sont identifiées par des points de variabilité. Un point de varia-
bilité donne le choix entre plusieurs variantes. Chaque variante est implémentée par un ou
plusieurs artefacts différents [Klaus Pohl et al., 2005].
Les artefacts composant la ligne de produits peuvent évoluer de différentes manières
durant le développement des produits. Klaus Pohl et al. [2005] définissent la variabilité dans
le temps et dans l’espace. La variabilité dans le temps est due à la création de nouvelles
versions d’un artefact au cours du temps. Cela permet de décrire des artefacts rendus ob-
solètes par l’arrivée de nouvelles technologies. Par exemple, la norme de formatage de don-
nées HTML a eu différentes versions successives, chacune remplaçant la précédente : par
exemple, HTML 4.0, XHTML, HTML5.
La variabilité dans l’espace décrit les variantes d’un point de variabilité décrivant les
variations d’un même artefact. Par exemple, un point de variabilité Protocole de transfert de
fichiers possède les variantes Transfert via FTP et Transfert via HTTP.
D’après Groher et Voelter [2007] il y a deux façons de caractériser la variabilité lors de
la réutilisation de modèles, de code source, ou de composants logiciels. Il s’agit de la varia-
bilité positive et de la variabilité négative. La variabilité positive consiste à ajouter des élé-
ments optionnels à un noyau donné. La variabilité négative consiste à retirer des éléments
optionnels à une structure donnée.
Bachmann et Bass [2001] identifient six catégories dans un logiciel sujettes à la variabi-
lité.
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La variabilité de fonctionnalités concerne des fonctionnalités qui peuvent être présentes
dans certains produits, mais pas d’autres. Par exemple, dans le cadre d’un logiciel d’optimi-
sation énergétique de bâtiments, une fonctionnalité Calcul de l’indicateur d’efficacité éner-
gétique du data center est présente dans les logiciels utilisés dans des bâtiments équipés
d’un data center.
La variabilité de données concerne le modèle de données utilisé dans une application.
Par exemple, il existe de nombreux standards de représentation de bâtiments (par exemple,
Industry Foundation Classes, Green Building XML, . . . ) et de protocoles de communication
avec des capteurs et actionneurs (par exemple, oBIX, Modbus). Une ligne de produits logi-
ciels pour l’optimisation énergétique de bâtiments doit permettre l’acquisition d’informa-
tions sur l’architecture d’un bâtiment décrites à l’aide de formats différents, et la commu-
nication avec des logiciels de supervision utilisant des protocoles d’échange de données
variés.
La variabilité dans les processus de contrôle concerne, par exemple, la gestion des alertes
dans un logiciel d’optimisation énergétique. Une alerte concernant un capteur déficient
peut enclencher un processus au niveau du logiciel de supervision. Ce dernier ne transmet
donc plus de données au logiciel d’optimisation. Ou bien, l’alerte peut être traitée au niveau
du logiciel d’optimisation, qui invalide alors toutes les mesures effectuées par ce capteur.
Le choix est déterminé par la capacité du logiciel de supervision à inhiber l’acquisition de
données issue de capteurs défectueux.
La variabilité en technologies décrit les différents composants logiciels nécessaires au
bon fonctionnement d’un produit. Par exemple, des capteurs intelligents (i.e., capables de
stocker leurs mesures, embarquant une capacité de traitement de leurs données, et de com-
muniquer de façon bidirectionnelle avec l’extérieur) peuvent se connecter directement à
un logiciel d’optimisation énergétique. Des capteurs conventionnels nécessitent l’utilisa-
tion d’un logiciel de supervision faisant l’interface entre les capteurs et le logiciel d’optimi-
sation.
La variabilité en objectifs de qualité concerne les différents objectifs de qualité à at-
teindre. Par exemple, la fréquence de rafraîchissement des tableaux de bord d’un système
de data mining, est dépendante de la puissance de calcul du serveur hébergeant l’entrepôt
de données.
La variabilité de l’environnement décrit comment un produit peut interagir avec son en-
vironnement. Par exemple, la présence de différents types de capteurs et de superviseurs
nécessite des interfaces de communications adaptées dans le logiciel d’optimisation éner-
gétique.
Günter Halmans et Klaus Pohl [2003] ont étudié comment décrire la variabilité d’une
ligne de produits afin d’en simplifier la compréhension. Un système de vues [Boton et al.,
2010] sur un modèle de variabilité peut permettre d’adapter la présentation d’un modèle à
un rôle particulier. Ils identifient trois rôles nécessaires à la création d’une ligne de produits :
• Le client décrit les fonctionnalités dont il a besoin en regard des fonctionnalités dis-
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ponibles dans la ligne de produits et détermine si les fonctionnalités présentes dans la
ligne de produit correspondent, au moins partiellement, à ses besoins.
• L’analyste des besoins métiers documente les besoins du client. Cette documentation
permet d’identifier les besoins satisfaits, partiellement satisfaits, ou non satisfaits par
les artefacts existants de la ligne de produits. Ainsi, il peut estimer les coûts de déve-
loppement du produit du client, et si nécessaire, proposer des compromis permettant
de réduire les coûts de développement. Cette documentation est destinée à l’ingénieur
en charge de la ligne de produits.
• L’ingénieur en charge de la ligne de produits assure la faisabilité de nouveaux produits
réutilisant des assets existants. Son rôle consiste à s’assurer que les dépendances entre
assets sont cohérentes par rapport aux contraintes de fonctionnement de chacune. Il
gère également les mécanismes permettant d’implémenter dans un nouveau produit
les variantes choisies pour chaque point de variabilité.
Ainsi, le rôle de l’analyste consiste à trouver des compromis entre les besoins du client
et les possibilités des assets et des points de variabilité existants dans la ligne de produits.
Chacun de ces trois rôles a besoin d’avoir une vision différente de la ligne de produits. Gün-
ter Halmans et Klaus Pohl [2003] ont identifié des catégories de variabilité adaptées pour
chacun des points de vues énoncés précédemment.
• La variabilité essentielle décrit les points de variabilités pertinents pour le client. Il
s’agit des variantes dont le choix a un impact directement visible pour le métier du
client et des utilisateurs du produit final. Cette catégorie est subdivisée en cinq sous-
catégories :
1. Les fonctionnalités décrivent par exemple, dans le cadre d’un logiciel d’optimi-
sation énergétique, la possibilité d’accéder à distance aux tableaux de bord du
système, la possibilité de planifier l’occupation des salles du bâtiment.
2. La variabilité dans l’environnement du système concerne par exemple le nombre
d’utilisateurs du système, le nombre et le type d’instruments présents dans le
bâtiment dont l’énergie est optimisée par le système.
3. Les variations d’intégration dans les processus métier nécessitent la différentia-
tion entre les variations dans les rôles des utilisateurs, et les variations possibles
dans les processus métier.
– Les variations entre les rôles des utilisateurs selon leurs responsabilités
concernent par exemple (dans le cadre d’un logiciel d’optimisation éner-
gétique) les droits d’accès aux fonctionnalités d’édition de consignes de tem-
pérature des différentes pièces d’un bâtiment, et aux consignes de réutilisation
de l’air des centrales de traitement d’air (CTA).
– Les variations de processus métier concernent par exemple la procédure à
suivre lorsqu’un équipement défaillant est détecté. Un logiciel de supervision
équipant un bâtiment avec plusieurs centaines de bureaux pourra envoyer un
message à une équipe de maintenance avec toutes les informations liées à
l’équipement, voire anticiper les pannes compte tenu d’un planning de main-
tenance. Le logiciel de supervision d’une maison individuelle se contentera
d’un message par mail ou SMS pour informer les occupants de la défaillance
d’un équipement.
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4. Les variations qualitatives concernent par exemple, la sécurité, le niveau de dis-
ponibilité, ou le passage à l’échelle du produit.
5. Les variations d’information, de données concernent la façon dont le futur pro-
duit peut communiquer avec son contexte d’exécution.
– La fréquence d’envoi de données. Par exemple, la fréquence d’envoi de mesures
de capteurs influence la qualité des prédictions des besoins énergétiques d’un
bâtiment.
– La richesse des informations sur l’environnement du produit. Par exemple, les
informations concernant l’âge, les matériaux utilisés, ou les plans d’un bâti-
ments permettent de réaliser des simulations énergétiques plus précises.
– Le méta-modèle des données. Le format des données peut varier en fonction
des logiciels avec lesquels un nouveau produit doit interagir. Les différents su-
perviseurs de bâtiments du marché peuvent utiliser différents méta-modèles
pour représenter les informations d’un bâtiment (par exemple, IFC, gbXML,
NBDM), et pour stocker et communiquer les mesures des instruments (par
exemple, oBIX, accès à une base relationnelle).
• La variabilité technique concerne les choix liés à l’implémentation ou à la mise en
œuvre d’un nouveau produit. Ces choix ne peuvent pas être effectués directement par
le client car ils nécessitent une expertise technique. Cette catégorie est subdivisée en
trois sous-catégories :
– L’infrastructure informatique concerne les choix relatifs aux systèmes matériels uti-
lisés. Par exemple, l’utilisation d’un ordinateur central (mainframe) IBM System z
favorise l’utilisation de certains logiciels pour bénéficier de ses avantages. Ce choix
technique peut être favorisé en fonction de critères qualitatifs définis par le client.
De plus, des choix matériels (par exemple, cloud, système embarqué) différents sont
faits selon la charge et le volume de données attendus.
– L’implémentation des points de variabilité et le mécanisme de mise en œuvre de
variantes peuvent être faits de différentes façons. Linda M. Northrop et Paul C. Cle-
ments [2007] résument les différents types de mécanismes permettant d’implémen-
ter la variation. Cette étude sort du cadre de cette thèse.
– Le binding time décrit quand un point de variabilité est pris en compte lors de la
génération d’un produit. Cela peut-être fait par exemple, lors de la compilation du
code source du produit, ou à l’exécution. Le binding time a un impact sur la flexibi-
lité de la ligne de produits. Un point de variabilité dont la variante peut être choisie à
l’exécution, peut permettre de reconfigurer un produit à l’exécution contrairement
à un point de variabilité dont la variante est choisie à la compilation.
La section suivante présente comment ces différents types de points de variabilité
peuvent être représentés.
3.3 Modèles de caractéristiques
Les fonctionnalités des composants logiciels constituant une ligne de produits logiciels
(LdP) sont communément représentées avec un modèle de caractéristiques [Kang et al.,
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2002] dont la sémantique est définie par un méta-modèle [Fey et al., 2002; Asikainen et al.,
2006] ou une grammaire [Batory, 2005; Schobbens et al., 2007].
Cette section décrit de façon générique ce qu’est un modèle de caractéristiques et ses
différents usages. La section 4.2 du chapitre 4 présentera une comparaison détaillée des
concepts des méta-modèles de caractéristiques existants. Nous proposerons dans la sec-
tion 5.3 du chapitre 5 une définition des principaux concepts des lignes de produits.
3.3.1 Définition
Le modèle de caractéristiques décrit l’ensemble des fonctionnalités implémentées par
des composants logiciels réutilisables et les contraintes permettant de les assembler et les
réutiliser pour créer de nouveaux produits logiciels. Un nouveau produit logiciel est donc
construit en choisissant un ensemble de caractéristiques satisfaisant les contraintes du mo-
dèle. L’ensemble des caractéristiques sélectionnées est appelé une configuration de produit.
Un modèle de caractéristiques a trois usages principaux :
1. Il permet la description des caractéristiques communes et spécifiques des logiciels
d’un même domaine [Kang et al., 1990]. Ainsi, il peut être utilisé comme moyen de
communication entre le client, l’analyste et le développeur.
2. Le modèle de caractéristiques est analysé algorithmiquement afin de détecter des pro-
blèmes dans sa conception [Thomas von der Maßen et Horst Lichter, 2004; Benavides
et al., 2010], par exemple, déterminer le nombre de configurations possibles, si cer-
taines caractéristiques ne peuvent pas être sélectionnées.
3. Le modèle permet de valider qu’un ensemble de caractéristiques sélectionnées per-
mettra la création d’un produit fonctionnel.
La sémantique et la présentation des modèles de caractéristiques varient selon les au-
teurs et ne permettent pas de prendre en compte tous les différents types de variabilité vus
précédemment. De même, le mode de représentation, graphique ou non, permettant de
d’échanger des informations sur la variabilité entre les différents acteurs du projet de déve-
loppement logiciel est important. Cet aspect a un impact sur la facilité de communication
entre les différents acteurs d’un projet de développement logiciel [Günter Halmans et Klaus
Pohl, 2003].
Czarnecki et al. [2005] associent une multiplicité à chaque caractéristique pour spéci-
fier le nombre de fois qu’elle peut être dupliquée dans un produit. Par exemple, le modèle
de caractéristiques d’un tableau de bord contenant la caractéristique indicateur possède la
multiplicité (1, 5). Ainsi, un tableau de bord doit contenir au minimum un indicateur, et
au maximum 5. La borne maximale est donnée par une contrainte technique de l’interface
graphique du tableau de bord.
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3.3.2 Les usages des modèles de caractéristiques
Le tableau 3.1 récapitule les différents critères permettant de caractériser les usages des
méta-modèles de caractéristiques existants.
TABLE 3.1 : Les différents types de variabilité (exception faite de la variabilité entre caracté-
ristiques) et modèles de caractéristiques
Méta-modèle Variabilité de Variabilité Identification Groupement des Choix des
l’environnement de données des rôles caractéristiques caractéristiques
pertinentes à
chaque rôle
FODA [Kang et al., 1990] - - - - -
FORM [Kang et al., 1998] - - - oui – layers -
Halmans et al. [2003] - - oui – Acteurs oui – UML packages oui – associations
Fey et al. [2002] - - - oui – feature sets -
Czarnecki et al. [2005] partiellement partiellement - - oui - spécialisation
du modèle de
caractéristiques
Acher et al. [2009, 2011a] partiellement partiellement - - -
Variabilité de l’environnement. Un produit peut être configuré en fonction de son envi-
ronnement, ou contexte, d’exécution. L’environnement d’exécution peut être modélisé sous
la forme d’un modèle de caractéristiques [Acher et al., 2009; Jaroucheh et al., 2010b], ou
d’une ontologie [Jaroucheh et al., 2010a]. La configuration d’un modèle de caractéristiques
peut être contrainte par son contexte [Fernandes et al., 2008, 2011]. Cela est particulière-
ment utile dans le cas des lignes de produits dynamiques qui doivent être reconfigurées
automatiquement (cela sort du cadre de cette étude).
Variabilité de données. La disponibilité de données peut varier dans l’environnement. Par
exemple, dans le cadre d’un logiciel d’optimisation énergétique, la présence de certains cap-
teurs détermine la disponibilité de données durant l’exécution du produit dont l’absence
peut compromettre certaines fonctionnalités.
Identification des rôles. Différentes parties prenantes peuvent être impliquées dans un
projet de développement logiciel. Chacune a un rôle et des compétences différentes. Ainsi,
le choix lié à certains points de variabilité doit être fait par une partie prenante ayant un rôle
précis. Par exemple, un client dont l’expertise porte uniquement sur son domaine métier
peut choisir des caractéristiques ayant un impact direct sur son métier, mais ne peut pas
choisir des caractéristiques liées à l’implémentation technique d’un logiciel.
Groupement des caractéristiques. Les groupes de caractéristiques permettent de struc-
turer un modèle de caractéristiques. Ces groupes peuvent être définis selon le niveau d’abs-
traction des caractéristiques ou servir à grouper des caractéristiques selon la nature des
fonctionnalités qu’elles représentent.
34
Choix des caractéristiques pertinentes à chaque rôle.
Ce critère décrit comment les choix effectués par les différentes parties prenantes de la
conception d’un nouveau produit peuvent influer les uns sur les autres. Par exemple, un
logiciel peut être créé à partir d’une agrégation de composants logiciels configurés par des
fournisseurs différents.
La méthode FODA [Kang et al., 1990] est la méthode originale utilisant et définissant les
modèles de caractéristiques. Les possibilités offertes par cette méthode ne répondent pas
aux critères énoncés précédemment.
La méthode FORM [Kang et al., 1998] est une amélioration de la méthode FODA. Elle
permet de grouper des caractéristiques dans des couches ou layers pour séparer les différents
niveaux d’abstraction représentés par les caractéristiques.
Günter Halmans et Klaus Pohl [2003] proposent de décrire la variabilité d’une ligne de
produits à l’aide de diagrammes de cas d’utilisation. Cette approche permet d’identifier les
rôles des parties prenantes liées à la ligne de produits à l’aide de la classe UML Acteurs.
Ainsi, les caractéristiques, décrites ici par des cas d’utilisation, peuvent être groupées dans
des paquetages UML. Les caractéristiques pertinentes à chaque rôle sont identifiées par les
associations entre acteurs et cas d’utilisation.
Fey et al. [2002] groupent les caractéristiques à l’aide de feature-sets. Contrairement aux
groupements précédents qui imposent une structure hiérarchique (paquetages, couches),
les feature-sets permettent des groupements arbitraires de caractéristiques.
Czarnecki et al. [2005] ne supportent que partiellement la variabilité de l’environne-
ment. En effet, l’adaptation à l’environnement ne peut être obtenue que manuellement en
éditant les multiplicités des caractéristiques. Les auteurs permettent aux différentes parties
prenantes de configurer séparément un modèle de caractéristiques grâce à la spécialisation.
Par exemple, des entreprises peuvent livrer à leurs clients des composants logiciels configu-
rés différemment (par exemple, avec des interfaces différentes). Les clients peuvent réutili-
ser ces composants logiciels dans leur propre ligne de produits si nécessaire en spécialisant
à nouveau les composants fournis.
Acher et al. [2009, 2011a] proposent de représenter l’environnement des produits sous
la forme d’un modèle de caractéristiques dans lequel chaque choix de caractéristique est
déterminé par un événement extérieur. Les caractéristiques de l’environnement sont liées
par des contraintes aux caractéristiques de la configuration du produit. Ainsi, chaque chan-
gement dans l’environnement entraîne une reconfiguration du produit. Cette approche ne
permet pas d’adapter la construction du modèle de caractéristiques du produit en fonction
du contexte. Par exemple, dans le cadre d’un logiciel d’optimisation énergétique de bâti-
ment, cette approche ne permettrait pas d’adapter le modèle de caractéristiques aux spé-
cificités du bâtiment car certains caractéristiques du logiciel doivent être dupliquées pour
chaque occurrence d’équipement ou de lieux.
Nous ne comparons pas ici CVL aux autres approches car CVL n’utilise pas de modèle
de caractéristiques, mais un “modèle décisionnel” [Czarnecki et al., 2012]. De même, nous
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n’étudions pas ici l’ensemble des approches liées à la reconfiguration dynamique de mo-
dèles de caractéristiques [Morin et al., 2010] car cela sort du cadre cette étude. Cependant,
nous prenons en compte de quelles façons ces approches lient le modèle de caractéristiques
à son contexte d’exécution, et comme nous le verrons dans la section suivante, comment est
adapté le modèle de caractéristiques en fonction de son contexte [Fernandes et al., 2008].
Czarnecki et al. [2004b] proposent de configurer un modèle de caractéristiques en plu-
sieurs étapes. Chaque étape vise à réduire le nombre de choix possibles en choisissant ou
en écartant des caractéristiques, ou en réduisant leurs multiplicités [Czarnecki et al., 2004a].
Ainsi, leur approche permet de supporter partiellement la variabilité de l’environnement et
des données car les multiplicités des caractéristiques peuvent être adaptées à chaque spé-
cialisation du modèle de caractéristiques afin d’adapter le produit au nombre d’occurrences
d’éléments du contexte.
3.3.3 Adaptation de modèles de caractéristiques
Dans le cas de lignes de produits comportant un nombre important de caractéristiques,
ou un nombre important d’acteurs contribuant à la création du logiciel, il est nécessaire
d’utiliser des outils permettant d’automatiser la modification des modèles de caractéris-
tiques afin d’éviter tout risque d’erreur [Reiser et Weber, 2007; Thein Tun et Patrick Hey-
mans, 2009].
Thum et al. [2009] présentent une classification des différents changements qui peuvent
être faits sur un modèle de caractéristiques :
• un refactoring consiste à modifier un modèle de caractéristiques en ayant toujours les
mêmes configurations possibles,
• une spécialisation consiste à diminuer l’ensemble des configurations possibles,
• une généralisation consiste à rendre possibles de nouvelles configurations,
• une édition arbitraire est une modification qui ne correspond à aucune des catégo-
ries de changement énoncées précédemment, par exemple, une modification rendant
impossible des configurations qui l’étaient et en créant de nouvelles.
Alves et al. [2006] cataloguent les différents types de refactoring sur un modèle de carac-
téristiques, par exemple, changer le niveau hiérarchique d’une caractéristique. Segura et al.
[2008] identifient des règles à suivre pour fusionner deux modèles de caractéristiques.
Il existe plusieurs méthodes permettant d’automatiser la création d’un modèle de ca-
ractéristiques adapté à des besoins précis. Acher et al. [2010] proposent de composer un
nouveau modèle de caractéristiques à partir de plusieurs. Ils ont créé pour cela différents
opérateurs tels que insert et merge. Ainsi, il devient possible de créer un modèle de caracté-
ristiques à partir de modèles fournis par des parties prenantes différentes.
Le choix des caractéristiques peut être effectué en fonction d’éléments extérieurs au lo-
giciel. Acher et al. [2009] proposent de représenter les caractéristiques du contexte sous la
forme d’un modèle de caractéristiques. Un ensemble de règles d’adaptation de type ECA
36
(Event / Condition / Action) permettent de définir quelles caractéristique du logiciel doivent
être présentes ou absentes selon les caractéristiques du contexte. Par exemple, dans le cadre
d’un logiciel de surveillance vidéo, des composants logiciels de traitement d’image diffé-
rents sont requis en fonction du niveau de luminosité extérieur. Ainsi, le choix des caracté-
ristiques peut être automatisé en fonction du contexte.
Fernandes et al. [2008, 2011] représentent le contexte d’exécution d’un futur produit à
l’aide de deux nouveaux types de caractéristiques :
• les entités du contexte, par exemple, un utilisateur du système,
• les informations du contexte, par exemple, la position géographique d’un utilisateur
du système.
Leur approche permet de créer un modèle de caractéristiques contenant à la fois les
caractéristiques du logiciel et les caractéristiques de son contexte. Cependant, ils recom-
mandent de faire deux modèles de caractéristiques distincts. L’un contenant les caractéris-
tiques du logiciel, et l’autre celles du contexte. Les deux modèles étant liés par des règles
restreignant la sélection des caractéristiques du logiciel en fonction de celles du contexte.
Le principe suivi par cette approche est assez semblable à celui de Acher et al. [2009].
Jaroucheh et al. [2010b,a] cherchent à découpler le modèle de caractéristiques, et le
contexte, représenté à l’aide d’une ontologie. Ils introduisent un système de context proxy
components associés à des concepts d’un ontologie. Leur rôle est de communiquer, sous la
forme d’un modèle de caractéristiques, l’état du contexte à un répertoire de services dont le
rôle est de reconfigurer un logiciel en fonction du contexte.
3.4 Conclusion
Nous avons décrit dans ce chapitre le fonctionnement des lignes de produits logiciels, et
plus particulièrement, les usages liés aux modèles de caractéristiques. Il existe un nombre
important de méta-modèles de caractéristiques, et de méthodologies pour mettre en œuvre
des lignes de produits logiciels. Malgré la standardisation en cours du langage CVL par
l’OMG, la mise en œuvre de modèles de caractéristiques dépend des problématiques ren-
contrées dans les contextes spécifiques de chaque utilisation.
Il manque un méta-modèle de caractéristiques qui regroupe les concepts utiles dans un
projet industriel (par exemple, les parties prenantes), et les concepts utiles à la création de
logiciels adaptés à leur contexte (par exemple, multiplicités, représentation du contexte).
De plus, il manque une méthode pour adapter automatiquement un modèle de caractéris-
tiques au contexte d’exécution d’un futur produit. En effet, plusieurs approches proposent
des solutions pour choisir automatiquement des caractéristiques en fonction d’un contexte,
mais elles ne permettent pas de réaliser automatiquement la spécialisation d’un modèle de
caractéristiques à un contexte donné. Dans ce cadre, il faudrait également permettre une
traçabilité entre les éléments du contexte ayant eu un impact sur les changements apportés
à un modèle de caractéristiques. Ce dernier point permettrait de fournir des informations
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sur les objets du contexte à gérer aux composants logiciels déployés. Par exemple, cela per-
mettrait de paramétrer automatiquement chaque composant logiciel d’optimisation uni-
quement pour les zones d’un bâtiment où les caractéristiques implémentées par ces com-
posants ont été sélectionnées.
Les chapitres 4 et 5 proposeront des réponses à ces problématiques. Dans le chapitre 4,
nous proposons un méta-modèle de caractéristiques réalisé à partir d’une synthèse des
méta-modèles existants. Notre nouveau méta-modèle satisfait les besoins que nous avons
identifiés dans le cadre d’un projet industriel et, plus particulièrement, dans le cadre d’un lo-
giciel d’optimisation énergétique de bâtiments. Nous définissons également un profil UML
permettant d’identifier dans un modèle métier, dont l’instance représente le contexte d’exé-
cution d’un futur produit, les classes dont les instances influencent la spécialisation du mo-
dèle de caractéristiques.
Le chapitre 5 reprend les concepts clefs introduits dans notre nouveau méta-modèle
à l’aide d’une notation mathématique et présente un algorithme générique permettant
d’adapter un modèle de caractéristiques à un contexte donné.
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CHAPITRE
4
Un nouveau méta-modèle de
caractéristiques pour la prise en
compte automatisée du contexte, et
son implémentation
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4.1 Introduction
Nous avons présenté dans le chapitre 2 la définition d’un exemple de modèle métier en
UML, dans le domaine de la supervision de bâtiment, et indiqué que, dans un contexte in-
dustriel, le modèle de caractéristiques est destiné à être édité par des non spécialistes des
lignes de produits. Dans ce chapitre, nous décrivons une synthèse des méta-modèles exis-
tants et des nouveaux concepts permettant de prendre en compte les spécificités de l’envi-
ronnement d’exécution de chaque produit. À la suite de cela, nous proposons un nouveau
méta-modèle de caractéristiques.
Nous avons donc procédé en deux étapes. Nous avons tout d’abord créé notre nouveau
méta-modèle, puis nous avons étendu le langage UML avec les concepts spécifiques aux
modèles de caractéristiques en créant un profil.
Dans la section 4.2, nous présentons les méta-modèles existants en identifiant les
concepts clefs à inclure dans notre méta-modèle. La section 4.3 décrit notre méta-modèle
et, plus particulièrement, les nouveaux concepts que nous avons développés afin de prendre
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en compte le contexte d’exécution des produits. La section 4.4 décrit les étapes de la créa-
tion du profil UML à partir du méta-modèle précédemment défini, et comment nous nous
en sommes servi pour étendre les fonctionnalités du logiciel de modélisation UML Rational
Software Architect (RSA). La section 4.5 compare notre approche avec des travaux présen-
tant des similitudes. La section 4.6 conclut ce chapitre et propose quelques perspectives de
développement futurs.
4.2 Synthèse des concepts décrits par les méta-modèles de
caractéristiques existants
Cette section synthétise les méta-modèles de caractéristiques existants, et identifie les
concepts les plus utiles selon les spécificités d’un projet industriel telles qu’énumérées au
chapitre 2.
Nous analysons les méta-modèles existants selon les critères suivants :
1. Capacité à définir des caractéristiques [4.2.1] :
Ce critère permet de comparer les définitions de caractéristiques et quels types d’ar-
tefacts elles peuvent représenter.
2. Classification des relations entre caractéristiques [4.2.2] :
Nous subdivisons en quatre catégories distinctes les différents types de relations liant
les caractéristiques.
a) Description de relations hiérarchiques [4.2.2] :
Ce critère vise à analyser la sémantique des relations hiérarchiques entre carac-
téristiques.
b) Définition des contraintes entre caractéristiques [4.2.2] :
Ce critère concerne la façon d’exprimer les contraintes de choix de caractéris-
tiques, telles que des dépendances ou des exclusions.
c) Capacité à contraindre la sélection de sous-caractéristiques [4.2.2] :
Ce critère définit les contraintes qui imposent le choix de caractéristiques parmi
un groupe.
d) Moyens d’identifier les caractéristiques obligatoires et optionnelles [4.2.2] :
Ce critère décrit de quelle façon identifier les caractéristiques obligatoires ou op-
tionnelles, par exemple, à l’aide d’une multiplicité ou de contraintes.
3. Groupements de caractéristiques [4.2.3] :
Ce critère décrit comment les caractéristiques peuvent être groupées conformément
à un domaine métier, ou à des niveaux d’abstractions.
4. Informations liées aux produits et aux configurations [4.2.4] :
Ce critère détermine quels types d’informations peuvent aider à implémenter un pro-
duit à partir d’un choix de caractéristiques.
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4.2.1 Définition du concept de caractéristique, ou feature
Le concept de caractéristique, ou feature, a été initialement défini par Kang et al.
[1990] avec la méthode Feature-Oriented Domain Analysis (FODA). Une feature y est définie
comme étant une caractéristique d’une application décrite avec le vocabulaire du domaine.
Par la suite, différentes contributions ont enrichi cette définition.
• La méthode FORM [Kang et al., 1998] propose de classer les caractéristiques en quatre
catégories :
– Capacités du logiciel, par exemple services, opérations, caractéristiques non fonc-
tionnelles, et niveaux de qualité de service,
– Environnement opérationnel, par exemple système d’exploitation, logiciels (par
exemple DB2),
– Techniques liées au domaine, par exemple, processus métier, standards, législation,
– Implémentation des techniques du domaine, par exemple protocole réseau, algo-
rithmes, choix de conception.
• Fey et al. [2002] ajoutent le concept de pseudo feature représentant une caractéristique
abstraite ne pouvant être sélectionnée qu’à la condition d’intégrer une ou plusieurs
de ses sous-caractéristiques concrètes. La figure 4.4 de la section suivante présente
un exemple d’utilisation d’une pseudo feature avec les relations introduites par leur
approche.
• Zhang et al. [2006, 2004] définissent les features comme étant un ensemble cohérent
de besoins représentant des caractéristiques visibles d’un système logiciel.
• Czarnecki et al. [2005, 2004a] considèrent que les caractéristiques sont des propriétés
du logiciel pertinentes pour certains acteurs. Ils proposent d’associer une multiplicité
à toute caractéristique n’appartenant pas à un groupe. La multiplicité spécifie com-
bien de fois la caractéristique et ses sous-caractéristiques peuvent être dupliquées.
Par exemple, la figure 4.1 présente un diagramme de caractéristiques dans lequel la
caractéristique C possède la multiplicité (0, *). Ainsi, la caractéristique C peut ne pas
être incluse dans une configuration, ou être dupliquée autant de fois que nécessaire.
Le cercle noir au dessus de la caractéristique B signifie que la caractéristique est obli-
gatoire. C’est équivalent à une multiplicité (1, n) avec n ∈N ou (1, *).
FIGURE 4.1 : Exemple de diagramme de caractéristiques selon Czarnecki et al. [2005, 2004a]
• Riebisch [2003] proposent quatre catégories de caractéristiques :
1. les caractéristiques fonctionnelles concernent directement l’utilisateur,
2. les caractéristiques d’interface assurent la conformité du produit final à des stan-
dards permettant son interopérabilité avec d’autres logiciels ou périphériques,
3. les caractéristiques de paramétrage sont associées à une valeur qualitative ou
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quantitative, telles que la mémoire nécessaire au bon fonctionnement d’un lo-
giciel ou le temps de réponse attendu,
4. les caractéristiques conceptuelles ne possèdent pas d’implémentation (de façon
similaire aux pseudo-features de Fey et al. [2002]). Ce sont ces caractéristiques
abstraites dont les sous-caractéristiques appartiennent à l’une des catégories
précédentes. La racine du modèle de caractéristiques est toujours elle-même une
caractéristique conceptuelle.
• Zhang et al. [2004] présentent le concept de binding-time afin de définir à quelle phase
du cycle de développement du logiciel une caractéristique donnée doit intervenir. Par
exemple, au moment du choix de réutilisation d’un composant logiciel, ou de la com-
pilation, ou de l’installation du logiciel, ou du démarrage du logiciel.
• Fey et al. [2002] ont introduit le concept de propriété, similaire au concept d’attribut
proposé par Czarnecki et al. [2005, 2004a]. Cela permet d’associer à une caractéristique
une information supplémentaire la concernant (par exemple, la quantité de mémoire
relative à une caractéristique de stockage).
En résumé, la définition proposée par Czarnecki et al. [2005, 2004a] permet de décrire les
caractéristiques d’une façon plus adaptée aux méthodes de construction de logiciels grâce
à l’association d’une multiplicité. Sa combinaison avec les perspectives de FODA nous per-
met d’organiser un modèle de caractéristiques en fonction des nombreux domaines métiers
impliqués dans un projet industriel.
4.2.2 Relations entre caractéristiques
Relations hiérarchiques
Différentes sortes de liens hiérarchiques, de spécialisation, ou de composition ont été
proposés. Le tableau 4.1 illustre les différentes variations relatives à ces liens.
TABLE 4.1 : Relations hiérarchiques
Décomposition Spécialisation
Enrichissement Réalisation
FODA [Kang et al., 1990] Consists-of N.A. 1 N.A.
FORM [Kang et al., 2002] Composed-of Generalization Implemented-by
Specialization
Fey et al. [2002] Refine N.A. Provided-by
Zhang et al. [2004] Decompose Specialize N.A.
Detail
Czarnecki et al. [2005] Relation N.A. N.A.
• La relation Consists-of de la méthode FODA [Bontemps et al., 2004; Kang et al.,
1990; Schobbens et al., 2007] représente la décomposition d’une caractéristique en
plusieurs “sous-caractéristiques”. Par exemple, une caractéristique Extract Transform
Load (ETL), appartenant à une ligne de produits contenant un data warehouse,
1. Non Applicable
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consiste en trois sous-caractéristiques : Extraire des données, Transformer les données,
et Charger les données. La figure 4.2 présente les caractéristiques d’un ETL.
FIGURE 4.2 : Exemple montrant les caractéristiques d’un ETL selon la représentation de la
méthode FODA
• La méthode FORM [Kang et al., 1998, 2002] introduit les trois relations suivantes :
– Composed-of, pour décrire les constituants d’une caractéristique,
– Generalization / Specialization, pour spécialiser ou généraliser une caractéristique,
– Implemented-by, pour décrire le fait qu’une caractéristique de haut niveau peut être
implémentée par une sous-caractéristique.
Comme le montre la figure 4.3 avec un exemple issu du même domaine que celui de la
figure 4.2, la sémantique de cette méthode améliore la compréhension du diagramme.
Les caractéristiques DB2 et PostgreSQL implémentent la caractéristique Base de don-
nées. Les caractéristiques Temps réel et Batch spécialisent la caractéristique Charger les
données. Les caractéristiques Extraire des données, Transformer les données, et Charger
les données composent la caractéristique ETL.
FIGURE 4.3 : Exemple montrant les caractéristiques d’un ETL selon la représentation de la
méthode FORM
• Fey et al. [2002] utilisent deux types de liens hiérarchiques entre caractéristiques :
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– La relation refine affine la caractéristique parent en une caractéristique ayant un
niveau d’abstraction inférieur. Ils considèrent cette relation similaire à la relation
consists-of introduite par la méthode FODA.
– La relation provided-by lie une pseudo-feature aux caractéristiques qui la réalisent.
Cette relation est similaire à la relation implemented-by de la méthode FORM.
De plus, leur proposition permet la construction de modèles de caractéristiques sous
forme de graphes orientés sans circuits en permettant à une caractéristique d’avoir
plusieurs parents auxquels elle est associée par une relation refine. Comme décrit dans
la section précédente, une pseudo feature est “implémentée” par des caractéristiques
associées par la relation provided-by. La figure 4.4 montre les caractéristiques d’un
système de supervision de bâtiments. La caractéristique Droit d’accès visiteurs est im-
plicitement héritée par les caractéristiques Voir consignes et Modifier consignes. Ainsi,
ces deux caractéristiques fournissent l’implémentation de la caractéristique Supervi-
sion de bâtiments. Le choix de l’une de ces deux caractéristiques implique pour cha-
cune l’utilisation des caractéristiques associées par la relation refine à Supervision de
bâtiments.
FIGURE 4.4 : Exemple montrant les caractéristiques d’un système de supervision de bâti-
ments avec la méthode de Fey et al. [2002]
• Zhang et al. [2004] identifient trois types de relations hiérarchiques :
1. decomposition : permet de décomposer une caractéristique en sous-
caractéristiques. La caractéristique ne peut être sélectionnée que si toutes ses
sous-caractéristiques le sont également. Par exemple, une caractéristique Édition
dans un logiciel de traitement de texte, est décomposée en sous-caractéristiques
Copier, Coller, et Couper.
2. detailization : permet de détailler les fonctionnalités d’une caractéristique. La ca-
ractéristique peut être sélectionnée même si ses sous-caractéristiques ne le sont
pas. Par exemple, une caractéristique Dashboard consommation énergétique bâ-
timent peut être détaillée avec une caractéristique Affichage plan bâtiment 3D.
3. specialization : permet à une sous-caractéristique d’ajouter des fonctionnalités
à la caractéristique parent. Par exemple, une caractéristique Affichage plan bâti-
ment 3D peut être spécialisée par une caractéristique Affichage 3D des consom-
mations énergétiques du bâtiment.
• Czarnecki et al. [2005, 2004a,b] ont décidé de ne pas prendre en compte ces différents
types de relations et utilisent de simples relations “hiérarchiques” afin de simplifier.
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La tableau 4.1 présente trois différentes catégories de relations hiérarchiques regroupant
les types de relations présentés précédemment.
Nous avons choisi de déduire de ces trois catégories les relations hiérarchiques que nous
intégrons dans notre méta-modèle :
• decomposition, permettant de détailler une caractéristique,
• specialization, avec les relations :
– enrichment, permettant aux sous-caractéristiques de décrire des fonctionnalités en-
richissant celles de la caractéristique parent,
– realization, ou implementation, décrivant différents choix d’implémentation.
Contraintes entre caractéristiques
Les contraintes servent à éliminer les caractéristiques inutiles ou incompatibles au sein
d’une configuration. Ces contraintes sont définies en fonction du domaine décrit par le mo-
dèle de caractéristiques.
La méthode FODA utilise des règles de composition pour décrire la façon dont les carac-
téristiques dépendent les unes des autres dans une configuration : une caractéristique peut
nécessiter la présence d’une autre, ou celles-ci peuvent s’exclure. Ces règles sont décrites
textuellement avec une syntaxe décrite dans [Kang et al., 1990]. Riebisch [2003] introduis la
notion de recommandation (hint) afin de recommander des caractéristiques à garder dans
une configuration. Par exemple, la caractéristique IBM Infosphere DataStage, décrivant un
ETL, recommande la caractéristique IBM DB2 data warehouse car les logiciels représentés
par ces caractéristiques ont été optimisés pour fonctionner ensemble.
Nous avons gardé les deux contraintes de FODA ainsi que les recommandations.
Contraintes sur la sélection d’un groupe de sous-caractéristiques
• Les méthodes FODA et FORM proposent deux façons de représenter la sélection de
sous-caractéristiques. Une simple association entre deux caractéristiques signifie qu’il
n’y a pas de contraintes de choix. Un arc de cercle dessiné à travers plusieurs associa-
tions signifie que les sous-caractéristiques sont groupées et qu’une seule d’entre elles
peut être sélectionnée (les sous-caractéristiques s’excluent mutuellement). Une ca-
ractéristique est obligatoire par défaut, mais la présence d’un cercle au dessus du nom
signifie qu’elle est optionnelle. La figure 4.5 présente un exemple de modèle de carac-
téristiques selon cette représentation graphique.
• De même, Fey et al. [2002] expriment l’absence de contraintes de choix avec une
simple association. Un ensemble de sous-caractéristiques s’excluant mutuellement
est décrit avec des contraintes d’exclusion mutuelle entre toutes les caractéristiques
concernées. Une caractéristique obligatoire est décrite avec une contrainte “requiert”
issue de sa caractéristique parent. Dans l’exemple de la figure 4.6, E est optionnelle
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FIGURE 4.5 : Exemple de diagramme de caractéristiques selon la représentation de la mé-
thode FODA
car elle n’est pas associée à A par une relation “requiert” (représentée par une flèche
en pointillé dans la syntaxe concrète de Fey et al. [2002]).
FIGURE 4.6 : Exemple de diagramme de caractéristiques selon la représentation de Fey et al.
[2002]
• Riebisch [2003] et Czarnecki et al. [2005] utilisent des multiplicités pour définir com-
bien de caractéristiques groupées peuvent être choisies. Le groupe est également sym-
bolisé par un arc de cercle dessiné sur les associations entre la caractéristique parent
et ses sous-caractéristiques. Par exemple, la multiplicité (1, 1) signifie qu’une et seule-
ment une sous-caractéristique doit être choisie. La multiplicité (0, 1) signifie qu’au-
cune ou au maximum une sous-caractéristique peut être choisie.
En résumé, la façon la plus complète de contraindre le choix dans un groupe de carac-
téristiques est de spécifier à l’aide d’une multiplicité le nombre de caractéristiques pouvant
être choisies. Cependant, dans un souci de clarté de présentation aux non spécialistes, nous
avons choisi de garder un nom décrivant le type de choix : or, and et xor.
Identification des caractéristiques obligatoires et optionnelles
• Dans les modèles de caractéristiques utilisés par les méthodes FODA et FORM, toutes
les caractéristiques sont obligatoires par défaut. Les caractéristiques optionnelles sont
représentées graphiquement à l’aide d’un petit cercle, comme décrit par la figure 4.5.
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• Pour Fey et al. [2002], toutes les caractéristiques sont optionnelles. Une contrainte
require entre une caractéristique et sa sous-caractéristique décrit une sous-
caractéristique comme étant obligatoire. L’absence de contrainte décrit une sous-
caractéristique optionnelle.
• Czarnecki et al. [2004a] utilisent des multiplicités pour exprimer l’optionalité d’une ca-
ractéristique. Par exemple, une multiplicité (1,1) décrit une caractéristique obligatoire,
et une multiplicité (0,1) décrit une caractéristique optionnelle. Lorsque la multiplicité
maximale est supérieure à 1, elle spécifie combien de fois la caractéristique peut être
dupliquée au sein d’une configuration.
Nous avons choisi d’utiliser les multiplicités pour exprimer l’optionalité d’une caracté-
ristique. Cela nous permet de spécifier combien de fois une caractéristique peut être dupli-
quée dans une même configuration.
4.2.3 Groupements arbitraires de caractéristiques
Cette sous-section identifie comment les caractéristiques peuvent être groupées pour
mieux illustrer des concepts spécifiques au domaine du modèle de caractéristiques.
• Fey et al. [2002] introduisent les feature-sets, ensemble de caractéristiques, afin de les
grouper arbitrairement. Ils servent à représenter des vues spécifiques à chaque partie
prenante 2 (stakeholder) contenant des caractéristiques qui leur sont propres.
• Czarnecki et al. [2004a, 2005] permettent à des caractéristiques de référencer d’autres
modèles de caractéristiques. Cela évite de les dupliquer dans le cas où ils sont pré-
sents dans différents composants. Par exemple, des caractéristiques de contrôle d’ac-
cès peuvent être présentes dans plusieurs composants d’un même logiciel. Les carac-
téristiques représentant ces composants peuvent donc référencer un modèle de ca-
ractéristiques du sous système de contrôle d’accès, et donc éviter une représentation
redondante.
• Fey et al. [2002] proposent également de créer des contraintes entre plusieurs groupes.
Par exemple, ils permettent de contraindre la sélection d’une caractéristique si au
moins l’une des caractéristiques d’un groupe est sélectionnée. Une possible applica-
tion de nos groupements arbitraires de caractéristiques est la modélisation des diffé-
rents critères permettant d’atteindre un niveau donné de satisfaction client [Noriaki
Kano et al., 1984].
Les caractéristiques relatives à chaque niveau de satisfaction peuvent être groupées à
l’aide de feature-sets :
– basic requirements : caractéristiques indispensables aux utilisateurs du produit,
– satisfiers : caractéristiques apportant une plus grande satisfaction aux utilisateurs,
– delighters : caractéristiques accessoires, mais apportant plus de satisfaction,
– indifferent requirements : caractéristiques n’apportant aucune valeur ajoutée aux
utilisateurs.
2. Une partie prenante représente une personne (par exemple, un expert du domaine, un architecte infor-
matique, . . . ) autorisée à choisir des caractéristiques d’un nouveau produit.
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Nous avons choisi d’adapter le concept de niveaux, ou layers, introduit dans la méthode
FORM. Cela permet d’organiser les caractéristiques selon leur nature (par exemple, les ca-
ractéristiques fonctionnelles, non fonctionnelles, liées aux choix d’implémentation).
Nous proposons aussi d’adapter les feature-sets de Fey et al. [2002] en utilisant le méta-
modèle de contraintes de Zhang et al. [2004]. Cela permet de décrire des contraintes de
sélection de caractéristiques au sein d’un même groupe. Par exemple, cela permet d’obliger
la sélection de l’ensemble des caractéristiques d’un groupe défini ou aucune, ou d’une seule.
4.2.4 Informations liées aux produits et aux configurations
Zhang et al. [2004] utilisent des attributs de caractéristiques pour représenter leur
binding-state. Ils déterminent à quelle phase du cycle de développement une caractéris-
tique peut être choisie.
De plus, le modèle de caractéristiques peut inclure des règles logiques pour décrire les
contraintes les liant. Cela permet d’exprimer des contraintes de façon équivalente ou plus
précise qu’avec de simples associations représentées graphiquement. Nous n’avons pas créé
de concept dédié aux contraintes dans le méta-modèle et le profil car le langage UML per-
met, de façon native avec le langage OCL, de décrire des contraintes logiques entre les élé-
ments d’un modèle.
4.3 Méta-modèle proposé
Dans cette section nous présentons notre méta-modèle, qui est le résultat de l’analyse
présentée en 4.2.
La figure 4.7 présente sous la forme d’un tableau contenant les principales classes qui
composent notre méta-modèle de caractéristiques. Une instance de la classe ProductLine
est composée d’instances des classes présentées dans la colonne de gauche. Chaque cellule
de la colonne de droite décrit les propriétés de la cellule correspondante à gauche.
Afin d’illustrer la définition du méta-modèle de cette section, l’annexe A.1 décrit la gram-
maire du langage permettant de construire textuellement des modèles de caractéristiques.
• ProductLine représente la ligne de produits,
• Feature représente les caractéristiques d’une ligne de produits,
• Product représente les configurations de produits.
Une ligne de produits contient des caractéristiques et a des configurations de produits.
Une configuration de produit est composée d’un ensemble de caractéristiques de la ligne de
produits. L’ensemble des caractéristiques choisies dans un produit doit satisfaire :
• les contraintes représentées ici par les associations requiredFeature lorsqu’une carac-
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FIGURE 4.7 : Tableau résumant les concepts clefs de notre méta-modèle de caractéristiques
téristique nécessite la présence d’une autre, et conflictingFeature lorsque deux carac-
téristiques sont en exclusion mutuelle,
• les contraintes relatives aux feature-sets,
• les contraintes liées aux groupes de relations hiérarchiques entre caractéristiques,
• les contraintes exprimées sous forme d’expressions logiques.
La figure 4.8 présente un extrait du méta-modèle concernant les propriétés de caracté-
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ristiques. Les propriétés ont un type de variabilité, spécifié par l’énumération Variability-
Kind pour déterminer à quel moment la valeur d’une propriété peut être modifiée :
• fixed : La valeur de la propriété est fixée pour tous les produits de la ligne de produits.
• variable : La valeur de la propriété dépend des propriétés des autres caractéristiques
ayant été choisies.
Par exemple, la mémoire tampon du champ texte d’une interface graphique peut
changer en fonction des informations devant être stockées (un nom ou une adresse).
• family-variable : Une propriété peut varier d’un produit à l’autre en fonction des ca-
ractéristiques choisies.
Par exemple, la capacité d’un répertoire téléphonique dépend de la présence d’une
extension de mémoire et de la capacité de la carte sim.
• user-defined : La valeur de la propriété peut être choisie librement au moment de la
configuration.
Par exemple, la valeur de la propriété spécifie la fréquence des sauvegardes d’un logi-
ciel.
FIGURE 4.8 : Extrait du méta-modèle représentant les propriétés de caractéristiques
La figure 4.8 présente également les contraintes entre caractéristiques. Les contraintes
d’exclusion mutuelle et d’exigence entre caractéristiques associent des caractéristiques in-
dépendamment de leur position dans la hiérarchie du modèle. Elles sont modélisées res-
pectivement par les associations conflictingFeature et requiredFeature. Nous avons ajouté
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l’association recommendedFeature afin de pouvoir recommander des caractéristiques per-
tinentes, mais optionnelles, permettant d’améliorer le fonctionnement du produit.
Les relations hiérarchiques et les groupes de relations sont décrites dans la figure 4.9.
Les relations entre une caractéristique et ses sous-caractéristiques sont groupées par la
classe RelationshipGroup. Ses attributs décrivent la multiplicité permettant de restreindre
le nombre de sous-caractéristiques pouvant être choisies. La multiplicité peut être choisie
librement, sauf pour les trois spécialisations de cette classe. OrGroup requiert une multipli-
cité (0, *), AndGroup une multiplicité (*, *), et XorGroup une multiplicité (1, 1).
FIGURE 4.9 : Relations hiérarchiques et groupes de relations
La classe DirectedBinaryRelationship représente l’association qui lie une caractéristique
à ses sous-caractéristiques. Elle est spécialisée par les classes Enrich, Implement, et Detail.
La figure 4.10 montre comment les niveaux (représentés par la classe Layer) et les en-
sembles de caractéristiques (représentés par la classe FeatureSet) peuvent être associés avec
les parties prenantes (représentées par la classe Stakeholder) de la ligne de produits.
Les ensembles de caractéristiques et niveaux peuvent être associés à un centre d’intérêt
(représenté par la classe Concern). Cela permet d’exprimer que les caractéristiques associées
aux feature-sets et niveaux, eux-mêmes associés à un centre d’intérêt, doivent être choisies
par les parties prenantes associées à ce centre d’intérêt.
La classe Layer, représentant un niveau, permet de grouper des caractéristiques. Une
caractéristique ne peut appartenir qu’à un seul niveau à la fois. Les niveaux jouent un rôle
similaire à celui des “packages” du langage Java.
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FIGURE 4.10 : Centres d’intérêts des parties prenantes
La classe FeatureSet hérite de la classe Feature. Cette spécialisation permet de grouper
arbitrairement des caractéristiques, par exemple, par domaine métier, ou pour représenter
les caractéristiques permettant d’être conforme à une norme.
La figure 4.11 présente l’application des contraintes aux feature-sets :
• MutexFeatureSet : une seule caractéristique peut être choisie dans le feature-set,
• NoneFeatureSet : il n’y a pas de contraintes entre les caractéristiques,
• AllFeatureSet : toutes les caractéristiques doivent être sélectionnées, ou aucune.
La classe ConstraintRelation décrit la relation entre deux feature-sets. Par exemple, un
feature-set peut nécessiter la présence de caractéristiques d’un autre feature-set, ou deux
feature-sets peuvent s’exclure mutuellement. Un BindingPredicate est utilisé pour représen-
ter comment les contraintes doivent être appliquées sur chaque feature-set.
La figure 4.12 est un diagramme d’instances UML qui présente une contrainte entre deux
feature sets. Dans cet exemple, la contrainte spécifie que si une caractéristique du feature
set fs1 est sélectionnée, alors toutes les caractéristiques du feature set fs2 doivent égale-
ment être sélectionnées. Plus précisément, l’objet bp1 de type SingleBound spécifie que la
contrainte porte sur une seule caractéristique de fs1. L’objet bp2 de type AllBound spécifie
que la contrainte s’applique à l’ensemble des caractéristiques de fs2. La contrainte cr, de
type Require, spécifie que la sélection d’une caractéristique de fs1 requiert la sélection de
toutes les caractéristiques de fs2.
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FIGURE 4.11 : Contraintes applicables aux feature sets
FIGURE 4.12 : Diagramme d’instances présentant une contrainte entre deux feature sets
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Nous avons choisi d’utiliser la norme Reusable Asset Specification (RAS) [OMG, 2005]
pour décrire le ou les fichiers, aussi appelés artefacts, permettant de mettre en œuvre dans
un produit la fonctionnalité décrite par une caractéristique. La spécification de cette norme
définit qu’un asset est composé d’artefacts. Un asset est géré et référencé par un dépôt d’as-
sets. Un asset peut inclure, par exemple, des documents techniques, du code, des librairies
logicielles. De façon plus générale, un asset permet de classifier tout élément produit durant
le cycle de vie d’un logiciel.
La figure 4.13 décrit le lien entre caractéristiques et assets. Ainsi, une caractéristique peut
être associée à plusieurs artefacts d’assets, et un artefact peut être représenté par plusieurs
caractéristiques. De plus, nous avons modélisé le concept AssetRepository qui représente le
dépôt où est stocké chaque asset.
FIGURE 4.13 : Relations entre assets et caractéristiques
La figure 4.14 décrit les classes permettant de définir la configuration d’un produit. Un
produit est composé d’occurrences de caractéristiques. Ainsi, la classe Product est associée à
la classe FeatureOccurence représentant une occurrence de caractéristique dans un produit.
Une occurrence de caractéristique est associée à une unique caractéristique (classe Feature)
et zéro ou une instance de concept. La classe ModelElement décrit un concept métier traité
par un produit, par exemple le concept Bâtiment. La classe ModelElementInstance décrit
une instance de concept métier, par exemple un bâtiment particulier, le bâtiment B2.
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FIGURE 4.14 : Configuration d’un produit
4.4 Outillage du méta-modèle proposé
Dans la section 4.3, nous avons présenté notre méta-modèle de caractéristiques. Nous
avons dû produire des outils pour l’expérimenter en créant une ligne de produits logiciels.
Dans cette section nous décrivons nos choix et notre méthodologie pour mettre en œuvre
un prototype d’outil de création de modèles de caractéristiques conformes à notre méta-
modèle.
Plusieurs solutions nous permettraient de mettre en œuvre notre prototype :
1. créer un méta-modèle sous Eclipse, et utiliser le framework Eclipse Modelling Frame-
work (EMF) pour générer son éditeur,
2. créer un langage conforme à une grammaire, exprimée par exemple avec EBNF, et gé-
nérer un éditeur permettant de définir textuellement des modèles de caractéristiques,
3. créer un profil UML intégré à RSA et générer son éditeur.
La solution d’Eclipse est un environnement d’ingénierie des modèles complet mais as-
sez lourd à mettre en œuvre. La création d’un langage conforme à une grammaire permet
de construire rapidement et simplement un prototype d’outil de création de modèles de
caractéristiques. Cependant, dans un contexte industriel, un langage textuel complique la
présentation et la communication des diagrammes de caractéristiques. Notre choix doit fa-
voriser un outil graphique pour faciliter à des non informaticiens la création d’un modèle
et réduire le temps d’apprentissage du langage. La solution du profil UML intégré à RSA
consiste à étendre le langage UML avec les concepts relatifs aux diagrammes de caractéris-
tiques et à générer ensuite un outil permettant l’utilisation de ces nouveaux concepts dans
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des diagrammes. La solution est assez rapide à mettre en œuvre. L’intégration de l’approche
par ligne de produits dans un contexte industriel est simplifiée car RSA est un outil répandu.
Nous avons donc choisi de baser notre prototype sur un profil UML intégré dans RSA.
Cependant, nous avons aussi réalisé la grammaire du langage correspondant à notre méta-
modèle ; elle est présentée dans l’annexe A de ce mémoire. Son utilisation pourrait faire l’ob-
jet d’un développement futur afin d’offrir une alternative à RSA.
4.4.1 Profil UML
Pour présenter notre méta-modèle de caractéristiques, nous avons choisi d’utiliser un
profil UML. Cette section décrit nos choix de méta-classes UML, et quelles informations
nous avons décrites avec quels stéréotypes. Le tableau 4.2 présente, alphabétiquement clas-
sés, l’ensemble de nos stéréotypes et la méta-classe que chacun d’eux étend.
Le stéréotype AssetArtifact référence les fichiers nécessaires (assets) à la mise en œuvre
d’une caractéristique dans un produit. Un asset appartient à un dépôt d’assets, représenté
par le stéréotype AssetRepository. Ces deux stéréotypes étendent la méta-classe Class.
Le stéréotype BindingPredicate étend la méta-classe Port. Il représente le type de
contraintes portant sur un groupe de caractéristiques (un feature-set, dont le stéréotype
étend la méta-classe Component). Un port stéréotypé par BindingPredicate ne peut appar-
tenir qu’à un composant stéréotypé par FeatureSet.
Les centres d’intérêts des parties prenantes sont modélisés par le stéréotype Concern. Le
stéréotype doit être associé aux parties prenantes, et étend la méta-classe Class. Un centre
d’intérêt porte sur les caractéristiques appartenant à des niveaux (Layer) ou des groupes de
caractéristiques (feature-sets). Il doit donc être associé à au moins un niveau ou au moins
un groupe de caractéristiques.
Le stéréotype ConstraintRelation étend la méta-classe Association. Son rôle est de repré-
senter une contrainte entre deux feature-sets ou entre deux BindingPredicates.
La relation hiérarchique entre deux caractéristiques est décrite par le stéréotype abstrait
DirectedBinaryRelationship qui étend la méta-classe Association. Une relation hiérarchique
lie deux caractéristiques ou un groupe de relations hiérarchiques de caractéristiques (un
port stéréotypé par un stéréotype héritant de RelationshipGroup) et une caractéristique. Ce
stéréotype est spécialisé par les stéréotypes Detail, Enrich et Implement. Leurs rôles respec-
tifs a été présenté dans la sous-section 4.2.2.
Pour les caractéristiques, nous avons créé le stéréotype Feature qui étend la méta-classe
UML Component car une caractéristique peut être vue comme un composant logiciel de
haut niveau. Il s’agit du concept le moins éloigné. De plus, c’est une méta-classe dont la sé-
mantique des liens peut être enrichie au moyen notamment de ports et qui peut être classée
au moyen de paquetages.
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Stéréotype proposé Sémantique Méta-classe UML
étendue
AssetArtifact Identifie l’asset associé à une Class
caractéristique
AssetRepository Identifie un dépôt d’assets Class
BindingPredicate Représente un type de contraintes Port
entre feature-sets
Concern Représente un ensemble de Class
caractéristiques pertinentes
pour une partie prenante
ConstraintRelation Identifie une contrainte portant Association
sur deux feature-sets
DirectedBinaryRelationship Stéréotype abstrait représentant Association
une relation hierarchique entre
caractéristiques
Feature Représente une caractéristique Component
Layer Groupe un ensemble de Package
caractéristiques
ModelRelationship Associe une caractéristique à un Association
concept du contexte
Modification Représente l’impact d’une propriété Usage
sur une autre
ProductLine Représente la ligne de produit, Component
l’ensemble des caractéristiques et
produits existants
Property Représente une propriété de Port
caractéristique
RelationshipGroup Groupe un ensemble de relations Port
hiérarchiques entre caractéristiques
Stakeholder Représente une personne impliquée Actor
dans la configuration d’un produit
TABLE 4.2 : Vue d’ensemble des stéréotypes
Un niveau, ou Layer, étend la méta-classe Package afin de permettre le groupement hié-
rarchique de caractéristiques.
Le stéréotype ModelRelationship étend la méta-classe Association. Il représente la dé-
pendance d’une caractéristique avec un élément du méta-modèle métier, i.e., une classe
UML issue d’un autre modèle UML.
Le stéréotype Modification étend la méta-classe Usage. Le stéréotype définit un attribut
destiné à contenir la description de la modification à effectuer sur la valeur de la propriété
cible de la relation.
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FIGURE 4.15 : Stéréotype DirectedBinaryRelationship
Le stéréotype ProductLine représente l’élément de base de tout modèle de caractéris-
tiques. Il est associé à l’ensemble des caractéristiques et des configurations existantes. Il
étend la méta-classe Component.
Le stéréotype Property étend la méta-classe Port. Un port représente un point d’inter-
action entre un Classifier et son environnement [OMG, 2011]. Nous étendons ce concept
pour définir le concept de propriété de caractéristique dont la valeur peut être modifiée en
fonction du choix d’autres caractéristiques.
Un groupe de relations, défini par le stéréotype RelationshipGroup, étend la méta-classe
Port comme présenté dans la figure 4.16. Nous avons également créé, pour des raisons pra-
tiques, les stéréotypes Xor, Or et And qui représentent des groupes prédéfinis avec les mul-
tiplicités (1, 1), (1, *) et (*,*). Le port stéréotypé doit se placer sur la caractéristique parent à
partir de laquelle les relations sont groupées.
Le stéréotype Stakeholder, pour les parties prenantes, étend la méta-classe Actor car leur
sémantique est très proche. La différence est que les parties prenantes du futur produit ne
sont pas nécessairement ses futurs utilisateurs. Les acteurs sont toujours des utilisateurs du
produit.
Les classes FeatureOccurrence, ModelElementInstance et Product du méta-modèle n’ont
pas fait l’objet de création de stéréotypes car elles sont instanciées uniquement lors de la
configuration d’un produit. Le rôle du profil UML est de créer un modèle de caractéristiques,
et non de le configurer.
4.4.2 La navigabilité des classes du modèle métier
Un produit issu d’une ligne de produits logiciels utilise un modèle de données représen-
tant les données qu’il traite, aussi appelé modèle métier, ou modèle de contexte de la ligne
de produit. Nous avons choisi de décrire ce modèle à l’aide de diagrammes de classes UML
dans RSA car cela constitue un standard industriel. D’autre part, il est possible, facilement,
de transformer un modèle UML vers un autre format et inversement.
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FIGURE 4.16 : Stéréotype RelationshipGroup
Comme expliqué dans le chapitre 2, les caractéristiques d’un logiciel sont liées à des
données du contexte :
• Certaines instances des classes de ce modèle nécessitent la présence de caractéris-
tiques dédiées à leur traitement. Par exemple, la présence d’une gestion technique
centralisée (GTC) dans un bâtiment nécessite que le logiciel possède une caractéris-
tique “interface de communication” compatible avec cette GTC.
• Certaines caractéristiques nécessitent la disponibilité de données particulières. Par
exemple, une caractéristique de gestion de la température nécessite la présence de
capteurs de température et de présence.
• Certaines caractéristiques dépendent de la présence de données hiérarchisées. Par
exemple, une caractéristique relative à une pièce dépend de la sélection d’une caracté-
ristique relative à la CTA qui gère cette pièce. Plus précisément, la caractéristique Opti-
misation de la température de l’air soufflé relative à une pièce ne peut être sélectionnée
que si la caractéristique Contrôle de la température de l’air soufflé relative à la CTA est
sélectionnée. Ce choix doit être fait pour chaque CTA du bâtiment et chaque pièce
gérée par l’une de ces CTA. Un modèle métier ne permet pas de déterminer quelles
associations décrivent cette hiérarchie parmi toutes les associations du modèle.
Il est donc nécessaire d’enrichir la sémantique du modèle en marquant quelles associa-
tions décrivent la hiérarchie des classes associées à des caractéristiques. Nous proposons un
profil UML permettant de décrire, pour tout modèle métier modélisé en UML, les relations
hiérarchiques, ou, navigabilité entre les classes qui le composent.
Les stéréotypes de ce profil sont indépendants du méta-modèle de caractéristiques car
ils concernent uniquement les classes du contexte de la ligne de produits. Ce profil permet
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d’enrichir la sémantique d’un modèle métier, sans le modifier, en apportant des informa-
tions concernant la navigabilité entre ses classes.
La figure 4.17 présente le méta-modèle relatif à ce profil. Une classe faisant partie de
FIGURE 4.17 : Méta-modèle des éléments navigables
la relation hiérarchique est nommée HierarchicalClassificationElement. Une association re-
présentant un lien entre deux classes de classification hiérarchique est nommée Element-
Link.
Le profil UML correspondant contient deux stéréotypes, présentés dans la figure 4.18.
Le stéréotype HierarchicalClassificationElement s’applique aux classes utilisées pour dé-
FIGURE 4.18 : Profil UML décrivant la navigabilité entre les classes du contexte
crire des classes du contexte pouvant être associés à des caractéristiques. Le stéréotype Ele-
mentLink s’applique aux associations entre classes de classification hiérarchique. Le sens
de la hiérarchie est donné par l’attribut aggregation :AggregationKind et l’opération isNavi-
gable() :Boolean des propriétés possédées par l’association. Une association de la hiérarchie
nécessite que l’extrémité du côté de la classe fille de la hiérarchie soit navigable et que l’ex-
trémité côté classe parent ait un type d’agrégation différent de none (les autres littéraux de
l’énumération AggregationKind étant shared et composite).
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4.4.3 Outillage
Nous avons choisi de baser l’implémentation de l’outil permettant de créer nos modèles
de caractéristiques sur RSA. Cela nous permet de bénéficier d’un environnement de mo-
délisation UML complet et extensible. Les outils de modélisation de RSA se basent sur le
framework de modélisation d’Eclipse (Eclipse Modelling Framework – EMF), et fournissent
un ensemble d’outils et d’assistants permettant de faciliter la création d’extensions (nou-
veaux plug-ins). Nous avons donc développé un plug-in permettant la création de modèles
de caractéristiques dans RSA.
Cette approche nous permet de définir, avec le même outil, à la fois le modèle métier et
le modèle de caractéristiques. Cela permet de bénéficier d’un espace de travail homogène
dans lequel il est aisé de décrire les liens entre caractéristiques et classes métier.
La création d’un plug-in intégrant un profil UML dans RSA permet notamment de spé-
cifier quels stéréotypes apparaîtront dans les barres d’outils et palettes de RSA, et de pa-
ramétrer la façon dont ils seront présentés dans les diagrammes. La création d’un tel outil
consiste à :
1. créer un profil UML (décrit dans la section précédente),
2. générer les modèles décrivant l’outil (les palettes, barres d’outils, . . . ),
3. générer le code du plug-in, l’éditer si nécessaire,
4. compiler et déployer le plug-in.
Dans notre cas, nous avons besoin uniquement d’un éditeur de modèles de caractéris-
tiques. Nous nous sommes concentrés sur le développement de la “palette” de cet éditeur. Il
s’agit d’une barre de menus permettant un accès direct à des éléments spécifiques à un type
de diagramme ou un type d’éditeur.
La figure 4.19 montre l’un des diagrammes décrivant la structure de la palette. Chaque
élément du diagramme est une classe stéréotypée générée à partir des stéréotypes du profil
UML. Nous avons construit plusieurs diagrammes, similaires à celui présenté dans la fi-
gure 4.19, décrivant la structure de tous les menus de la palette du plug-in. La catégorie
nommée Feature hierarchy contient quatre sous-catégories et l’élément Feature. Chacune
des sous-catégories contient des éléments utilisables dans des diagrammes. Par exemple, la
sous-catégorie Hierarchy contient les éléments Implement, Enrich et Detail. Ces éléments de
la palette permettront ensuite de créer les associations avec les stéréotypes correspondants.
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FIGURE 4.19 : Organisation des éléments de la palette concernant l’organisation hiérar-
chique des caractéristiques
Le résultat final, après avoir généré le code et déployé le plug-in, est présenté dans la
figure 4.20. Elle montre la catégorie Feature hierarchy “dépliée” dans la palette du plug-in.
Ainsi, tous les stéréotypes nécessaires à la création de modèles de caractéristiques sont di-
rectement accessibles. Chacun des éléments de la palette donne accès à l’un des stéréotypes
du profil ou à l’une des tagged values d’un stéréotype. Par exemple, l’élément de la palette
Feature requiredFeature permet d’associer une caractéristique à une caractéristique qu’elle
requiert. Une référence vers la caractéristique requise est ajoutée dans la tagged value de la
caractéristique source de la relation.
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FIGURE 4.20 : Vue de la palette permettant d’éditer des modèles de caractéristiques
La figure 4.21 présente l’ensemble des éléments présents dans la palette de notre plug-
in. Nous y retrouvons l’ensemble des stéréotypes décrits précédemment plus des éléments
permettant d’affecter des valeurs aux attributs des stéréotypes. Par exemple, l’élément Fea-
ture set gathers renvoie à l’attribut gatheredFeatures du profil et du méta-modèle (montré
dans la figure 4.10). La colonne de gauche représente les catégories d’éléments de la palette.
Nous avons créé quatre catégories regroupant tous les éléments de la palette :
• Organisation : contient les éléments permettant d’organiser la ligne de produits à
l’aide d’ensembles de caractéristiques, niveaux, de répartir les caractéristiques entre
les parties prenantes, et de décrire les assets associés aux caractéristiques,
• Feature properties : contient les éléments permettant d’ajouter des informations aux
caractéristiques telles que les propriétés et les liens avec un modèle de contexte,
• Hierarchy : contient les éléments permettant de créer la hiérarchie de caractéristiques
du modèle. Cette catégorie contient donc l’élément caractéristique, les relations hié-
rarchiques entre caractéristiques, les groupes de relations, et les contraintes entre ca-
ractéristiques,
• Feature sets : contient les éléments permettant de créer des ensembles de caractéris-
tiques.
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FIGURE 4.21 : Organisation de l’ensemble des éléments de la palette
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4.5 Comparaison avec les outils existants
Différentes contributions ont fourni des outils permettant la création de modèles de
caractéristiques [University~of~Waterloo; Pros~Labs; T. Bednasch et al., 2003; Acher et al.,
2011b]. Cependant elles reposent toutes sur le développement d’un outil dédié permettant
la création des modèles de caractéristiques. Nous avons au contraire choisi de réutiliser un
outil de modélisation UML dont nous avons étendu les fonctionnalités au moyen d’un profil
UML. L’avantage de notre approche est que nous avons pu créer l’éditeur assez rapidement
pratiquement sans programmation. Nous avons développé un prototype, basé sur les algo-
rithmes décrits dans le chapitre 5, permettant d’adapter le modèle de caractéristiques à un
contexte et de le configurer. Ce prototype pourrait être intégré au plugin RSA contenant le
profil UML dans le cadre d’un développement futur.
Plusieurs travaux [Gomaa et Shin, 2007; Hassan Gomaa et Michael E. Shin, 2010]
montrent que les approches basées sur UML, et intégrées dans un logiciel de modélisa-
tion sont viables. Cela permet par exemple de mapper les classes du logiciel avec des carac-
téristiques afin de générer du code correspondant aux caractéristiques sélectionnées. Les
travaux de Clauß [Matthias Clauß, 2001] montrent également que l’utilisation d’un profil
UML pour représenter un modèle de caractéristiques est un moyen efficace de représenter
la variabilité d’un logiciel. Mais contrairement à lui, nous avons choisi la méta-classe UML
Component car elle possède une sémantique plus riche et représente, comme une caracté-
ristique, un élément constitutif d’un système et fournissant un service.
4.6 Conclusion
Notre méta-modèle de caractéristiques est développé pour convenir aux besoins que
nous avons identifiés dans un projet industriel. Nous y avons inclus des nouveautés per-
mettant de décrire les liens entre caractéristiques et classes métier, et les concepts de layers,
stakeholder concerns, feature-sets, et group constraints.
Nous avons créé un outil en étendant les fonctionnalités de RSA permettant de produire
des modèles de caractéristiques liés au modèle métier utilisé dans le projet. Nous avons
également créé des transformations de modèles permettant d’extraire de RSA les modèles
de caractéristiques au format XML. Cette approche nous a permis de nous affranchir de
RSA pour développer un prototype faisant la transformation de modèles (présentée dans le
chapitre 5).
Une perspective de développement consisterait à réaliser dans RSA la génération du mo-
dèle de caractéristiques spécifiques au contexte en créant un plugin s’appuyant sur la repré-
sentation interne des modèles UML dans RSA avec Eclipse Modelling Framework (EMF).
Nous pourrions pousser l’intégration de notre profil dans RSA encore plus loin, en utili-
sant le gestionnaire de dépôts d’assets de RSA pour identifier les assets et les artefacts pou-
vant être associés aux caractéristiques. Il serait aussi possible de mettre en œuvre une ap-
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proche de construction d’un modèle de caractéristiques par rétro-ingénierie des assets et
artefact présents dans un dépôt d’assets. Cette approche serait d’autant plus pertinente que
la norme RAS [OMG, 2005] (Reusable Asset Specification, spécifiant comment décrire et or-
ganiser des assets dans un dépôt dédié, dispose d’un mécanisme de gestion de la variabilité
entre les artefacts.
D’autre part, une prochaine étape souhaitable consisterait à intégrer notre méta-modèle
au Common Variability Language (CVL) actuellement en cours de normalisation par l’OMG.
Nous pourrions réutiliser leur description de la variabilité et leurs méthodologies pour in-
tégrer la variabilité dans le développement d’un logiciel, et ajouter nos nouveaux concepts
permettant d’adapter le logiciel à un contexte.
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CHAPITRE
5
Génération automatisée de modèles
de caractéristiques dépendants du
contexte par transformation de
modèles
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5.1 Introduction
Ce chapitre explique notre méthode d’adaptation de modèles de caractéristiques à un
contexte donné. Il s’agit d’une méthode générique s’appuyant sur une démarche d’ingénie-
rie dirigée par les modèles. Elle automatise l’adaptation d’un modèle de caractéristiques en
fonction d’un modèle de contexte décrivant l’environnement d’exécution ou de déploie-
ment du nouveau produit. Plus globalement, il s’agit du contexte selon lequel des choix de
configuration vont être faits.
La section 5.2 présente globalement les différents modèles que nous utilisons ainsi que
le fonctionnement de notre méthode. La section 5.3 définit l’ensemble des concepts et une
notation que nous utilisons dans la suite de ce chapitre. La section 5.4 présente l’algorithme
permettant la génération d’un modèle de caractéristiques adapté à un contexte. La sec-
tion 5.5 décrit l’implémentation de notre méthode. La section 5.6 conclut ce chapitre.
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5.2 Description globale de l’approche
Notre approche intègre les cinq modèles présentés dans la figure 5.1. Le context mo-
del (CM), ou modèle du contexte, décrit les concepts du contexte que le produit utilise. Ce
modèle peut être créé à l’aide d’un langage spécifique à un domaine (DSL) ou d’un mo-
dèle UML. Dans le cadre de notre étude de cas, ce modèle est le modèle d’infrastructure de
bâtiments, qui répertorie l’ensemble des concepts du domaine du bâtiment, par exemple,
capteur de température, salle de réunion, ou salle de cours.
Le Generic Feature Model (FM), ou modèle générique de caractéristiques, décrit les ca-
ractéristiques ainsi que les contraintes à valider pour autoriser leur présence dans un pro-
duit. Notre modèle générique de caractéristiques permet l’association de caractéristiques
génériques (GF) à des concepts du contexte afin de spécifier que certaines d’entre elles
doivent être dupliquées selon les instances de ces concepts du contexte. Dans notre ap-
proche, ce modèle n’est pas utilisé directement pour configurer un nouveau produit. Il doit
d’abord être adapté selon un contexte spécifique, décrit par le modèle d’instances du mo-
dèle de contexte, ou Context Model Instance. Dans notre étude de cas, le FM décrit l’en-
semble des caractéristiques du logiciel d’optimisation énergétique et en associe certaines à
des concepts du contexte du bâtiment.
Le Context Model Instance (CMI), ou instance du modèle de contexte, décrit les éléments
du contexte qui sera géré spécifiquement par un nouveau produit donné. Dans notre étude
de cas, il s’agit de la représentation du bâtiment qui sera géré par un nouveau logiciel d’op-
timisation énergétique. Une représentation de bâtiment contient par exemple des éléments
qui décrivent les salles du bâtiment avec notamment leurs dimensions et les capteurs ins-
tallés.
Le Context Specific Feature Model (CSFM), ou modèle de caractéristiques spécifique
au contexte, contient l’ensemble des caractéristiques spécifiques au contexte, ou Context
Specific Feature (CSF), pouvant être choisies pour construire un nouveau produit dans un
contexte d’exécution donné. Ce modèle est spécifique à un FM et à un CMI car chaque
CSF fait référence à une GF et, s’il y a lieu, à une instance de concept du contexte. Ce mo-
dèle sert à décrire quelles sont les caractéristiques que le logiciel peut avoir pour traiter les
éléments d’un contexte donné. associées. Par exemple, dans notre étude de cas, des CSF
existent pour chaque caractéristique du logiciel applicable à chaque salle du bâtiment. Les
caractéristiques présentes dans ce modèle doivent valider les contraintes liées à l’instance
du contexte auxquelles elles sont Dans ce chapitre, nous développons une approche origi-
nale pour générer automatiquement ce modèle.
Le Product Configuration, ou configuration de produit, représente un ensemble de CSF
ayant été choisies par les commanditaires pour composer un futur produit. Pour être valide,
une configuration doit satisfaire toutes les contraintes de variabilité du modèle de caracté-
ristiques.
La figure 5.2 synthétise l’utilisation des modèles de notre approche. Les modèles CM,
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FIGURE 5.1 : Vue d’ensemble des modèles de notre approche
FM, et CMI sont fournis à notre processus en entrée. Le processus crée un CSFM en sortie
qui peut ensuite être utilisé par un utilisateur pour créer une configuration de produits.
FIGURE 5.2 : Utilisation des différents modèles dans notre processus de génération de mo-
dèle de caractéristiques
Dans la section suivante, nous définissons chacun des modèles mentionnés ci-dessus.
5.3 Définitions et notations
Cette section décrit à l’aide d’un formalisme mathématique les modèles utilisés dans
notre approche. Dans un premier temps, nous décrirons les contextes dans lesquels s’exé-
cutent les produits de la ligne de produits. Dans ces contextes, des éléments sont associés
à d’autres éléments. La multiplicité, inspirée des langages tels que Entité-Association ou
UML, servira à décrire, pour une relation r donnée et pour un élément e donné, à combien
d’éléments l’élément e peut être associé par r. La multiplicité est décrite par un intervalle :
• sa borne inférieure est le nombre minimum d’éléments auxquels e doit être associé
par r,
• sa borne supérieure est le nombre maximum d’éléments auxquels e peut être associé
par r.
Cette notion de multiplicité apparaîtra aussi dans les modèles de caractéristiques. Elle si-
gnifiera que la caractéristique peut être dupliquée un nombre de fois inclus dans l’intervalle
défini par sa multiplicité.
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Nous définissons de façon préliminaire la notion de multiplicité. Nous réutiliserons cette
notation dans les définitions suivantes.
Définition 1. Multiplicité. L’ensemble des multiplicités estMult=N×N∪{∗}. De plus, nous
définissons :
• MinM : Mult→ N l’application qui, à une multiplicité, associe sa borne inférieure.
Pour (mn,mx) ∈Mult,MinM((mn,mx))=mn,
• MaxM : Mult→ N∪ {∗} l’application qui, à une multiplicité, associe sa borne supé-
rieure. Pour (mn,mx) ∈Mult,MaxM((mn,mx))=mx.
Nous formalisons dans la notion de modèle de contexte la description des concepts et
des relations que nous trouvons dans un domaine d’application sur lequel portera la ligne
de produits.
Un modèle de contexte capture l’essentiel de ce qui nous intéresse et reprend l’esprit
des langages de modélisation tels que Entité-Association, UML, ou ontologiques, et nous
permet de décrire notre approche d’une manière indépendante de tel ou tel langage de mo-
délisation spécifique.
Afin de donner un cadre général à l’approche, nous avons choisi de le modéliser sous
la forme d’un multigraphe orienté et étiqueté. Chaque nœud représente un concept du
contexte. Chaque arc représente une relation entre deux concepts.
Définition 2. Modèle de contexte (CM). Un modèle de contexte décrit les informations sur
les concepts utilisées par le futur produit.
Il s’agit d’un septupletCM=(G,VC,VA, lC, lA,multCM,N), avec :
• G=(C,A,s,t) est un multigraphe orienté et étiqueté
– C est un ensemble de nœuds.
– A est un ensemble d’arcs.
– s :A→C, associe à un arc son nœud source.
– t :A→C, associe à un arc son nœud cible.
• VC et VA définissent des ensembles finis d’étiquettes respectivement pour les nœuds et
les arcs.
• lC :C→VC est une fonction qui associe à un nœud son étiquette.
• lA :A→VA est une fonction qui associe à un arc son étiquette.
• multCM :A→Mult, associe à chaque arc une multiplicité.
• N⊆A, est un ensemble d’arcs du multigraphe G représentant la navigabilité 1 entre des
nœuds de C. Cet ensemble d’arcs induit un graphe sans circuits.N possède la propriété
suivante : ∀(c1,c2) ∈C×C,∃!a ∈N avec s(a)= c1 et t(a)= c2.
De plus, nous introduisons le prédicat P (pour Path), défini par xPy, x,y ∈ C, avec xPy
vrai ssi il existe un chemin de x vers y dans le graphe induit parN.
La figure 5.3 présente un exemple de modèle de contexte. Les noms des nœuds et des
arcs sont représentés en gras, les étiquettes en italique. Les nœuds c1, c2, c3 et c4 repré-
sentent des concepts du contexte reliés entre eux par des arcs étiquetés par un nom et une
multiplicité. Le graphe présenté dans la figure 5.3 est décrit comme suit.
1. Cette notion de navigabilité est différente de la notion de navigabilité en UML.
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FIGURE 5.3 : Représentation du modèle de contexte
C= {c1,c2,c3,c4}
VC= {Bâtiment,Étage,Espace, Instrument}
VA= {contient étages,contenu dans bâtiment,contient espaces,contenu dans étage,
contient capteurs,contient actionneurs, instrumente bâtiment}
lC(c1)=Bâtiment, lC(c2)= Étage, lC(c3)= Espace, lC(c4)= Instrument
A= {a1,a2,a3,a4,a5,a6,a7}
lA(a1)= contient étages, lA(a2)= contenu dans bâtiment, lA(a3)= contient espaces,
lA(a4)= contenu dans étage, lA(a5)= contient actionneurs, lA(a6)= contient capteurs,
lA(a7)= instrumente bâtiment
multCM(a1)= (1,∗), multCM(a2)= (1,1), multCM(a3)= (1,∗), multCM(a4)= (1,1),
multCM(a5)= (0,∗), multCM(a6)= (0,∗), multCM(a7)= (0,1)
s(a1)= c1, s(a2)= c2, s(a3)= c2, s(a4)= c3, s(a5)= c3, s(a6)= c3, s(a7)= c4
t(a1)= c2, t(a2)= c1, t(a3)= c3, t(a4)= c2, t(a5)= c4, t(a6)= c4, t(a7)= c1
N= {a1,a3}
Dans cet exemple, on a choisi de naviguer le long des relations d’inclusion entre les lieux
(bâtiments, étages, espaces).
Remarquons que, à cause de la propriété sur N, on ne pourrait pas mettre dans N à la
fois a5 et a6 car ces deux arcs relient les mêmes sommets.
La figure 5.4 présente le graphe sans circuits induit parN. Ainsi, dans cet exemple, le pré-
dicat P retourne les valeurs suivantes c1Pc2 = vrai, c1Pc3 = vrai, c2Pc4 = faux, c3Pc1 =
faux.
Une instance de modèle de contexte est un multigraphe,CMI, défini comme suit. Il dé-
crit des entités d’un niveau d’abstraction inférieur. Là où le modèle de contexte correspond à
un modèle UML ou à la TBox d’une ontologie, l’instance de modèle de contexte correspond
à un “modèle d’instance” UML ou à la ABox d’une ontologie. Les nœuds de ce graphe sont
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FIGURE 5.4 : Graphe induit parN
des instances de concepts du contexte. Les arcs associent deux instances conformément aux
arcs existants entre leurs concepts respectifs comme nous l’expliquerons ci-dessous.
Définition 3. Instance de modèle de contexte (CMI) . Une instance de modèle de contexte
CMI décrit des instances et des liens qui se conforment à un modèle de contexteCM. Il s’agit
d’un quadruplet,CMI=(GI,AC,AA,NI), avec :
• GI=(I,AI,sI,tI) est un multigraphe orienté
– I est un ensemble de nœuds.
– AI est un ensemble d’arcs.
– sI :AI→ I, associe à un arc son nœud source.
– tI :AI→ I, associe à un arc son nœud cible.
• AC : I→C est une application qui associe à toute instance de I un concept.
• AA :AI→A est une application qui associe à chaque arc entre instances un arc entre
concepts auquel il se conforme. Soit un arc a1 entre instances et soit a2 l’arc entre
concepts auquel il se conforme, les nœuds source et cible de l’arc a1 doivent être associés
respectivement aux nœuds source et cible de l’arc a2 :
∀(a1,a2) ∈AI×A avecAA(a1)=a2
On a : {
AC(sI(a1))= s(a2)
AC(tI(a1))= t(a2)
Cette application vérifie aussi qu’à chaque arc a de l’ensemble A, si cet arc est associé à
des arcs deAI parAA, alors le nombre de ces arcs est compris dans l’intervalle donné par
la multiplicité de l’arc a. La figure 5.5 illustre la relation entre la multiplicité (mn,mx)
de l’arc a, et ses instances.
∀i ∈ I,∀a ∈A avecmultCM(a)= (mn,mx) et avecAC(i)= s(a)
mn ≤ |{ai ∈AI avec s(ai)= i etAA(ai)=a}|≤mx
• NI ⊆AI est un ensemble d’arcs qui induit un graphe sans circuits représentant la navi-
gabilité entre les instances de I. Il possède la propriété suivante,∀(i1, i2) ∈ I×I,∃!ai ∈NI
avec s(ai)= i1 et t(ai)= i2.
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FIGURE 5.5 : Instances d’arcs
• On note PNI le prédicat tel que iPNIj, i, j ∈ I, est vrai ssi il existe un chemin de i vers j
dans le graphe induit parNI.
• NI est conforme àN : ∀ai ∈NI, on aAA(ai) ∈N.
Les figures 5.6 et 5.7 présentent un même modèle instance du modèle de contexte sous
la forme d’un graphe. La figure 5.6 présente les étiquettes du graphe, et la figure 5.7 présente
le nom des nœuds et des arcs.
FIGURE 5.6 : Instance du modèle de contexte avec étiquettes
Nous avons nommé les nœuds et les arcs sur le schéma selon les conventions suivantes.
D’abord le nom du nœud, suivi de “ : ”, puis le nom du concept associé selon l’application
AC. Pour des raisons de clarté, les arcs portent ici le nom de l’étiquette de l’arc associé selon
l’applicationAA.
73
FIGURE 5.7 : Instance du modèle de contexte
Le grapheG est comme suit :
I= {i1, i2, i3, i4, i5, i6, i7}
AI= {ia1, ia2, ia3, ia4, ia5, ia6, ia7, ia8, ia9, ia10, ia11, ia12, ia13}
sI(ia1)= i1, sI(ia2)= i2, sI(ia3)= i1, sI(ia4)= i3, sI(ia5)= i5, sI(ia6)= i5,
sI(ia7)= i5, sI(ia8)= i6, sI(ia9)= i3, sI(ia10)= i4, sI(ia11)= i7, sI(ia12)= i2,
sI(ia13)= i5
tI(ia1)= i2, tI(ia2)= i4, tI(ia3)= i3, tI(ia4)= i5, tI(ia5)= i7, tI(ia6)= i6,
tI(ia7)= i6, tI(ia8)= i1, tI(ia9)= i1, tI(ia10)= i2, tI(ia11)= i1, tI(ia12)= i1,
tI(ia13)= i3
Les concepts associés à chaque instance de I sont comme suit :
AC(i1)= c1, AC(i2)= c2, AC(i3)= c2, AC(i4)= c3, AC(i5)= c3, AC(i6)= c4,
AC(i7)= c4
Les arcs entre concepts associés aux arcs entre instances sont les suivants :
AA(ia1)=a1, AA(ia2)=a3, AA(ia3)=a1, AA(ia4)=a3, AA(ia5)=a5,
AA(ia6)=a6, AA(ia7)=a5, AA(ia8)=a7, AA(ia9)=a2, AA(ia10)=a4
AA(ia11)=a7, AA(ia12)=a2, AA(ia13)=a4
NI= {ia1, ia2, ia3, ia4}
Le graphe sans circuits induit parNI est présenté à la figure 5.8.
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FIGURE 5.8 : Graphe sans circuits induit parNI
Dans cet exemple, le prédicat PNI a les valeurs suivantes : i1PNIi5 = vrai, i3PNIi4 =
faux.
Nous allons à présent décrire les modèles de caractéristiques. Nous aurons besoin de
contraintes que devront respecter les caractéristiques entre elles ou relativement à des élé-
ments d’un contexte. Nous avons choisi de représenter ces contraintes dans des langages
inspirés de la logique des propositions et de la logique des prédicats.
Définition 4. Langage de la logique des propositions. Un langage de logique proposition-
nelleLprop(Prop) est constitué de symboles contenus dans les ensembles :
• Prop, de symboles propositionnels,
• L= {⇒,⇔,∧,∨,¬}, de connecteurs logiques.
L’ensemble des formules propositionnelles F est le langage sur l’alphabet Prop∪L défini par
les règles suivantes :
• si p ∈Prop alors p est une formule propositionnelle (p ∈F),
• si a ∈F alors ¬a ∈F,
• si a,b ∈F alors (a∧b) ∈F,(a∨b) ∈F,(a⇒b) ∈F et (a⇔b) ∈F.
Définition 5. Langage de la logique des prédicats. Un langage de la logique des prédicats
Lpred(Cst,Fn,Pn) possède un vocabulaire W constitué de symboles contenus dans les en-
sembles :
• V de variables,
• Cst de constantes,
• Cn= {⇒,⇔,∧,∨,¬}, de connecteurs,
• Q= {∀,∃}, de quantificateurs,
• Fn de fonctions,
• Pn de prédicats, ou relations.
Soit Σ= (Cst,Fn,Pn) la signature de ce langage. L’ensemble T des termes sur la signature Σ
est le langageA(Σ) tel que :
• toute variable v ∈V est un terme,
• toute constante c ∈Cst est un terme,
• si t1, . . . ,tn sont des termes et f ∈ Fn un symbole de fonction d’aritén, alors f(t1, . . . ,tn)
est un terme.
Une formule atomique est de la forme p(t1, . . . ,tn), où p ∈ Pn est un symbole de prédicat et
t1, . . . ,tn sont des termes.
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L’ensemble des formulesF sur la signatureΣ est le langage sur l’alphabetA(Σ) défini par :
• toute formule atomique est une formule de F,
• si a ∈F, alors ¬a ∈F,
• si a,b ∈F, alors (a∧b),(a∨b),(a⇒b) et (a⇔b) ∈F.
• si a ∈F, et x ∈V est une variable, alors ∀x.a ∈F et ∃x.a ∈F.
Définition 6. Modèle de caractéristiques (FM). Un modèle de caractéristiques FM, défini
pour un modèle de contexte donné CM = (G,VC,VA, lC, lA,multCM,N), est un 6-uplet
FM= 〈F,λ,rf,Ψf,DEfm,Gfm,featureCC,Ψc〉, avec :
• F est un ensemble de caractéristiques.
• λ : F→Mult représente la multiplicité d’une caractéristique. Cela représente les nombres
minimum et maximum de fois que la caractéristique peut être dupliquée.
• rf ∈ F, est la caractéristique racine.
• Ψf ⊆Lprop(F) est un ensemble de contraintes portant sur les caractéristiques, exprimées
à l’aide du langageLprop(F).
• DEfm ⊂ F×F est l’ensemble des arcs entre les caractéristiques. Munies deDEfm, les ca-
ractéristiques forment un arbre orienté dont la racine est rf. Lorsque (f,f
′) ∈DEfm, f ′
est appelée caractéristique fille de f.
• Gfm= {(f,(mn,mx),S) / f ∈ F,(mn,mx) ∈Mult,S⊂ F et ∀s ∈ S,(f,s) ∈DEfm} est l’en-
semble des groupes de caractéristiques.
La multiplicité d’un groupe de caractéristiques est utilisée pour contraindre la sélection
des caractéristiques filles d’une caractéristique parent f. S est un ensemble de caracté-
ristiques filles de f.
• featureCC : F → P(C×Mult) est une fonction associant à chaque caractéristique
des couples formés d’un concept du contexte et d’une multiplicité. La multiplicité dé-
crit le nombre de fois que la caractéristique peut être dupliquée pour chaque instance
du concept. Pour une caractéristique notée f associée à un concept c1 et la multiplicité
(mn,mx) (donc avec (c1,(mn,mx)) ∈ featureCC(f)), toutes les caractéristiques filles
de f doivent être associées au même concept c1 ou
2 à un concept c2 accessible depuis c1
selon le graphe induit par N (satisfaisant le prédicat c1Pc2) :
∀f ∈ F,∀c1 ∈ C avec (c1,(mn,mx)) ∈ featureCC(f) alors ∀f ′ ∈ F telle que (f,f ′) ∈
DEfm alors (c1,(m
′
n,m
′
x)) ∈ featureCC(f ′), ou (c2,(m ′′n,m ′′x )) ∈ featureCC(f ′) avec
c2 ∈C et c1Pc2 vraie.
• Ψc : F×C→Lpred(Cst,Fn,Pn) est une fonction associant une contrainte décrite avec
le langageLpred, à un couple caractéristique/concept, avec
– Cst = C∪ F∪ I∪VC∪VA∪N∪A∪AI∪NI∪ rf∪DEfm∪Gfm, est l’ensemble des
constantes,
– Fn= {lC, lA,multCM,s,t,AC,AA,sI,tI,featureCC,λ,λGfm ,featureCCconcept,
featureCCmult}, est l’ensemble des fonctions,
– Pn= {P,PNI}, est l’ensemble des prédicats.
La contrainte sert à spécifier les critères auxquels doit se conformer l’instance du
contexte associée au concept afin de permettre la duplication d’une caractéristique.
2. Notez que l’on peut avoir {(c1,(mn,mx)),(c2,(m
′
n,m
′
x))}⊆ featureCC(f)
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De plus nous étendons la définition précédente avec la notation suivante :
• λGfm :Gfm→Mult, associe à un groupe de caractéristiques sa multiplicité.
• featureCCconcept : C×Mult→ C, associe à un couple concept / multiplicité son
concept.
• featureCCmult : C×Mult→Mult, associe à un couple concept / multiplicité sa
multiplicité.
La figure 5.9 présente différentes situations dans lesquelles sont utilisées les multiplici-
tés. La multiplicité (1, 2) entre le concept c2 et la caractéristique A signifie que pour toute
instance de c2,A doit être présent une ou deux fois. La multiplicité (1, *) deA signifie qu’un
produit doit contenir la caractéristique A au moins une fois et autant que nécessaire. La
multiplicité (1, *) de la caractéristique B signifie que B doit être présente au moins une fois
siA est choisie. La caractéristiqueC doit être présente une ou deux fois pour toute instance
du concept c2 comme indiqué par la multiplicité de la fonction featureCC.
FIGURE 5.9 : Exemple de caractéristiques associées à des concepts du contexte
La figure 5.10 représente un modèle de caractéristiques sous la forme d’un graphe
orienté et annoté par les différents éléments de sa définition. Dans cette figure, les arcs entre
caractéristiques (DEfm) sont orientés vers le bas. Y sont représentés les caractéristiques,
la multiplicité des caractéristiques, les arcs entre caractéristiques de l’ensemble DEfm, les
concepts du contexte associés à des caractéristiques, la fonction featureCC associant une
caractéristique à un concept et une multiplicité, et l’ensemble des groupes de caractéris-
tiquesGfm.
La figure 5.11 représente le modèle de caractéristiques décrit dans la figure 5.10. Nous
avons adapté et étendu ici le formalisme plus répandu de Czarnecki et al. [2004a]; T. Bed-
nasch et al. [2003] et nous allons faire le parallèle avec notre formalisation. Dans ce modèle,
la caractéristique B est reliée par un arc avec la multiplicité (1,2) au concept c2, issu du
graphe du modèle de contexte de la figure 5.3. Cela signifie que pour une instance de c2 on
pourra choisir une ou deux B.
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FIGURE 5.10 : Modèle générique de caractéristiques représenté sous la forme d’un graphe
orienté
FIGURE 5.11 : Modèle générique de caractéristiques utilisant le formalisme des modèles
de caractéristiques avec multiplicité [Czarnecki et al., 2004b] étendu par la liaison avec les
concepts du domaine (ici c2).
Dans le modèle de caractéristiques décrit par les figures 5.10 et 5.11, nous avons les en-
sembles suivants. L’ensemble des caractéristiques est :
F= {A,B,C,D,E,F,G}
L’ensemble des multiplicités de caractéristiques des figures 5.10 et 5.11 est défini comme
suit :A est la racine du modèle de caractéristiques. Sa multiplicité est, par convention, (1,1).
La multiplicité des caractéristiques est :
λ(A)= (1,1) ; λ(B)= (0,∗) ; λ(C)= (0,1) ; λ(D)= (0,1) ;
λ(E)= (1,1) ; λ(F)= (0,1) ; λ(G)= (0,1)
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La contrainte suivante exprime que la caractéristique D requiert la caractéristique F :
Ψf= {D⇒ F}
Chaque groupe de caractéristiques est défini par la caractéristique parent à laquelle il
appartient, une multiplicité spécifiant combien de caractéristiques filles peuvent être choi-
sies, et l’ensemble des caractéristiques groupées. Dans la figure 5.11, un groupe de caracté-
ristiques est décrit par un arc de cercle en pointillés et sa multiplicité. Les caractéristiques
C,D sont groupées dans le groupe g1 sous la caractéristique B avec la multiplicité (1, *) et
F,G sont groupées dans le groupe g2 sous la caractéristique E avec la multiplicité (1, 1) :
g1=(B,(1,∗), {C,D}), g2=(E,(1,1), {F,G})
Gfm = {g1, g2}
Les figures 5.10 et 5.11 montrent les caractéristiques B, C et D associées par un arc
au nœud du concept c2. Cet arc correspond à la représentation graphique de la fonction
featureCC définie ci-dessus.
featureCC(B)= {(c2,(1,2))}
featureCC(C)= {(c2,(0,2))}
featureCC(D)= {(c2,(0,2))}
Par exemple, dans le cas décrit par la figure 5.12, on a featureCC(B) =
{(c2,(1,2))}, featureCC(C) = {(c3,(0,∗))} et featureCC(D) = {(c2,(1,2))}. La relation
featureCC(D) = {(c2,(1,2))} est implicite et n’est pas présentée car elle est identique à
celle de sa caractéristique parent. Les caractéristiques B etD peuvent être dupliquées 1 ou
FIGURE 5.12 : Modèle de caractéristiques dans lequel une caractéristique fille est associée à
un concept différent de sa caractéristique parent.
2 fois pour chaque instance du concept c2. La caractéristique C peut être dupliquée 0 ou
plusieurs fois pour chaque instance du concept c3 navigable à partir d’une instance de c2.
La caractéristique B du modèle de caractéristiques de la figure 5.12 a la multiplicité
(0,∗). Cette multiplicité spécifie combien de fois B peut être dupliquée dans un produit.
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L’association deB au concept c2, signifie qu’on aura pour chaque instance de c2 un ou deux
exemplaires de la caractéristiques B. Le modèle de caractéristiques spécifique à un contexte
(CSFM), présenté plus loin, définit le lien entre les exemplaires de caractéristiques et les
instances du contexte.
Illustrons à présent Ψc. Pour l’exemple, nous avons défini les conditions suivantes pour
déterminer quand dupliquer la caractéristique C de la figure 5.12. C peut être par exemple
une procédure d’auto régulation. Il existe une instance i ∈ I associée à c3 par la relationAC. i
est le nœud source des arcs x et y. x et y sont associés par la relationAA respectivement aux
arcs a5 et a6. La relationAC doit associer le nœud cible des arcs x et y à un nœud associé à
c4. Ces conditions sont exprimées par la contrainte suivante :
ψc(C,c3)= {∃i, j ∈ I,∃x,y ∈AI tels queAC(i)= c3 etAC(j)= c4 et (5.1)
AA(x)=a5 etAA(y)=a6 et sI(x)= i et sI(y)= i et tI(x)= j et
tI(y)= j}
La figure 5.13 présente un extrait du graphe du modèle CM et les instances i et j des
concepts c3 et c4 de ce modèle (l’instance du modèle de contexte est notée CMI). La pré-
sence de ces instances de nœuds (i et j) et d’arcs (x et y) permet de satisfaire la contrainte
énoncée précédemment.
FIGURE 5.13 : Exemple de CMI satisfaisant la contrainteψc(C,c3)
Le CMI présenté dans la figure 5.7 possède deux instances du concept c3 (i4 et i5).
Comme le montre la figure 5.14, seule l’instance i5 permet de valider la contrainteψc(C,c3)
car les arcsa5 eta6 sont tous les deux instanciés avec la cible de chacun associée à l’instance
i6 de c4. i4 ne valide pas la contrainte car elle n’est associée à aucune instance de c4.
Pour donner un autre exemple, nous avons défini les conditions suivantes pour détermi-
ner quand dupliquer la caractéristique C du diagramme de caractéristiques présenté dans
les figures 5.10 et 5.11 : Il existe une instance i ∈ I associée à c2 par la relation AC et une
instance j ∈ I associée à c3 par la relationAC. i est le nœud source de l’arc x, et j son nœud
cible. j est le nœud source de l’arc y, et i son nœud cible. Les arcs x et y sont associés par la
relation AA respectivement aux arcs a3 et a4. Le nœud cible de x doit être le nœud source
de y, et inversement, le nœud cible de y doit être le nœud source de x. Ces conditions sont
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FIGURE 5.14 : Instances du concept c3 et une partie de leur voisinage (extrait du modèle de
la figure 5.7)
exprimées par la contrainte suivante :
ψc(C,c2)= {∃i, j ∈ I,∃x,y ∈AI tels queAC(i)= c2 etAC(j)= c3 et (5.2)
AA(x)=a3 etAA(y)=a4 et sI(x)= i et sI(y)= j et tI(x)= j et
tI(y)= i}
La figure 5.15 présente un extrait du graphe du modèle CM et les instances i et j des
concepts c2 et c3 de ce modèle. La présence de ces instances de nœuds (i et j) et d’arcs
(x et y) permet de satisfaire la contrainte énoncée précédemment. Le CMI présenté dans la
FIGURE 5.15 : Exemple de CMI satisfaisant la contrainteψc(C,c2)
figure 5.7 possède deux instances du concept c2 (i2 et i3). Comme le montre la figure 5.16,
les instances i2 et i3 permettent de valider la contrainte ψc(C,c2) car les arcs a3 et a4 sont
tous les deux instanciés avec la cible de l’un correspondant à la source de l’autre.
FIGURE 5.16 : Instances du concept c2 et une partie de leur voisinage (extrait du modèle de
la figure 5.7)
La définition suivante formalise le modèle de caractéristiques spécifique à un contexte,
ou Context-Specific Feature Model (CSFM). Ce modèle contient des caractéristiques spéci-
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fiques à un contexte, ou Context-Specific Features (CSF), qui représentent des triplets com-
posés d’une caractéristique (GF), d’une instance du contexte et d’une multiplicité.
Définition 7. Caractéristiques spécifiques à un contexte (CSF). Soient :
1. un modèle de contexteCM=(G,VC,VA, lC, lA,multCM,N),
2. une instance de ce modèle de contexte,CMI=(GI,AC,AA,NI),
3. un modèle de caractéristiques FM= 〈F,λ,rf,Ψf,DEfm,Gfm,featureCC,Ψc〉.
Une CSF est composée :
• d’une caractéristique du modèle de caractéristiques,
• d’une instance de l’instance de modèle de contexte,
• d’une multiplicité.
L’ensemble des caractéristiques spécifiques à un contexte estΦ⊆ F× (I∪ {∅})×Mult.
Φ contient les CSF définies par l’un des deux cas suivants (et contient seulement celles-ci) :
• Pour toute caractéristique f qui n’est pas associée à un concept du contexte (donc telle
que featureCC(f)=∅), il existe dansΦ une CSFϕ=(f,∅,λ(f)).
• Pour toute caractéristique f associée à un concept c du contexte (donc telle que
(c,(mn,mx)) ∈ featureCC(f)) et pour toute instance i avec AC(i) = c, il existe
dans Φ une CSF ϕ = (f,i,(m ′n,m ′x)), où m ′n = max(mn,MinM(λ(f))) et m ′x =
min(mx,MaxM(λ(f)), et m
′
n ≤m ′x. Comme illustré par la figure 5.17, la multiplicité
(m ′n,m ′x) de la CSF doit être l’intersection 3 entre les intervalles des multiplicités de la
caractéristique f et celle du lien entre f et le concept dont i est l’instance induit par la
fonction featureCC.
FIGURE 5.17 : Exemple d’intersection entre les intervalles des multiplicités de la caractéris-
tiqueA et de la fonction featureCC reliantA au concept c dont i est l’instance.
Nous définissons les fonctions auxiliaires suivantes :
• La fonction λΦ : Φ → Mult associe sa multiplicité à une CSF. Soit ϕ =
(f,i,(mn,mx)) ∈Φ, λΦ(ϕ)= (mn,mx).
• inst :Φ→ I∪ {∅} est une application qui fournit l’instance du contexte associé à une
CSF, si elle existe, ∅ si elle n’existe pas. Pour ϕ= (f,i,(mn,mx)),ϕ ∈Φ,inst(ϕ) = i.
Pourϕ=(f,∅,(mn,mx)),ϕ ∈Φ,inst(ϕ)=∅.
• feat :Φ→ F est une application qui fournit la caractéristique associée à une CSF. Pour
ϕ=(f,i,(mn,mx)) ∈Φ, feat(ϕ)= f.
3. Remarque : si cette intersection est vide, le CSFM ne peut être construit de manière valide.
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Nous nommons de deux façons différentes les caractéristiques spécifiques à un
contexte :
• une CSF est dupliquée, si elle est associée à une instance du contexte et une caracté-
ristique générique,
• une CSF est non dupliquée, si elle n’est associée à aucune instance, et donc que la
caractéristique générique à laquelle elle est associée n’est associée à aucun concept.
Définition 8. Modèle de caractéristiques spécifique à un contexte (CSFM). Un modèle de
caractéristiques spécifique à un contexte, appelé CSFM 4, associé à un CM, un CMI, et
un FM donnés avec les notations des définitions 2, 3 et 6, est un quadruplet CSFM =
〈Φ,rϕ,DEcsfm,Gcsfm〉, avec :
• Φ est l’ensemble des caractéristiques spécifiques pour FM,CM et CMI telles que défi-
nies à la définition 7.
• La caractéristique racine est notée rϕ ∈Φ, et on a feat(rϕ)= rf et inst(rϕ)=∅.
• DEcsfm ⊂Φ×Φ est l’ensemble des arcs entre CSF.
Un arc entre deux CSF est conforme à un arc entre caractéristiques :
(ϕ,ϕ ′) ∈DEcsfm⇒ (feat(ϕ),feat(ϕ ′)) ∈DEfm.
Réciproquement, il existe un arc entre deux CSF s’il existe un arc entre les caractéris-
tiques correspondantes et si la caractéristique de la CSF parent n’est associée à au-
cun concept ou si les instances auxquelles sont associées les deux CSF sont navigables
de l’une à l’autre ou identiques : Soient ϕ,ϕ ′ ∈ Φ, (feat(ϕ), feat(ϕ ′)) ∈ DEfm, on
a (featureCC(feat(ϕ)) = ∅ ou (inst(ϕ)PNIinst(ϕ ′) ou inst(ϕ) = inst(ϕ ′)))⇒
(ϕ,ϕ ′) ∈DEcsfm
• Gcsfm est un ensemble de groupes de CSF. Un groupe gcsfm est associé à une CSF parente
ϕ, possède une multiplicité dansMult et groupe plusieurs CSF de l’ensemble S⊂Φ tel
que ∀s ∈ S, s est une CSF fille de ϕ. Chaque groupe gcsfm peut référencer un groupe g
associé à une caractéristique f référencée parϕ.
Autrement dit l’ensemble des groupes de CSF est Gcsfm = {(ϕ,(mn,mx),S,g) tel que
ϕ ∈Φ, (mn,mx) ∈Mult, S⊂Φ, ∀s ∈ S,(ϕ,s) ∈DEcsfm,g ∈Gfm∪ {∅} et f= feat(ϕ)}.
Toutes les CSF associées à une même caractéristique f et à une même CSF parent, et
dont l’instance est associée au même concept sont groupées entre elles. La multiplicité
du groupe est égale à la multiplicité de la caractéristique f à laquelle elles sont associées.
Dans ce cas, il n’y a pas de groupe g associé. Soit l’ensemble S des CSF telles queϕ ∈Φ,
feat(ϕ)= f et (ϕ ′,ϕ) ∈DEcsfm etAC(inst(ϕ))= c alors ∃gcsfm ∈Gcsfm avecgcsfm=
(ϕ ′,λ(f),S,∅)
La figure 5.18 présente un CSFM sous la forme d’un graphe orienté. Chaque CSF est
montrée en correspondance avec la caractéristique à laquelle elle est associée. Pour alléger
la figure, seul l’arc entre une CSF et l’instance du concept est montré. Les arcs entre les CSF
filles et l’instance sont sous-entendus.
Deux CSF associées à la caractéristique B ont été créées, pour chaque instance du
concept c2 : b1 et b2. Ces deux CSF ont également des sous-CSF créées à partir des caracté-
ristiques C et D. b1 possède les sous-CSF c1 et d1 et b2, les sous-CSF c2 et d2.
Quatre groupes de CSF ont été créés. Le groupe g21 fait référence au groupe g2.
4. Context-Specific Feature Model
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FIGURE 5.18 : Graphe correspondant à un modèle de caractéristiques spécifique au contexte
ga1 regroupe les CSF qui ont été dupliquées à partir de la caractéristique B. La multipli-
cité de ga1 est la même que celle de B. Le rôle de ce groupe est d’imposer la sélection d’un
nombre de CSF dupliquées conforme à la multiplicité de la caractéristique B.
Les groupes g11 et g12 font référence au groupe g1. Ils groupent les CSF dupliquées fai-
sant référence respectivement aux instances i2 et i3. Leur multiplicité est donc identique à
celle de g1.
Les multiplicités des CSF dupliquées correspondent à l’intersection des intervalles de la
multiplicité de la caractéristique de référence, et de la multiplicité de l’arc entre la carac-
téristique et son concept associé. C’est pourquoi les CSF b1 et b2 ont la multiplicité (1,2),
intersection des multiplicités (1,2) et (0,∗). De même, les CSF c1,d1,c2 et d2 ont pour mul-
tiplicité (0,1) l’intersection des multiplicités (0,2) et (0,1).
La figure 5.19 décrit le CSFM correspondant à cet exemple. Il s’agit de la représentation
du graphe du bas de la figure 5.18 sous la forme, plus conventionnelle, d’un modèle de ca-
ractéristiques. Nous avons nommé les CSF dans la figure selon la convention suivante : le
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nom de la CSF sous la forme d’une lettre et d’un chiffre, suivi de “-”, puis du nom de la ca-
ractéristique associée selon la fonction feat. Les associations entre les caractéristiques et les
objets du contexte ne sont montrées que pour la CSF de niveau hiérarchique le plus élevé.
Les associations des CSF filles sont implicites.
FIGURE 5.19 : Exemple de modèle de caractéristiques spécifique au contexte
Les CSF correspondant au CSFM décrit dans la figure 5.19 sont comme suit :
a1=(A,∅,(1,1));e1=(E,∅,(1,1));f1=(F,∅,(0,1));g1=(G,∅,(0,1));
b1=(B,i3,(1,2));c1=(C,i3,(0,1));d1=(D,i3,(0,1));b2=(B,i2,(1,2));
c2=(C,i2,(0,1));d2=(D,i2,(0,1))
Φ= {a1,e1,g1,f1,b1,c1,d1,b2,c2,d2}
Les arcs entre les CSF sont :
DEcsfm = {(a1,e1),(a1,b1),(a1,b2),(e1,g1),(e1,f1),
(b1,c1),(b1,d1),(b2,c2),(b2,d2)}
Les groupes de caractéristiques spécifiques au contexte sont :
ga1 =(a1,(0,∗), {b1,b2},∅)
g11=(b1,(1,∗), {c1,d1},g1)
g12=(b2,(1,∗), {c2,d2},g1)
g21=(e1,(1,1), {f1,g1},g2)
Gcsfm = {ga1 ,g11,g12,g21}
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Nous complétons l’exemple précédent par le diagramme de caractéristiques de la fi-
gure 5.20 pour montrer le cas où deux caractéristiques filles d’une même caractéristique
parent sont associées à des concepts différents. Nous utilisons les mêmes CM et CMI. Dans
le FM, les caractéristiquesB etD sont associées au concept c2 et la caractéristiqueC, fille de
B, est associée à c3. B peut être présente une ou deux fois pour chaque instance de c2, etD,
zéro ou une fois. B peut être présente zéro ou autant de fois que nécessaire dans tout pro-
duit, indépendamment du nombre d’instances de c2. C peut être présente zéro ou autant
de fois que nécessaire pour chaque instance de c3 et pour chaque CSF associée à B.
Dans le CSFM, nous avons adopté la convention de nommage des CSF consistant à écrire
le nom de la caractéristique suivie du nom de l’instance à laquelle elle est associée. Les CSF
associées aux caractéristiquesA etX ne sont associées à aucune instance. La caractéristique
B a donné lieu à la création des CSF B− i1 et B− i2 associées respectivement aux instances
i1 et i2 du concept c2. Ces deux CSF, filles de A, sont groupées dans un groupe (inexistant
dans le FM) permettant de respecter la multiplicité de la caractéristique B. La multiplicité
de ce groupe est donc la même que celle de B : (0,∗). La multiplicité des CSF B−i1 et B−i2
a été définie à partir de la multiplicité de la fonction featureCC entre B et c2, et la multi-
plicité de B. L’intersection des multiplicités est (1,2). La CSF B− i1 possède trois CSF filles.
D− i1, associée à i1, possède la multiplicité (0,1), intersection de la multiplicité de la rela-
tion entre D et c2 et de la multiplicité de D. Les CSF C− i3, C− i4 et D− i1 sont réunies
par un groupe dont la multiplicité est (1,∗) et est associé au groupe de même multiplicité
dans le FM, ayant en commun les caractéristiques C etD. Les CSF C− i3 et C− i4 sont as-
sociées respectivement aux instances i3 et i4. Comme elles ont été dupliquées à partir de la
caractéristique C, un groupe, dont la multiplicité est identique à celle de C, a été créé pour
elles.
Le CSFM décrit l’ensemble des caractéristiques disponibles dans un contexte donné.
Les caractéristiques de ce modèle peuvent être choisies par un utilisateur pour configurer
un nouveau produit destiné à utiliser les informations du contexte pour lequel le CSFM a
été créé. La définition suivante spécifie ce qu’est une configuration valide compte tenu des
définitions précédentes.
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FIGURE 5.20 : Exemple de modèle de caractéristiques spécifique au contexte
Définition 9. Configuration. Pour un CM, un CMI, un FM, et le CSFM associé
〈Φ,rϕ,DEcsfm,Gcsfm〉, une configuration est un ensemble de CSF de Φ choisies par un utili-
sateur de la ligne de produits. Les CSF choisies doivent satisfaire les contraintes des groupes
Gcsfm, deΨc et deΨf et respecter leurs multiplicités.
Conformément à ce modèle de caractéristiques spécifiques au contexte, la fonction
sémantique [Bontemps et al., 2004] décrivant toutes les configurations valides est notée
[[CSFM]]. Voici un extrait des configurations valides pour l’exemple de CSFM décrit dans
la figure 5.19 :
[[CSFM]] = {{a1,e1,g1,b1,d1,b2,c2}, {a1,e1,f1,b1,d1,b2,c2}, {a1,e1,f1,b1,d1,b2,d2}, . . .}
Nous pouvons noter que chaque configuration respecte les contraintes énoncées précé-
demment. Ainsi, il n’est pas possible de choisir la caractéristique c1 car l’instance du
contexte i3 ne satisfait pas la contrainte Ψc(C,c2) présentée par la formule (5.2). De plus,
nous pouvons noter que toutes les configurations doivent inclure les CSF b1 et b2 à cause
de la multiplicité (1,2) portée sur la relation concept - caractéristique.
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La section suivante détaille le fonctionnement de l’algorithme de génération du modèle
de caractéristiques spécifique au contexte que nous proposons.
5.4 Algorithme de génération du modèle de caractéristiques
spécifique au contexte
L’algorithme de génération du modèle de caractéristiques spécifique au contexte tra-
verse le modèle de caractéristiques par un parcours en profondeur. Pour simplifier la pré-
sentation, nous considérons que les modèles FM, CMI, CM et CSFM (qui est vide à l’ini-
tialisation de l’algorithme) sont des variables globales, communes à toutes les fonctions et
procédures suivantes.
L’algorithme 1 est la procédure principale de l’algorithme permettant de créer un CSFM
à partir des modèles FM, CMI et CM. Il crée la CSF racine et, pour chaque caractéristique fille
de la caractéristique racine de FM, appelle la procédure featureTreeTraversal qui construit
par récursivité le reste du CSFM.
Algorithm 1: Procédure principale de l’algorithme de génération du modèle de carac-
téristiques spécifique au contexte
Input: Les modèles CM, CMI, et FM
Result: Un modèle CSFM construit conformément aux modèles CM, CMI, et FM
// Cre´e le nœud racine du CSFM.
rϕ=(rf,(1,1),∅)
// Initialise l’ensemble des CSF avec le nœud racine.
Φ= {rϕ}
// Initialise l’ensemble des arcs du CSFM.
DEcsfm = {∅}
// Initialise l’ensemble des groupes de caracte´ristiques
// du CSFM.
Gcsfm = {∅}
foreach f ∈ F telle que (rf,f) ∈DEfm do // Pour chaque caracte´ristique
// fille de f
// Construit re´cursivement le CSFM.
FeatureTreeTraversal(f, rϕ)
La procédure featureTreeTraversal construit le CSFM de façon récursive par un parcours
en profondeur des arcs entre caractéristiques du FM (arcs de l’ensembleDEfm). Deux para-
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Procedure featureTreeTraversal(f ∈ F,ϕparent ∈Φ)
Input:
f ∈ F, caractéristique à partir de laquelle les caractéristiques du FM sont
parcourues.
ϕparent ∈Φ, CSF appartenant au modèle de caractéristiques spécifique à un
contexte CSFM, telle que la caractéristique parent de f est associée àϕparent.
Result:
Actualise le CSFM conformément aux modèles CM, CMI, and FM
if featureCC(f )=∅ et inst(ϕparent)=∅ then
ϕ= addSpecificFeature(f,ϕparent,∅)
foreach f ′ ∈ F telle que (f,f ′) ∈DEfm do
FeatureTreeTraversal(f ′,ϕ)
if featureCC(f ) 6=∅ et inst(ϕparent)=∅ then
foreach i ∈ I avecAC(i) ∈ featureCC(f ) do
ϕ= addSpecificFeature(f,ϕparent, i)
foreach f ′ ∈ F telle que (f,f ′) ∈DEfm do
FeatureTreeTraversal(f ′,ϕ)
if featureCC(f ) 6=∅ et inst(ϕparent) 6=∅ then
foreach i ∈ I avec
(i=inst(ϕparent) or inst(ϕparent)PNIi) andAC(i) ∈ featureCC(f )) do
ϕ= addSpecificFeature(f,ϕparent, i)
foreach f ′ ∈ F telle que (f,f ′) ∈DEfm do
FeatureTreeTraversal(f ′,ϕ)
mètres sont requis : une caractéristique f ∈ F pour laquelle les CSFs correspondantes seront
créées, et une CSFϕparent ∈Φ qui sera la CSF parent des CSFs nouvellement créées.
Les caractéristiques spécifiques au contexte sont créées différemment selon les trois si-
tuations suivantes :
1. La caractéristique f n’est associée à aucun concept (featureCC(f) = ∅) et la CSF
parentϕparent n’est associée à aucune instance (inst(ϕparent)=∅).
Alors, une CSF ϕ est créée. ϕparent est sa CSF parent. ϕ est associée à f et à aucune
instance. La fonction addSpecificFeature met à jour le CSFM avec la nouvelle CSF. La
procédure featureTreeTraversal est appelée récursivement sur chaque caractéristique
fille de f.
2. La caractéristique fille, notée f, de la caractéristique associée à ϕparent est associée
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à un concept (featureCC(f) 6=∅), et la CSF parent ϕparent n’est pas associée à une
instance (inst(ϕparent)=∅).
Alors, pour chaque instance i du contexte étant instance d’un concept associé à f une
CSF est créée en appelant la fonction addSpecificFeature. La CSF créée est associée à
f et à une instance i. La procédure featureTreeTraversal est ensuite appelée récursive-
ment pour chaque caractéristique fille de f afin de construire le sous arbre de chaque
CSFϕ précédemment créée.
3. La caractéristique fille, notée f, de la caractéristique associée à ϕparent est associée à
un concept, et la CSF parent, notéeϕparent, est associée à une instance j.
Alors, pour toute instance i qui est une instance du concept associé à f (AC(i) ∈
featureCC(f)), et qui est égale à l’instance associée à ϕparent (i = inst(ϕparent)),
satisfaisant la relation jPNIi, les actions suivantes sont effectuées :
• Une CSF fille, associée à la caractéristique f et l’instance i, est ajoutée àϕparent.
• La procédure featureTreeTraversal est appelée récursivement pour chaque caracté-
ristique fille de f afin de construire le sous-arbre de chaque CSFϕ.
La fonction addSpecificFeature crée, et retourne, une nouvelle CSF dans le le CSFM. Elle
a trois paramètres :
• la caractéristique f à laquelle est associée la nouvelle CSF,
• la CSF parentϕparent de la nouvelle CSF,
• une instance i, facultative, à laquelle est associée la nouvelle CSF.
En premier lieu, la fonction crée une nouvelle CSFϕ associée à i et à f. Sa multiplicité est
calculée selon la définition 7. La borne inférieure correspond au maximum entre la borne
inférieure de la multiplicité de la relation entre le concept dont i est l’instance et f, et la
borne inférieure de la multiplicité de f. La borne supérieure correspond au minimum entre
la borne supérieure de la multiplicité de la relation entre le concept dont i est l’instance et
f, et la borne supérieure de la multiplicité de f.
Ensuite, la procédure addNewCSFtoGroup est appelée afin d’ajouter la nouvelle CSF à
un groupe si f appartient à un groupe dans le FM. Si la nouvelle CSF est associée à une
instance, elle doit aussi appartenir à un autre groupe dont la multiplicité est identique à
celle de la caractéristique associée à la CSF. Ce groupe n’existe pas dans le FM. Son but est de
transposer la multiplicité de la caractéristique f dans le CSFM afin d’assurer que le nombre
de CSF pouvant être sélectionnées respecte la multiplicité de f. La CSF ϕ est ajoutée au
groupe s’il correspond aux critères suivants :
• il groupe des CSF filles deϕparent,
• sa multiplicité est la même que celle de f,
• il groupe des CSF dont l’instance est associée au même concept queϕ,
• il n’est associé à aucun groupe du FM,
Sinon un groupe est créé conforme aux critères précédemment énoncés, i.e., tel que
gcsfm =(ϕparent,λ(f), {ϕ},∅).
La procédure addNewCSFtoGroup ajoute une CSF ϕ au groupe de sa CSF parent
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Function addSpecificFeature(f,ϕparent, i) :ϕ ∈Φ
Input: Une caractéristique f ∈ F, une CSFϕparent ∈Φ, et une instance de concept du
contexte i ∈ I
Output: Met à jour le CSFM avec une nouvelle CSF, et retourne la CSF nouvellement
créée.
// On cre´e une nouvelle CSF, on de´termine sa multiplicite´,
// et on l’ajoute a` l’ensemble Φ des CSF.
Créerϕ=(f,i,(max(MinM(featureCCmult(featureCC(f))),MinM(λ(f))),
min(MaxM(featureCCmult(featureCC(f))),MaxM(λ(f)))))
Φ=Φ∪ {ϕ}
DEcsfm=DEcsfm∪ {(ϕparent,ϕ)}
// On ve´rifie si ϕ doit e^tre place´ dans
// un groupe relatif a` un groupe du FM.
addNewCSFtoGroup(ϕ,ϕparent)
if i 6=∅ then
if ∃gcsfm ∈Gcsfm : gcsfm =(ϕparent,λfm(f),Sϕ,∅) et Sϕ ⊂Φ et
∀ϕS ∈ Sϕ,AC(inst(ϕS))=AC(inst(ϕ)) then // Est-ce qu’un groupe de
// CSF existe ?
// On ajoute la CSF au groupe.
Sϕ= Sϕ∪ϕ
else
Créer gcsfm =(ϕparent,λ(f), {ϕ},∅)
Gcsfm=Gcsfm∪ {gcsfm}
returnϕ
ϕparent. Premièrement, on vérifie si f appartient à un groupe dans le FM. Deuxièmement,
s’il existe un groupe g auquel appartient f, alors on vérifie s’il existe déjà un groupe corres-
pondant dans le CSFM. Le groupe doit :
• appartenir àϕparent,
• avoir la même multiplicité que g,
• être associé à g.
Si ce groupe existe, la CSFϕ est ajoutée à l’ensemble Sϕ, sinon le groupe est créé.
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Procedure addNewCSFtoGroup(ϕ ∈Φ,ϕparent ∈Φ)
Input:ϕ ∈Φ, CSF à ajouter à un groupe deϕparent.ϕparent ∈Φ, CSF parent deϕ.
Result: Ajoute la CSF filleϕ à un groupe de la CSFϕparent si nécessaire. Le groupe est
créé s’il n’existe pas.
f= feat(ϕ)
fparent= feat(ϕparent)
if ∃g ∈Gfm tel que g=(fparent,(n,m),S), S⊂ F, fparent ∈ F, (n,m) ∈Mult et
∃(fparent,f) ∈DEfm tel que f ∈ S et fparent ∈ F\S then // Si f appartient a`
// un groupe g.
if ∃gcsfm ∈Gcsfm : gcsfm =(ϕparent,λGfm(g),Sϕ,g) et Sϕ ⊂Φ then // S’il
// existe un groupe gcsfm appartenant a` ϕparent relatif a` g.
// Alors ϕ doit appartenir au groupe gcsfm.
Sϕ= Sϕ∪ {ϕ}
else
Créer gcsfm =(ϕparent,λGfm(g), {ϕ},g)
Gcsfm=Gcsfm∪ {gcsfm}
La section suivante décrit la mise en œuvre de cette approche.
5.5 Implémentation
Nous avons implémenté la méthode d’adaptation de modèle de caractéristiques en Java
avec le framework Eclipse RCP (Rich Client Platform). L’application permet de :
1. charger un modèle de caractéristiques fourni par l’utilisateur,
2. charger l’instance d’un modèle de contexte fourni par l’utilisateur,
3. générer le CSFM conformément au modèle de caractéristiques, à l’instance du modèle
de contexte, et au modèle de contexte,
4. configurer le CSFM.
La figure 5.21 montre notre application Eclipse RCP lors de la phase de configuration du
produit. La fenêtre est divisée en deux vues. La vue de gauche montre, sous la forme d’une
arborescence, les instances du contexte ordonnées par le graphe NI. La sélection de l’une
de ces instances a pour effet de montrer dans la vue de droite un extrait du CSFM où toutes
les CSF affichées sont associées à l’instance sélectionnée à gauche.
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La sélection de la première instance de la vue de gauche “Business-model independent
features” permet de présenter à droite un extrait du CSFM montrant les CSF qui ne sont
associées à aucune instance.
Si l’instance associée à une CSF ne permet pas de satisfaire la contrainte de la CSF, alors
un message d’erreur informe l’utilisateur de l’incompatibilité de l’instance avec la carac-
téristique. Un autre choix ergonomique possible consisterait à ne présenter que des CSF
sélectionnables en analysant au préalable l’instance à laquelle elles sont associées.
FIGURE 5.21 : Capture d’écran du configurateur avec le CSFM d’un logiciel d’optimisation
énergétique de bâtiments
L’approche est générique car notre application est indépendante des modèles utilisés
(le CM, le CMI, et le FM). Si le contexte change, la transformation doit utiliser une nou-
velle instance du modèle de contexte représentant le nouveau contexte. Seul ce modèle doit
changer. Si le modèle de contexte change, dans la version actuelle du prototype, il faut gé-
nérer les classes Java du modèle de contexte à partir du schéma XML utilisé pour décrire
les instances de ce modèle. Il faut également générer le modèle représentant la variabilité à
partir des stéréotypes placés sur le modèle UML du modèle de contexte (décrit dans le cha-
pitre 4, figure 4.17). De façon générale, lorsqu’on crée une nouvelle ligne de produits, tous
les modèles sont différents, mais la transformation reste identique.
5.6 Conclusion
Dans ce chapitre, nous avons présenté une approche permettant d’adapter statique-
ment des modèles de caractéristiques génériques au contexte d’exécution du futur produit.
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Le modèle de caractéristiques adapté au contexte est défini à partir d’une instance de mo-
dèle de contexte, et d’un modèle de caractéristiques générique. Un algorithme met en œuvre
cette approche et duplique si possible chaque caractéristique en analysant les éléments du
contexte selon des contraintes définies dans le modèle de caractéristiques générique. Ainsi,
à chaque instance d’un modèle de contexte correspond un unique modèle de caractéris-
tiques adapté dans lequel chaque caractéristique dupliquée est associée à une instance du
contexte.
Notre méthodologie a été conçue de façon générique afin d’être réutilisée facilement
dans d’autres domaines. Nous avons développé une application basée sur le framework
Eclipse RCP capable de générer un modèle de caractéristiques adapté et de fournir à l’utili-
sateur une interface graphique permettant de le configurer.
Une première perspective future consisterait à définir les conditions sous lesquelles un
triplet FM, CM et CMI peut donner naissance à un CSFM valide (par exemple, multiplicités
compatibles, présence nécessaire de certaines instances si des caractéristiques sont obliga-
toires).
Autre perspective future, la présentation des vues sur le CSFM permettrait de simplifier
la sélection de caractéristiques dans le cas de modèles très grands. Nos vues permettent
déjà de filtrer les CSF affichées, mais nous pourrions également utiliser des vues spéciales
permettant d’afficher et de sélectionner simultanément un ensemble de CSF associées à
une même instance du contexte. Une autre application de ces vues consisterait à permettre
la configuration d’un sous ensemble de CSFM dont toutes les CSF se rapportent à une même
instance du contexte. Ainsi, la configuration d’un grand nombre de CSF se rapportant à un
même concept pourrait être réalisée manuellement.
Un autre usage des vues permettrait de ne présenter que les CSF relatives au point de
vue de l’un des commanditaires du produit. Par exemple, les CSF relatives au fonctionne-
ment technique du logiciel ne seraient pas présentées à une personne chargée de choisir les
fonctionnalités haut niveau du logiciel.
Une autre perspective consiste à automatiser la configuration d’un CSFM selon des cri-
tères permettant de réaliser la configuration la “meilleure” possible. Le choix entre plusieurs
caractéristiques pourrait être guidé par une pondération de ces caractéristiques afin de dé-
terminer le meilleur choix possible. Par exemple, le choix des logiciels pourrait être effectué
en fonction du volume des données à traiter, estimé à partir de la taille du bâtiment et du
nombre de capteurs installés. Cela permettrait d’installer des logiciels plus légers, et néces-
sitant un ordinateur moins puissant.
Une évolution possible consisterait à permettre la configuration d’un nouveau produit
en fonction des caractéristiques présentes dans un écosystème de produits existants, dans
le but de les rendre inter-opérationnels. Par exemple, dans le cas où plusieurs produits sont
amenés à être coordonnés ensemble, comme dans un contexte multi-agents, des rôles pour-
raient être répartis entre les différents produits existants.
Une dernière perspective possible consisterait à permettre la reconfiguration dyna-
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mique d’un produit. Actuellement, modifier un produit requiert la reconfiguration et le re-
déploiement complet du produit.
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CHAPITRE
6
Application du méta-modèle et des
algorithmes proposés dans le contexte
du projet RIDER
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6.1 Introduction
Ce chapitre décrit un exemple de mise en œuvre de notre nouveau méta-modèle de ca-
ractéristiques (cf. chapitre 4) et de l’algorithme d’adaptation au contexte de modèles de ca-
ractéristiques (cf. chapitre 5) dans la création de la ligne de produits du projet RIDER. L’idée
est de montrer les différentes étapes permettant de présenter à la personne qui configure
un nouveau produit un modèle de caractéristiques adapté au contexte de son bâtiment. La
configuration effectuée par cette personne permettra la création et le déploiement d’une
instance de RIDER. Pour ce faire, il est nécessaires d’utiliser les modèles décrits dans la fi-
gure 6.1. Chacun d’eux est créé, puis réutilisé, à une étape précise de la création de la ligne
de produits selon notre méthode :
1. Création du méta-modèle du contexte (le Context Model CM 1) géré par les produits.
Il s’agit dans le contexte de RIDER du méta-modèle d’infrastructure présenté au cha-
pitre 2. Il a été réalisé en UML avec Rational Software Architect (RSA).
2. Construction du modèle générique de caractéristiques (FM) représentant l’ensemble
des produits de la ligne de produits. Les caractéristiques qui représentent un compo-
sant logiciel concret doivent être associées à un identifiant de ce composant dans un
1. Les abréviations CM, FM, etc. sont celles définies au chapitre 5.
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FIGURE 6.1 : Vue d’ensemble des modèles de notre approche
référentiel réalisé à l’aide de la norme Reusable Asset Specification (RAS) [OMG, 2005].
RSA supporte cette norme et permet de gérer un référentiel et les assets qu’il contient.
Les caractéristiques dont le nombre d’occurrences dépend de la présence d’instances
d’un concept sont associées aux concepts du CM créé précédemment. Dans notre
contexte, la construction du FM a été réalisée avec RSA à l’aide du profil UML pré-
senté au chapitre 4.
3. Instanciation du CM (création du Context Model Instance CMI) pour modéliser le bâ-
timent (la zone pilote du bâtiment IBM) pour lequel on souhaite réaliser une instance
de RIDER. La section 6.3 décrit le CMI de la zone pilote du bâtiment IBM. Nous avons
illustré cette étape en modélisant le CMI sous la forme de diagrammes d’instances
UML.
4. Génération du modèle de caractéristiques spécifique au contexte du bâtiment IBM.
Cette étape est automatisée par l’algorithme de génération décrit au chapitre 5. La
section 6.4 présente le CSFM, généré par l’algorithme, de la zone pilote du bâtiment
IBM.
5. Sélection des caractéristiques du CSFM pertinentes pour les commanditaires du logi-
ciel. La section 6.4 illustre également ce processus.
Le projet RIDER en est à la phase de finalisation d’une première architecture sur le pre-
mier bâtiment pilote. Le développement et la spécification de la ligne de produits propre-
ment dite sont encore à faire. L’architecture actuelle est constituée de composants logiciels
de grosse granularité dont la configuration et le paramétrage sont limités. Cela ne permet
donc que peu de variabilité. Notre étude prospective a pris comme exemple les caractéris-
tiques de l’architecture actuelle auxquelles nous avons ajouté des caractéristiques prévues
pour les développements futurs. Les modules suivants seront mis en place à terme :
• Visualisation 3D de bâtiments,
• Recommandation multicritères pour l’efficacité énergétique utilisant une modélisa-
tion du confort des habitants,
• Système d’auto apprentissage et algorithme d’aide à la décision pour l’optimisation
énergétique.
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Ce chapitre donne un exemple d’application de nos modèles et de l’algorithme d’adap-
tation au contexte pour l’une des multiples instanciations prévues de RIDER. Au total, trois
sites pilotes, de nature et d’usages très différents, sont prévus :
1. PSSC IBM Montpellier : Centre de calcul construit en 1964 composé d’une zone de
bureaux et d’un green data center. D’importantes pertes énergétiques sont subis à
cause des matériaux et techniques de construction utilisées à l’époque. Cependant,
d’importants travaux ont été réalisés afin de permettre des mesures et un contrôle
très précis des systèmes de chauffage et climatisation, des améliorations en matière
d’isolation thermique, et un système de réutilisation de l’énergie fatale issue des data
centers.
2. Le théâtre de l’archipel à Perpignan : Théâtre moderne achevé en 2012, d’une capa-
cité de 1200 places, équipé d’un système géothermique. Ce bâtiment bénéficie d’une
excellente isolation thermique et permet également des mesures et un contrôle précis
de l’infrastructure.
3. Polytech Perpignan : Plusieurs bâtiments récents, composés de salles de cours et
d’amphithéâtres. Des capteurs supplémentaires sont installés afin de permettre des
mesures et un contrôle similaire aux deux autres sites.
L’exemple suivi dans ce chapitre concerne le premier site, le PSSC IBM Montpellier.
6.2 Modèle de caractéristiques générique de RIDER – FM
Le tableau 6.1 présente les principales caractéristiques relatives à l’architecture de RI-
DER et les différents choix possibles de composants logiciels pour les implémenter. Certains
des composants logiciels sont basés sur des logiciels qui doivent être programmés ou confi-
gurés pour RIDER (SPSS Modeler, R, TRNSys), et sur des logiciels développés spécifiquement
pour RIDER.
Dans la pratique, certains composants logiciels tels que les systèmes de gestion tech-
nique centralisée de bâtiments (GTC) sont utilisés en tant que “boîtes noires” et paramétrés
de façon ad-hoc par le fournisseurs du logiciel (Pyrescom, Enoleo, Synapsense). Ainsi, il est
possible d’effectuer un choix parmi ces composants, mais il n’est actuellement pas possible
d’en configurer le fonctionnement.
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Caractéristiques Choix possibles de composants logiciels
Optimisation températures par SPSS Modeler, Matlab, R,
réseau de neurones développement RIDER
Visualisation Développement RIDER Visu 3D,
développement RIDER Visu 2D
Recommandation multicritères Matlab, R, développement RIDER
Système d’auto apprentissage et Matlab, R, TRNSys,
algorithme d’aide à la décision développement RIDER
Dashboards Cognos, Pyrescom
Oracle Business Intelligence,
Stockage historique et data warehouse DB2, Oracle DB,
PostgreSQL
Interface superviseurs Enoleo, Pyrescom, Synapsense
Interface RIDER,
Johnson Controls,
Schneider Electric
Reporting et alertes Tivoli Netcool/OMNIbus,
Pyrescom
Instrumentation du bâtiment Pyrescom, Enoleo, Synapsense
TABLE 6.1 : Présentation des principales fonctionnalités de RIDER et de choix de composants
logiciels pour les implémenter
Dans le chapitre 2, nous avons décrit l’architecture de RIDER dont nous présentons les
principales couches [Brad Brech et al., 2011] dans la figure 6.2 ci-dessous. Cette architecture
permet l’interconnexion de RIDER avec un système de gestion technique centralisée (GTC,
ou Building Management System – BMS) de bâtiments. Les caractéristiques sont organisées
dans des couches (Layers) représentées par des rectangles blancs. Ces couches représentent
les couches de l’architecture IBM. Pour l’exemple, nous avons inclus les caractéristiques re-
latives à la configuration des logiciels concernant les GTC du bâtiment et ses instruments
de mesure et de contrôle. Ces caractéristiques sont dans les couches buildingManagement-
Systems et instrumentationSystems présentées dans le rectangle bleu.
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FIGURE 6.2 : Couches organisant le modèle de caractéristiques générique (noté FM) de RI-
DER
• La couche bmsInterfaces contient les différentes caractéristiques, montrées dans
la figure 6.3 permettant l’interconnexion entre un produit RIDER et les GTC d’un
bâtiment. Chacune des caractéristiques représente une interface particulière (par
exemple, Enoleo, Synapsense). Elles ont la multiplicité 1 car une seule occurrence du
composant logiciel représenté par chacune de ces caractéristiques est nécessaire.
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FIGURE 6.3 : Caractéristiques des interfaces de communication entre RIDER et les GTC
• Les couches warehousing, eventManagement et assetManagement présentent trois
différents types de traitement de données. Les caractéristiques correspondantes sont
sont détaillées respectivement dans les figures 6.4, 6.5, et 6.6.
– La couche warehousing contient les caractéristiques, décrites dans la figure 6.4, re-
présentant les composants logiciels liés à l’agrégation des données issues de diffé-
rentes GTC et à leur stockage dans un data warehouse. Cette couche traite les don-
nées mesurées notamment par les capteurs et les compteurs.
Trois caractéristiques principales sont nécessaires :
1. Data aggregation,
2. ETL,
3. Data warehouse.
Chacune elles peut être implémentée d’une manière spécifique. Par exemple, la ca-
ractéristique Data aggregation peut être implémentée par les caractéristiques SPSS
aggregation webservice ou DB2 webservice. Le choix de la caractéristique SPSS ag-
gregation webservice requiert également le choix de la caractéristique SPSS transfor-
mation qui implémente la caractéristique ETL.
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FIGURE 6.4 : Caractéristiques liées à la mise en œuvre d’un data warehouse
– La couche eventManagement contient les caractéristiques relatives aux systèmes ef-
fectuant le traitement des événements envoyés par les GTC. Les événements traités
concernent par exemple les défaillances de capteurs ou erreurs de fonctionnement.
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Cela permet notamment de déterminer quand effectuer des opérations de mainte-
nance sur des équipements. La figure 6.5 décrit les caractéristiques représentant les
deux composants logiciels utilisables pour réaliser cette tâche.
FIGURE 6.5 : Caractéristiques liées aux différents systèmes de gestion d’événements
– La couche assetManagement décrit les caractéristiques, illustrées dans la figure 6.6
relatives aux systèmes de gestion d’actifs. Ils effectuent la gestion des équipements
et de l’occupation des lieux. Ils servent par exemple, à superviser la maintenance
d’équipements en consignant des informations techniques, l’historique des inter-
ventions, la date d’installation, la garantie, et les vendeurs de l’équipement. D’autres
alternatives à la caractéristique Maximo Asset Management pourront venir complé-
ter la ligne de produits dans le futur.
FIGURE 6.6 : Caractéristiques liées aux différents systèmes de gestion du patrimoine
• La couche analyticsOptimization, décrite dans la figure 6.7, contient les caractéris-
tiques décrivant les fonctionnalités des outils d’analyse et d’optimisation intégrés à
RIDER. Ces outils permettent par exemple, d’effectuer des rapports sur l’efficacité d’un
équipement, de comparer l’efficacité de différents équipements entre eux, d’effectuer
de l’analyse prédictive afin de détecter des patterns et d’anticiper des événements, de
proposer des consignes permettant de faire des économies d’énergie.
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FIGURE 6.7 : Caractéristiques des différents types d’analyses et d’optimisations
La caractéristique Neural Network représente la présence d’une analyse par réseau de
neurones dans l’architecture RIDER. Elle est détaillée par la caractéristique Space tem-
perature regulation décrivant une fonctionnalité de régulation de la température des
espaces du bâtiments. Cette caractéristique peut être présente 0 ou autant de fois qu’il
y a de pièces, comme le dénotent sa multiplicité ∗ et son association au concept Site.
La multiplicité (0,1) de l’association ModelRelationship détermine que cette caracté-
ristique peut être présente zéro ou une fois dans chaque espace (instance de Site).
• La couche dashboards contient les caractéristiques relatives aux différents dashboards
permettant d’afficher des informations issues, par exemple, du data warehouse, et des
outils d’analyse. La figure 6.8 présente les caractéristiques des différents dashboads
disponibles.
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FIGURE 6.8 : Caractéristiques des différents dashboards
La figure 6.9 présente les contraintes de sélection entre les caractéristiques relatives
aux outils d’analyse et aux tableaux de bords. Chaque outil nécessite la présence d’un
ou plusieurs dashboards. Par exemple, la caractéristique Neural Network requiert la
caractéristique Neural network dashboads.
FIGURE 6.9 : Contraintes entre les caractéristiques de l’analyse de données et des dashboards
La figure 6.10 décrit les contraintes de sélection entre les caractéristiques relatives aux
méthodes d’optimisation énergétiques et les caractéristiques représentant les compo-
sants logiciels permettant de mettre en œuvre ces méthodes d’optimisation.
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FIGURE 6.10 : Contraintes de sélection entre les caractéristiques d’optimisation et les com-
posants logiciels
• La couche servicesIntegration contient les caractéristiques concernant l’intégration
de services extérieurs au logiciel d’optimisation énergétique. La figure 6.11 décrit les
caractéristiques disponibles. Par exemple, la caractéristique Room schedule interface
représente l’intégration d’un service permettant d’acquérir l’emploi du temps d’une
pièce. Ses deux caractéristiques filles décrivent respectivement des services d’acquisi-
tion du planning à partir d’un fichier Excel ou d’un planning du logiciel Lotus Notes.
Ces logiciels ne font pas partie de RIDER, mais sont accessibles tels des services exté-
rieurs.
FIGURE 6.11 : Intégration de services extérieurs au logiciel d’optimisation énergétique
• La couche buildingManagementSystems contient les caractéristiques concernant les
GTC utilisées dans le bâtiment. La figure 6.12 représente les caractéristiques relatives
aux superviseurs utilisables dans un bâtiment dont la consommation énergétique est
optimisée par RIDER.
Chaque espace du bâtiment peut être supervisé par une GTC. Cela est représenté par
l’association ModelRelationship entre le concept Space et la caractéristique Building
Management System. Ainsi, chaque espace peut être supervisé par l’un des supervi-
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seurs disponibles fourni par les sociétés Enoleo, Pyrescom, et Synapsense. Ceci est in-
diqué par le groupe “Xor” de la caractéristique BMS provider.
Les caractéristiques Instrumented Space et Data center déterminent si la GTC doit su-
perviser un espace instrumenté tel qu’un bureau ou une salle de réunion, ou un data
center. Dans le cas d’un data center, ce diagramme indique que seule la GTC fournie
par Synapsense pourra le superviser car c’est la seule qui ne soit pas en conflit avec
la caractéristique Data center. Les caractéristiques filles de ces deux caractéristiques
décrivent les types de capteurs qui devront être gérés par la GTC.
FIGURE 6.12 : Caractéristiques liées aux différents BMS
• La couche InstrumentationSystems décrit les caractéristiques de l’instrumentation du
bâtiment. Certaines zones du bâtiment peuvent avoir des systèmes d’air conditionné,
ou un système de refroidissement de data center (à l’aide d’air et d’eau). L’association
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ModelRelationship entre le concept SpatialZone et la caractéristique Zone instrumen-
tation détermine que toute zone indépendamment des autres peut avoir un système
d’air conditionné. Les caractéristiques HVAC system et DC cooling system contiennent
des règles, non présentées ici, permettant de déterminer si les instruments associés
à une instance donnée du concept SpatialZone sont adéquat par rapport aux besoins
d’instrumentation de RIDER.
L’association ModelRelationship entre le concept Space et la caractéristique Space ins-
trumentation détermine que chaque espace dispose de son instrumentation. Il peut y
avoir un ensemble de capteurs (lumière, CO2, présence, hygrométrie, ou température)
décrits par les caractéristiques filles de Sensors. Il peut également y avoir un ensemble
d’actionneurs permettant de gérer l’air conditionné, décrits par les caractéristiques Air
conditionning, Damper, et Fan.
FIGURE 6.13 : Caractéristiques liées à l’instrumentation du bâtiment
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La section suivante présente un exemple de CMI, instance du CM présenté dans le cha-
pitre 2.
6.3 Modélisation du bâtiment – CMI
Cette section présente la manière dont nous avons instancié le modèle de bâtiment pré-
senté au chapitre 2 pour modéliser la zone pilote du projet. Nous utilisons les diagrammes
d’objets du langage UML pour représenter l’instance du modèle de bâtiments (réalisé à
l’aide de diagrammes de classes).
La figure 6.14 présente le plan de la zone instrumentée ainsi que les capteurs présents
dans chaque pièce. Des mesures de ces capteurs sont également montrées car il s’agit d’une
capture d’écran issue du superviseur en fonctionnement contrôlant la zone 2. Cette zone
englobe une zone de bureaux, des salles de réunion, des salles de cours, et un hall.
FIGURE 6.14 : Plan de la zone optimisée par RIDER
Dans ce cadre, le logiciel d’optimisation énergétique propose des consignes de tempéra-
ture et de ventilation optimisées en fonction des informations reçues concernant l’occupa-
2. fourni par l’entreprise Enoleo
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tion des salles et météorologiques. La GTC qui contrôle la zone applique ensuite au mieux
ces recommandations selon les normes de sécurité en vigueur et les possibilités des équipe-
ments.
La figure 6.15 présente un diagramme d’objets réalisé à partir du plan de la zone. De
plus, l’objet zoneOcupation : Planning indique que les salles de benchmark et de réunion
possèdent un planning d’occupation.
Nous avons également représenté deux espaces qui modélisent les zones instrumentées
du green data center. En effet, ce centre de calcul a fait l’objet de modifications spéciales
permettant de réutiliser la chaleur produite par les serveurs pour alimenter le circuit d’eau
chaude utilisé pour chauffer les bureaux de la zone pilote.
La figure 6.16 présente un exemple de modélisation d’une centrale de traitement d’air
(CTA) gérée par l’un des superviseurs connectés à RIDER.
La CTA est divisée en trois parties reliées par l’objet TPipe de type DistributionLink. Cet
objet représente un conduit d’air en forme de “T” permettant de mélanger de l’air extérieur
à de l’air repris dans le bâtiment afin de le mettre à bonne température et le souffler dans
le bâtiment. Ce conduit est instrumenté par deux clapets motorisés (“Dampers”) représen-
tés par les objets RM100 et RM200. Ces clapets servent à réguler l’air issu des systèmes de
récupération d’air neuf et d’air vicié.
Les trois parties sont représentées par des rectangles colorés :
• Le rectangle jaune contient les objets relatifs à récupération d’air vicié. L’objet Indoor-
RecupAir représente la bouche de récupération d’air dans un local. Plusieurs capteurs
permettent de mesurer la température, l’hygrométrie et la vitesse du flux d’air. Cette
arrivée d’air est connectée à un conduit d’aération en forme de “T”, représenté par
l’objet RecupAirTPipe, permettant de doser la quantité d’air qui sera réutilisée dans le
bâtiment ou rejetée à l’extérieur.
• Le rectangle bleu représente le conduit d’arrivée d’air neuf. Il est instrumenté par des
capteurs de température et d’hygrométrie.
• Le rectangle à bord rouge représente la CTA proprement dite. La CTA est divisée en
trois batteries de traitement d’air. La batterie A est équipée de capteurs de tempéra-
ture, d’hygrométrie et de vitesse de flux d’air. La batterie B est un filtre permettant de
nettoyer l’air. La batterie C contient deux échangeurs thermiques alimentés par des
réseaux d’eau froide et chaude. Ils ne sont pas représentés sur ce schéma par souci
de clarté. L’objet BlowedAir représente la sortie de la CTA, raccordée au système de
distribution d’air neuf du bâtiment.
L’ensemble des informations issues de ces instruments sont utilisés par les algorithmes
d’optimisation énergétique. En retour, les algorithmes peuvent proposer des valeurs de
consignes à respecter. Par exemple, une consigne peut concerner le pourcentage d’air neuf
à utiliser, ou la température et le débit de l’air soufflé le bâtiment.
Nous ne décrivons pas dans cet exemple l’ensemble des systèmes de distribution d’air
et d’eau. Il manque notamment :
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FIGURE 6.15 : Diagramme partiel de la zone optimisée par RIDER
• le système de récupération de l’énergie fatale 3 du green data center,
3. Énergie dégagée, ici, la chaleur des machines, qui serait perdue dans le système de refroidissement à
moins d’être réutilisée pour d’autres usages, tels que le chauffage du bâtiment par exemple.
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FIGURE 6.16 : Modélisation d’une CTA connectée à RIDER
• les réseaux de distribution d’air neuf et de récupération d’air vicié des locaux,
113
• les batteries terminales permettant de régler la température et débit d’air soufflé dans
chaque bureau.
Les figures 6.17 et 6.18 présentent l’instrumentation du bureau B1 et de la salle de bench-
mark Cévennes 8. Nous n’avons pas représenté l’ensemble des salles de la zone pilote car
elles sont toutes similaires.
FIGURE 6.17 : Instrumentation du bureau B1
FIGURE 6.18 : Instrumentation de la salle de benchmark cev8
La section suivante décrit le modèle de caractéristiques adapté au bâtiment modélisé
par le CMI décrit dans cette section.
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6.4 Modèle de caractéristiques adapté à un bâtiment –
CSFM
Les diagrammes de caractéristiques présentés dans les figures 6.3, 6.4, 6.5, 6.6, 6.8, 6.9,
6.10, et 6.11 restent identiques dans le CSFM. Les diagrammes présentés dans les figures 6.7
et 6.12 représentent les parties du CM impactées par l’algorithme d’adaptation au contexte.
Les figures 6.20 à 6.23 présentent chacune un sous-ensemble du CSFM contenant les
caractéristiques relatives à une instance de concept du contexte. La colonne de gauche pré-
sente une instance de concept, et la colonne de droite présente, sous la forme d’une arbo-
rescence, les caractéristiques spécifiques à cette instance de concept.
Nous présentons également un exemple de choix de caractéristiques qui forment une
configuration permettant d’obtenir un logiciel d’optimisation énergétique similaire au pro-
totype en cours d’installation dans la zone pilote. Les CSF choisies sont représentées en vert.
FIGURE 6.19 : Caractéristiques qui ne sont associées à aucune instance de concept
La figure 6.19 présente les caractéristiques spécifiques au contexte (CSF) qui ne sont
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associées à aucune instance de concept. Elles sont associées aux caractéristiques du FM, de
mêmes noms, qui ne sont associées à aucun concept.
La figure 6.20 présente les CSF associées à l’instance ParcIndustriel du concept Site. Les
CSF présentées dans cette figure sont liées aux caractéristiques montrées dans la figure 6.7
qui sont associées au concept Site. La caractéristique racine de ce diagramme (et des sui-
vants) représente “l’ancêtre” le plus proche commun aux caractéristiques dupliquées.
FIGURE 6.20 : Caractéristiques associées à ParcIndustriel, instance du concept Site
La figure 6.21 montre les CSF associées à l’instance OfficesZone du concept SpatialZone.
Les CSF de cette figure sont liées aux caractéristiques montrées dans la figure 6.13 qui sont
associées au concept SpatialZone.
FIGURE 6.21 : Caractéristiques associées à la zone de bureaux OfficesZone, instance du
concept SpatialZone
La figure 6.22 montre les CSF associées à l’instance B1office du concept Space. Les CSF
présentées dans cette figure sont liées aux caractéristiques montrées dans la figure 6.12 qui
sont associées au concept Space.
116
FIGURE 6.22 : Caractéristiques associées au bureau B1office, instance du concept Space
La figure 6.23 montre les CSF associées à l’instance Cev8 relative au concept Space. Les
CSF présentées dans cette figure sont liées aux caractéristiques montrées dans la figure 6.23
qui sont associées au concept Space. Les choix effectués diffèrent de ceux faits pour le bu-
reau B1.
FIGURE 6.23 : Caractéristiques associées à la salle de réunion Cev8, instance du concept
Space
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6.5 Conclusion
Nous avons présenté dans ce chapitre un exemple de mise en œuvre de notre approche
dans le cadre du prototype du projet RIDER sur la zone pilote du site d’IBM Montpellier.
Nous nous sommes appuyés sur le modèle de bâtiments présenté dans le chapitre 2, et sur
le méta-modèle de caractéristiques du chapitre 4.
Nous avons tout d’abord proposé un modèle de caractéristiques qui couvre l’ensemble
des domaines du projet. Ensuite, nous avons présenté une instance du modèle de bâtiments
décrivant la zone pilote. Pour finir, nous avons présenté le résultat de l’algorithme d’adap-
tation de modèles de caractéristiques au contexte du bâtiment présenté au chapitre 5. La
configuration proposée correspond aux choix effectués sur la zone pilote.
L’application au projet RIDER ne permet pas, pour le moment, de bénéficier pleinement
des avantages de l’adaptation au contexte d’un modèle de caractéristiques car il y a peu de
points de variabilité parmi les caractéristiques de ses logiciels. Nous avons étendu le do-
maine de la ligne de produits de RIDER aux GTC et à l’instrumentation du bâtiment. Une
telle ligne de produits permettrait de configurer dans le détail les GTC en spécifiant quelles
zones superviser, et d’adapter en fonction des objectifs d’optimisation l’instrumentation du
bâtiment pour avoir le nombre pertinent de capteurs et d’actionneurs.
Le projet est encore jeune. À mesure que de nouvelles installations seront réalisées, des
développements ou adaptations spécifiques seront réalisés et donneront lieu à de nouvelles
caractéristiques et points de variabilité. Comme le remarque Klaus Pohl et al. [2005] l’effort
nécessaire pour mettre en œuvre une ligne de produits logiciels commence à être rentable à
partir du troisième projet. Lorsque les trois pilotes seront terminés nous pourrons avoir une
vision plus claire du modèle de caractéristiques.
Ainsi, cette ligne de produits permet de déterminer si un bâtiment est correctement
équipé, et quels sont les équipements manquant pour utiliser une méthode d’optimisation
donnée. Comme développement futur, nous pourrions déterminer, en fonction du coût des
instruments et des gains énergétiques attendus, quelles sont les méthodes d’optimisation
énergétiques les plus adaptées.
La mise en œuvre du CSFM montre l’utilité de vues qui permettraient de représenter, par
exemple, l’union des sous-ensembles du CSFM relatifs à un même concept. Cela permettrait
de réduire le nombre de CSF à sélectionner lors de la configuration.
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CHAPITRE
7
Conclusion et perspectives
Le projet RIDER a pour objectif l’optimisation énergétique de bâtiments. Les logiciels
utilisés dans ce domaine pour connecter les instruments aux logiciels de gestion technique
centralisée (GTC), et les GTC à des logiciels d’optimisation énergétique, d’entrepôts de don-
nées et de tableaux de bord, doivent être configurés dans chaque bâtiment pour déterminer
par exemple :
• comment communiquer avec les instruments,
• les zones du bâtiment que doivent contrôler la ou les GTC,
• quelles méthodes d’optimisation utiliser selon les usages du bâtiment (par exemple,
la possibilité de faire participer les habitants, la présence de data centers, . . . ),
• quels tableaux de bord utiliser tout en respectant la confidentialité des mesures effec-
tuées,
• quels logiciels utiliser selon leurs contraintes d’interopérabilité et les fonctionnalités
attendues,
Dans le cadre de cette thèse, nous avons travaillé, de façon générale, dans le contexte de
la réalisation d’une ligne de produits RIDER. Nous nous sommes intéressés à la configura-
tion d’instances de la ligne de produits RIDER via les modèles de caractéristiques (feature
models). Plus précisément, nous avons travaillé sur la proposition d’une méthode permet-
tant l’adaptation du modèle de caractéristiques RIDER au bâtiment à contrôler. La métho-
dologie que nous proposons n’est cependant pas spécifique à ce projet. Elle peut être réuti-
lisé dans tout domaine nécessitant l’adaptation du modèle de caractéristiques d’une ligne
de produits au futur contexte de ses produits.
Afin de déterminer les spécificités de ce type de ligne de produits, et plus particulière-
ment celles du projet RIDER, nous nous sommes investi avec les autres membres du consor-
tium dans les étapes initiales d’analyse et de conception du projet. Nous avons participé à
l’identification des cas d’utilisation, à des interviews avec des experts des différents métiers
impliqués, à l’élaboration et l’évaluation d’architectures potentielles, à l’expérimentation de
solutions existantes, et à l’analyse et la conception de modèles métier.
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Plusieurs visions de l’architecture de RIDER [Xavier Vasques et al., 2011] ont été imagi-
nées successivement :
1. Le contexte (instrumentation, automatisation de bâtiments) et les besoins de RIDER
étaient proches de ceux trouvés dans le domaine de l’informatique ubiquitaire. Dans
ce domaine, les architectures utilisent parfois un context broker (cf. chapitre 2) pour
traiter les mesures des capteurs, contrôler les actionneurs et raisonner selon des scé-
narios pré-établis. Il avait donc été envisagé d’utiliser le moteur de règles JRules afin
de coordonner les différents scénarios d’optimisation énergétique et les calculs d’op-
timisation des modules. Par exemple, les règles auraient pu déterminer, en temps réel,
quelle était la température de chauffage ou de climatisation optimale à l’aide d’un in-
dicateur fourni par un module d’analyse statistique.
Cette première solution nécessitait beaucoup de développement logiciel, mais aurait
permis la création une ligne de produits capable de configurer des logiciels avec une
granularité très fine, puisque le code aurait pu être généré ou édité pour chaque pro-
duit.
2. L’architecture logicielle relative au point précédent pouvait être enrichie par certains
logiciels édités par IBM (IBM étant le porteur du projet). Ces logiciels permettent de
fournir de très nombreuses fonctionnalités (par exemple, le data warehouse avec DB2,
le data mining avec InfoSphere, les tableaux de bord avec Cognos, les analyses statis-
tiques avec SPSS, le moteur de règle avec JRules, les interfaces avec des systèmes de
supervision de bâtiment avec Maximo for Energy Optimization, la gestion de la main-
tenance et de l’état des instruments avec Maximo Asset Management). Ces logiciels
sont complexes à mettre en œuvre car ils sont destinés à traiter de gros volumes de
données dans un contexte industriel.
Ce second point aurait nécessité la mise en œuvre d’une SPL spécialisée dans le do-
maine de la configuration de logiciels IBM. Des solutions existent pour automatiser
le déploiement de solutions basées sur ces logiciels, cependant, ce type de probléma-
tique sort du cadre d’une thèse.
3. La solution IBM Intelligent Building Management (IIBM) a été officialisée à la moitié
de cette thèse. Elle décrit comment gérer un bâtiment afin, entre autres, d’en opti-
miser l’énergie. Cette solution réutilise entre autres les logiciels IBM énoncés dans le
point précédent et décrit les plans d’architecture selon lesquels les logiciels doivent
être mis en œuvre.
Cette solution peut également grandement bénéficier d’une approche par lignes de
produits. Cependant, la mise en œuvre est plus difficile car le paramétrage des logi-
ciels ne peut plus être facilement modifié. De plus, il est difficile de construire un mo-
dèle pertinent des caractéristiques d’une telle solution, à moins d’utiliser des outils de
rétro-ingénierie capables de bâtir un modèle de caractéristiques à partir de plans d’ar-
chitectures, de fichiers de configuration et de documentation textuelle. La construc-
tion manuelle du modèle de caractéristiques correspondant impose une vision des
composants de cette solution en tant que composants de très grosse granularité. La
solution en cours de réalisation est prévue pour être intégrée dans cette solution IBM.
Elle est basée sur des réseaux de neurones développés dans le logiciel SPSS.
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Dans le cadre de notre évaluation des différentes solutions envisagées pour RIDER,
nous avons également été amené à évaluer les différentes façons de modéliser un bâti-
ment. Aucun modèle envisagé ne correspondait aux besoins spécifiques à RIDER. Nous
donc dû réaliser un modèle permettant de décrire les bâtiments et leurs équipements afin
de fournir les informations nécessaires aux algorithmes d’optimisation énergétique de RI-
DER. Nous avons donc également proposé un nouveau modèle de bâtiment (décrit dans
le chapitre 2). Nous l’avons créé en synthétisant différents autres modèles plus spéciali-
sés dans des sous domaines précis (par exemple, les data centers [Ling Tai et al., 2008]) ou
très génériques [NBDM, 2008; Gerhard Gröger et al., 2012; gbXML.org, 2013]. Nous y avons
aussi ajouté de nouveaux concepts issus des besoins identifiés lors des entretiens avec les
membres du consortium spécialisés dans la gestion ou l’optimisation énergétique de bâti-
ments.
Ce travail sur ces logiciels, architectures et modèles de bâtiments [Xavier Vasques et al.,
2011] a été long mais nous a permis d’avoir une compréhension globale de l’ensemble du
projet RIDER et des caractéristiques du domaine de l’optimisation énergétique [Thibaut
Possompès et al., 2010a].
Nous avons ensuite proposé, dans le chapitre 4, une synthèse des méta-modèles de ca-
ractéristiques existants [Thibaut Possompès et al., 2010b]. En effet, il existe de nombreuses
contributions améliorant chacune des points spécifiques, mais il nous manquait un méta-
modèle contenant l’ensemble des améliorations pertinentes pour la mise en œuvre de la
ligne de produits RIDER. Nous avons également inclus une nouvelle façon d’associer carac-
téristiques et concepts du contexte [Thibaut Possompès et al., 2011a]. C’est à dire, une façon
de montrer la dépendance entre une caractéristique du logiciel et un élément du contexte.
Par exemple, une caractéristique du logiciel Mesure de la température nécessite la présence
de capteurs de température dans le bâtiment.
Nous avons ensuite proposé une méthodologie, dans le chapitre 5, permettant d’adapter
un modèle de caractéristiques au contexte dans lequel doit être déployé pour s’exécuter, un
nouveau produit [Thibaut Possompès et al., 2011b, 2013]. Cette méthode permet de garantir
que toutes les caractéristiques proposées à la configuration y seront utilisables.
Le contexte de RIDER ne nous a pas permis de montrer toutes les possibilités de notre
approche car la majorité des composants logiciels ne sont pas décomposables (logiciels
propriétaires) et de grosse granularité. Cela limite grandement le nombre de choix possible
parmi les caractéristiques de ces composants. Cependant, notre approche est générique et
peut être appliquée à n’importe quel domaine.
Perspectives
Aujourd’hui, notre approche est capable de suggérer une ou plusieurs solutions (à
travers l’ensemble des configurations possibles d’un CSFM). Cependant, nous pouvons
étendre notre approche pour raffiner les choix possibles en se basant sur certains critères
tels que :
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• le choix d’un maximum ou minimum de caractéristiques, cela permettrait de quanti-
fier la compatibilité de l’instrumentation d’un bâtiment avec la ligne de produits,
• la solution avec le moins de coûts de licences logicielles, ce critère permettrait de chif-
frer plus précisément le coût du déploiement d’un produit RIDER.
• la solution qui maximise le nombre d’éléments du contexte utilisés afin de tirer profit
au mieux des instruments du bâtiment,
• l’utilisation des méthodes d’optimisation les plus adaptées au bâtiment. Ce critère se-
rait utile pour choisir parmi plusieurs méthodes d’optimisation dont l’efficacité diffère
en fonction de la nature du bâtiment ciblé.
La création de vues sur le CSFM permettrait d’en simplifier la configuration. Ces vues
nécessiteraient un outil capable d’effectuer les actions suivantes :
• Visualiser le CSFM graphiquement et filtrer les caractéristiques du CSFM pour n’affi-
cher que celles pertinentes à certaines parties prenantes. Cette vue permettrait de ne
pas surcharger l’interface de configuration avec des caractéristiques non pertinentes
pour les personnes qui les choisissent.
• Manipuler et interroger à l’aide de requêtes le CSFM et le CMI afin de, par exemple,
afficher les parties du CSFM relatives à des éléments du contexte satisfaisant certains
critères (les pièces dont la surface est supérieure à 30 m²). Cette vue permettrait de
faciliter la navigation dans les éléments du contexte car ce modèle peut être complexe
et constitué d’un très grand nombre d’éléments.
• Afficher, sous la forme d’un même sous arbre du CSFM, les caractéristiques qui ont
été dupliquées (i.e., les CSF associées à une même GF) et permettre leur configura-
tion simultanément. Cette vue permettrait de choisir simultanément un ensemble de
caractéristiques du CSFM et permettrait d’éviter une sélection manuelle et laborieuse
des caractéristiques spécifiques au contexte dupliquées à partir de la même caracté-
ristique.
• Visualiser, pour une caractéristique associée à des CSF, quels sont les éléments du
contexte auxquels les CSF correspondantes sont, ou peuvent être, associées. Cette vue
serait utile pour obtenir une vision d’ensemble des zones associées à des caractéris-
tiques.
• Visualiser les éléments du contexte qui ne sont pas associés à des CSF car ils ne rem-
plissaient pas les conditions requises. Dans le contexte de RIDER, cette vue serait utile
pour voir quelles zone d’un bâtiment ne seront pas contrôlées par le futur produit RI-
DER.
Nous pourrions permettre la configuration de nouveaux produits en fonction des ca-
ractéristiques de produits existants dans le but de les faire communiquer et collaborer. Par
exemple, dans le cadre d’un logiciel d’optimisation énergétique multi-échelles, la configu-
ration d’un nouveau produit pourrait être réalisée en fonction des interfaces de communi-
cation des produits existants.
Notre méthode d’adaptation au contexte pourrait être réutilisée pour réaliser cela. Le
modèle de contexte (CM) étant dans ce cas un modèle de caractéristiques (FM), et l’instance
du modèle de contexte (CMI) étant l’ensemble des configurations des produits existants.
Ainsi, une caractéristique pourrait être associée par le lien ModelRelationship à d’autres
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caractéristiques. Une caractéristique spécifique au contexte (CSF) serait alors créée pour
chaque caractéristique présente dans les produits existants.
Par ailleurs, nous pourrions automatiser l’extraction des contraintes OCL du modèle de
caractéristiques (FM) dans le but de vérifier qu’une configuration du modèle de caractéris-
tiques adapté au contexte (CSFM) est valide.
Un autre développement intéressant serait d’intégrer à Rational Software Architect (RSA)
la génération du CSFM. Cela permettrait de totalement intégrer l’approche dans un même
logiciel.
La gestion des assets pourrait être implémentée également dans RSA afin de bénéficier
des outils intégrés pour la gestion d’un dépôt d’assets. L’intérêt d’une telle intégration dans
un contexte industriel serait de faciliter l’utilisation des logiciels IBM permettant l’automa-
tisation du déploiement des assets constituant un nouveau produit. De plus, comme nous
l’avons vu dans le cas du projet RIDER, de nombreux partenaires sont amenés à collaborer
et à contribuer aux développement des nouveau logiciels. La plateforme collaborative IBM
Jazz est intégrée à RSA. Cela nous permettrait d’apporter à nos outils la possibilité de les uti-
liser de façon collaborative. Les différentes parties prenantes auraient ainsi la possibilité de
décrire les caractéristiques de leurs développements respectifs.
Un autre développement possible consisterait à réaliser une rétro-ingénierie des assets
stockés dans un dépôt RAS. Cette norme contient la possibilité de spécifier des points de
variabilité afin de décrire les différentes possibilités de les combiner ou de les adapter aux
besoins liés à leur réutilisation.
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ANNEXE
A
Profil UML
A.1 Présentation EBNF du nouveau méta-modèle de
caractéristiques
Cette section décrit la grammaire, créée à partir de notre méta-modèle de caractéris-
tiques, permettant de définir un modèle de caractéristiques textuellement. Nous présen-
tons d’abord la grammaire textuellement sous la forme EBNF, puis graphiquement avec des
diagrammes syntaxiques.
A.1.1 Forme EBNF
A s s e t A r t i f a c t : : = Name BindingTime AssetRepository
AssetRepository : : = Name URL ( A s s e t A r t i f a c t ) *
BindingTime : : = "Runtime" | "Deployment time"
Class : : = [ http : / / slps . github . io /zoo/uml/uml2 . html#Class ]
Concern : : = Name ( Stakeholder | FeatureSet | Layer ) *
Constraint : : = [ http : / / s lps . github . io / tank / ocl / expressions . bnf ]
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Digits : : = [0−9]+
DirectedBinaryRelationship : : = M u l t i p l i c i t y ( Detai l | Enrich | Implement ) " parent "
Feature " child " Feature
Feature : : = Name M u l t i p l i c i t y ( " parent " DirectedBinaryRelationship ( " groupedBy"
RelationshipGroup ) ? ) ? ( A s s e t A r t i f a c t | " child " DirectedBinaryRelationship | "
c o n f l i c t s " Feature | ModelElement | Property | "recommends" Feature | " requires "
Feature | RelationshipGroup ) *
FeatureOccurrence : : = Feature ModelElementInstance ?
FeatureSet : : = Name ( FeatureSet | Feature ) *
Layer : : = Name ( Layer | FeatureSet | Feature ) *
ModelElement : : = Name ModelElementReference ModelElementSelectionRule ?
ModelElementInstance : : = Name ModelElementReference
ModelElementReference : : = Name Class ( ModelElementInstance ) * ( ModelElement ) *
ModelElementSelectionRule : : = Constraint+
Modification : : = Constraint+ " source " Property " c i b l e " Property
M u l t i p l i c i t y : : = " ( " D igi ts " , " D igi ts " ) "
Name : : = [A−Z] Str ing
Product : : = Name ( FeatureOccurrence ) *
ProductLine : : = ( Feature | FeatureSet | Layer ) +
Property : : = Name Value Variabi l i tyType Modification *
RelationshipGroup : : = ( M u l t i p l i c i t y | "Or" | "And" | "Xor " ) " root " Feature "groups"
Feature
Stakeholder : : = Name ( Concern ) *
Str ing : : = [ a−zA−Z0−9]+
URL : : = ’ http : / / ’ ( Str ing ’ / ’ ? ) +
Value : : = Str ing | Digi ts
Variabi l i tyType : : = " Fixed " | " Variable " | "Family variable " | "User defined "
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A.1.2 Diagrammes syntaxiques
FIGURE A.1 : AssetArtifact
FIGURE A.2 : AssetRepository
FIGURE A.3 : BindingTime
FIGURE A.4 : Class
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FIGURE A.5 : Concern
FIGURE A.6 : Constraint
FIGURE A.7 : Digits
FIGURE A.8 : DirectedBinaryRelationship
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FIGURE A.9 : Feature
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FIGURE A.10 : FeatureOccurrence
FIGURE A.11 : FeatureSet
FIGURE A.12 : Layer
FIGURE A.13 : ModelElement
FIGURE A.14 : ModelElementInstance
FIGURE A.15 : ModelElementReference
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FIGURE A.16 : ModelElementSelectionRule
FIGURE A.17 : Modification
FIGURE A.18 : Multiplicity
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FIGURE A.19 : Name
FIGURE A.20 : Product
FIGURE A.21 : ProductLine
FIGURE A.22 : Property
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FIGURE A.23 : RelationshipGroup
FIGURE A.24 : Stakeholder
FIGURE A.25 : String
FIGURE A.26 : URL
FIGURE A.27 : Value
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FIGURE A.28 : VariabilityType
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Abstract
Software product lines aim at reusing documents, source code, architectures, and, all
artefact created during software development achieved in a given domain. Nowadays, we
use “feature models” to facilitate the reuse of such elements. The approach consists in de-
scribing, in this feature model, artefacts and their usage constraints, and then to identify
representative features for creating a new product. In some situations, a feature represents
an artefact associated to a context element that must be handled by the product. Such a
feature, and its related constraints, can be cloned for each occurrence of instances of this
element in a given context.
In this thesis, we try to determine the impact of a product execution context on a fu-
ture product features. We first explore different ways for representing feature models and a
product context. Then, we propose a generic method to adapt a feature model to context
elements.
This thesis has been achieved in the context of the RIDER project (Research for IT Driven
EneRgy efficiency). This project aims at reducing energy waste due to an inappropriate
management of energy sources and needs. The heterogeneousness of building equipments
and each building specificities require to adapt energy optimisation software. We propose to
apply a software product line approach to this project. More precisely, we propose to apply
to this project our feature model context adaptation methodology, in order to adapt energy
optimisation software to each building specific context.
Keywords: Software product lines, Context adaptation, feature models, energy optimisation
Résumé
Les lignes de produits logiciels ont pour objectif la réutilisation des documents, codes
sources, architectures, et plus généralement tout artefact créé durant le développement de
logiciels d’un même domaine. Pour cette réutilisation, on utilise aujourd’hui des “modèles
de caractéristiques”. L’approche consiste à décrire dans ce modèle les caractéristiques des
artefacts créés et les contraintes permettant de les assembler, puis à sélectionner les ca-
ractéristiques représentatives d’un nouveau produit en le générant en tout ou partie. Dans
certaines situations, une caractéristique représente un artefact associé à un élément du
contexte que le produit doit gérer. Une telle caractéristique, et les contraintes relatives à sa
mise en œuvre, peuvent être clonées pour chaque occurrence de l’élément dans le contexte.
Dans le cadre de cette thèse, nous cherchons à déterminer l’impact du contexte d’exé-
cution d’un futur produit sur les caractéristiques d’une ligne de produits logiciels. Nous ex-
plorons tout d’abord les différentes manières de représenter un modèle de caractéristiques
et le contexte d’un produit. Nous proposons ensuite une méthode générique pour adapter
un modèle de caractéristiques aux éléments d’un contexte.
Cette thèse a été réalisée dans le contexte du projet RIDER (Reasearch for IT Driven
EneRgy efficiency). Ce projet a pour objectif la réduction des pertes énergétiques subies à
cause d’une gestion inappropriée des sources et des besoins énergétiques des bâtiments. La
variété des équipements et les spécificités de chaque bâtiment nécessitent une adaptation
au cas par cas des logiciels d’optimisation énergétique. Nous proposons donc d’appliquer à
ce projet une approche par lignes de produits logiciels, et plus particulièrement, notre mé-
thode d’adaptation de modèles de caractéristiques au contexte, pour adapter les logiciels
d’optimisation énergétique au contexte spécifique de chaque bâtiment.
Mots clefs : Lignes de produits logiciels, Adaptation au contexte, modèles de caractéristiques,
Optimisation énergétique de bâtiments
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