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CHAPTER 1. INTRODUCTION 
Flow Model 
The hypersonic rarefied flow near the sharp leading edge 
of a flat plate has received the attention of nany investi­
gators during the past two decades. An interesting variety of 
flow phenomena is found in the leading edge flow field. In 
fact, the entire range of flow regimes in gasdynamics is 
present, from kinetic flow very close to the leading edge to 
the continuum flow of the classical Prandtl boundary layer far 
downs-ream. The flat plate provides an excellent configuration 
in that the viscous flow field can be studied without the 
complicating effects of body geometry. 
The flow model that has emerged from previous studies is 
shown in Fig. 1. At hypersonic speeds the development of a 
viscous boundary layer t'-^e s":rface of the plate dcflccts 
the inviscid flow and generates a shock wave. The shock wave 
starts at, or perhaps even slightly ahead of, the tip and has 
curvature and thickness near the leading edge. It is uncertain 
whether free molecular flow exists at the very tip of the 
plate, but it is generally agreed that free molecular flow 
theory gives an approximation for the initial flow conditions. 
In any case, near the leading edge the mean free path of the 
molecules is very large; consequently the frequency of 
collisions with the boundary dominâtes over collisions among 
y 
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Fig. 1. Hypersonic rarefied flow past a sharp-leading-edge flat plate 
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molecules. This flow is a near-free molecule flow and can be 
described only on the basis of kinetic theory. 
A narrow transitional region exists between the near-free 
molecule region and the merged layer region. This flow has 
mixed kinetic and continuum properties, making an acceptable 
formulation of it very difficult to find. 
Just behind the transition region is the merged layer 
region, where the shock wave and the viscous layer are fully 
merged and indistinguishable from each other. Here velocity 
slip and gas temperature jump at the wall occur due to rarefac­
tion, but the flow can be described by the equations of con­
tinuum mechanics. The downstream limit of the merged layer is 
reached when a distinct inviscid layer of flo*-' develops between 
the shock wave and the viscous layer next to the plate. 
Dorastream of the merged layer region is the hypersonic 
pressure interaction region. The inviscid flow is deflected 
by the viscous layer, giving the plate an apparent thickness. 
Consequently large induced pressures are transmitted into the 
external flow, and this pressure in turn governs the growth 
of the boundary layer. As the flow moves downstream the 
pressure interaction decreases, of course, and for analytical 
purposes a distinction is made between the strong and the weak 
interaction zones. Both are relatively well understood. 
Finally, far downstream the external flow is no longer 
influenced by the boundary layer. In this region the original 
4 
concept of Prandtl's boundary layer is applicable, and existing 
methods of solution may be utilized. 
Review of Previous Work 
There have been many theoretical and experimental studies 
of the hypersonic flow over flat plates with sharp leading 
edges. The following survey is certainly not complete but 
attempts to summarize the significant progress in each flow 
region with emphasis on the regions upstream of the strong 
interaction regime. 
1 2 In 19 52 Lees and Probstein ' reported that the pressure 
interaction downstream of the leading edge of a flat plate 
could be divided into two asymptotic regions, the weak and the 
strong interaction regions. They performed detailed theo­
retical calculations in the weak interaction region, a region 
characterized by perturbations superposed on the existing 
uniform flow. In their analysis it is assumed that the 
pressure can be expressed as a Taylor's series expansion in 
powers of d5*/dx, the derivative of the local total flow 
deflection. The tangent wedge approximation, an empirical 
inviscid method to obtain pressure along the outer edge of the 
boundary layer, is used to evaluate the coefficients of d5*/dx. 
The derivative of Crocco's displacement thickness solution is 
calculated in terms of the hypersonic interaction parameter 
defined by x - M^fC/Re^)"^. The pressure on the outer edge of 
the boundary layer, and thus the surface pressure, becomes a 
power series expansion of the interaction parameter. Similar 
expansions for the external inviscid velocity, the internal 
viscous velocity, and temperature are substituted into the 
Howarth-Dorodonitsyn transformed boundary layer equations. 
Second-order ordinary differential equations result, with 
variable coefficients which are functions only of lower order 
solutions of the expansion. An approximation for the skin 
friction coefficient follows from the solution of the equation 
The second-order weak interaction pressure result for an 
insulated plate with y = 1.4 and ?r = .7 25 is given by 
^ = 1 + 0.31 X + 0.05 x^ (1.1) 
Experimental measurements by Kendall and Bertram have clearly 
demonstrated the validity of the weak, interaction theory for 
0 < X 1 3.5. 
The strong pressure interaction region is characterized 
by a large streamwise flow inclination induced by the viscous 
2 layer. Lees and Probstein again used the tangent wedge 
approximation to obtain a pressure expansion in terms of 
dô*/dx. In this case, however, different terms in the expan­
sion are used, since the induced flow deflection cannot be 
neglected. Expressions, of the same form as pressure, for 
velocity and enthalpy are substituted into the boundary layer 
6 
equations to obtain ordinary differential equations. These 
equations were solved by Li and Nagamatsu, using similar 
solutions, and Nagakura and Naruse, using a momentum-integral 
method, to obtain the constants of the pressure expansion for 
an insulated plate, y = 1.4 and Pr = 1. The result is 
2- = 0.514 X + 0.759 (1.2) 
 ^CO 
This result was compared with experimental measurements of 
Bertram for the range of % between 3.0 and 7.5. The results 
of theory and experiment compare favorably, although not 
nearly as well as for the weak interaction case. A more 
detailed discussion of the weak and strong interaction theories 
3 is given by Hayes and Probstein. 
Moving upstream to the merged layer region, where no 
distinction between the shock and viscous layers can be made, 
there have been three different theoretical approaches used 
to solve the flow field. The first was to extend the strong 
interaction theory. In the second approach the thin layer 
approximation for the entire field is used to obtain the 
"thin layer" equations. Finally, the full Navier-Stokes 
equations can be solved using finite différence methods. 
4 5 Using the first approach, Oguchi ' applied the Howarth-
Dorodonitsyn transformation to the compressible boundary layer 
equations. Due to difficulty in solving the resulting 
7 
approximate ordinary differential equations he obtained an 
upstream limiting solution for wedge-like flow, a downstream 
limiting solution which is strong interaction flow, and an 
intermediate solution based on the concept of local similarity. 
He assumed that the shock was nearly straight and the rate of 
thickening small. Velocity slip and temperature jump condi­
tions were applied at the plate surface. Oguchi presented 
surface pressure and skin friction coefficient results as a 
function of the rarefaction parameter v, defined as (C/Re^)"7 
for a V range of .5 to 1.5. He compared solutions from the 
no-slip and slip surface conditions and showed that velocity 
slip and temperature jump at the surface act to reduce surface 
pressure and skin friction results. 
Pan and Probstein^ applied the concepts of velocity slip 
and temperature jump at the surface, as Oguchi did, but also 
considered the structure of an oblique shock wave. They 
rewrote the governing equations and boundary conditions at the 
wall and at the shock in terms of the Howarth-Dorodonitsyn 
variables and applied the local similarity concept. Then the 
unknown shock location necessitated an iterative process to 
produce the solution. Modified Rankine-Hugoniot conditions 
were applied at the outer boundary of the shock to account for 
the inviscid shock-curvature effect, transport effects behind 
the shock, and shock-thickness effects. These conditions give 
tangential velocity and temperature at the downstream edge of 
8 
the shock. Heat transfer rate and surface pressure distribu­
tion results are compared with the experimental data of 
Nagamatsu et a_l. and Vidal e^ The results are in 
reasonably good agreement with the experimental data. 
Detailed flowfield surveys of the merged layer by several 
7 8 9 
experimental researchers ' ' have shown that Pan and Probstein 
made two incorrect assumptions, namely that the density ratio 
across the shock was small and that the shock was only 
moderately thickened. Hence the density and normal velocity 
component were taken to have Rankine-Kugoniot values. Oguchi'^ 
re-examined the problem and obtained corrections to the 
density and the normal velocity component. He also treated 
the shock as being locally straight with the overall shock 
shape then pieced together from the locally straight segments. 
Shorenstein and Probstein^^ improved Oguchi's one-
dimensional shock structure using locally circular shocks. 
This feature introduced a curvature correction to lateral 
transport effects within the shock due to shear stresses and 
heat fluxes involving the shock curvature. 
Another variation of this approach was given by Chow.'^ 
He also divided the merged layer inro two subregions, the 
shock-wave region and-the boundary-layer region. Chow then 
used an integral boundary layer solution, instead of a local 
similarity solution, that was matched to the shock structure 
solution along some dividing line. 
9 
The direction of the research mentioned above was toward 
the extension of strong interaction theory. The difficulty 
with this approach lies in the two-parr boundary value nature 
of the problem. Boundary conditions at the wall and at the 
shock are easily specified. However, the position of the shock 
is unknown and the governing ordinary differential equations 
are therefore difficult to solve. 
A second approach is a thin-layer approximation made for 
the entire field, including both the shock and the boundary 
layer. Parabolic partial differential equations are derived 
from the steady Navier-Stokes equations by assuming that 
gradients normal to the surface are everywhere much greater 
than gradients tangent to the surface. The approximation 
reduces the solution to an initial value problem for which 
standard boundary layer numerical methods may be used to 
compute variables in the flowfield. 
Accordingly, Rudman and Rubin^^ obtained two sets of 
governing partial differential equations which automatically 
capture the shock. The zeroth-order equations should be 
acceptable for > 5 and first-order equations acceptable for 
M > 2. These parabolic equations, with appropriate initial 
conditions and the boundary conditions at the wall, were 
solved numerically with an explicit finite difference scheme. 
The results for wall pressure, heat transfer and skin friction 
are in good agreement with experimental data of Vidal and Bartz. 
10 
It is interesting to note that for no-slip boundary conditions, 
arbitrary initial conditions were assumed in various tests of 
initial data and produced no appreciable differences in 
results for v £ 1. However, to agree with experimental data 
with slip boundary conditions it was necessary to choose the 
initial heat transfer coefficient close to the free molecular 
value. Effects of variation of y, and a are included in 
their study. 
1 4 
Cheng ejt a]^. ' reduced the steady Navier-Stokes equations 
ro a set of equations very similar to those of Rudman and 
Rubin, but different finite difference schemes were used to 
solve the initial value problem. The standard wall boundary 
conditions of wall slip and temperature jump were used, but 
with the initial data corresponding to a uniform free-stream 
in most cases. Results are close to those of Rudman and Rubin. 
A third approach is to solve the full, timc-dcpcndcnt 
Navier-Stokes equations. Butler^^ has used the particle-in-
cell and fluid-in-cell methods to solve the governing partial 
differential equations with the associated boundary conditions. 
He subdivided the region into a finite number of cells with 
average values of the flow variables contained in each of the 
cells. The differential equations were approximated by finite 
difference equations. Initial values for each cell were 
specified and the solution was advanced in time for a small 
time increment by a two step finite difference process. In 
11 
the first step temporary values of the velocity components and 
internal energy were calculated neglecting transport effects. 
The second step accounted for the transport of mass, momentum, 
and energy. Hypersonic flows of = 10 and = 25 were 
considered, and the results of the latter compared reasonably 
well with the theoretical results of Oguchi and experimental 
measurements of Vas. 
In the two regions upstream of the merged layer the flow 
is no longer a continuum, and consequently, many investigators 
have used kinetic theory approaches. The near-free molecule 
region near the leading edge of the plate has been examined by 
Charwat^^ using a first collision theory. He derived 
expressions by an approximate analytical procedure to predict 
the initial changes of flow properties from the free molecular 
flow values. Another method used in this region is the Monte 
Carlo molecular simulation. In this method the actual gas 
flow is modeled by a number of simulated molecules which move 
past the body with representative collisions and boundary 
interactions. The method requires a large amount of computer 
time and space and is restricted to monatomic gases in its 
present formulation. Several investigators have used the 
method in kinetic theory studies. Most recently Vogenitz, 
17 Broadwell and Bird analyzed the flow of a monatomic gas past 
a flat plate. Although a few flow features are not in agree­
ment with the experimental data, the flow produced by the 
12 
theory is in good agreement with measured argon results of 
18 
Becker. A complete description of this method is given by 
Bird. 
At the very tip of the plate, many investigators believe 
that a free molecular flow exists where collisions between 
molecules may be neglected and only collisions with the plate 
are considered. Hayes and Probstein^ have developed an 
expression for the surface pressure in this case. The free 
molecule limit, assuming a normal momentum accommodation 
coefficient of one, is given by 
^ =0.5[1+ (T /T_)"5] (1.3) 
P= w " 
Purpose of this Study 
The goal of this investigation was to obtain a finite 
difference solution of the hypersonic rarefied flow near the 
sharp leading edge of a flat plate by using the complete, un­
steady Navier-Stokes equations. Butler^^ is the only other 
investigator, known to the author, who has solved this problem 
numerically using the full time dependent equations. However, 
his solution does not reach as far toward the leading edge 
because the computational mesh he employed was too coarse to 
adequately resolve the flow there. 
The area examined in this study extends from the free-
stream region ahead of the plate to the strong interaction 
13 
region. It can be argued that the Navier-Stokes equations are 
not valid in the near-free molecule and transition regions, 
but they can be solved in these regions and it is believed 
that this solution is at least a first-order approximation to 
the actual flow for moderate Mach numbers. This is sub­
stantiated by past experiments^ which have shown that the 
Navier-Stokes equations have a much greater range of validity 
than might be expected. In the merged layer, where continuum 
flow exists, considerably better results would be expected 
using the Navier-Stokes equations rather than the thin layer 
equations. 
14 
CHAPTER 2. GOVERNING EQUATIONS 
Basic Equations 
In the case of a general flow problem, the velocity-
distribution and the state of the fluid may all vary with time 
and the spatial position. The fundamental equations of fluid 
dynamics relate the variables to each other and are used to 
determine the unknowns of the flow field. These basic 
equations consist of the conservation equations and the thermo­
dynamic equation of state. They can be written in the 
following tensor form for the case of unsteady motion of a 
viscous, heat-conducting, compressible fluid. 
S o  )  
Continuity: — = 0 (2.1) 
Momentum: + <5 t 
3(pu^) 3(pu^uj) 
( 2 . 2 )  
3E Energy: + 
(2.3) 
State: p = p(p,e) (2.4) 
where 
E = p (e + —^) (2.5) 
15 
In the present study of flow past a flat plate, the 
conservation equations are reduced to the case of two-
dimensional flow with no body forces or external heat sources. 
Then Equations 2.1-2.3 may be written in the following 2-D 
form with respect to the Cartesian coordinates, x and y. 
( 2 . 6 )  
X-Momenturn: 3 pu + 
3(pu2 + 3(puv-T^y) 
0 (2.7) 5t 
y-Momentum: —^ + 0  ( 2 . 8 )  
3E 
Energy: irr + 
3(Eu+pu-ux 
3t 3x 
5(EV+pV-UTxy-V?yy+qy) 
(2.9) 
The resulting system of partial differential equations may be 
conveniently written in vector form as 
15 
where 
U = 
P 
pu 
pv 
E 
F = 
3U 9G 
at + 3^ + 3^ " 
pu 
pu +p-T 
XX 
PUV-T yx 
Eu+pu-uT^^-vx^^+q^^ 
f G — 
pv 
PUV -T 
(2.10) 
xy 
pv +p-T 
yy 
EV+pV-UT^y-VTyy+OyJ 
At this point the conservation equations are still quite 
general and are valid for any flow regime. The equations, 
however, are incomplete since the shear stress and heat flux 
terms have not yet been specified. 
One approach, given by Vincenti and Kruger,^^ for 
obtaining these relationships is through the kinetic theory 
formulation. It consists of the Chapman-Enskog expansion of 
the Boltzmann equation. The Boltzmann equation is a nonlinear 
integro-differential equation that describes the rate of change 
of the molecular-velocity-distribution function with respect 
to position and time. The Chapman-Enskog expansion is a power 
series approximation giving the deviation of the distribution 
function from the Maxwellian distribution function in powers 
of a small variable. The interpretation of this small 
variable is the Knudsen number. The shear stress tensor and 
21 
the heat flux vector, written respectively as 
17 
ID. 
+ 
1 
^4 
-1 T G . -r C . 
^ 0 • ' 1 
depend on the order of the approximation to the dist: 
function. The first order aooroximation aives 
:ion 
^ijJo 
(2.12) 
C , = C , 
- 1 - ? G ,  
which leads to the Eulerian equations of motion. The second 
order aooroximation to the distribution function vields 
ID ; J 
;u. 
3X^ 
J 
;X . 
2^ 
3 gx. (2.13) 
c. = = -K 5T 
cX 
which results in the Navier-Stokes equations. The 
correction to the distribution function gives 
'iiJ. = t 
2 c u. 3 u . 
K 1 
'^k '2 o i "i - F 
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oil, OU . 
_ii ] 
;x. 
oU. cU 
- 2 
k i 
•X, I + K? Tn 
"T 
>• o • o ^ 
1 dp 
: o T  S x .  
+ K, 3T 5x. oX . 
J 
:U . C'U. 1 K 
a 
2 Su. 
: 1 
;X . cX . ] 1 
2 
I  3  
- I. 
l; 
3x.^ 
U op 
p o  S x  .  ] 
Z cU . 
'4 y- \T 
S T  ;  
S x  .  !  ] 
:'U . 
:X . 
where the K's and c's are constants given in an article b 
21 -Lin and Street , and the tensor has the meaning 
_ 1 
2 ' 
n » — 
3 kk "ii J -
Equations 2.13 and 2.14 together give the stress tensor and 
the heat flux which result in momentum and energy equations 
called the Burnett equations. 
In the usual macroscopic approach of deriving the Navier-
Stokes equations it is necessary to assume the viscous stress 
and heat flux are linear functions of the rate of strain and 
the temperature gradient, respectively. The resulting 
expressions for and are identical to Equation 2.13, 
19 
if the bulk viscosity coefficient is neglected. Then in 
this formulation the linearity relationships are premises which 
are assumed to be experimentally verifiable. 
The bulk viscosity u^ is neglected for all calculations 
in this study. For a perfect monatomic gas, this step is 
justified since kinetic theory shows u^ is zero. However for 
a polyatomic gas the effect is not always zero and can have a 
significant influence on sound propagation and shock-wave 
structure.20 However, Schlichting-^ states that it appears 
to vanish in gases of low density. Rarefied flow is considered 
in all the cases of this study, so its effect is assumed to be 
negligible. 
For perfect gas calculations the state equation has the 
analytical form. 
p = (y-l)ce (2.15) 
In this investigation for the chemical equilibrium calcula­
tions for air, the NASA Ames Research Center RGAS computer 
program for computing the thermodynamic properties of 
2 3 
equilibrium air was modified so that density and internal 
energy could be used as the independent variables. A descrip­
tion of the Modified RGAS program is given in Appendix A. 
In summary the basic equations used in this study are the 
unsteady Navier-Stokes equations (2.10) and (2.13), and in 
addition either the perfect gas equation (2.15) or the table 
20 
interpolation procedure for flows in chemical equilibrium. 
Transport Properties 
The viscosity coefficient u in Equation 2.13 is approxi­
mated by different expressions for air, argon and nitrogen. 
Each expression and its source is listed below. 
24 
a. Air: (Van Driest Method) The viscosity-temperature 
relation which best fits experimental data for the 
temperature range 210°R - 3710°R is 
Tec. 
.5 1.505] 
(T+.505T_) 
lb-sec 
n 
ft" 
(2.16) 
25 
b. Argon: Matula used the shock tube to obtain a power 
law thermal conductivity-temperature relationship for 
the temperature range of 117 0°R - 9000°R. An 
approximate viscosity equation obtained from the 
conductivity experiments is 
u = 4. 740 (10) |lEZ|ec| (2.17) 
3 4 U I Z i !_ J-1- _i 
c. Nitrogen: The temperature variation of viscosity for 
nitrogen was obtained by again using the Sutherland 
26 
formula with constants given by Cnapman 
u . 2.16 (10)-G T '2. IS'' 
! f t i 
21 
The thermal conductivity v/as obtained by using the 
definition of Prandtl number, written as 
k = -p2 (2.19) 
At the low pressures and moderate temperatures of this study, 
it was assumed that c and ?r remain constant allowina the 
P 
thermal conductivity to be expressed independently of pressure-
27 2 3 
This is substantiated by Hanser and by Ahtye and Peng. 
Wall Slip and Temperature Jump 
Near the leading edge of a flat plate the tangential 
velocity at the wall is no longer zero, and the gas temperature 
deviates from the wall temperature. These effects were studied 
by Maxwell, Tsien, and Smoluchowski for low Mach numbers.""" 
The slip velocity is 
U  o U  J  U  d T  
3 3y 4 pT 3x ( 2 . 2 0 )  
where g is the coefficient of sliding. The ratio u/3 is very 
close to À, the mean free path of the gas at the wall. If the 
temperature gradient along the plate is small and the kinetic 
theory definition of A is used, the slip velocity becomes 
u = X N 
w w ?yj_ 
r >.5 r .n I TTV > I y cu ' 
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The gas temperature at the wall may be written as 
( 2 . 2 2 )  
where the coefficient of temperature discontinuity c^ can be 
expressed as 
The accommodation coefficient a varies between .88 and .97 
depending upon the type of surface. For simplicity the value 
the present study. 
Equations 2.20 and 2.22 are first-order approximations 
for the slip velocity and temperature jump. A higher-order 
approximation., which would be "iised in conjunction with the 
Burnett equations, was derived by Schamberg and can be found 
in Ref. 21. The first-order equations were employed with the 
basic equations for all calculations of this study. 
1 
T (2.23) 
of a is usually chosen to be one,^^'^^ and this was done in 
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CHAPTER 3. NUMERICAL SOLUTION OF EQUATIONS 
Difference Method 
The finite difference method used for the integration of 
the Navier-Stokes equations was developed by MacCormack. 
It is a variation of the Lax-Wendroff scheme and has been used 
extensively to solve problems in fluid dynamics. "acCormack's 
two-step difference method has second order accuracy in both 
space and time. 
Application of rhe method to the conservation equations 
(2.10) with t = nAtf x = jAx, and y = kAy results in the 
following difference equations for the first time step: 
' "5*,k - § - i 
(3.1) 
^'j,k + - s 
_1_ 1 II _1_ *1 Ax- ^ _L 1 
= f 
- =rk-x'j ' 
where F? . and . equal F(U? .) and G(U^ .), resoectivelv. 
The first equation gives a predicted value for U^"*"?" at each 
J t 
grid point using forward differences to approximate the 
spatial derivatives. It is a first order scheme. The second 
equation, which is second order accurate, gives the corrected 
X. 1 
value usina the predicted solution UV T with backward spatial 
^ 3 ,k 
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differences. During the next time step, a backward difference 
is used in the predicted step and a forward difference in the 
corrector step. The reversal of direction is continued with 
each step to eliminate any "biasing" due to direction. 
Tile difference equations of Equation 3.1 require values 
of the viscous and heat flux terms contained in the F and G 
vectors. They are approximated with forward and backward 
first-order differences always in a direction opposite to that 
used in the predictor and corrector steps. This eliminates any 
biasing of direction and maintains the second-order accuracy. 
To illustrate the use of the numerical method the leading 
edge flow field and the arrangement of the computational net 
relative to the plate are shown in Fig. 2. Initially, free-
stream values of the flow variables are specified at each grid 
point. Then the solution is advanced in time by a small 
increment At using MacCcrr.ack' s twc-stcp method. 
The unknowns of the U vector are computed at the comple­
tion of each step, allowing the four flow variables to be 
determined in the following manner. 
P = 
u - Ug/U^ (3.2) 
V - Ug/U^ 
e = Uj/U^ - [(Ug/U^i^ + (U2/Ui)2]/2 
The remaining thermodynamic properties, pressure and 
temperature, are determined by using either the perfect gas 
y 4 
NK 
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w 
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w 
# 
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conditions : 
Extrapolate flow 
variables 
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NJ-1 NJ 
Fig. 2. Arrangement of grid points and computational boundaries 
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equation or rhs Modified RGAS program. Ccrripvtation continues 
unril flow variables no longer change, indicating the steacy-
s-cara solution has been achieved. 
Boundary Conditions 
Freestrearr. conditions are specified initially and held 
ifter along the upsrream boundary, j=l, 
in Fig. 2. The flow variables along the upper boundary and 
the dov;nstrean boundary are unknown. In the present: calcula­
tions, a zercth-order extrapolation of the flew variables is 
used to determine the variables along the NK row and the KJ 
column. That is, all the flow variables at each boundary point 
along the NJ column are set equal to the variables of the 
adjacent interior point of the NJ-1 column. A similar 
procedure is used along the NK row. 
in f o 
flow variables along the surface of the plate. A "first-c: 
set results when the velocity and temperature gradients of 
Equations 2.21 and 2.22 are approximated by the first-orde: 
forward differences given resoectivelv as 
rU I ~ ^k=2 S 
(3.3) 
? - v 
dT! ~ -k=2 'c 
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where u_ = u, and T = T, . In addition, the normal 
K—X g K—X 
pressure gradient is assumed to be zero so that the vail 
pressure is set equal to the pressure of the inferior poinr 
just above it. The "first-order" set with a simple rearrange­
ment mav be writt :n as 
"w Av + A ' w 
(3.4) 
T + -
w c 
^k=2 
"P —J 
~k 
1 + 
^g ' Pk=2' 
W 
c? Ay 
w 
ana o = 
• w gRT g 
A "second-o-'der" set ir.ay be obtained in a similar manner. 
In this case a quadratic extrapolation of the densitv at the 
three interior points directly above the surface is used to 
find the surfacs densitv o . In addition to the extrapolation 
w 
of density, second-order difference approximations are used 
for the velocity and temperature gradients of 2.21 and 2.22. 
These difference approximations are 
" *k=3 " 
(3.5) 
8Tl ^ '^^k=2 ^k=3 " ^ '^g^ 
2 8  
Finally, the conditions at the wall ir.ay be 
2Ay - 3 
k V»' (4T\ 
T = 
\"-k=2 
'w 
IV 
"w -^k=2 ^"k=3 ' "k=4' 
and o = 0  gRT 
- Vv • g 
In the event that the temperature gradient along the plat' 
is not small, the second tenri of Equation 2.2 0 should be 
included in the calculation of the slip velocity. Ther each 
of the expressions for u in 3.3 and 3.5 should be replaced 
w 
by rhe firsr and second-order approximations given by 
'•^"k=2 ^k=3 '"^'--^1 '-^-2 
ziiv 4r '1 z._.y. 
where T., t_. , and T. . ^  are; qas wall temperatures 
"îf^T.^.''2r0s Cvjù îcend uoon the particular x oositic: 
Plate surzac( 
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Computational Network 
This study found that without adequate resolution the 
solution oscillates in the area very near the leading edge. 
With numerical experimentation it was possible to choose a 
suitably fine grid to eliminate the oscillation in this 
difficult area. However, if this fine grid is used throughout 
the computational region, it becomes prohibitively expensive 
to compute the entire flow field upstream of the strong inter­
action region. 
These difficulties are avoided by using a very fine grid 
near the leading edge and larger grids farther downstream. The 
computational box arrangement used is shown in Fig. 3. The 
first computational box, which may include network points 
ahead of the plate, consists of a 21 x 31 point rectangular 
network. The network is oriented with 21 points normal to the 
plate and 31 points in a direction along the plate. When a 
steady state is reached, this solution is passed along as 
initial conditions to grid points of the next box. 
Small oscillations of the flow variables in the stream-
wise direction were observed downstream of the junction of 
adjoining boxes. The same oscillations were noticed by 
Carter^' using Brailovskaya's finite difference scheme in a 
similar patch technique. Since the oscillations damped out 
quickly, they could be eliminated from the results simply by 
overlapping the computational boxes. In most cases the overlap 
y  ,L  
Shock 
wave 
w 
o 
X 
Fig. 3. Computational boxes used in computing flow field region next to the 
surface of the plate 
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procedure was unnecessary. 
According to Rudman and Rubin^^ tangential gradients in 
the region near the leading edge cause an elliptic nature in 
the steady Navier-Stokes equations. In an error analysis they 
conclude that a parabolic nature of the equations occurs down-
2 
stream of the leading edge when > 2. Therefore, the first 
computational box must extend downstream beyond this point on 
the plate so that upstream effects will not influence results 
in the following computational boxes. 
Stability Criterion 
Since MacCormack's algorithm is an explicit method, a 
stability condition is required. Numerical stability of the 
Lax-Wendroff type methods presently cannot be completely 
analyzed for a nonlinear system of equations, such as the 
Navier-Stokes equations.The most successful attempt to 
date is to linearize the governing differential equations and 
study the amplification Fourier components of the solution 
obtained by applying the difference method to the linearized 
set of equations. 
If an inviscid nonheat conducting one dimensional flow 
is considered, the eigenvalues of the amplification matrix are 
less than one if 
32 
This is the well-known Courant-Friedrich-Lewy (C.F.L.) 
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condition. MacCormack conjectures that the At requirement 
for his method would be close to the two dimensional C.F.L. 
condition 
^^CFL - [(|ui/Ax + |v|/Ay + afl/Ax^ + l/AyZ)'^]-! (3.9) 
In the present study where highly viscous regions occur 
near the leading edge of the plate it was found that the time 
increment condition must be a fraction of Equation 3.9, 
At < k (3.10) 
where 0.08 < k < 0.90. 
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CHAPTER 4. COMPARISONS WITH PREVIOUS STUDIES 
Case I - Flow Conditions of Becker and Boylan 
The computational method developed in this study to 
compute the hypersonic rarefied flow near the sharp leading 
edge of a flat plate has been applied to three test cases. 
The first case considered uses the flow conditions from 
9 the experimental tests of Becker and Boylan performed at the 
Arnold Air Force Station, Tennessee. The values of the un­
disturbed flow orooerties of air in the test section are; 
M = 10.15 
CO 
Pr = .72 
V = 1.4 
Re^ = 4655/ft 
p^ = .0557 lb/ft' 
r _ 14.16 .^1/2 
^ 
v'x 
T^ = 5400°R 
T = 250°R 
A = .00 333 ft 
V = . 1374 r.1/2 t" 
(4.1) 
The starting data required for the computer program were 
matched with the appropriate test conditions of 4.1, allowing 
a comparison between experimental and numerical results. The 
"first-order" set of wall conditions given by Ecuation 3.4 
was used in the computations. Three computational boxes 
arranged as shown in Fig. 3 were used to obtain results 
upstream, of the strong interaction region. Listed in Table 1 
are the strong interaction parameter range of each box, the 
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Table 1. Computational box information for Case I 
BOX X Hange 
1 =-218.5 31 21 .00014 .00035 0.40 0.652 
2 218.5-69.1 31 21 .00126 .00105 1.20 5.870 
3 76.3-22.10 31 21 .01250 .00315 4.00 58.700 
nuiTiber of grid points in each network, grid sizes, and the 
Reynolds n-airiber based on the tangential grid length. A total 
of 5.5 CPU hours was required to obtain the steady-state 
solution of this case on the IBM 360-67 computer. 
Before proceeding with the comparisons a brief discussion 
of two frequently used correlation parameters is necessary. 
The hypersonic strong interaction parameter used in Table 1 is 
defined as 
o I r I - 3 
X = , (4.2) 
CO 
I xj 
where C is the Chaoman-Rubesin coefficient y^.T /u T__. Early CO CC' 
investigators used the condition of x^O in dealing with the 
weak interaction while %>>! referred to the strong interaction 
farther upstream. A parameter introduced more recently, the 
rarefaction parameter, given as 
C 
V = M 
no I I<e 
1 "x 
.5 
r A ? \ iv • J > 
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is believed to correlate the wall pressure and heat transfer 
data better than % iri the merged layer region-McCroskey 
et al.' using probe survey profiles and schlieren photographs 
consider the region where .15 < v < .20 as the boundary between 
the strong interaction and the fully merged layer regions. 
The experimental data used for comparison in this study lie 
upstream of this boundary. 
The computed surface pressures are compared with Becker 
and Boylan's experimental data in Fig. 4. The computed wall 
pressure begins with a value near the free molecule limit of 
Equation 1.3, rises to a peak exceeding the experimental data, 
and then approaches the pressure of the strong interaction 
33 
theory of Cheng e^ a2. at the downstream boundary of the 
merged layer. Cheng's strong interaction theory predicts the 
surface pressure to be given by 
V 
p I = ^iV+Tl [-664 + 1.73(T^/TT)]X (4.4) 
Fig. 4 also shows the effect of placing four columns of grid 
points ahead of the plate. Adding these points results in a 
solution with a larger pressure near the leading edge, but 
this solution asymptotically approaches the previous solution 
with no grid points in front of the leading edge. A numerical 
test using eight columns cf points ahead of the plate gives 
results identical to izhe solution with the four columns of grid 
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37 
points ahead of the plate. These calculations indicate the 
limit of the upstream influence on the flow and all the 
remaining computations were performed with four columns ahead 
as shown in Fig. 2. 
Fig. 5 compares surface slip velocity resulting from 
Equation 3.4 with the approximate results of Becker and Boylan. 
Their wall velocities were obtained by using surface measure­
ments to the wall. It is interesting to note that both 
efforts give a slip velocity in the strong interaction region. 
The gas temperature computed at the surface of the plate 
is shown in Fig. 6. The gas temperature T^ is slightly larger 
than the freestream temperature near the leading edge; 
increases to a maximum value downstream of the wall pressure 
peak and eventually approaches the wall temperature. 
Fig. 7 and Fig. 8 show the density and pressure profiles 
at intermediate positions along the pjate. These figures give 
a clear picture of the development and the growing strength of 
the shock wave. The oscillations observed in the density 
profiles are believed to be caused by the truncation errors 
resulting from the "first-order" set of boundary conditions. 
In the next test case these oscillations were eliminated by 
using the "second-order" set of boundary conditions. 
The positions of maximum density and pressure from the 
two previous figures can be used to give the approximate 
location of the shock wave. This is illustrated in Fig. 9. 
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Other results indicated are those of Butler^^ and Becker and 
Boylan. Butler determines the shock position by finding the 
location of the inflection point of the pressure profile, 
whereas Becker and Boylan use impact pressure data. 
In order to illustrate the "time-dependent" nature of the 
computational procedure, velocity profiles at five different 
times during the calculations procedure are shown in Fig. 10. 
The tangential velocity is initially the freestream value U^. 
Intermediate profiles at x* = 13.22 are plotted to show their 
movement toward the steady-state profile. 
The variation of the skin friction along the plate is 
shown in Fig. 11. The skin friction coefficient 
C.- = ,4.5, 
" 1/2P„U„ 
varies with the viscosity coefficient and the wall velocity 
gradient. For the results in Fig. 11. Equation 2.16 was used 
to give the viscosity-wall gas temperature relationship, while 
the velocity gradient was approximated by the second-order 
difference Equation 3.5. The free molecule limit^^ 
is indicated on the figure. 
The conduction heat transfer rate along the plate is 
shown in Fig. 12 in the form of the Stanton number, written as 
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^ CO 
It is calculated at several positions along the plate by using 
the definition of Pr, the viscosity-temperature equation (2.16) 
and the difference approximation (3.5). The heat transfer 
rate reaches a peak near the leading edge and then decreases 
steadily along the plate. The free molecule limit is given by 
the equation,^" 
^ TV 4yM (4.8) 
' ' cc 
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Maslen has pointed out that the heat transfer to the 
wall, in the case of velocity slip, should contain an addi­
tional term referred to as the "sliding friction". It 
represents work done directly on the wall by the shear and is 
nonzero only if there is some slip at the wall. In non-
dimensional form this heat transfer coefficient is 
(k ST/By + uu9u/3y) 
Its variation along the wall is shown in Fig. 13. Near the 
leading edge the sliding friction term is dominant but 
decreases rapidly and becomes small as the strong interaction 
region is approached. 
Shorenstein and Probstein^^ have obtained several 
emoirical formulas expressed in terms of a modified rarefaction 
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00 
parameter g, where 
T 
.5 
M C 
(4.10) 
X 
The cases considered cover the ranges 10 £ _< 25 and .05 _< 
T^/T^ _< .20 for y = 1.4. Included in Fig. 14 and Fig. 15 are 
comparisons of the present results with their correlation 
formulas for the shock surface location and heat transfer rate. 
According to Shorenstein and Probstein, the limits of validity, 
for an accuracy of at least 5%, are g < 1 for the shock loca­
tion formula and 3 < .10 for the heat transfer rate formula. 
In order to test the computer program's ability to 
calculate equilibrium air flows, the Modified RGAS program was 
used to com.pute the thermodynamic properties in the present 
test case. Due to the relatively low temperatures in this 
case, only minor changes occur in the properties. A compari­
son between perfect gas and equilibrium calculations is shown 
in Table 2 for various positions along the plate's surface. 
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Table 2. Pêrfect gas and equilibrium air comparisons 
Location Perfect gas calculations Equilibrium calculations 
X *  P T P(10) ^ P T p(10) G 
Ib/ft^ °R slug/ft^ Ib/ft^ °R slug/ft^ 
0. 042 . 0630 295. 3 .1243 .0653 290. 1 .1260 
0. 210 . 0880 380. 4 .1345 .0879 374. 7 .1352 
0.420 . 1152 465. 4 .1442 .1146 458. 0 .1445 
0.840 . 1644 603. 2 . 1588 .1644 596. 4 .1590 
1.262 . 2044 709. 1 . 1680 .2051 704. 7 . 1678 
2. 020 . 2572 
OO in C
O 
0 .1747 .2511 837. 2 -1731 
3.530 . 3658 1087. 0 . 1960 .3575 1061. 0 .1946 
5.050 . 4042 1186. 0 . 1980 .3993 1164. 0 .1979 
6. 550 . 4028 1226. 7 .1914 .3990 1208. 4 .1905 
8.000 . 3894 1243. 2 .1825 .3855 1226-1 . 1814 
10.330 . 3685 1247. 7 .1721 . 3643 1230. 4 .1708 
Case II - Flow Conditions of Becker 
The second comparison which was made in this study uses 
the same flow conditions as were used in the experimental 
18 
tests of hypersonic rarefied argon of Becker and were used 
17 by Vogenitz e± in their Monte Carlo simulation studies 
The freestream flow conditions are: 
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= 12.6 6 T = 6300 °R 
Pr = .667 T /T = .0835 
Y = 1.67 = 116.1 =R (4.11) 
Re^ = 28,380/ft = .000755 ft 
= .007798 Ib/ft^ V  =  ft^^^ 
vx 
>- = Ldi ftV2 
The starting data for the present numerical calculations 
were matched with the test conditions of 4.11. Four computa­
tional boxes were used to obtain the results upstream of the 
strong interaction region. Table 3 contains the relevant 
information of the network used in this case. 
Table 3. Computational box information for Case II 
Sox X Range Network 
x-dir. 
points 
y-dir. X ,  ft y, ft 
Ax 
X  
1 cc 
-264.0 21 21 8.0 ( 10) -5 8 (10) -5 1.0 2. 27 
2 CO -82.9 31 21 5.0 ( 10) -4 5 (10) — 4 1.0 14. 20 
3 94 .5-40.0 31 21 1.5 ( 10) -3 1 (10) -3 1.5 42. 60 
4 44 .1-24.8 21 21 5.0(10) -3 2 (10) -3 2.5 142. 00 
During the early numerical tests of this case, only the 
last three computational boxes of Table 3 were used to 
evaluate the effects of different wall conditions. Figure 16 
shows the results of these numerical tests. First, a steady-
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5 5  
state solution was obtained with the same wall conditions, 
(3.4), as those employed in Case I. Second, a solution was 
computed using conditions (3.4) except that wall density was 
found by the quadratic extrapolation formula with wall pressure 
determined by the equation of state. This test had a slope-
changing effect on the original solution. In the third case, 
the temperature gradient term in 2.20 was included in the slip 
velocity calculation in addition to the density-pressure 
modification made in the previous test. The solution changed 
slightly near the leading edge, but the effect at the down­
stream edge was negligible. Finally, another solution was 
obtained by use of the "second-order" conditions (3.6), which 
increased the leading-edge pressure but decreased the peak 
pressure substantially. The "second-order" set of wall condi­
tions eliminated the density profile oscillations, and the 
order seemed to be more consistent with MacCormack's second-
order difference scheme. Therefore it was concluded that the 
solution using these wall conditions should be used in the 
remaining calculations. 
After the numerical tests were finished, an additional 
computational box was placed upstream of the other three to 
obtain results much closer to the tip of the plate. The 
computed surface pressures are compared with Becker's experi­
mental data and the Monte Carlo (M-C) simulation results of 
17 Vogenitz et a2. in Fig. 17. The computed wall pressures 
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near the leading edge are larger than the free molecule limit, 
peak to pressures above the M-C results and the experimental 
points, and then approach the pressures of the strong inter-
33 
action theory. The computed solution using conditions 3.4 
is plotted on the figure to show how closely the computed 
solutions agree near the strong interaction region even though 
differences occur near the leading edge. 
Figure 18 shows the upstream and surface pressures near 
the tip of the plate. The pressure increases gradually from 
the freestream value, imposed along the first column of grid 
points, and then increases sharply due to the viscous and heat 
conduction effect associated with the presence of the plate in 
the flow. Also shown on the figure are the free molecule 
pressure limit and two pressure points computed by the M-C 
method assuming diffuse, hard spheres. 
Figure 19 compares surface slip velocity resulting from 
Equation 3.6 with the approximate experimental results of 
Becker. The computed velocities are lower than the experi­
mental data. Both the numerical and experi~iental results 
indicate a slip velocity downstream of the merged layer as in 
Case I. 
Figure 20 illustrates the variation of the gas tempera­
tures along the surface of the plate. It begins above the 
freestream value at the leading edge, reaches a maximum down­
stream of the pressure peak, and decreases slowly toward the 
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cold plate temperature. 
The density and pressure profiles at intermediate 
p o s i t i o n s  a l o n g  t h e  p l a t e  a r e  s h o w n  i n  F i g .  2 1  a n d  2 2 ,  
respectively. A comparison of profiles is made with those of 
the M-C simulation. Note that the density profile oscilla­
tions which were quite apparent in the previous case have been 
eliminated. 
The positions of maximum density and pressure are used to 
locate the shock wave. Vogenitz e;t al.^^ use the position of 
peak density obtained from the M-C method to locate the shock 
wave. These positions are plotted in Fig. 23. 
Figure 24 compares temperature profiles at two different 
positions along the plate for the present method and the M-C 
method. Differences do occur at the plate but diminish as 
distauice above the plate increases. 
The computed results for Fig. 25, 26, and 27 are 
determined by the same equations as Case I with argon instead 
of air. The M-C results are plotted for comparison on Fig. 
25. All results of this figure contain the same trends down­
stream, and good comparison of the present results with the 
M-C calculations assuming 30% specular reflections of 
molecules occurs near the leading edge. 
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Case III - Flow Conditions of Lewis 
The final case uses the flow conditions from the recent 
35 
experimental tests of Lewis at Princeton University's Gas 
Dynamics Laboratory. The values of the undisturbed flow 
properties of pure nitrogen in the test section are: 
= 24.5 T„ = 2150°R 
Pr = . 587 T /T^ , = .308 
Y = 1 . 4  T = 1 7 - 7 5 ° R  ( 4 . 1 2 )  CO 
Re^ = 12,250/ft = .0025 ft 
p_ = .001475 Ib/ft^ _ _ .1150 ^^1/2 V  =  f t "  
V = 69.1 ,.1/2 
The stirring data for the numerical computations w^re 
again matched with the appropriate test conditions of 4.12. 
Since the solution cf this case was obtained aefore the :on-
clusions in Case II were made, the "first-order" set of wall 
conditions (3.4) was used in the computations. Due to in­
sufficient computer funds, only results from two computational 
boxes were obtained. The pertinent network information is 
compiled in Table 4. 
The computed surface pressures of Fig. 28 exhibit the 
same general characteristics of those found in Case I and Case 
II, except that the pressure peak is much greater than the 
experimental results of Ref. 8,35-37. The pressure results of c 
7 0  
Table 4. Computational box information for Case III 
Box X Range Network points x, ft y, ft ^ Re^ 
x-dir. y-dir. Ay Ax 
1 00 -857 31 21 . 00025 .0005 0.5 3,06 
2 979-309 21 21 .00250 .0015 1.5 30.60 
third computational box would, had they been obtained, probably 
33 
approach the strong interaction theory values for 
pressure. 
Figures 29 and 30 show computed surface slip velocities 
and gas temperatures. The velocities and temperatures have 
the same general features of those computed in Cases I and II. 
Conclusions 
This study has presented a nsthcd for computing the flow 
in the vicinity of the leading edge of a sharp flat plate using 
a finite difference solution of the complete Navier-Stokes 
equations. The numerical procedure takes into account velocity 
slip and gas temperature jump associated with rarefied hyper­
sonic flows. The area examined extends from the freestream 
region ahead of the plate to the strong interaction region. 
Comparisons have been made with experimental data, 
correlation formulas, and numerical results of the Monte Carlo 
simulation technique. Good agreement occurs in comparisons of 
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the density and pressure profiles, shock surface location, and 
heat transfer rates. Features not in close agreerr.ent are the 
temperature profiles, surface pressures, and ^ all slip 
velocity variations along the plate. 
3 8 
Vas has pointed out, however, that surface pressures 
are the most difficult experimental results to obtain. The 
raw data must be corrected by as much as 200% to obtain surface 
pressures. On the other hand, density is found by direct 
measurements with no corrections required, making it the most 
39 
reliable data. Smith and Lewis, in a recent publication, 
also express doubt about the accuracy of previous surface 
pressure results due to the large corrections and the lack of 
reproducibility of results from model to model. They are also 
concerned by the fact that no previous surface pressure data 
approached the appropriate free molecule limit near the 
leading edge. This difficulty in correcting the raw data may 
explain the discrepancy between the numerical and experimental 
surface pressures in Case I and Case II. 
Another question which needs to be answered is whether 
the Navier-Stokes equations can be used in the near-free 
molecule and transition regions. One way to examine the 
validity of the Navier-Stokes equations is to determine the 
magnitude of typical terms neglected in the stress tensor and 
heat flux vector contained in the Burnett equations. Truitt^^ 
shows that 
75 
-r 
ij, 2 
T . . 
13 1 
= 0[M_Kn] 
(4.13) 
= 0 [M Kn] , 
where Kn is the Knudsen number which increases with the 
rarefaction of the gas. The Navier-Stokes equations cease to 
be valid when this ratio is not negligible with respect to 
unity, which happens in the slip flow region for rarefied flow 
of very large Truitt also examines the validity of the 
Burnett equations by obtaining the ratios 
T . 
— = 0 [M_ Kn ] 
1] 
9i 
(4.14) 
- = 0[M ^ Kn^] 
The Burnett equations cease to be valid if the gas is so 
2 2 
rarefied that Kn cannot be neglected when compared to one. 
This is typical of the near-free molecule region. 
In the merged layer the ratios of 4.13 and 4.14 are small 
for the moderate Mach numbers of Case I and Case II making the 
Navier-Stokes equations valid in this region. Although the 
limitations of 4.13 and 4.14 would seem to seriously limit the 
Navier-Stokes equations upstream of the merged layer, the 
numerical results compared reasonably well in these regions 
with the M-C solution of Case II. 
Another indication of the validity of the Navier-Stokes 
equations upstream of the merged layer region is given in a 
4 n 
recent study by Victoria and Widhopf^*" They completed a 
numerical study of the hypersonic blunt body problem in the 
merged layer and transition regions to compare their finite 
difference solution of the complete unsteady Navier-Stokes 
equations with results of the M-C simulation technique. Their 
solution agreed quite closely with the K-C results, and they 
concluded that the Navier-Stokes' stress-strain model and the 
Fourier heat conduction law were valid for the blunt body 
study with = 10 and Kn = .10. In addition, they showed the 
inaccuracy of the results when using the "thin layer" equations 
for the same problem. 
In light of the above evidence, it appears that the Navier 
Stokes equations, with velocity slip and temperature jump 
included, can be used to obtain reasonable results upstream of 
the strong interaction region. In particular the method of 
this study should prove useful for a diatomic gas since the 
M-C method is restricted to monotomic gases in its present 
formulation. 
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CHAPTER 5. RECOMMENDATIONS FOR FURTHER STUDY 
Two possible extensions to the work of this investigation 
can be suggested. 
The first suggested extension would be to try more 
accurate expressions for the velocity slip and temperature 
jump than the approximate expressions 2.20 and 2.22 used in the 
current study. As a first step perhaps Schamberg's expressions 
given in Ref. 21, which are normally used in conjunction with 
the Burnett equations, could be used with the Navier-Stokes to 
compute the flow field. 
The second suggested extension of the present study might 
be to incorporate in the computer program the necessary logic 
to include the Burnett equations and the associated higher-
order slip velocity and temperature jump expressions of 
Schamberg. Thus, the first computational box placed near the 
leading edge could employ the Burnett and the Schamberg equa­
tions. In this case before proceeding with the calculations 
of the next computational box, a check of the stress and heat 
flux ratios of 4.13 should be made. when their ratios become 
negligible, the logic of the present Navier-Stokes formulation 
might be used to substantially reduce the computer time. 
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APPENDIX A: MODIFIED RGAS DESCRIPTION 
In order to compute real gas flows using a finite 
difference solution of the conservative form of the Navier-
Stokes equations, it becomes necessary to determine pressure 
as a function of density and internal energy. To do this the 
NASA Ames Research Center real gas computer program RGAS has 
been modified to give the user the option of entering with new 
independent variables, internal energy e and density p. 
Although the calling sequence has been altered in order to 
transfer e to the modified RGAS subroutine, the logic and other 
features of the original RGAS subroutine have been retained. 
The modified subroutine requires new cubic coefficients for e 
and p entry. A short program was written to generate and 
store the coefficients on tape for air. In order to under­
stand the method of generating the new coefficients and their 
use in the modified subroutine, a brief discussion of the 
original RGAS subroutine follows. 
Original RGAS Subroutine 
Version I of the original RGAS program for real gas 
calculations is based on the gas properties determined by 
41 Bailey for temperatures up to 45,000 °R and densities from 
-7 3 10 to 10 amagats. These properties were used to generate 
13 files of information on a tape for use in determining the 
thermodynamic properties (a,h,T, and s) of 13 different gas 
8 4  
mixtures. Each file on the tape contains the cubic spline fit 
coefficients along with the lowest value of the independent 
variable F, for each interval on the 11 constant density lines 
(Rj = log^Q p/pg = -7.0, -6.0,..., + 3.0; j = 1, 11). F varies 
between zero and FM (the maximum value of F) and is defined by 
l og^ ( , (p /p^ )  -  log^ „ (p /p^ )  -  B 
F = 2 (A.l) 
1 + E log^Q(p/pg) + D [log^Q (p/p^)] 
where B, D, E, FM, p^, and p are known constants for each gas. 
Subroutine RGAS calls subroutine SERCH which uses ? to 
locate the cubic coefficients required for the calculation of 
the thermodynamic properties. For example, if h is to be 
determined with p and p known, then R is first calculated 
CR = log,^ o/p^) to determine the two adjacent R. lines. Once J. V O ] 
F is found from Equation A.l, the two sets of cubic coefficients 
can be located for each R^ line- With these coefficients, the 
J 
values of h on the two R^ lines are calculated from 
2 3 h^ = a^ + b^F + c^F + d^F 
2 3 
^2 ~ ^ 2 ^2^ c^F + d^F 
. . 2 )  
allowing h to be found by linear interpolation: 
h = h^ + (h^ - h^)(R - R . ) (A.3) 
The method is illustrated in Fig. Al. 
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h 
j+1^ R=10910P/P( 
h. 
Fig. Al. Calculation of enthalpy 
Cubic Coefficients for Modified RGAS 
In order to use e and p for the independent variables, it 
was necessary to generate new cubic coefficients for every e 
interval such that 
2 3 F = a + be + ce + de (A. 4) 
This was accomplished by subdividing each F interval of the 
enthalpy curve into three equal parts as shown in Fig. A2 where 
F. = F, + iAF/3, i = 0, 1, 2, 3. 
Equation A.1 was then solved for the four values of p. 
p^ = Pc/10)^i i = 1,2,3,4 (A. 5) 
where 
= F^{1 + E log^^Cp/p^) -L D [log^Q (P/Pq) ] 2. 
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The internal energy was found using the definition of 
enthalov 
- p^/c i = 1,2,3,4 (A. 5) 
with h^ determined using the original RGAS subroutine knowing 
and p. Each value of F can be written as 
F^ = a + be^ + ce^^ + de.^ i = 1,2,3,4 (A.7) 
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or in matrix notation 
F = Mx, where F = , M -
^4 1 
1 e^ e^ 
^ ^2 
1 e^ e^ 
1 =4 e^' 
3 i  
! / X = 
3 
(A. 8) 
An IBM library subroutine GELG was used to solve the 
system of four equations for a, b, c, and d for each interval 
and all eleven constant density lines. These coefficients 
along with the initial values of the e intervals (e^'s) were 
stored on tape. 
Modified RGAS Subroutine 
An e, p entry is accomplished by a code in the calling 
sequence which signals a tape read of the newly calculated 
cubic coefficients. For the known p, subroutine SERCH uses 
e to locate the two sets of cubic coefficients needed to 
calculate 
'1 = a^ + b^e + c^e + d^e 
2 , , 3 
(A. 9) 
^2 ~ ^ 2 ^2® + c^e + d.e 
8 8  
As illustrated in Fig. A3, a linear interpolation similar to 
Equation A.3 gives 
F = Fl + (Fg - F^)(R - R.) (A.10) 
With F known, p can be determined from Equation A.5. The 
logic of the original RGAS subroutine is then used to determine 
the other thermodynamic properties requested through the 
argument code. 
Estimates of the accuracy of the modified RGAS subroutine 
were obtained by entering with e and p data to determine p and 
subsequently h from 
8 9  
h = e + p/p (A.11) 
For comparison, h was also calculated from the original RGAS 
subroutine using the newly determined p and p from above. 
1083 comparisons were made of these two values of h. The 
numbers in the first line of Table Al are percentages of 
compared values with errors greater than the given value. The 
second line contains percentages of the 2624 comparisons made 
by Lomax and Inouye^^ between the original RGAS subroutine and 
the data by Bailey.^" 
Table Al. Accuracy of modified RGAS 
Error 0. 5% 1% 2% 3% 4% 5% 10% 
Modified RGAS 13. 30 4.80 0. 37 0.09 0 0 0 
Original RGAS 5. 04 0.45 0 0 0 0 0 
A complete description of the modified RGAS subroutine 
along with its program listings and allowable range, may be 
found in reference 23. It should be noted that although cubic 
coefficients were generated only for equilibrium air 
the program may be used to obtain coefficients and thermo­
dynamic properties for the remaining twelve gas mixtures. 
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APPENDIX B: FLOW CHART OF COMPUTER PROGRAM 
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i Test conditions set I 
Data initialization 
i 
1 Approximate 
} Shear stress and heat flux at each point 
j Combine 
i Flow variables, shear stress and heat 
j flux terms to obtain F and G components 
Determine differences 
Predict or correct j 
U at all grid points i 
except at the boundaries ' 
Solve 
U to obtain flow variables at all 
grid points except at the boundaries 
a X C U X a Cè 
Stable time increment for next steo 
± 
Determine 
Flow variables at the boundaries 
No 
-- N = NTIMES-
^ yes 
Stop ; 
Fig. Bl. Flow chart of the finite difference program 
