Abstract-Mechanical ventilation is the live-saving therapy in intensive care medicine by all means. Nevertheless, it can induce severe mechanical stress to the lung, which generally impairs the outcome of the therapy. To reduce the risk of a ventilator induced lung injury (VILI), lung protective ventilation is essential, especially for patients with a previous medical history like the adult respiratory distress syndrome (ARDS). The prerequisite for lung protective ventilation approaches is the knowledge about the physical behavior of the human lung under the condition of mechanical ventilation. This knowledge is commonly described by mathematical models. Diverse models have been introduced to represent particular aspects of mechanical characteristics of the lung. A commonly accepted general model is the equation of motion, which relates the airway pressure to the airflow and the volume applied by the ventilator and describes the influence of the distensibility and resistance of the respiratory system. Equation Discovery systems extract mathematical models from observed time series data. To reduce the vast search space associated with this task, the LAGRAMGE-system introduced the application of declarative bias in Equation Discovery, which furthermore allows the presentation of domain specific knowledge. We introduce a modification of this system and apply it to data obtained during mechanical ventilation of ARDS-patients. We experimentally validate the effectiveness of our approach and show that the equation of motion model can automatically be rediscovered from real-world data.
I. INTRODUCTION
Mechanical ventilation is on the one hand the live-saving therapy in intensive care medicine by all means. On the other hand this therapy can even aggravate the pulmonary status of the critically ill patient. Mechanical damage of the lung tissue is the predominant reason for ventilator induced lung injury (VILI). To avoid VILI, the physicians make great efforts to develop lung protective ventilation strategies. An essential prerequisite for such strategies is the knowledge about physical behavior of the respiratory system under the condition of mechanical ventilation. During the last decades, diverse mathematical models have been introduced to describe physical characteristics of the human lung. In general, the purpose of these studies was to examine particular physiological aspects of the respiratory system [1, 2] . The equation of motion (EOM) is the commonly accepted mathematical model of the lung under the condition of mechanical ventilation. As it is rather generic, it provides the basis for the most clinically applied methods of respiratory mechanics analysis.
Equation Discovery derives its origin from the field of Knowledge Discovery and Machine Learning. Its techniques intend to extract mathematical models from observed time series data. The idea is to discover functional relationships -sometimes even called laws -in this data. The technique of using declarative bias in order to reduce the hypothesis space is well known from the field of ILP (inductive logic programming) [3] and has been introduced to Equation Discovery by the LAGRAMGE-system [4] . When developing models, one either has to start from scratch or there is some assured background knowledge which can be implemented as part of the model. Declarative bias implies the presentation of such background knowledge and therefore might be a helpful feature when refining existing lung models.
The aim of the present study was to show that the EOM can be automatically discovered from real-world data by application of an Equation Discovery approach. This would be the methodological prerequisite to be able to identify even more elaborated models for lung mechanics analysis. We introduce a modification of the LAGRAMGE-system and empirically evaluate it on respiratory data of mechanically ventilated patients, suffering from the adult respiratory distress syndrome (ARDS): the use of a declarative bias is combined with a greedy, randomized search strategy for traversing the resulting hypothesis space according to the GSAT algorithm.
We proceed as follows: After briefly reviewing the medical background with respect to the EOM, the equation discovery approach is introduced. We present the data and the settings for our experiments carried out to assess the performance of the system. Before concluding, we present and discuss the results of our study. 
II. MATERIALS AND METHODS
We explain the medical background (subsection A) of the study and introduce our Equation Discovery approach (B). The data (C) and experimental settings (D) are presented.
A. Medical Background
The EOM describes the relation between the airway pressure P aw , the volume V and the airflow V during mechanical ventilation of the human lung:
The variable PEEP (positive end-expiratory pressure: pressure at the end of the expiration time) indicates the airway pressure at the end of expiration. The lung compliance C = ∆V/∆P indicates the volume distensibility and R the resistance of the respiratory system.
B. Equation discovery
The input to the Equation Discovery system LAGRAMGE consists of two parts. Firstly the input data
• M as set of one or more time series datasets (see Fig 1) .
Secondly a context free grammar G = (N, T, P, S) specifying the declarative bias, with
• N as set of non-terminal symbols • T as set of terminal symbols • P as set of productions • S as non-terminal start symbol Productions with the same left side are gathered in one single production rule, separated by '|' (see Figure 2 ). Preferring short hypothesis, LAGRAMGE orders the productions either by the minimal depth of a derivable parse tree. If having same depth, productions are ordered by their input sequence just like the domain variables. The system refines the parse trees in the sequence of this order, i.e in a left-toright manner, starting from S as the root node. Each derivable parse tree -or equation -represents a hypothesized model, which is fit to the data. Applying a beam search of width n, the n best models with respect to a minimized error euristic function are determined. h 
}, and S = E. Note that P is ordered from left to right, i.e. from the shallowest derivable parse tree to the deepest, respectively from left to right in the production rules. The non-terminal V denotes the set of domain variables provided by the input data D. const[:0:25:70] denotes a constant which has to be fit to the data, ranging from 0 to 70 and an initial value of 25 concerning the model fit.
The order in which production rules are applied induces a characteristic bias. Therefore we modified LAGRAMGE's original beam search approach in several ways, following Selmans' GSAT algorithm [5] :
Randomization: Instead of choosing productions for the refinement of a parse tree node and the termination of the subtrees by the predefined sequential order, these are selected at random following the random restart hillclimbing algorithm GSAT, where a randomly generated truth assignment for a set of propositional clauses is set in a first step of the algorithm. Here, this helps to avoid local minima.
Lookahead: The best refinement of the current parse tree is selected as follows: Randomly choose a node in the current parse tree and refine it like described before. Iteratively traverse the resulting parse tree in preorder sequence until the result cannot be improved anymore; in each iteration step apply each production applicable for the actually chosen node, randomly refine the corresponding subtree and evaluate the heuristic function. This forces the algorithm to try to improve each randomly refined successor hypothesis, even if it could not be improved by the first random refinment step. Quoting GSAT, this is similar to the step of flipping propositional variables. Again this helps to avoid local minima.
Momentum: The previously described iteration step can be interpreted as an unconstrained momentum, as it keeps the lookahead running through local minima as long as the actual hypothesis is improved for a minimal ε = 0. As this in general causes overfitting, we require that the preorder loop improves the score by at least ε ≥ 0. Embedded into a beam search, the complete lookahead step is iterated for each beam element until none of the elements can be improved anymore.
C. Datasets
The data contained pressure (P aw and PEEP), flow and volume time series. For the experiments, two kinds of datasets were obtained:
Simulated data: the time series were simulated according to the EOM for 10 different PEEP values. The resistance was simulated to take different values for inspiration and expiration. Compliance was simulated dynamically, i.e. dependent on pressure and volume with a maximum value of 50 ml/mbar.
Real-world data: real-world data was obtained from 4 patients suffering from ARDS. Each patient dataset consisted of 12 to 14 measurements. Each measurement again consisted of 5 succeeding breaths (see Figure 1) . Between each measurement, the PEEP was increased by 2 mbar, starting from 0 mbar until a maximum pressure of 45 mbar was reached. The sample frequency was set to 8/sec. This type of measurement is called the PEEP-wave maneuver [6] .
D. Experiments
The task set to the system was to rediscover the EOM from the time series data. P aw , V, V and & PEEP built the set of domain variables, with P aw as the dependent variable. Declarative bias was presented by a universal grammar, allowing the system to derive any combination of the operators +, -, × and /. The range of the constants was constrained to [0, 70] with an initial value of 25 concerning the fitting procedure (see Figure 2) . The maximum depth of derivable parse tress was set to 6 (although a depth of 5 would have been sufficient to derive the EOM). Thus, the hypothesis space consisted of 1.5×10 7 possible models. According to the nonlinear dependencies in the EOM --we say that a discovered model describes the EOM if these first two addends (or equivalents) appeared.
Setting for simulated data:
The experiments on simulated data were designed to (i) verify that the performance of the modified system is independent of the input order of the productions rules and the variables. Therefore, 6 permutations of the independent variables V, V and & PEEP were considered. These 6 permutations were combined with 2 different orders of the productions in the grammar, consisting of an initial sequence and its reverse. (ii) furthermore, the robustness concerning the randomized parse tree derivation was. Thus, each of the inputs according to (i) was investigated with the random-number generator of the system initiated with 5 different random seeds. Thus, 12 experimental runs for the original search algorithm and 60 for the novel approach were performed. To avoid memory overflow, we had to restrict the beam width to 25. Setting for real-world Data: Experiments on measured data were designed to show the applicability of the approach to real-world data. Input sequences were generated according to item (i) from the setup for simulated data. For each of the 12 resulting input sequences the random seed was retained. For time limitations, the beam width was set to 1.
III. RESULTS
In the following we present the results for the two experimental settings.
A. Experiments on Simulated Data
When running the original system, the EOM was found in 33% of the 12 runs. In contrast, the new approach discovered the EOM in about 70% of the runs. There was almost no effect by the different random seed settings (see Table 1 ). 
B. Experiments on Real-world Data
In the real-world domain, the EOM was detected in 91.7% of the 12 runs for the permuted input sequences (see Table 2 ). Our experiments on data obtained from 4 ARDS-patients showed, that despite giving the system only sparse background knowledge at hand in terms of a universal grammar and without performing any preprocessing on the data concerning reduction of noise, the system re-identified a well accepted mechanical lung model. Besides the two presented settings, we performed classical experiments from the field of Equation Discovery ('Optimal Phytoplanction Growth', 'Aquatic Ecosystem', 'Springs and Masses', 'Two Poles on Card' and 'Piecewise Linear Circuit'). All results proved the competitiveness of the presented approach to the original LAGRAMGE-system concerning the preciseness of the derived models. Nevertheless we have to confess, that due to the reduced guidance of the hypothesis space exploration by randomizing the parse tree derivation, far more parse trees have to be evaluated if the background knowledge is sparse. This drastically impaired the performance with respect to evaluation time. On the other hand it is this loss of additional bias which is induced by the demand to detect rather short hypotheses that prevents the system from stopping at local minima and thus possibly ignoring appropriate models -independent of the beam-width -as could be shown by our comparative experiments.
V. CONCLUSIONS
To the best of our knowledge, this is the first application of an equation discovery technique to measured respiratory data from intensive care medicine. We presented an equation discovery approach based on the LAGRAMGE-system. Modifying the original system, which is able to handle background knowledge, we used a randomized, hillclimbing heuristic search among the refinements of the derived mathematical models. It was shown, that the novel system is well applicable in real-world datasets. In the field of modeling mechanical properties of the mechanically ventilated human lung we find an application potential for detecting and modeling regularities in pulmonary physiology.
