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Capitolo 1
Introduzione
1.1 L’ esperimento GERDA
L’ apparato sperimentale GERDA [1] è situato ai laboratori Nazionali del
Gran Sasso (LNGS) con l’ intento di rivelare il doppio decadimento beta
senza emissione di neutrini (0νββ) del 76Ge. Il processo in questione è
descritto dalla reazione :
(A,Z) 7→ (A,Z + 2) + 2e−
dove all’ interno di un nucleo due neutroni decadono in due protoni e due
elettroni. La scoperta di questo decadimento proverebbe la non conser-
vazione del numero leptonico e avrebbe ripercussioni notevoli nella fisica
particellare [2]. Il doppio decadimento beta con emissione di neutrini
(A,Z) 7→ (A,Z + 2) + 2e− + 2υe
è un evento estremamente raro ed è osservato sperimentalmente con un tem-
po di dimezzamento di 1019 − 1020 anni a seconda del nucleo in questione.
Per questo rivelare il decadimento è estremamente difficile.
In GERDA l’ apparato sperimentale [1] è stato ideato e costruito per diminuire
il più possibile il fondo, dovuto principalmente alla radioattività ambientale.
Il cuore della strumentazione è costituito da diodi al germanio naturale, ar-
ricchiti con il 7.8% di 76Ge, immersi in un criostato composto di rame e
riempito di argon liquido (LAr) dal volume di 63m3, circondato a sua volta
da un serbatoio d’acqua. La funzionalità generale di quasi ogni elemento ci-
tato sopra è quella di ridurre il fondo ambientale, nello specifico il LAr serve
da liquido di raffreddamento, il criostato composto di rame protegge il suo
interno dai raggi gamma, e il recipiente d’ acqua completa il tutto facendo
da schermo per i neutroni. L’ apparato è sostenuto inoltre da una super-
struttura d’ acciaio ed è situato nei laboratori sotterranei LNGS, sovrastati
da 1400 metri di roccia che funge da schermo per i raggi cosmici.
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1.2 Rivelatori al germanio
I rivelatori al germanio [3] sono prima di tutto dei semiconduttori, e come
tali devono la propria funzionalità alla connessione p-n. Un semiconduttore
ha la proprietà di avere la differenza energetica tra banda di valenza e di
conduzione molto bassa (per il germanio è per es. di 0.67eV ) , e grazie a
questa caratteristica può essere drogato opportunamente per produrre degli
elettroni (caso n) o delle lacune (caso p) portatori maggioritari di carica.
• Semiconduttori n. Il germanio è un elemento del quarto ordine del-
la tavola periodica, e se viene drogato con un elemento del gruppo
successivo, vi sarà un elettrone non impegnato nel legame. Il drogag-
gio, inoltre, altera i livelli aggiungendone uno proibito tra la banda di
conduzione e la banda di valenza che può essere facilmente impegnato
dall’ elettrone libero per agitazione termica dovuta a radiazioni. Tale
elettrone contribuirà alla conduzione.
• Semiconduttori p. Il semiconduttore p funziona in modo quasi an-
titetico rispetto al precedente. Si droga il Ge con un elemento del
gruppo precedente, in modo tale che il sistema abbia bisogno di cat-
turare un elettrone per stabilizzarsi, formando cos i una lacuna libera.
Come prima il drogaggio crea un livello proibito, ma questa volta è la
lacuna non impegnata nella banda di valenza a poter contribuire alla
conduzione.
Il rivelatore in questione sfrutta la connessione tra un semiconduttore p
ed uno n, in cui le cariche negative e le lacune andranno le une verso le altre
lasciando dietro di sè ioni fissi positivi e negativi rispettivamente. Quest’
ultimi formeranno un campo elettrico in prossimità della zona di giunzione
che se polarizzato inversamente, può diventare abbastanza grande da rac-
cogliere le cariche che si originano in seguito alla radiazione.
Di questo tipo sono i due rivelatori utilizzati in GERDA [4]:
• Rivelatori coassiali a simmetria cilindrica, con un campo elettrico come
in figura 1.1b .
• rivelatori di tipo Broad Energy Germanium (BEGe), nei quali uno dei
due elettrodi è quasi puntiforme, permettendo di generare un campo
elettrico non uniforme. Quest’ ultima caratteristica è molto impor-
tante e permette di sviluppare tecniche basate sulla forma dell’ impulso
per discriminare gli eventi di fondo dal segnale.
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creates electron-holes pairs, which start drifting in opposite directions along an electric
field and are collected at the detector electrodes. Since the charge collection times will be,
in general, diﬀerent because of diﬀerent drift distances and carrier mobilities, one current
will persist for a longer time than the other (see Figure 1.1a). The obtained pulse will then
have a rising time and a shape determined by the collection times of both electron and holes.
(a) (b)
Figure 1.1: a: An example of how charge carriers produce pulses (taken from [7]). b: The two types
of germanium diodes used in GERDA; top to bottom, the semi-coaxial and the BEGE detectors
(taken from [8]).
Due to this fact, diﬀerent phenomena lead to the formation of a diﬀerent number of
charge carriers in diﬀerent points of the detector, and consequently to diﬀerent pulse shapes,
as seen in Figure 1.2. The aim of Pulse Shape Discrimination and Pulse Shape Analysis
is to develop methods and algorithms to recognize diﬀerent types of events starting from
the shape of the electric signal created in the detector, separating signal from background
events.
In GERDA, a signal event is 0νββ decay:
(A,Z)→ (A,Z + 2) + 2e− (1.1)
where the final state electrons travel in almost opposite directions to conserve the total
momentum, and are absorbed in the detector in a few mm, leading to the creation of carriers
in a very small spatial range (SSE: Single Site Event). Some of the background events are
due to interactions of gamma rays with the detector, especially by Compton scattering: a
photon interacts with an electron, resulting in a new photon and an electron; while the
Figura 1.1: (a) ese io di come i portatori di carica generino un impulso
[3]. (b) linee di campo per le due tipologie di rivelatori usati in GERDA:
coassiali (top), rivelatori BEGe (bottom) [4].
Capitolo 2
Catena d’acquisizione
I dati di GERDA sono stati digitalizzati in due tracce differenti da un Flash-
ADC a 14-bit che acquisisce alla frequenza massima di 100MHz. La prima
traccia è più breve, lunga 4µs, campionata a 100MHz, contiene il picco prin-
cipale del segnale e permette di operare la discriminazione. La seconda è di
16µs, campionata a 25MHz e permette invece di ricostruzione lo spettro. I
dati sono poi organizzati di step in step in una catena di cosiddetti tier, in
cui ogni tier indica un punto di avanzamento diverso dell’ analisi. I dati raw,
appena uscita dal FADC, vengono denominati tier0, mentre i dati convertiti
in una struttura a tree di Root grazie a Gelatio sono detti tier1. I tier2 si
ottengono poi dall’ elaborazione dei tier1 mediante i moduli 1 di Gelatio, e
i tier3 sono il prodotto di un ulteriore analisi dei dati. Per una rappresen-
tazione grafica di come è composta questa catena gerarchica di file, si guardi
la figura 2.1.
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Figure 2.6: Gelatio data organization (taken from [25])
multivariate techniques in TMVA belong to the family of “supervised learning” algorithms.
They make use of training events, for which the desired output is known, to determine the
mapping function that describes a decision boundary (classification). TMVA package includes
Artificial neural networks MVA.
TMVA usage can be divided in two phases:
• Training and testing phase. In this phase the supervised learning is applied. Using the
good-signals data set, and bad-signals data set, TMVA teaches the selected MVA methods
to recognize the different events.
ANNs associate to every event a number in the real axe. In principle, good events are
associated to number 1 and bad events to 0; during this phase ANNs are trained (through
wi values modification) to evaluate the signals of the good data set with a number close to
1, and the signals of the bad data set with a number close to 0. At the end of this phase
a weight file that store all the final wi and θj values estimated by the chosen learning
algorithm is created. The ANN training and testing phase also provide a cut-value, that
is the optimal value in the real axe that allows to separate good from bad events. Once
the cut-value has been estimated and the weight file has been created, is possible to
proceed with the second phase.
• Application. In this phase the MVA methods previously trained are applied to an un-
known classification data set. The MVA parameters are loaded from the weight file. In
this phase (in ANN case) every event is evaluated by the network and associated to the
network response. If the response is higher than the cut-value, the event is considered
“good”, otherwise the event is considered “bad”. At the end of this phase, the results are
shown and stored in TMVApp.root file.
Figura 2.1: Struttura tier dei dati GERDA. (Presa da [5]).
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2.1 GELATIO
Gelatio [6] è un ambiente di analisi per processare i segnali d’ onda digi-
talizzati a più canali. Esso è stato ideato e progettato appositamente per
GERDA, e si basa sulle librerie di MGDO. Gelatio compie un’ analisi dell’
onda mediante un’ interfaccia grafica composta da una serie di moduli, os-
sia programmi, con scopi diversi. Un esempio può essere il modulo baseline,
che calcola appunto il valore della linea di base di un evento, o il modulo
derivative, che calcola la derivata del segnale. Gelatio, inoltre, permette di
passare da un tier all’ altro, e per questo il suo utilizzo è fondamentale nell’
analisi dei dati di GERDA.
2.3
Data analysis framework
Software Environment
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GERDA da a model
The charge pulses from the high purity Ge detectors operated in GERDA are digitized by
14-bit flash-ADCs (FADC) running at 100 MHz sampling rate. For each event, the FADC com-
putes in run-time two traces that are eventually written to disk. The first trace is sampled at
100 MHz and is 4 µs long (high-frequency-short trace). It includes the signal leading edge and
it is used to identify background events through pulse shape discrimination techniques. The
second trace has a sampling frequency of 25 MHz and is 160 µs long (low-frequency-long trace).
It is used for those operations, as energy reconstruction, which involve the integration of the
signal. The two traces are processed along different chains of Gelatio modules (see Figure 2.5)
[22]. Just to name some examples of information extractable from the signal, using specific
Figure 2.5: Gerda signal processing flow (taken from [22])
modules we can deduce direct information as the signal’s amplitude, energy and rise-time, or,
with other modules, we can obtain more complex information as the reconstruction of the cur-
rent associated to the event.
Every module is composed by smaller units, the MGDO transformations. Using MGDO trans-
formations is possible to implement custom modules in order to derive from electrical impulse
the desired information. In our analysis, we will implement a module to extract information
on the way the signal rises.
Data structure
The data analysis with Gelatio is organized in several consecutive steps. Data organizations
varies according to phases; data are organized in a hierarchical tier structure [24].
From the raw data, in which each event is associated to the signal as detected by the FADC
(tier0 ), is obtained by a software conversion a .root file in which all events are organized in
trees (tier1 ). Files from tier1 to tier2 are obtained by applying the modules implemented in
Gelatio (in tier2 modules value are associated to each event). If data are further manipulated
(e.g. quality cut or energy calibration) we than obtain the tier3.
2.3.3 TMVA
The Toolkit for MultiVariate Analysis (TMVA) [26] provides a ROOT-integrated environ-
ment for the processing, parallel evaluation and application of multivariate classification. All
Figura 2.2: Flusso del segnale in GERDA (presa da [2].)
Dall’ immagine appare chiaro che le due tracce, campionate una a 100MHz
e l’ altra a 25MHz, vengano processate attraverso due differenti catene dei
moduli di Gelatio; quella campionata a frequenza maggiore serve per ri-
costruire l’ intensità di corrente del segnale, mentra quella acquisita a fre-
quenza minore può venire analizzata da moduli diversi, tra i quali vi è per
esempio il modulo che calcola la risetime del segnale.
Capitolo 3
Rete neurale e TMVA
TMVA (Toolkit for MultiVariate Analysis) [7] è un programma di analisi
multivariata presente in ROOT [8] che verrà utilizzato in questo lavoro per
classificare il segnale dal rumore. Una discriminazione basata su TMVA
presenta due fasi diverse: una di training, in cui il classificatore viene allenato
a distinguere ciò che si è definito segnale da ciò che è stato definito fondo,
ed una classificativa, in cui si applica il classificatore a dei nuovi dati.
3.1 La rete
Adesso, facendo riferimento alla figura 3.1, si descriveranno le parti del
multilayer perceptron di TMVA.
Figura 3.1: Immagine schematica di una rete neurale
• Gli xi vengono detti nodi, e ad ognuno di essi è associata una variabile
di stato nj .
• wij sono i diversi pesi delle connessioni tra i nodi.
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• ϑj è la soglia di attivazione del nodo.
• f(∑wijnj−ϑj) è la funzione di trasferimento1, in genere una funzione
di tipo Fermi (una sigmoide), una tangente iperbolica o anche una
funzione lineare.
Il metodo più utilizzato per aggiustare i pesi in modo da ottimizzare la
classificazione della rete è detto back propagation. Tale algoritmo è supervi-
sionato e si fonda nel minimizzare l’ errore tra l’ output atteso ya e il valore
fornito dalla rete. Ci sono n eventi di training xa = (x1, ..., xn)a. Si consideri
per semplicità solo un hidden layer, che è uno strato di elaborazione interna
della rete compreso tra il primo strato di input e il risultato. La funzione di
trasferimento scritta utilizzando la tanh è
yann =
∑
j yjw
(2)
j1 =
∑
tanh(∑xiw(1)ij )wj1
Il primo membro si riferisce al segnale di output dell’ hidden layer verso il
neurone finale, mentre nell’ ultimo membro si è esplicitata la funzione di
trasferimento riguardante i nodi del primo strato. Per questo nei pesi si
sono utilizzati gli apici 1 e 2. Si definisce allora una funzione E errore, come
E =∑aEa(xa|w) =∑a 12(yann − ya)2
Dove w è il vettore dei pesi della rete. Si cerca allora di aggiornare w
sommandogli un vettore la cui direzione è quella per cui E decresce più rap-
idamente:
wρ+1 = wρ − η5 E
La formula esplicita si trova poi sostituendo la funzione di trasferimento.
3.2 Convergenza
L’ algoritmo esposto precedentemente descrive un metodo per l’ aggiorna-
mento dei pesi della rete neurale basato nel sommare a w, il vettore dei pesi
della rete, un vettore volto a minimizzare l’ errore tra l’ output della rete e
il responso del teacher 2 Si vuole dare qui di seguito risposta alla domanda:
1L’ importante è che essa tenda ad un valore prefissato quando il suo argomento è
positivo. In figura è descritta solo da una sommatoria, ma è non cambia a meno di una
rinormalizzazione dei wij
2come si vedrà successivamente la risposta dell’ insegnante nel nostro caso è costituita
dallo spettro noto della sorgente del torio.
Figura 3.2: Immagine del Perceptron [9]
cosa ci garantisce a priori che la back propagation converga trovando in un
numero finito di passaggi i pesi per svolgere la discriminazione? Si desidera
rispondere a tale interrogativo non nell’ ambito di una rete multilayer, ma in
quello più ristretto del percettrone, la più semplice macchina d’ apprendime-
to composta da un singolo strato parallelo di connessioni disposto come in
figura.
Nota: in questa parte si farà riferimento ad un formalismo e a dei concetti per
cui si rimanda a [9]
Si immagini una macchina che deve imparare a discriminare due insiemi di figure
F+ ed F− secondo uno specifico predicato: il primo insieme è quello a cui cor-
risponde una risposta affermativa, mentre il secondo è quello a cui ne corrisponde
una negativa. Una prima macchina che può svolgere il lavoro in questione è quella
che salva semplicemente tutte le figure in input già divise negli insiemi F+ ed F−
per poi discriminare un nuovo elemento solo grazie all’ esatto riconoscimento. Os-
sia, data una nuova figura, il programma va a vedere se ce ne è una uguale salvata
in memoria e risponde al predicato. Una macchina del genere, però, possiede poco
o niente del concetto di apprendimento.
E’ conveniente considerare l’ insieme dei coefficienti α(ψ) come un vettore nello
spazio |Φ|−dimensionale e denotarlo con A, e considerare allo stesso modo anche
ϕ(X) e chiamarlo Φ(X).
Si enuncia allora il seguente teorema, che dimostra come se due classi di figure
sono linearmente separabili, allora il percettrone riuscirà a discriminarle con un
numero finito di passaggi.
Th. Il seguente algoritmo cambierà il valore di A un numero finito
di volte.
Inizio: Si scelga un qualsiasi valore di A
Test: Si scelga una X da F+ o F−
Se X ε F+ e A ∗ Φ > 0 torna a Test
Se X ε F− e A ∗ Φ < 0 torna a Test
Se X ε F+ e A ∗ Φ < 0 vai a Aggiungi
Se X ε F+ e A ∗ Φ > 0 vai a Sottrai
Aggiungi:A = A+ Φ(X) Vai a Test
Sottrai: A = A− Φ(X) Vai a Test
Dim: si rimanda a [9].
Il teorema afferma quindi che questo processo di alenamento, nel caso in cui
una soluzione esista, preveda un numero finito di passaggi. Si deve prestare atten-
zione tuttavia al fatto che l’ algoritmo descritto nella dimostrazione può diventare
laborioso nel caso in cui il vettore Φ sia troppo grande , in questo caso l’ equi-
librio potrebbe venire superato più e più volte, o troppo piccolo, in questo caso l’
equilibrio sarebbe difficilmente raggiungibile. Per questo si preferisce utilizzare Φ
normalizzato al posto di Φ. Inoltre, nel caso limite in cui la soluzione del predicato
sia unica o costituita da un insieme troppo piccoo di valori il programma potrebbe
anche non trovarla. Questi casi possono essere evitati con ipotesi più forti al teore-
ma 2 3
Hill-Climbing. Con Hill-Climbing si intende un sempice algoritmo per riuscire
a ricavare la posizione di un massimo di una funzione G : Rn 7→ R. Si inizializza
in modo casuale un punto di partenza A e gli si aggiunge un vettore Φ per cui
Ai+1 = Ai + Φ. Il vettore Φ può essere trovato in più modi, ma ci basti pensare
ad esso come il primo vettore per cui G(A + Φ) ≥ G(A). Ecco che il successo
o meno di questo algoritmo è equivalente al successo del teorema di convergenza,
mostrando quindi tutti i limiti di quest’ ultimo per casi nemmeno troppo esotici.
Perchè il processo di Hill-Climbing non funzioni opportunamente basti pensare alla
funzione in figura 3.3, f(x, y) = sin(x)sin(y)/(xy).
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Figura 3.3: f(x,y)=sin(x)sin(y)/(xy)
3In pratica si richiede che, data una famiglia F di vettori normalizzati, esistano sempre
un δ > 0 e un A∗ tali che AΦ > δ ∀ Φ ε F .
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Metodologia
L’ obiettivo dell’ esperimento GERDA è di misurare il decadimento doppio beta
(0νββ). Siccome gli unici prodotti del decadimento considerato sono due elettroni, l’
energia del decadimento sarà ben definita, pari a Qββ , che è la differenza energetica
tra il nucleo padre ed il nucleo figlio (a riposo). Per il germanio Qββ = 2039keV.
Il decadimento cercato rilascerà l’ energia in una zona specifica del rivelatore, e gli
eventi con questa forte localizzazione sono chiamati single site event (SSE). Oltre
ai SSE esistono poi eventi che, al contrario, depositano energia in punti diversi del
rivelatore e sono denominati multiple site event (MSE).
Come è gia stato accennato la difficoltà dell’ analisi è dovuta al valore es-
tremamente elevato di T1/2, la vita media del decadimento (0νββ), che in GERDA
suggerisce un valore di aspettazione del numero di eventi cercati pari a circa quattro
in un intero anno. Si comprende allora come il rumore ambientale possa diventare
cosí rilevante nei dati acquisiti, e come ci sia bisogno di un metodo di analisi che
possa classificare il segnale dal fondo e isolare l’ evento ricercato. Le tecniche che
svolgono un’ analisi con questo intento sono chiamate Pulse Shape Analysis. Eventi
diversi corrispondono a segnali elettrici di forma diversa. Come si vede in figura
5.1, per un un SSE l’ evento è caratterizzato da una sigmoide la cui derivata è
costituita da un solo picco, mentre per un MSE la sigmoide presenta un punto di
flesso in più, e quindi una derivata a due picchi adiacenti.
Ci si aspetta che l’ energia rivelata a Qββ possa essere quindi dovuta o al
decadimento (0νββ) o a multiple site events di fondo.
4.1 Sorgente di Torio
Visto che si desiderano usare tecniche di analisi multivariata per compiere la dis-
criminazione tra il doppio decadimento beta senza emissione di neutrini ed eventi
di fondo, in particolare tra SSE e MSE, è importante avere dei dati con cui allenare
la rete. Quest’ ultima difatti deve compiere l’ allenamento su dati che sono già
noti, e per farlo si sono utilizzati degli eventi acquisiti dall’ esposizione dei rivela-
tori di GERDA ai raggi γ provenienti da una sorgente di torio nota (228Th). Ci
si aspetta che le radiazioni γ che incidono sul rivelatore producano tutte e tre le
interazioni possibili tra radiazione elettromagnetica e materia: effetto Compton,
effetto fotoelettrico, e produzione di coppie (figura 4.2). La produzione di coppie
è un processo in cui l’ energia di un fotone viene convertita in un elettrone ed un
13
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electron is stopped within some mm, the photon may interact again with other electrons in
the active volume before exiting the detector.
In case of multiple photon interaction in the detector, as in case of Compton scattering,
energy released in diﬀerent points of the diode results in a diﬀerent pulse shape (MSE:
Mutiple Site Event). Other relevant background events come from surface events and in-
ternal radioactive impurities, such as 42K or 60Co, which both decay producing α particles
or photons that interact with germanium atoms in the diode.
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Figure 1.2: Diﬀerent events happening inside the detector bring to slightly diﬀerent charge pulses,
whose peculiarity are highlighted by their derivative, the current pulse. From the top, right to left:
Multiple Site Event, Single Site Event, n+ Surface Pulse (NSP), p+ Contact Pulse (PCP) (taken
from [8].
Classification via Artificial Neural Networks
In order to associate diﬀerent electric signals to diﬀerent events, it is necessary to find some
quantifiable parameters of the pulse shapes that can bring to a classification, for example
the rise time of the charge pulse, i.e. the time needed for the signal to reach a certain per-
centage of its maximum height, or the A/E ratio, which is the ratio between the maximum
amplitude of the current pulse, which is the derivative of the charge pulse, and the energy
of the signal. [9] [10]
Once the parameters are obtained, we must find a classification method that uses only those
parameters to distinguish between signal and background events: among many, including
A/E cuts, artificial neural networks have been chosen.
A neural network is in general a computational model, inspired by the architecture and
operation principles of central nervous systems, capable of machine learning and pattern
recognition [11]. It is usually formed by many computational units, representing the neu-
rons, highly interconnected with some weights, performing simple operations and modifying
their connections while they are fed with inputs. The great advantage that comes from their
Figura 4.1: Forma del segnale (e sua derivata) per div rse tipologie di eventi
nei rivelatori al germanio.
positrone, e perchè questo processo avvenga è necessario che l’ energia del fotone sia
almeno uguale all’ energia dell’ elettrone e del positrone a riposo, pari a 1022keV
(511keV per particella). La sua sezione d’ urto, inoltre, aumenta all’ aumentare
dell’ energia, ed è quindi più probabile osservare la produzio e di coppie a en-
ergie elevate. Il positr ne successivam nte interagirà con gli elettroni del materiale
più vicino e si annichilerà nuovamente p r produrre una nuova coppia di foto i in
accord con l conservazione del quadrimomento. A seconda che v gano rivelati
entrambi i fotoni, solo uno, o nessuno, si possono presentare tre casi differenti:
Chapter 3
Analysis
The data used in this work come from the calibration phase of three germanium detectors,
Aristoteles, Andromeda and Bhima, which have been f lly chara terized with the HEROICA
infrastru ture [21]: radioactive sourc s were used to mak fixed- n rgy photons nteract with
the detectors. Aristoteles and Andromeda have been deployed in the GERDA cryostat and
contributed to Phase I data taking [2].
Figure 3.1: Many phenomena can occur inside the detector, producing charge carriers, which are
collected and lead to the energy spectrum reconstruction.
The three main mechanisms of photon interaction with matter are: photoelectric eﬀect,
Compton scattering and pair production, with energy dependent cross sections. Figure 3.1
shows examples of photon interactios in germanium detectors. In photoelectric absorption,
all of the photon’s energy is transferred to the electron, and thus it is released in one point;
in Compton scattering, the scattered photon can, in general, interact again in the detector,
creating multiple sites of interaction. Pair production inside the detector may bring to
diﬀerent outcomes: if only one photon escapes from the detector, the event is certainly
multiple site, because the other photon necessarily interacted with germanium, while if
both annihilation photons escape, it must be a single site event.
These diﬀerent interaction are visible as peaks in energy spectra collected with a 228Th
calibration source, as in Figure 3.2. The Full Energy Peak (FEP) of the source is the
Figura 4.2: Interazioni del germanio. Sono mostrati in figura l’ effetto fo-
toelettrico, l’ effetto Compton, e la produzione di coppie; per quest’ ultima
si raffigura la differenza tra i SSE e i MSE.
• Full energy peak (FEP). Tutta l’ energia del fotone iniziale viene rilasciata
nel rivelatore. Questo evento può essere conseguente sia alla pair production
di cui si è appena parlato, sia per esempio all’ efetto fotoelettrico o ad una
combinazione di questi.
• Single escape peak (SEP), uno dei fotoni prodotti dall’ annichilazione del
positrone non viene rivelato. Questo evento presenta cosi’ un’energia di
511keV inferiore al FEP.
• Double escape peak (DEP), entrambi i fotoni prodotti dall’ annichilazione del
positrone non vengono rivelati. L’ evento ha un’energia di 511 keV inferiore
rispetto al SEP.
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Figura 4.3: Spettro di energia non calibrato per una sorgente di 228Th in un
rivelatore al germanio. Partendo da destra sono visibili il FEP, il SEP, e dopo il
picco del Bi e quello del DEP
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Figura 4.4: Picco DEP (sulla sinistra), picco del bismuto (sulla destra).
La figura 4.4 mostra la parte che ci interessa (almeno per l’ allenamento) dello
spettro del torio. Per il training della rete neurale si sono scelti infatti i due picchi
di Figura 4.4: il picco a sinistra con l’ energia di 1592keV è il DEP, mentre quello a
destra con l’ energia di 1620keV è dovuto al bismuto (212Bi) ed è composto quasi
interamente da MSE.
4.2 Introduzione all’ analisi
Il segnale che si è scelto per l’ analisi e l’ allenamento è stato acquisito dal rivelatore
esposto alla sorgente di torio.
I dati uscenti dal FADC sono dei tier1, quindi il primo passo consiste nel convertire
questi rowdata nel formato tier2, leggibile da ROOT. Per farlo, come si è accennato
precedentemente, si è utilizzato GELATIO. Successivamente si sono letti gli eventi
provenienti dal tier1 osservando la forma della funzione d’ onda (si riveda figura
4.1).
Il passo successivo è stato quello di ricercare delle variabili per la discrimi-
nazione.1
• risetime. La prima scelta è ricaduta sulla risetime, che è il tempo di durata
del segnale dal trigger fino alla stabilizzazione dell’ onda. La risetime può
difatti discriminare i SSE dai MSE per il fatto che i multiple site event hanno
una funzione q(t) più dilatata dovuta alla presenza di due eventi successivi.
Per calcolarla si sono usati prima i moduli di GELATIO, e poi si è costruita
una macro personalmente che, acquisiti i dati dal tier1, pulisce l’ evento con
un algoritmo di smooth, calcola la baseline, il massimo del segnale, e tramite
essi riesce a ricavare la risetime.
• A/E. Questa variabile è il rapporto tra l’ ampiezza del picco della derivata
dell’ evento, ossia il picco dell’ intensità di corrente in funzione del tempo,
e l’ energia. Nei MSE si prende solo l’ ampiezza del primo picco, che in
questo modo sarà più bassa rispetto a quella dei SSE. Visto inoltre che l’
energia, corrispondente all’ integrale del segnale, rimane circa la stessa, A/E
presenterà valori diversi a seconda se si stia trattando il picco del bismuto o
quello dovuto al double escape peak.
Ricavate le variabili, si è utilizzata la rete neurale schematizzata in figura 4.5.
Figura 4.5: Multilayer perceptron
Il multilayer perceptron (MLP) è un perceptron a più layer con il schema di
nodi come in figura 4.5. Si è utilizzata questa rete neurale per l’ analisi dati per
discriminare i SSE dai MSE.
1Si faccia riferimento alla figura 4.1 fino alla fine del paragrafo
Capitolo 5
Analisi dei dati
5.1 Allenamento
Come si è scritto sopra, si sono presi dallo spettro del torio il picco relativo al
bismuto come esempio di background, ed il picco relativo al DEP come esempio di
segnale.
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Figura 5.1: Picco del bismuto fittato con una guassiana
Come si vede dalla 5.1 , anche selezionando i due picchi sarà sempre presente
una parte di fondo significativa. Fittati poi i due picchi separatamente con una
gaussiana, si è scelta una larghezza opportuna, misurata in sigma, per effettuare
il taglio e ricavarne i dati da analizzare. La larghezza della curva di Gauss non
dovrà essere nè troppo grande, in questo caso si considerebbe una percentuale di
fondo troppo elevata, nè troppo piccola, perchè si trascurerebbero molti dati e si
avrebbe una statistica più debole. Il taglio si è effettuato allora a due sigma, con
una percentuale del fondo calcolata del 30%.
Prima di applicare il multilayer perceptron ai dati, si sono prima osservate grafi-
camente le differenze dei valori delle variabili risetime e A/E tra gli eventi DEP e
quelli provenienti dal picco del bismuto. La figura 5.2 raffigura in blu i valori delle
variabili del bismuto, e in rosso i valori provenienti dal DEP .
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Figura 5.2: Variabili risetime ed A/E a confronto
Siccome è possibile notare a colpo d’occhio la diversità dei due set di dati, si
presuppone che la rete neurale riesca a compiere la discriminazione proposta.
Ecco allora i grafici 5.3 , ricavati con TMVA.
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Figura 5.3: Risposta del multilayer perceptron di root. La figura mostra la
distribuzione del segnale e del fondo ricavate dall’ output del classificatore.
Come si vede da 5.3 l’ overlap delle distibuzioni del segnale e del background
è circa un quarto dell’ area totale dell’ istogramma; inoltre il segnale è molto dis-
taccato dalla zona in cui è presente la maggior parte del fondo. Questi due aspetti
ci suggeriscono che la classificazione sia andata a buon fine. Il valore della signif-
icanza al variare della posizione del taglio e la reiezione del fondo al variare dell’
efficenza del segnale, rappresentati in 5.1 (a) e (b), ci confermano inoltre la bontà
della discriminazione. La significanza presenta difatti valori superiori a venti sigma
per più dell’ 80% dei tagli possibili, mentre la curva in 5.1 presenta valori stabili e
maggiori di 0.7 per la maggior parte del grafico. La figura 5.1 (a) ci fornisce inoltre
il valore ottimale su cui tagliare i dati.
Successivamente si è si è rifatta più volte la discriminazione con un taglio della
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Figura 5.4: Efficienza e significanza al variare del taglio.
gaussiana più ampio; il risultato è stato un innalzamento sistematico della zona
centrale dell’ istogramma per entrambe le figure rappresentate. Ciò suggerisce in
modo quantomeno intuitivo 1 che il taglio dei picchi del DEP e del bismuto giochino
un ruolo non trascurabile nella bontà della discriminazione.
Si desidera ora riportare il grafico 5.5, raffigurante le coordinate parallele.
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Figura 5.5: Coordinate parallele
Questo grafico rappresenta un modo per mostrare la corrispondenza di ogni
variabile, e fornisce un metodo visivo per controllare le ricorsività del comporta-
mento dei vari dati. Se si considera lo spazio tridimensionale composto dalle vari-
abili in questione, ogni spezzata del grafico rappresenterebbe un punto. In questo
modo tale grafico ci fornisce un’ idea di come il discriminatore ha lavorato, potendo
guardare il percorso compiuto da ogni singolo dato. Sulle linee di demarcazione
delle diverse variabili vengono poi mostrati il set di valori più influenti di ciasuna
variabile tramite dei piccoli istogrammi. Gli eventi con i colori più sgargianti sono
i più importanti.
1Si tenga conto che la rete neurale è una sorta di black box
Il multilayer perceptron usato nell’ analisi precedente è composto da due hidden
layer e compie duecento cicli. Cambiare il numero di hidden layer riducendolo
ad uno (visto che si sono utilizzate due variabili è l’ unica possibilità) dovrebbe
comportare dei cambiamenti nella classificazione. Nel nostro caso non si riporta
l’ istogramma relativo al percettrone ad un layer perchè le variazioni dal 5.3 sono
trescurabili. L’ unico modo per avere un output della rete neurale molto diverso
con questi dati sarebbe quello di diminuire il numero di cicli fermando la rete prima
che essa potesse convergere.
5.2 Applicazione
Dopo aver allenato la rete neurale e aver salvato in un file i pesi con cui essa si era
stabilizzata, si è voluto applicarla per discriminare i MSE dai SSE nello spettro del
torio 4.3. La figura dello spettro cosi’ ottenuta è la seguente, 5.6, in cui in blu si
sono contrassegnati gli eventi del segnale, mentre in rosso il fondo.
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Figura 5.6: Spettro del torio, SSE e MSE
Si riportano il grafico 5.7, relativo alla spalla Compton, ed il 5.8, raffigurante il
FEP.
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Figura 5.7: Spettro del torio, spalla Compton. Nel grafico viene raffigurata
la spalla Compton per lo spettro del torio dopo la discriminazione compiuta
dalla rete neurale.
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Figura 5.8: Spettro del torio. FEP dopo la discriminazione compiuta dalla
rete neurale.
Capitolo 6
Conclusioni
In questo lavoro l’ obiettivo è stato l’ utilizzo di una rete neurale per compiere una
discriminazione tra i multiple site event (MSE) e i single site event (SSE) nello
spettro del torio (228Th). Per ricavare due set di dati con un’ alta percentuale o di
MSE o di SSE si è effettuato un taglio attorno al picco del double escape peak (SSE)
e del picco corrispondente al decadimento del bismuto (MSE). Successivamente si
sono utilizzate le variabili risetime ed il rapporto tra l’ ampiezza dell’ intensità di
corrente e l’ energia per allenare la rete neurale e compiere la discriminazione. Come
si è visto, i risultati provenienti dal classificatore mostrano che la rete neurale riesce
a discriminare i dati accettando l’ 80% degli eventi single site contro il 20% degli
eventi double site. Si ritiene quindi che la classificazione sia avvenuta con successo.
Si vuole focalizzare l’ attenzione sul fatto che la bontà dei risultati dipenda in modo
non trascurabile dal taglio effettuato per i due picchi considerati nello spettro del
torio. Aumentando la larghezza dei picchi gli eventi del bismuto e i DEP sono
sempre più simili tra loro e la rete neurale riesce sempre di meno a compiere la
classificazione. Si conclude infine che, visti i risultati, il multilayer perceptron ha
un’ ottima efficenza nel discriminare i SSE dai MSE.
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