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Abstract
We investigate the characterization problem which asks for a classification of all the triples (a, b, c) such that the Gabor system
{ei2mπbtχ[na,c+na): m,n ∈ Z} is a frame for L2(R). We present a new approach to this problem. With the help of a set-valued
mapping defined on certain union of intervals, we are able to provide a complete solution for the case of ab being a rational number.
For the irrational case, we prove that the classification problem can also be completely settled if the union of some intervals obtained
from the set-valued mapping becomes stabilized after finitely many times of iterations, which we conjecture is always true.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Frames introduced by Duffin and Shaeffer in [10] have recently received great attention due to their wide range
of applications in both mathematics and engineering science. Gabor frames form a special kind of frames for L2(R)
whose elements are generated by time–frequency shifts of a single window-function or atom. More specifically, let
g ∈ L2(R) and a, b ∈ R+, we use (g, a, b) to denote the Gabor family or system {MmbTnag: m,n ∈ Z} generated
by g where Txg(t) = g(t − x) is the translation unitary operator and Mξg(t) = e2πiξ t g(t) is the modulation unitary
operator. The composition MξTx is called the time–frequency shift operator. We say that (g, a, b) is a Gabor frame
for L2(R) if there exist two constants C1,C2 > 0 such that
C1‖f ‖2 
∑
m,n∈Z
∣∣〈f,MmbTnag〉∣∣2  C2‖f ‖2 (1.1)
holds for every f ∈ L2(R). We refer to [1,7,9,11,12,14–16,23] for some background materials and recent development
in Gabor analysis.
In order to have a Gabor frame for L2(R), one important restriction is the density condition which states that if
(g, a, b) forms a Gabor frame, then ab 1 (cf. [6,20]). Although it is a key condition for the Gabor frame, the density
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Q. Gu, D. Han / Appl. Comput. Harmon. Anal. 24 (2008) 290–309 291condition is still far from providing an answer to the fundamental question of characterizing classes of functions which
can be served as a window-function for a Gabor frame. This is generally believed to be a quite difficult problem. In
fact, the problem is only solved completely for few functions (cf. [13]). For an excellent survey on this topic we
refer to C. Heil’s recent paper [15] for details. In particular we mention that Gabor originally proposed the Gaussian
function g(t) = e−t2 as a window with respect to the unit time–frequency lattice Z × Z (i.e. a = b = 1). However,
though it is a complete system for L2(R), the Gaussian Gabor system (g,1,1) is not a frame. It was conjectured by
Daubechies and Grossmann [6,8], and later proved by Lyubarskii, Seip and Wallsten [19,21,22] that (e−t2, a, b) is a
frame if and only if ab < 1. Another seemingly natural case is the class of characteristic functions. It was shown by
Casazza and Kalton [3] that characterizing such sets E that (χE,1,1) is a frame is equivalent to solving an old open
problem of Littlewood in complex analysis. A further special case of the above problem, which we will refer to as the
abc-problem, asks for a classification of all a, b, c ∈ R+ such that (χ[0,c), a, b) is a Gabor frame. This problem was
initiated by Janssen [17,18], Casazza and Lammers [4]. Although classification has been obtained for some special
cases, this problem appears to be very difficult in general. In many cases it is associated with an extremely complicated
set—Janssen’s tie [18]. In this paper, we raise a conjecture concerning the image of certain set-valued mapping on
certain union of intervals. In fact, we conjecture that the said image will always become stabilized after finitely many
times of iterations. The main results (Theorems 1.6 and 1.7) of this paper indicate that if the conjecture is true, then
the abc-problem can be completely solved.
To show how delicate the abc-problem is, we list two results due to Janssen, Casazza and Lammers. We will refer
to them several times in the paper.
Proposition 1.1. (See [17,18].) Assume a < 1 < c.
(1) If a is not rational and 1 < c < 2, then (χ[0,c), a,1) is a Gabor frame.
(2) If a = p/q is rational, gcd(p, q) = 1 and 2 − 1/q < c < 2, then (χ[0,c), a,1) is not a Gabor frame.
(3) If a > 3/4, c = L − 1 + L(1 − a) with integer L 3, then (χ[0,c), a,1) is not a Gabor frame.
(4) If d is the greatest integer  c and |c − d − 1/2| < 1/2 − a, then (χ[0,c), a,1) is a Gabor frame.
Proposition 1.2. (See [4].)
(1) The Gabor system (χ[0,c),1, c) is a Gabor frame if and only if c = 1.
(2) If 2 c ∈ N, then for all a > 0, (χ[0,c), a,1) is not a Gabor frame.
(3) If a  c < 1, then (χ[0,c), a,1) is a Gabor frame. If c < a < 1, then (χ[0,c), a,1) is not a Gabor frame.
In this paper, we will state all our results for general a, b, c ∈ R+ instead of adopting the practice of both Janssen,
Casazza and Lammers by letting b = 1. From (1) and (3) of Proposition 1.2 above, we see that the case of ab = 1
and the case of bc < 1 are completely solved, so throughout this paper we will always assume that 0 < a < 1/b  c.
We will use M to denote exclusively the largest natural number less than or equal to bc. We will use d exclusively
to denote c − M(1/b), thus 0  d < 1/b always holds. Furthermore, almost all the arguments in this paper revolve
around the behaviors of the following two sets A =⋃n∈Z[na,na + d), B =⋃n∈Z[na + d,na + 1/b). Henceforth we
will also use letters A and B for the above mentioned sets exclusively.
In the first half of the next section, we will use our new approach to recover or generalize some of the results
obtained in [17,18] and [4]. The main purpose there is to exhibit the new techniques and summarize certain known
or generalizable existing results in a suitable way in anticipation for our new results. We will not attempt a detailed
comparison of the results stated in the first half of Section 2 with the ones found in [17,18] or [4], usually in different
forms with b = 1. It suffices to say, even when these results are not explicitly stated in [17,18] or [4], they are most
likely obtainable using the techniques developed in those papers. In particular we will recover (2) of Proposition 1.1
in a lemma and generalize it to the following result, which is already established by Janssen in [18].
Proposition 1.3. Let 0 < a < 1/b < c = M(1/b) + d for some M ∈ N + 1 and 0 < d < 1/b. If a = p
q
(1/b) with
p,q ∈ N such that 0 < p < q , gcd(p, q) = 1 and a > min{1/b − d, d}, then (χ[0,c), a, b) is a not a Gabor frame.p
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us with a complete solution to the abc-problem for the case of a = 1
q
(1/b) with q ∈ N + 1, which is also know to
Janssen.
Theorem 1.4. Let 0 < a < 1/b < c = M(1/b)+d for some M ∈ N+1 and 0 < d < 1/b. If a = 1
q
(1/b) with q ∈ N+1,
then (χ[0,c), a, b) is a Gabor frame if and only if a min{1/b − d, d}.
In the second half of the next section, we will give proofs of the sufficiency parts of the following two theorems.
The first one is a complete solution to the abc-problem for the case of M = 1. We point out that this case is already
completely solved by Janssen in [18], and his results can be quickly recovered from the theorem below.
Theorem 1.5. Let 0 < a < 1/b < c = 1/b + d for some 0 < d < 1/b.
(1) If a = r(1/b) for some irrational r , then (χ[0,c), a, b) is a Gabor frame.
(2) If a = p
q
(1/b) with p,q ∈ N and gcd(p, q) = 1, then (χ[0,c), a, b) is a Gabor frame if and only if
Mp1 (Mp2 (B)) = R.
HereM1 andM2 are set-valued mappings defined byM1(G) = G ∪ (A ∩ (G − 1/b)) andM2(G) = G ∪ (A ∩
G+1/b) for any G ∈ R, where A =⋃n∈Z[na,na+d) and B =⋃n∈Z[na+d,na+1/b) as we defined earlier. Since
it will be made clear in the next section that the case of bc ∈ N is trivial, what is left to consider is the case of bc > 2.
This is treated in the next theorem, which is the main result of this article.
Theorem 1.6. Let 0 < a < 1/b < c = M(1/b) + d for some 0 < d < 1/b and M ∈ N + 1. If Ms0+1(E) =Ms0(E)
for some s0 ∈ N, then (χ[0,c), a, b) is a Gabor frame for L2(R) if and only ifMs0(E) = R.
HereM is a set-valued mapping defined in turn by several other set-valued mappings Pj for j ∈ {1,2,3,4,5} such
that for any G ∈ R
M(G) = G ∪P1(G) ∪P2(G) ∪P3(G) ∪P4(G) ∪P5(G)
and
P1(G) = A ∩
(
M⋂
k=1
(
G − k(1/b))),
P2(G) = B ∩
(
M−1⋂
k=1
(
G − k(1/b))),
P3(G) =
(
G − (M + 1)(1/b))∩ (A − 1/b) ∩ A,
P4(G) =
(
G − M(1/b))∩ (B − 1/b) ∩ B,
P5(G) =
(
G − M(1/b))∩ (G − (M + 1)(1/b))∩ (A − 1/b) ∩ B,
where A,B are unions of intervals specified earlier and E = (A ∩ B + M(1/b)) ∪ (A ∩ (B − 1/b)).
The necessity parts of both of these theorems, especially that of Theorem 1.6, entail complicated constructions
of functions. We will devote most of the third section to this task. In fact, instead of proving the necessity part of
Theorem 1.6, we will show the following slightly stronger result.
Theorem 1.7. Let 0 < a < 1/b < c = M(1/b) + d for some 0 < d < 1/b and M ∈ N + 1. If there is an a-periodic
proper subset G of R which contains E and satisfiesM(G) = G, then (χ[0,c), a, b) is not a Gabor frame for L2(R).
We will also show quickly that in the case of ab ∈ Q+, it is always true that Ms0+1(E) =Ms0(E) for some
s0 ∈ N, thus immediately obtain a complete solution for that case. This naturally leads to our conjecture that when ab
is irrational the same still holds.
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Proposition 1.3, Theorem 1.4, and the proofs of the sufficiency parts of Theorems 1.5 and 1.6. The necessity part
of Theorem 1.5 requires some technical details, it will be given in Section 3 together with much more complicated
constructions involved in the proof of Theorem 1.7, which serves as a proof of the necessity part of Theorem 1.6.
We then briefly discuss the case of ab being rational and present our conjecture. We will end our article with a short
discussion of our results for the case of M > 1 in comparison with Janssen’s counterpart in [18]. In particular, with
the help of one of our main results (Theorem 1.7) we negatively settle one conjecture raised by Janssen in [18].
2. Proofs of the results—Part I
For any fixed triple (a, b, c) satisfying 0 < a < 1/b c, we will henceforth use the letters M , d , A, B exclusively
to denote numbers or sets as specified in the previous section. Also, for any n ∈ Z, any bounded and compactly
supported function f ∈ L2(R) and any g ∈ L2(R), we define
Hn(t) =
∑
k
f (t − k/b)g(t − na − k/b), (2.1)
for each n ∈ Z. Though Hn also depends both on f and g, for notational simplicity we will avoid indexing Hn by f
and g since it will always be clear from the context which f and g are associated with the specific Hn in question.
By definition, Hn is 1/b-periodic and Hn ∈ L2[0,1/b). We omit the proof of the following lemma, which is almost
identical to the well-known proof of the WH-identity in [1], where it is credited to Heil and Walnut [16]. The same
proof can also be found in the book [5].
Lemma 2.1. Let g ∈ L2(R) be such that ∑n |g(t − na)|2  C for some C > 0, and let Hn be defined as in (2.1) for
any bounded and compactly supported functions f . Then
∑
m,n∈Z
∣∣〈f,EmbTnag〉∣∣2 = 1
b
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt.
In this article, we only consider the case of g(t) = χ[0,c)(t). In order to examine whether g generates a frame,
we need the following observations. First of all, since g(t) = χ[0,c)(t), we certainly have ∑n |g(t − na)|2  C for
some C > 0. Thus Lemma 2.1 applies. Moreover, by the CC-condition due to Casazza and Christensen [2], there is a
C2 > 0, such that for any f ∈ L2(R),∑
m,n∈Z
∣∣〈f,EmbTnag〉∣∣2  C2‖f ‖22.
Therefore, in order to check whether (g, a, b) is a Gabor frame, we only need to check whether there exists some
C1 > 0 such that
C1‖f ‖22 
∑
m,n∈Z
∣∣〈f,EmbTnag〉∣∣2
for all f ∈ L2(R). However, since bounded and compactly supported functions f are dense in L2(R), it follows from
a density argument and Lemma 2.1 that we only need to check if there is a C1 > 0 such that
C1‖f ‖22 
1
b
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt (2.2)
for all such functions. Secondly, since g(t) = χ[0,c)(t), for any bounded and compactly supported f , if we define
Gn(t) = f (t)g(t − na) = f (t)χ[na,na+c)(t) for each n ∈ Z, then clearly Hn(t) =∑k Gn(t − k/b). Simple computa-
tion shows that whenever 0 < a < 1/b c holds, we have:
Hn(t) =
{
F1(t), t ∈ [na,na + d),
F (t), t ∈ [na + d,na + 1/b),2
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F1(t) =
M∑
j=0
f
(
t + j (1/b)), F2(t) = M−1∑
j=0
f
(
t + j (1/b)).
Therefore, if we let L1,L2 be the smallest natural numbers greater than or equal to da and
1/b−d
a
respectively, then for
any bounded and compactly supported functions f ∈ L2(R), we have∫
A
∣∣F1(t)∣∣2 dt + ∫
B
∣∣F2(t)∣∣2 dt ∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt L1 ∫
A
∣∣F1(t)∣∣2 dt + L2 ∫
B
∣∣F2(t)∣∣2 dt. (2.3)
From now on we will also use L1, L2 exclusively to denote such numbers. Let us now show how Lemma 2.1 and,
specifically, inequality (2.3) can be used in some simpler cases.
Lemma 2.2. Let 0 < a < 1/b  c = 1/b + d for some 0  d < 1/b. If 1/b − d  a, then (χ[0,c), a, b) is a Gabor
frame.
Proof. In this case we have M = 1. So F2(t) = f (t). Note that the condition 1/b − d  a implies that B = R. Hence
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  ∫
R
∣∣F2(t)∣∣2 dt = ∫
R
∣∣f (t)∣∣2 dt. 
Note that Lemma 2.2 certainly includes the case of d = 0 and c = 1/b. Next lemma is actually (2) of Proposi-
tion 1.2, a result by Casazza and Lammers. It deals with all the other situations of d = 0.
Lemma 2.3. Let 0 < a < 1/b < c = M(1/b) for some M ∈ N + 1, then (χ[0,c), a, b) is not a Gabor frame.
Proof. In this case we have d = 0, so A = ∅ and Hn(t) = F2(t). Similarly, 1/b > a implies B = R. Hence for any
bounded and compactly supported f ∈ L2(R), we have
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  L2 ∫
R
F2(t)dt.
To show that (χ[0,c), a, b) is not a Gabor frame, we only need to construct a sequence of functions fj ∈ L2(R)
with ‖fj‖ approaching infinity while the corresponding ∑n ∫ 1/b0 |Hn(t)|2 dt stays bounded. In fact, for each j ∈ N
we define fj (t) supported on the interval [0, j/b) by letting fj (t) = ei kM 2πt for each t ∈ [(k − 1)/b, k/b) with k ∈
{1,2, . . . , j}. Straightforward calculation shows that ‖fj‖2 = j/b, but correspondingly we always have
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  2L2M3(1/b). 
After Lemmas 2.3, we do not need to worry about the case of bc ∈ N anymore. Hence we will assume d > 0
throughout the rest of the article. The following result recovers and generalizes (4) of Proposition 1.1. We point out
that it has already been established by Janssen in this generality in [18].
Lemma 2.4. Let 0 < a < 1/b < c = M(1/b) + d for some M ∈ N and 0 < d < 1/b. If min{d,1/b − d}  a, then
(χ[0,c), a, b) is a Gabor frame.
Proof. As before, min{d,1/b − d} a, implies that A = B = R. Thus, by (2.3)
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n
1/b∫
0
∣∣Hn(t)∣∣2 dt  ∫
R
∣∣F1(t)∣∣2 dt + ∫
R
∣∣F2(t)∣∣2 dt  ∫
R
1
2
∣∣F1(t) − F2(t)∣∣2 dt
=
∫
R
1
2
∣∣∣∣f(t + Mb
)∣∣∣∣2 dt = 12
∫
R
∣∣f (t)∣∣2 dt. 
Note that because of Lemma 2.4, we now only need to consider the case of c = M(1/b) + d with M ∈ N, 0 < d <
1/b and a > min{d,1/b−d}. For the next lemma, we need some more terminology. We will call a measurable E ⊂ R
a-translation periodic or a-translation invariant if E + na = E holds for all n ∈ Z.
Lemma 2.5. Let 0 < a < 1/b < c = M(1/b) + d for some M ∈ N and 0 < d < 1/b. Then R \ (⋃k∈Z(A + k/b) ∩
(
⋃
k∈Z(B + k/b))) has positive measure if and only if a = pq (1/b) with p,q ∈ N satisfying gcd(p, q) = 1 and ap >
min{1/b − d, d}.
Proof. We prove the sufficiency part first: Since a = p
q
(1/b) with gcd(p, q) = 1, we have that both ⋃k∈Z(A +
k/b) and
⋃
k∈Z(B + k/b) are 1qb -translation periodic consisting of all 1qb -translates of intervals [0, d) or [d,1/b),
respectively. It follows that both sets are actually a
p
-translation periodic consisting of all a
p
-translates of intervals
[0, d) or [d,1/b), respectively. Hence the condition a
p
> min{1/b − d, d} is equivalent to the condition that at least
one of the above two sets is complemented in R by a set of positive (indeed, infinite) measure, which in turn is
equivalent to the desired conclusion.
The argument above implies that we only need to prove the necessity part for a = r(1/b) with irrational r . In this
case, the set {[ k
b
]: k ∈ {0} ∪ N} is dense in the interval [0, a), where [x] = x mod(a). Since A, B are both a-periodic
sets containing intervals, it follows that
⋃
k∈Z(A + k/b) = R,
⋃
k∈Z(B + k/b) = R. 
Now we are ready to prove Proposition 1.3 and Theorem 1.4.
Proof of Proposition 1.3. According to Lemma 2.5, we have either R \⋃k∈Z(A + k/b) or R \⋃k∈Z(B + k/b) has
positive measure. Without loss of generality, we assume that the former does, and denote G = R \⋃k∈Z(A + k/b).
As noted before, this set is 1
qb
(or a
p
)-translation invariant. Similar to the proof of Lemma 2.3, we only need to define
a sequence of functions fj ∈ L2(R) supported on set G with ‖fj‖ approaching infinity while the corresponding∑
n
∫ 1/b
0 |Hn(t)|2 dt stays bounded.
In fact, for each j ∈ N, we can define fj (t) supported on [0, j (1/b)) ∩ G by letting fj (t) = ei kM 2πt for each
t ∈ [(k − 1)1/b, k(1/b)) ∩ G with k ∈ {1,2, . . . , j}. Then ‖fj‖2 = j · μ(G ∩ [0,1/b)). On the other hand, for any
bounded and compactly supported f defined on G, (2.3) implies
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt L2 ∫
B
∣∣F2(t)∣∣2 dt.
Similarly we can get an estimate for the corresponding Hn. If we use μ to denote the Lebesgue measure, we have
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  2L2M3 · μ(G ∩ [0,1/b)). 
Proof of Theorem 1.4. The sufficiency part follows from Lemma 2.4. For the necessity part, we assume to the
contrary that a > min{1/b − d, d}. Thus Proposition 1.3 (the special case of p = 1) implies that (χ[0,c), a, b) is not a
Gabor frame. 
Extending Theorem 1.4 to the case of M = 1 is quick. Note that by Lemma 2.2, we only need to look at the case
of a > 1/b − d .
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q
(1/b) with p,q ∈ N such that gcd(p, q) =
1, a
p
> 1/b − d , then (χ[0,c), a, b) is not a Gabor frame.
Proof. In this case, R \ (⋃k∈Z(B + k/b)) has positive measure. The rest is the same as the proof of Proposi-
tion 1.3. 
In order to prove the necessity parts of Theorems 1.5 and 1.6, we need to develop a key lemma which already
appears in its embryonic form in the proof of Lemma 2.4. We will treat the sufficient parts of both in the next section.
Proposition 2.7. Let Hn(t) be defined as in (2.1) for g(t) = χ[0,c)(t) and any bounded and compactly supported f .
Suppose for some N,L ∈ N with N < L and some DN,DL ⊂ R, there are αN,αL > 0 such that
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  αL ∫
DL
∣∣∣∣∣
L−1∑
j=0
f (t + j/b)
∣∣∣∣∣
2
dt,
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  αN ∫
DN
∣∣∣∣∣
N−1∑
j=0
f (t + j/b)
∣∣∣∣∣
2
dt
holds for any bounded and compactly supported f and its corresponding Hn.
Then for any subset D of R satisfying either
(a) D ⊂ DL, D + L−Nb ⊂ DN or
(b) D − N
b
⊂ DL, D − Nb ⊂ DN ,
there is some αD > 0, such that
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  αD ∫
D
∣∣∣∣∣
L−N−1∑
j=0
f (t + j/b)
∣∣∣∣∣
2
dt
holds for any bounded and compactly supported f and its corresponding Hn.
Proof. Denote I =∑n ∫ 1/b0 |Hn(t)|2 dt . For any D satisfying (a), we have∫
D
∣∣∣∣∣
L−N−1∑
j=0
f (t + j/b)
∣∣∣∣∣
2
dt =
∫
D
∣∣∣∣∣
L−1∑
j=0
f (t + j/b) −
L−1∑
j=L−N
f (t + j/b)
∣∣∣∣∣
2
dt
 2
∫
D
∣∣∣∣∣
L−1∑
j=0
f (t + j/b)
∣∣∣∣∣
2
dt + 2
∫
D
∣∣∣∣∣
L−1∑
j=L−N
f (t + j/b)
∣∣∣∣∣
2
dt
 2
∫
D
∣∣∣∣∣
L−1∑
j=0
f (t + j/b)
∣∣∣∣∣
2
dt + 2
∫
D+L−N
b
∣∣∣∣∣
N−1∑
j=0
f (t + j/b)
∣∣∣∣∣
2
dt
 2
αDL
I + 2
αDN
I = 2αDN + αDL
αDN × αDL
I.
We may take αD to be
αDN ×αDL
2αDN +2αDL . The other case is similar. 
Now we apply Proposition 2.7 to the cases which we are interested in. First in order, the case of M = 1.
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n
∫ 1/b
0 |Hn(t)|2 dt  αF
∫
F
|f (t)|2 dt holds for any bounded and compactly supported f and its corresponding
Hn. Then for any D ⊂ A such that D + 1/b ⊂ F , or any D ⊂ A + 1/b such that D ⊂ F + 1/b, there exists some
αD > 0 such that
∑
n
∫ 1/b
0 |Hn(t)|2 dt  αD
∫
D
|f (t)|2 dt holds for any bounded and compactly supported f and its
corresponding Hn.
Proof. Denote I =∑n ∫ 1/b0 |Hn(t)|2 dt . Our assumption can be simply written as I  αF ∫F |f (t)|2 dt. Since M = 1,
it follows from (2.3) that
I 
∫
A
∣∣f (t) + f (t + (1/b))∣∣2 dt.
Now apply Proposition 2.7(a) with L = 2 and N = 1, DL = A and DN = F , the conclusion follows. The other case
is similar. 
Lemma 2.9. Let 0 < a < 1/b < c = 1/b + d for some 0 < d < 1/b. If F is any of the three sets A ∩ B + 1/b,
A ∩ (B − 1/b), B or any union of any such sets, then there exists a constant αF > 0 (dependent on F ) such that
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  αF ∫
F
∣∣f (t)∣∣2 dt
holds for any bounded and compactly supported f and its corresponding Hn.
Proof. We observe that by (2.3), when M = 1, we have
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  ∫
B
∣∣f (t)∣∣2 dt.
Rest of the conclusion follows readily from Lemma 2.8 above. 
Part of the following lemma recovers (1) of Proposition 1.1, a result by Janssen.
Lemma 2.10. Let 0 < a < 1/b < c = 1/b + d for some 0 < d < 1/b. Let F = (A∩B + 1/b)∪ (A∩ (B − 1/b))∪B .
If⋃Nk=0(F − k(1/b)) = R for some N ∈ N ∪ {0}, then (χ[0,c), a, b) is a Gabor frame. In particular, if a = r(1/b) for
some irrational number r , then (χ[0,c), a, b) is a Gabor frame.
Proof. We first note that 0 < a < 1/b implies A∪B = R. By starting with the conclusion in Lemma 2.9 and applying
Lemma 2.8 repeatedly, we will obtain that for any n ∈ N ∪ {0}, there is some αD > 0 such that
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  αD ∫
D
∣∣f (t)∣∣2 dt,
where D =⋃nk=0(F − k(1/b)). Consequently, the first conclusion is established when n = N . The second conclusion
is proved using the same density argument employed in the proof of the necessity part of Lemma 2.5. 
Proof of the sufficiency part of Theorem 1.5. Note that because of Lemma 2.10, we only need to consider the case
of a = p
q
(1/b) with p,q ∈ N and gcd(p, q) = 1. Assume that Mp1 (Mp2 (B)) = R. Recall that by definition, for any
measurable set G, M1(G) = G ∪ (A ∩ (G − 1/b)) and M2(G) = G ∪ (A ∩ G + 1/b). Observe that A ∪ B = R
always holds whenever a < 1/b and in the case of M = 1 we also have ∑n ∫ 1/b0 |Hn(t)|2 dt  ∫B |f (t)|2 dt. Now
apply Lemma 2.8 repeatedly 2p times starting with set B , the conclusion follows. 
Next we turn our attention to the case of M > 1. We have
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(A ∩ (B − 1/b)). Then there is an αE > 0 such that
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  αE ∫
E
∣∣f (t)∣∣2 dt
holds for any bounded and compactly supported f and its corresponding Hn.
Proof. This follows immediately from Proposition 2.7 with L = M + 1, N = M and DL = A, DN = B . 
Clearly the sufficiency part of Theorem 1.6 follows readily from the last and the next lemma. Please refer to
Section 1 for the definitions of the sets A,B,E and the set-valued mappingsM and Pj with j ∈ {1,2,3,4,5}.
Lemma 2.12. Let 0 < a < 1/b < c = M(1/b) + d for some 0 < d < 1/b and M ∈ N + 1. Suppose that for a measur-
able set G, there is some αG > 0 such that
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  αG ∫
G
∣∣f (t)∣∣2 dt (2.4)
holds for any bounded and compactly supported f and its corresponding Hn. Then there exists some αM(G) > 0 such
that
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  αM(G) ∫
M(G)
∣∣f (t)∣∣2 dt
also holds for any bounded and compactly supported f and its corresponding Hn.
Proof. Observe that by the definition of the set-valued mappingM, it is enough to show that under the assumption
of the lemma, for each j ∈ {1,2,3,4,5}, there exists some αPj (G) > 0 such that
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  αPj (G) ∫
Pj (G)
∣∣f (t)∣∣2 dt
also holds for any bounded and compactly supported f and its corresponding Hn.
(i) P1(G)-case. Note that by (2.3), we have
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  ∫
A
∣∣∣∣∣
M∑
j=0
f (t + j/b)
∣∣∣∣∣
2
dt. (2.5)
Now apply Proposition 2.7(a) to (2.5) and (2.4), with L = M + 1, N = 1, DL = A and DN = G, we obtain some
α > 0 such that
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  α ∫
A∩(G−M(1/b))
∣∣∣∣∣
M−1∑
j=0
f (t + j/b)
∣∣∣∣∣
2
dt. (2.6)
Now apply Proposition 2.7(a) to (2.6) and (2.4) again, with L = M and N = 1, DL = A ∩ (G − M(1/b)) and
DN = G, we obtain some α′ > 0 such that
∑
n
1/b∫ ∣∣Hn(t)∣∣2 dt  α′ ∫
∣∣∣∣∣
M−2∑
j=0
f (t + j/b)
∣∣∣∣∣
2
dt. (2.7)
0 A∩(G−M(1/b)∩(G−(M−1)(1/b))
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(ii) P2(G)-case. Note that by (2.3), we also have
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  ∫
B
∣∣∣∣∣
M−1∑
j=0
f (t + j/b)
∣∣∣∣∣
2
dt. (2.8)
Now apply Proposition 2.7(a) to (2.8) and (2.4), with L = M , N = 1, DL = B and DN = G, we have for some
β > 0,
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  β ∫
B∩(G−(M−1)(1/b))
∣∣∣∣∣
M−2∑
j=0
f (t + j/b)
∣∣∣∣∣
2
dt. (2.9)
The rest is similar to the first case.
(iii) P3(G)-case. This is the consequence of applying Proposition 2.7(a) to (2.5) and (2.6), with L = M + 1, N = M ,
DL = A and DN = A ∩ (G − M(1/b)).
(iv) P4(G)-case. This is the consequence of applying Proposition 2.7(a) to (2.8) and (2.9) with L = M , N = M − 1,
DL = B and DN = B ∩ (G − (M − 1)(1/b)).
(v) P5(G)-case. This is the consequence of applying Proposition 2.7(a) to (2.8) and (2.7), with L = M , N = M − 1,
DL = B and DN = A ∩ (G − M(1/b)) ∩ (G − (M − 1)(1/b)). 
Proof of the sufficiency part of Theorem 1.6. This follows immediately from the conclusion of Lemma 2.11 by
applying Lemma 2.12 s0-times. 
3. Proofs of the results—Part II
We deal with the easier case of Theorem 1.5 first.
Proof of the necessity part of Theorem 1.5. Let H = R \Mp1 (Mp2 (B)). Assume that H has positive measure,
we are going to prove that (χ[0,c), a, b) is not a Gabor frame. We make a few observations aboutM1 andM2 first.
Note that for any set G containing B , we must have M1 ◦M2(G) =M2 ◦M1(G). Indeed, by using the fact that
A ∪ B = R, we see thatM1(G) = G ∪ (G − 1/b) whenever B ⊂ G. Thus for such G we have
M1 ◦M2(G) = G ∪ (A ∩ G + 1/b) ∪
(
A ∩ (G − 1/b))=M2 ◦M1(G).
Note also that when D is an a-translation periodic set of positive measure, if a = p
q
(1/b) with integers 0 < p < q
and gcd(p, q) = 1, then D − l(1/b) = D − k(1/b) whenever k − l = pm for some integer m. Thus the definition
of M1 says right away that Mk1(G) =Mp1 (G) for any k  p and any a-translation periodic set G ⊃ B . Simple
computation also shows thatMk2(G) is the union of the set G with the sets of the form(
A + 1
b
)
∩
(
A + 2
b
)
∩ · · · ∩
(
A + j
b
)
∩
(
G + j
b
)
for j ∈ {1,2, . . . , k}. By similar argument, we also have Mk2(G) =Mp2 (G) for any k  p and any a-translation
periodic set G ⊃ B . These facts imply that the set K =Mp1 (Mp2 (B)) is invariant under both maps M1(G) = G ∪
(G − 1/b) andM2(G) = G ∪ (A ∩ G + 1/b). In particular, it says that
K − 1
b
⊆ K.
When K − 1
b
= K , we can employ the same techniques as those found in the proof of both Lemma 2.2 and Proposi-
tion 1.3. We omit the proof to avoid repetition.
Now assume that K − 1
b
is properly contained in K. It follows that H + 1
b
is also properly contained in H . Let
J = H \ (H + 1
b
). Then J is a set of positive measure no bigger than 1
b
and H is the disjoint union of the sets
J + j with j ∈ {0} ∪ N. We will construct a sequence of functions fj ∈ L2(R) with ‖fj‖ approaching infinity andb
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∑
n
∫ 1/b
0 |Hn(t)|2 dt staying bounded. In fact, we define fj (t) to be supported on the set H so that
fj (t) = (−1)k for t ∈ J + kb with k ∈ {0,1, . . . , j}. Thus ‖fj‖2 = (j + 1)μ(J ). Because H is disjoint from K , H is
also disjoint from B since K contains B . Therefore
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt = ∫
A
∣∣∣∣f (t) + f(t + 1b
)∣∣∣∣2 dt. (3.1)
For any t ∈ A, we have either t ∈ A∩K or t ∈ A \K . If t ∈ A∩K , then by definition of fj , we have fj (t) = 0. Since
K is invariant underM2, we have t + 1b ∈ A∩K + 1b ⊂ K . Hence by definition of fj we have fj (t + 1b ) = 0. On the
other hand, if t ∈ A \ K , then fj (t) = 0 only when t ∈ J + kb for some integer k  j + 1. In this case, by definition
of fj , we always have fj (t + 1b ) = 0. Lastly, if t ∈ A \ K and fj (t) = 0, then fj (t + 1b ) = 0 unless t ∈ J + jb . Using
these observations, we have that
∑
n
1/b∫
0
∣∣Hn(t)∣∣2 dt  L1μ(J ).
Hence (χ[0,c), a, b) cannot be a Gabor frame. 
It is clear that the necessity part of Theorem 1.6 follows readily from Theorem 1.7. Before embarking on the
proof of Theorem 1.7, let us fix some notations and make some preliminary observations. As in the assumption of
Theorem 1.7, we let G be an a-periodic set satisfying the condition that E ⊂ G, μ(R \ G) > 0 and M(G) = G.
Though we use F to denote R \ F for any F ⊂ R, we will also use H specifically to denote G. Thus H is also
a-periodic and hence μ(H ∩ [0, a)) > 0. We also denote H ′ = H ∩ [0,1/b). Since 1/b > a, μ(H ′) > 0 also holds.
Recall thatM is a set-valued mapping defined in turn by several other set-valued mappings Pj for j ∈ {1,2,3,4,5}
such that for any G ⊂ R,M(G) = G∪P1(G)∪P2(G)∪P3(G)∪P4(G)∪P5(G). For the definition of the mappings
Pj in terms of the sets A,B and the number M , reader may consult Section 1. Note that G =M(G) implies that
G = G ∩ P1(G) ∩ P2(G) ∩ P3(G) ∩ P4(G) ∩ P5(G). We will use Hj to denote Pj (G) for each j ∈ {1,2,3,4,5}.
Thus in our simplified notation, we have H = H ∩ H1 ∩ H2 ∩ H3 ∩ H4 ∩ H5. Before we begin our construction, we
need to establish the following lemmas, which will be used extensively in our proof.
Lemma 3.1. Let G be an a-periodic set satisfying the condition that E ⊂ G, μ(R \ G) > 0 and M(G) = G. Let
H = R \ G. Then the following are true:
(a) If t ∈ H , then either t − M(1/b) ∈ A \ B or t − M(1/b) ∈ B \ A.
(b) If t ∈ A ∩ H , then t + 1/b ∈ A \ B .
(c) If t ∈ A ∩ H , then there exists k ∈ {1,2,3, . . . ,M} such that t + k(1/b) ∈ H .
(d) If t ∈ B ∩ H , then there exists k ∈ {1,2,3, . . . ,M − 1} such that t + k(1/b) ∈ H .
(e) If t ∈ A ∩ H , then t + l(1/b) ∈ H for l = M + 1.
(f) If t ∈ B ∩ H and t + 1/b ∈ B , then t + l(1/b) ∈ H for l = M . Furthermore, in this case t ∈ B \ A always holds.
(g) If t ∈ B ∩H and t + 1/b ∈ A, then there is an l ∈ {M,M + 1} such that t + l(1/b) ∈ H . Furthermore, in the case
of t + M(1/b) ∈ H , t ∈ B \ A holds. In the case of t + (M + 1)(1/b) ∈ H , t + 1/b ∈ A \ B holds.
Proof. Since E = (A ∩ B + M(1/b)) ∪ (A ∩ (B − 1/b)) ⊂ G, we have H ⊂ E. This can also be expressed as
H ⊂ (A ∪ B) + M(1/b), H ⊂ A ∪ (B − 1/b).
Items (a) and (b) are then easily derived from the above observation.
On the other hand, H = H ∩ H1 ∩ H2 ∩ H3 ∩ H4 ∩ H5 implies that for j ∈ {1,2,3,4,5}, we have H ⊂ Hj . This
can also be expressed in the following way:
H ⊂ A ∪
(
M⋃(
H − k(1/b))),k=1
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(
M−1⋃
k=1
(
H − k(1/b))),
H ⊂ (A − 1/b) ∪ A ∪ (H − (M + 1)(1/b)),
H ⊂ (B − 1/b) ∪ B ∪ (H − M(1/b)),
H ⊂ (A − 1/b) ∪ B ∪ (H − (M + 1)(1/b))∪ (H − M(1/b)).
With the help of already established items (a) and (b), items (c)–(g) can be immediately derived from the above
conditions concerning these sets. 
According to the observation made in Section 2 after Lemma 2.1, in order to show that (χ[0,c), a, b) is not a Gabor
frame, it suffices to construct a sequence of functions fj with ‖fj‖ approaching infinity while the corresponding∑
n
∫ 1/b
0 |Hn(t)|2 dt stays bounded. Before we briefly outline the plan for our construction, we need to define the
notion of translation congruence. Suppose E and F are measurable sets, s is a positive real number. We say that E and
F are s-translation congruent, if there are measurable partitions {En | n ∈ Z} and {Fn | n ∈ Z} such that En + ns = Fn
for each n ∈ Z.
In what follows, we will construct functions fj in such a way that for each j ∈ N, fj is supported on H , and the
range of fj is {−1,0,1}. More specifically, for each j ∈ N, we will make sure that fj (t) = 1 holds whenever t ∈ H ′.
Also, for each j ∈ N and each t ∈ H ′, we will find j + 2 natural numbers 0 = m0 < m1 < · · · < mj+1 dependent
on t , such that fj (s) = 0 (namely, fj (s) ∈ {−1,1}) if and only if s = t + ml(1/b) for some l ∈ {0,1, . . . , j + 1}. We
will also make sure that fj (t) = 0 for any t ∈ R and any j ∈ N, whenever t + m(1/b) /∈ H ′ for any m ∈ Z. We will
define those functions inductively. Once fj is defined for some j ∈ N, we define fj+1(t) = fj (t) for each t satisfying
fj (t) ∈ {−1,1}. Then we will construct some set which is 1/b-translation congruent to H ′ and on which fj vanishes,
and define fj+1(t) = 1 or −1 for each t in such a set. Lastly, we define fj+1(t) = 0 for any other t ∈ R. Note that H ′
is contained in [0,1/b) with positive measure, we will make sure that each fj is measurable and the above mentioned
conditions hold in a measurable fashion, thus guaranteeing that for each j ∈ N, ‖fj‖2 = (2 + j)μ(H ′).
Because of inequality (2.3) and the specific forms taken by F1 and F2 as discussed in Section 1, we see that the
following two equations are crucial to our construction:
M∑
j=0
f
(
t + j (1/b))= 0, (3.2)
M−1∑
j=0
f
(
t + j (1/b))= 0. (3.3)
More importantly, we will construct fj in such a way that the set of points in A (respectively B) where Eq. (3.2)
(respectively Eq. (3.3)) does not hold for fj will always have measure no bigger than 2(M + 2)μ(H ′). This will be
achieved if we make sure that, in a measurable fashion, for each t ∈ H ′, the only possible points where Eqs. (2.3)
and (2.4) are not satisfied by fj are contained in the union of sets {t − (M + 1)(1/b), . . . , t − (1/b)} and {t +
mj+1(1/b) − M(1/b), t + mj+1(1/b) − (M − 1)(1/b), . . . , t + mj+1(1/b)} where mj+1 ∈ N is the largest natural
number, dependent on t , for which fj (t + mj+1(1/b)) ∈ {−1,1}. This will then lead to the estimate that for each fj
constructed, we have∫
A
∣∣F1(t)∣∣2 dt  2(M + 2)3μ(H ′), ∫
B
∣∣F2(t)∣∣2 dt  2(M + 2)3μ(H ′).
Hence such a sequence fj will serve the purpose of showing that (χ[0,c), a, b) is not a Gabor frame. The construction
of each fj is based on a partition of certain subset of H with positive measure. We deal with the existence of such a
partition for H ′ in the next lemma.
Lemma 3.2. Let H ′ = H ∩[0,1/b). Then there is a partition of H ′ into finitely many subsets H ′v,k1,l1 with v ∈ {1,2,3},
k1 ∈ {1,2, . . . ,M} and l1 ∈ {M,M + 1} such that 0 < l1 − k1 M . The partition satisfies the following conditions:
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(b) For any {v, k1, l1}, and any t ∈ H ′v,k1,l1 , t + k1(1/b) ∈ H and t + l1(1/b) ∈ H .
Proof. Under the assumption a < 1/b, we always have A ∪ B = R. We may partition H ′ into disjoint union of
sets H ′ ∩ (A \ B), H ′ ∩ (A ∩ B) and H ′ ∩ (B \ A). According to Lemma 3.1, for each t ∈ H ′ ∩ (A \ B), there is a
k ∈ {1,2,3, . . . ,M}, such that t+k(1/b) ∈ H . Also t+ l(1/b) ∈ H for l = M+1. Likewise, for each t ∈ H ′ ∩(A∩B),
because of item (a) of Lemma 3.1, we know that t + M(1/b) /∈ H , so Lemma 3.1 leads to the conclusion that there
is a k ∈ {1,2,3, . . . ,M − 1}, such that t + k(1/b) ∈ H and also t + l(1/b) ∈ H for l = M + 1. The last case is more
involved. For each t ∈ H ′ ∩ (B \ A), though there is always a k ∈ {1,2,3, . . . ,M − 1} such that t + k(1/b) ∈ H , it
is both possible for l = M or l = M + 1 to satisfy t + l(1/b) ∈ H . The restrictions are stated in items (f) and (g) of
Lemma 3.1. Yet for the purpose of obtaining a partition of H ′, if we allow empty sets in the midst, we may ignore
such nuance. The above argument is enough to guarantee the existence of such a partition. 
The construction of f1 is based on such a partition for the set H ′. For any t ∈ H ′, we define f1(t) = 1. For any
t ∈ H ′v,k1,l1 + k1(1/b), we define f1(t) = −1. For any t ∈ H ′v,k1,l1 + l1(1/b), we define f1(t) = 1. For any other t ∈ R,
we define f1(t) = 0. According to Lemma 3.2, 0 < l1 − k1 M always holds, so f1 is well defined. Now we use H˜ ′
to denote the set of points where f1 takes non-zero value. Also we define
H ′′ =
⋃
v,k1,l1
(
H ′v,k1,l1 + k1(1/b)
)
, H ′′′ =
⋃
v,k1,l1
(
H ′v,k1,l1 + l1(1/b)
)
.
Clearly, both H ′′ and H ′′′ are subsets of H˜ ′ and they are both 1/b-translation congruent to H ′. Hence μ(H ′′) =
μ(H ′′′) = μ(H ′). In fact, H˜ ′ is the disjoint union of H ′, H ′′ and H ′′′. Therefore μ(H˜ ′) = 3μ(H ′) and evidently
‖f1‖2 = 3μ(H ′). Note also that the support of f1 is contained in
Hˆ ′ =
⋃
v,k1,l1
(
l1⋃
m=0
H ′v,k1,l1 + m(1/b)
)
.
Since l1 M + 1 holds for each l1 ∈ {M,M + 1}, Hˆ ′ has measure no bigger than (M + 2)μ(H ′). Also note that
for each t ∈ H ′ and each m ∈ Z, t + m(1/b) ∈ Hˆ ′ if and only if t + m(1/b) ∈ {t, t + 1/b, . . . , t + l1(1/b)}. Thus, for
any t ∈ H ′, the only possible points where Eqs. (2.3) and (2.4) are not satisfied by f1 are contained in the union of
sets {t − M(1/b), . . . , t − 1/b} and {t + l1(1/b) − M(1/b), t + l1(1/b) − (M − 1)(1/b), . . . , t + l1(1/b)}. Note that
the later set is contained in Hˆ ′, so the measure of the points in A (respectively B) where Eq. (2.2) (respectively Eq.
(2.3)) does not hold for f1 is no bigger that Mμ(H ′)+ (M + 2)μ(H ′) < 2(M + 2)μ(H ′). Hence there is nothing else
to check at this stage. Nevertheless, we make the following observation concerning the points which satisfy Eqs. (3.2)
and (3.3).
Lemma 3.3. For any m ∈ {0,1}, v ∈ {1,2,3}, k1 ∈ {1,2, . . . ,M} and l1 ∈ {M,M + 1}, and any t ∈ H ′v,k1,l1 +m(1/b),
the following is true:
(a) f1 satisfies Eq. (3.2) whenever t ∈ A.
(b) f1 satisfies Eq. (3.3) whenever t ∈ B .
Proof. When v = 1, according to item (b) of Lemma 3.1, for any m ∈ {0,1} and any k1, l1, if t ∈ H ′1,k1,l1 + m(1/b),
then t ∈ A \ B . Thus we only need to check Eq. (3.2) which can be easily done due to the simple construction of f1.
Likewise, when v = 2, according to item (g) of Lemma 3.1, we need to check both Eqs. (3.2) and (3.3) for t ∈ H ′2,k1,l1
but only Eq. (3.2) for t ∈ H ′2,k1,l1 + 1/b. Note also that just as in the case of v = 1, when v = 2, we always have
l1 = M + 1. But unlike the case of v = 1, when v = 2, k1 M − 1. Likewise, when v = 3, we always have l1 = M .
Though in the case of v = 3 there are more subcases, it is still quite straight forward to show that for any m ∈ {0,1}
and k1, l1, any t ∈ H ′3,k1,l1 +m(1/b), Eq. (3.2) (respectively Eq. (3.3)) is satisfied by f1 whenever t ∈ A (respectively
t ∈ B). We omit the repetitive computations. 
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always true. Once f2 is constructed, it will become evident that for t ∈ H ′v,k1,l1 + m(1/b) with v ∈ {1,2}, m ∈ {0,1}
and any k1, l1, Eq. (3.2) (respectively (3.2)) is satisfied by f2 whenever t ∈ A (respectively t ∈ B). As for t ∈ H ′3,k1,l1 +
m(1/b) with m ∈ {0,1}, though the same is also true, it takes a bit of proof. In fact, once f2 is defined, we will show
that the construction of f2 guarantees f2(t + (M + 1)(1/b)) = 0 for any t ∈ H ′3,k1,l1 with any k1, l1. This fact then
will lead quickly to the same desired conclusion.
For the purpose of defining f2, we will first obtain a partition of H ′′. Instead of using indexing triples as in the
partition of H ′, we will use indexing quadruples {v, k1, k2, l2} with v ∈ {1,2,3}, k1, k2 ∈ {1,2, . . . ,M} and l2 ∈
{M,M + 1}. The reason for this choice of index will become apparent once f2 is constructed. Let us first see how the
partition is done for H ′′.
Lemma 3.4. Let H ′′ be defined as above. Then there is a partition of H ′′ into finitely many subsets H ′′v,k1,k2,l2 with v ∈{1,2,3}, k1, k2 ∈ {1,2, . . . ,M} and l2 ∈ {M,M + 1} such that 0 < l2 − k2 M . The partition satisfies the following
conditions:
(a) For any k1, k2, l2, H ′′1,k1,k2,l2 ⊂ A \ B , H ′′2,k1,k2,l2 ⊂ A ∩ B , H ′′3,k1,k2,l2 ⊂ B \ A.
(b) For any v, k1, k2, l2, and any t ∈ H ′′v,k1,k2,l2 , t − k1(1/b) ∈ H ′.
(c) For any v, k1, k2, l2, and any t ∈ H ′′v,k1,k2,l2 , t + k2(1/b) ∈ H ′′′.
(d) For any v, k1, k2, l2, and any t ∈ H ′′v,k1,k2,l2 , t + l2(1/b) ∈ H .
Proof. The argument is quite similar to that of the proof of Lemma 3.2. Again, since our main concern is to obtain a
partition of H ′′, to avoid unnecessary complications, we allow that some of the sets indexed by {v, k1, k2, l2} may be
empty. Clearly, from the discussion of H˜ ′ above, for each t ∈ H ′′, there are unique natural numbers k1 and k2 such
that t − k1(1/b) ∈ H ′ and t + k2(1/b) ∈ H ′′′. On the other hand, Lemma 3.1 also guarantees that for each t ∈ H ′′,
there is a l2 ∈ {M,M + 1}, such that t + l2(1/b) ∈ H . Now the only thing left to show is the following: For each
t ∈ H ′′, let k1 and k2 be the unique natural numbers k1 and k2 such that t − k1(1/b) ∈ H ′ and t + k2(1/b) ∈ H ′′′, let
l2 ∈ {M,M + 1} as guaranteed by Lemma 3.1 with t + l2(1/b) ∈ H , then it is always true that k1, k2 ∈ {1, . . . ,M} and
0 < l2 − k2 M .
Indeed, if we consider the point t ′ = t − k1(1/b) ∈ H ′, and suppose t ′ ∈ H ′v,k′1,l′1 , for some k
′
1 ∈ {1, . . . ,M} and
l′1 ∈ {M,M + 1}, then we must have k1 = k′1 and k2 = l′1 − k′1. Thus 0 < k1 M . According to Lemma 3.2, 0 <
l′1 − k′1 M always holds, thus we always have 0 < k2 M . Since l2 ∈ {M,M + 1}, l2 − k2 M clearly holds.
Lastly, in order to show l2 − k2 > 0, we only need to make sure that k2 = l2 = M never could happen. Observe that if
k2 = l′1 − k′1 = M holds, it must be true that l′1 = M + 1 and k′1 = 1. Let us list all possible cases where this happens,
and show that in each case l2 = M + 1 must be true. For t ∈ H ′′, since k1 = 1, we have must have t ′ = t − 1/b ∈ H ′,
thus either t ′ ∈ A or t ′ ∈ B \ A. Yet t ′ ∈ A ∩ H ′ implies t ′ + 1/b = t ∈ A \ B which implies l2 = M + 1. Whereas
when t ′ ∈ B \ A, we see that l′1 = M + 1 only when t ′ + 1/b = t ∈ A, in which case actually t ∈ A \ B , hence also
l2 = M + 1. Thus 0 < l2 − k2 M always holds. 
We note in passing that, as indicated by the above lemma, our choice of the letter k2 in the definition of the partition
of H ′′ is actually appropriate since k2 indeed represents one of the k guaranteed by item (c) and (d) of Lemma 3.1 for
each t ∈ H ′′.
Now for any t ∈ H ′′ + l2(1/b), we define f2(t) = −1. For any other t ∈ R, the definition of f2 agrees with that
of f1. As we have just proved, k2 < l2 holds for all non-empty sets in the partition of H ′′, so f2 is well defined.
Similarly, we use H˜ ′′ to denote the set of points where f2 takes non-zero value. Clearly, H˜ ′′ is the disjoint union of
H ′, H ′′, H ′′′ and the set
H {4} =
⋃
v,k1,k2,l2
(
H ′′v,k1,k2,l2 + l2(1/b)
)
.
Also note that, from the proof of the last lemma, for any t ∈ H ′′ with corresponding numbers k1, k2 and l2,
the number k2 can always be expressed uniquely as k2 = l′ − k′ where l′ and k′ are the numbers corresponding1 1 1 1
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H ′′′ =⋃v,k1,l1(H ′v,k1,l1 + l1(1/b)) can be written as
H ′′′ =
⋃
v,k1,l1
(
H ′′v,k1,k2,l2 + k2(1/b)
)
.
Evidently, H ′, H ′′, H ′′′ and H {4} are mutually 1/b-translation congruent, therefore μ(H˜ ′′) = 4μ(H ′). Thus
‖f2‖22 = 4μ(H ′). Now we look at the support of f2 more closely. According to the partition of H ′ and H ′′, the
support of f2 is contained in the disjoint union of the following two sets:⋃
v,k1,l1
k1+1⋃
m=0
(
H ′v,k1,l1 + m(1/b)
)
,
⋃
v,k1,k2,l2
l2⋃
m=2
(
H ′′v,k1,k2,l2 + m(1/b)
)
.
Similarly, we denote the union of the above two sets as Hˆ ′′. Note that the second set above has measure less than
(M + 1)μ(H ′), while the first set above can also be written as⋃
v,k1,k2,l2
1⋃
m=−k1
H ′′v,k1,k2,l2 + m(1/b).
Now it should be clear that once the next lemma is established, due to the fact that l2 M + 1 always holds,
it follows immediately that all possible points where Eqs. (2.3) and (2.4) are not satisfied by f2 are contained in
the union of sets
⋃M+1
m=1 H ′ − m(1/b) and
⋃
v,k1,k2,l2
⋃l2
m=2 H ′′v,k1,k2,l2 + m(1/b), thus it has measure no bigger that
2(M + 2)μ(H ′).
Lemma 3.5. Let H ′′ and its partition be defined as above. For any t ∈ H ′′v,k1,k2,l2 + m(1/b) with m ∈ {−k1, . . . ,0,1}
and v ∈ {1,2,3}, k1, k2 ∈ {1, . . . ,M} and l2 ∈ {M,M + 1}, Eq. (3.2) is satisfied by f2 whenever t ∈ A and Eq. (3.3)
is satisfied by f2 whenever t ∈ B .
Proof. We prove the case of m = −k1 and m = −k1 + 1 first. For this purpose, note that according to the definition of
H ′ and H ′′, we have t ∈ H ′′v,k1,k2,l2 − k1(1/b) if and only if t ∈ H ′v′,k1,l′1 for some v
′ ∈ {1,2,3} and l′1 ∈ {M,M + 1}.
Likewise, t ∈ H ′′v,k1,k2,l2 − k1(1/b)+ 1/b if and only if t ∈ H ′v′,k1,l′1 + 1/b for some v
′ ∈ {1,2,3} and l′1 ∈ {M,M + 1}.
Recall that it is already checked in Lemma 3.3 that those equations are satisfied by f1 for such t . Since f1 and f2 are
identical on the union of following two sets:
⋃
v,k1,l1
k1⋃
m=0
H ′v,k1,l1 + m(1/b),
⋃
v,k1,k2,l2
l2−1⋃
m=1
H ′′v,k1,k2,l2 + m(1/b),
it should be clear that if t ∈ H ′
v′,k1,l′1
for some v′ ∈ {1,2,3} and l′1 ∈ {M,M+1}, f2 also satisfies Eq. (2.2) (respectively
(2.3)) whenever t ∈ A (respectively t ∈ B). For the case of m = −k1 + 1, the only non-trivial case that needs detailed
discussion is when k1 = 1. Now if t ∈ A∩H ′v′,k1,l′1 + 1/b and k1 = 1, the corresponding l
′
1 for t
′ = t − 1/b ∈ H ′
v′,k1,l′1
is always M +1. Thus the same conclusion is also trivially true. This leaves us with the case of t ∈ (B \A)∩H ′
v′,k1,l′1
+
1/b and k1 = 1, which we discuss in the following.
Note that the assumption k1 = 1 means that for such t ∈ (B \ A) ∩ H ′v′,k1,l′1 + 1/b, we must have t ∈ H
′′ and
t ′ = t − 1/b ∈ H ′. There are three possibilities. First of all, it is possible that t ∈ A∩B . In this case the corresponding
l′1 for t ′ = t − 1/b guaranteed by Lemma 3.1 must be M (according to item (g) of Lemma 3.1, in this case l′1 cannot
be M + 1). Note that in this case we only need to make sure that t + M(1/b) /∈ H {4}, thus it is enough to make sure
that t + M(1/b) /∈ H . Indeed, this is guaranteed by item (a) of Lemma 3.1. Secondly, it is possible that t ∈ B \ A. In
this case the corresponding l′1 for such t ′ = t − 1/b guaranteed by Lemma 3.1 must also be M . In this case Eq. (3.2)
is satisfied by f2 for t vacuously. Whereas Eq. (3.3) is trivially satisfied by f2 for such t .
Thirdly, it is possible that t ∈ A \ B . In this case the corresponding l′1 for t ′ = t − 1/b guaranteed by Lemma 3.1
could either be M or M + 1. When l′1 = M + 1, it is trivial for the same reason as when t ∈ A ∩ H ′ ′ ′ + 1/b.v ,k1,l1
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since t ∈ A \B , according to item (c) of Lemma 3.1, the number l2 corresponding to such t is M + 1. This means that
t + (M + 1)(1/b) ∈ H {4}. Thus t + M(1/b) /∈ H .
After the case of m = −k1 and m = −k1 + 1 is done, we see that when k1 = 1 we have already finished checking.
Otherwise, k1 > 1. We note that when m ∈ {−k1 + 2, . . . ,−1}, the checking is trivially done. When m ∈ {0,1},
the checking is exactly the same as in Lemma 3.3. 
Now we proceed to construct f3 based on a partition of H ′′′.
Lemma 3.6. Let H ′′′ be defined as above. Then there is a partition of H ′′′ into finitely many subsets H ′′′v,k2,k3,l3
with v ∈ {1,2,3}, k2, k3 ∈ {1,2, . . . ,M} and l3 ∈ {M,M + 1} such that 0 < l3 − k3 M . The partition satisfies the
following conditions:
(a) For any k2, k3, l3, H ′′′1,k2,k3,l3 ⊂ A \ B , H ′′′2,k2,k3,l3 ⊂ A ∩ B , H ′′′3,k2,k3,l3 ⊂ B \ A.
(b) For any v, k2, k3, l3, and any t ∈ H ′′′v,k2,k3,l3 , t − k2(1/b) ∈ H ′′.
(c) For any v, k2, k3, l3, and any t ∈ H ′′′v,k2,k3,l3 , t + k3(1/b) ∈ H {4}.
(d) For any v, k2, k3, l3, and any t ∈ H ′′′v,k2,k3,l3 , t + l3(1/b) ∈ H .
Proof. The argument is quite similar to that of Lemma 3.4, we omit it. 
Now for any t ∈ H ′′′ + l3(1/b), we define f3(t) = 1. For any other t ∈ R, the definition of f3 agrees with that of f2.
As we have just proved, k3 < l3 holds for all non-empty sets in the partition of H ′′′, so f3 is well defined. Likewise
we define
H {5} =
⋃
v,k2,k3,l3
(
H ′′′v,k2,k3,l3 + l3(1/b)
)
.
Likewise, for any t ∈ H ′′′ with corresponding numbers k2, k3 and l3, the number k3 can always be expressed
uniquely as k3 = l′′2 −k′′2 where l′′2 and k′′2 are the unique numbers corresponding to the unique point t ′′ = t −k2(1/b) ∈
H ′′. Since H ′′′ =⋃v,k2,k3,l3(H ′′v,k1,k2,l2 + k2(1/b)), it then follows that the set
H {4} =
⋃
v,k1,k2,l2
(
H ′′v,k1,k2,l2 + l2(1/b)
)
can be written as H {4} =⋃v,k2,k3,l3(H ′′′v,k2,k3,l3 + k3(1/b)).
Similarly we get ‖f3‖22 = 5μ(H ′). Now we look at the support of f3 more closely. According to the partition of
H ′′′, the support of f3 is contained in the union of the set Hˆ ′ and the following set:
⋃
v,k2,k3,l3
l3⋃
m=2
H ′′′v,k2,k3,l3 + m(1/b).
Again we denote the union of the above mentioned two sets as Hˆ ′′′. Thus once we prove that for any point t ∈ Hˆ ′,
Eq. (2.2) (respectively Eq. (2.3)) is satisfied whenever t ∈ A (respectively B), it will follow immediately that the set
of points in A (respectively B) where f3 does not satisfy Eq. (2.2) (respectively Eq. (2.3)) is contained in the union of⋃M+1
m=1 H ′ −m(1/b) and
⋃
v,k2,k3,l3
⋃l3
m=2 H ′′′v,k2,k3,l3 +m(1/b), thus it has measure no bigger that 2(M +2)μ(H ′). Yet
if we take Lemma 3.5 into consideration, we see that in order to prove that for any point t ∈ Hˆ ′, Eq. (2.2) (respectively
Eq. (2.3)) is satisfied whenever t ∈ A (respectively B), it is more than enough to prove the following lemma:
Lemma 3.7. Let H ′′′ and its partition be defined as above. For any t ∈ H ′′′v,k2,k3,l3 + m(1/b) with m ∈ {−k2, . . . ,0,1}
and v ∈ {1,2,3}, k2, k3 ∈ {1, . . . ,M} and l3 ∈ {M,M + 1}, Eq. (3.2) is satisfied by f3 whenever t ∈ A and Eq. (3.3)
is satisfied by f3 whenever t ∈ B .
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In general, in order to define each fj for j > 3, note that at this stage H {j} is already defined. We similarly have
Lemma 3.8. Let H {j} be as defined. Then there is a partition of H {j} into finitely many subsets H {j}v,kj−1,kj ,lj with
v ∈ {1,2,3}, kj−1, kj ∈ {1,2, . . . ,M} and lj ∈ {M,M + 1} such that 0 < lj − kj M . The partition satisfies the
following conditions:
(a) For any kj−1, kj , lj , H {j}1,kj−1,kj ,lj ⊂ A \ B , H
{j}
2,kj−1,kj ,lj ⊂ A ∩ B , H
{j}
3,kj−1,kj ,lj ⊂ B \ A.
(b) For any v, kj−1, kj , lj , and any t ∈ H {j}v,kj−1,kj ,lj , t − kj−1(1/b) ∈ H {j−1}.
(c) For any v, kj−1, kj , lj , and any t ∈ H {j}v,kj−1,kj ,lj , t + kj (1/b) ∈ H {j+1}.
(d) For any v, kj−1, kj , lj , and any t ∈ H {j}v,kj−1,kj ,lj , t + lj (1/b) ∈ H .
Proof. The argument is quite similar to that of Lemma 3.6, we omit it. 
Now for any t ∈ H {j} + l3(1/b), we define fj (t) = (−1)j+1. For any other t ∈ R, the definition of fj agrees with
that of fj−1. At this stage, it is already established that kj < lj holds for all non-empty sets in the partition of H {j},
so fj is well defined. Likewise we define
H {j+2} =
⋃
v,kj−1,kj ,lj
(
H
{j}
v,kj−1,kj ,lj + lj (1/b)
)
.
Likewise, for any t ∈ Hj with the unique corresponding numbers kj−1, kj and lj , the number kj can always be
expressed uniquely as kj = l(j−1)j−1 − k(j−1)j−1 where l(j−1)j−1 and k(j−1)j−1 are the unique numbers corresponding to the
unique point t (j−1) = t − kj−1(1/b) ∈ Hj−1. Since
H {j} =
⋃
v,kj−2,kj−1,lj−1
(
H
{j−1}
v,kj−2,kj−1,lj−1 + kj−1(1/b)
)
,
it then follows that H {j+1} =⋃v,kj−2,kj−1,lj−1(H {j−1}v,kj−2,kj−1,lj−1 + lj−1(1/b)) can be written as
H {j+1} =
⋃
v,kj−1,kj ,lj
(
H
{j}
v,kj−1,kj ,lj + kj (1/b)
)
.
We use H˜ {j} to denote the sets of points where fj takes non-zero value. Then clearly H˜ {j} is a disjoint union of
mutually 1/b-translation congruent sets H ′, . . . , H {j+2}. Thus μ(H˜ {j}) = (j + 2)μ(H ′) and ‖fj‖22 = (j + 2)μ(H ′).
Now we look at the support of fj more closely. The support of fj is contained in the union of the sets Ĥ {j−2} and the
following set:
⋃
v,kj−1,kj ,lj
lj⋃
m=2
H
{j}
v,kj−1,kj ,lj + m(1/b).
Again we denote the union of the above mentioned two sets as Ĥ {j}. Note that the latter set has measure no
greater than (M + 2)μ(H ′). Thus once we prove that for any point t ∈ Ĥ {j−2}, Eq. (2.2) (respectively Eq. (2.3))
is satisfied whenever t ∈ A (respectively B), it will follow immediately that the set of points in A (respectively B)
where fj does not satisfy Eq. (2.2) (respectively Eq. (2.3)) is contained in the union of
⋃M+1
m=1 H ′ − m(1/b) and⋃
v,kj−1,kj ,lj
⋃lj
m=2 H
{j}
v,kj−1,kj ,lj + m(1/b), thus it has measure no bigger that 2(M + 2)μ(H ′).
Yet since we proceed inductively, we see that in order to prove that for any point t ∈ Ĥ {j−2}, Eq. (2.2) (respectively
Eq. (2.3)) is satisfied whenever t ∈ A (respectively B), it is more than enough to prove the following lemma:
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and m ∈ {−kj−1, . . . ,0,1}, if t ∈ H {j}v,kj−1,kj ,lj +m(1/b), then Eq. (3.2) is satisfied by fj whenever t ∈ A and Eq. (3.3)
is satisfied by fj whenever t ∈ B .
Proof. The proof is similar to that of Lemma 3.5. We omit it. 
This concludes the proof of Theorem 1.7.
Theorem 3.10. Let 0 < a < 1/b < c = M(1/b) + d for some 0 < d < 1/b and M ∈ N + 1. If ab ∈ Q, then there is
some s0 ∈ N, such thatMs0+1(E) =Ms0(E) for some s0 ∈ N.
Proof. For the definitions of the sets A, B , E and the set-valued mappingM, please refer to Section 1. In the case of
ab ∈ Q, we may assume that ab = q
p
with p,q ∈ N and gcd(p, q) = 1. Since A and B are a-translation invariant sets,
so there are at most p different elements in the collection of sets {A + k(1/b) | k ∈ Z}. Likewise, there are at most p
different elements in the collection of sets {B + k(1/b) | k ∈ Z}. Thus there are at most 222p elements in the collection
{Ml(E) | l ∈ N}. Hence the conclusion follows. 
Conjecture. Let 0 < a < 1/b < c = M(1/b) + d for some 0 < d < 1/b and M ∈ N + 1. Then there is some s0 ∈ N,
such thatMs0+1(E) =Ms0(E).
Note that the case ab ∈ Q is settled in Theorem 3.10. On the other hand, when c = M(1/b)+d for some M ∈ N+1
and 0 < d < 1/b, if max{d,1/b − d}  a, then we have either A = R or B = R. In this case the conjecture is also
trivially proven affirmatively. Thus we need to know whether the same holds when ab ∈ R \ Q, c = M(1/b) + d for
some M ∈ N + 1 and 0 < d < 1/b, while a > max{d,1/b − d}.
Lastly, we briefly compare our results and those of Janssen’s in [18]. As we have already mentioned in Section 1,
the special case of a = 1
q
(1/b) with q ∈ N , the special case of M = 1 and the special case of a  min{d,1/b − d}
(as discussed in this article in Theorems 1.4, 1.5 and Lemma 2.4, respectively) are already completely solved by
Janssen in [18]. Also, using Theorem 1.5, it is quite easy to recover Janssen’s more specific conditions in the case of
ab being rational.
In the case of M > 1 with ab being rational, Janssen developed in [18] an algorithm to determine whether
(χ[0,c), a,1/b) is a Gabor frame, while our Theorem 1.6, together with Theorem 3.10, offers both a complete so-
lution and a concrete criteria in terms of some set-valued mappings.
Moreover, as we mentioned before, Theorem 1.6 leads to a complete solution whenever max{d,1/b − d}  a
since in this case we have either A = R or B = R. Janssen’s Theorem 3.3.4.4 in [18] states that when M > 1,
c = M(1/b)+ d with 0 < d < 1/b, whenever ab is irrational and max{d,1/b− d} a, then (χ[0,c), a,1/b) is always
a Gabor frame. This result can be quickly recaptured by Theorem 1.6 since the set-valued mappingM is significantly
simplified with either A or B being R, and we only need to look at the mappings P3 or P4 to see that the density
argument used in the proof of Lemma 2.5 applies readily here to quickly get the same conclusion.
For the difficult case of a  max{d,1/b − d}, Janssen’s Theorem 3.3.5.2 in [18] (which generalizes Theo-
rem 3.3.5.1) states that when M > 1, d = I (1/b − a) with I ∈ {3,4, . . .} satisfying 1/b − a  1
I+1 and I ≡ 0 mod
(M +1), then (χ[0,c), a,1/b) is not a Gabor frame. This result can also be quickly recaptured by Theorem 1.7. Indeed,
if we assume I = k(M + 1) for some natural number k, it is easy to check that the union of A ∩ B + M(1/b) and⋃k−1
j=0((B − 1/b) ∩ A − j (M + 1)(1/b)), which is clearly a proper subset of R, is invariant underM.
It is thus quite baffling that we are not able to recover, except in the case of M = 2, Janssen’s last theorem in [18].
Dealing with the difficult case of a  max{d,1/b − d}, Theorem 3.3.5.3 states that whenever M > 1 and ab is
irrational, if d = I (1/b−a) with I ∈ {1,2, . . .} satisfying 1/b−a  1
I+1 and I ≡ 0 mod (M +1), then (χ[0,c), a,1/b)
is a Gabor frame. The main reason for the failure, it appears, is that the sequence of sets generated by E under
iterations of M, does not seem to have regular enough features we would like it to have in order for us to use such
density argument as in the proof of Lemma 2.5. Thus it is all the more intriguing that Janssen is able to prove the
theorem using virtually the same simple density fact as the one in our Lemma 2.5.
308 Q. Gu, D. Han / Appl. Comput. Harmon. Anal. 24 (2008) 290–309However, with the help of Theorem 1.7, examples can be found which negatively settles Janssen’s conjecture in [18]
that when ab is irrational, the only cases of (χ[0,c), a,1/b) not being a Gabor frame is described in Theorem 3.3.5.2
in [18].
Example 3.11. Suppose a =
√
6
3 , b = 1, p = 8169, q = 10005. Let d = p − (q − 1)a, M = p − 1 and c = M + d .
Then 0 < max{d,1 − d} < a < 1/b = 1, 4(1 − a) < d < 5(1 − a), and (χ[0,c), a, b) is not a Gabor frame.
Proof. First we check that the following holds:
p − 5
q − 6 <
p
q
< a <
p − 4
q − 5 <
p + 1
q + 1 <
p − 2
q − 3 <
p − 1
q − 2 <
p
q − 1 < 1.
Using the above inequalities, we can then establish the facts that 0 < d < a, 0 < 1−d < a and 4(1−a) < d < 5(1−a).
Also useful is the fact that a − d < 1 − a. With a =
√
6
3 , b = 1, clearly we have a < 1/b. We may also substitute 1/b
with 1 in the definitions of A, B , E and the mappingsM and Pj for j ∈ {1,2,3,4,5}.
We then calculate to get A∩ (B − 1) =⋃n∈Z[na + a + d − 1, na + d) and A∩B = (⋃n∈Z[na + a,na + 1). It is
also quick to establish the facts that (B − 1) ∩ (A − 1) ∩ A = A ∩ (B − 1) ∩ B = ∅.
From M = p − 1 and p = (q − 1)a + d , it then follows that A ∩ B + M = A ∩ B + d − 1 =⋃n∈Z[na + a +
d − 1, na + d) = A ∩ (B − 1). Therefore E = A ∩ (B − 1) = A ∩ B + M . Finally, we need to checkM(E) = E by
proving Pj (E) = ∅ for each j ∈ {1,2,3,4,5}. Observe that E ∩ (E + 1) = ∅. The definitions of Pj then lead to the
conclusion that Pj (E) = ∅ whenever j ∈ {1,2,5}. On the other hand, the identity E − M = A ∩ B leads directly to
the conclusion that
P3(E) = (B − 1) ∩ (A − 1) ∩ A = ∅,
P4(E) = (E − M) ∩ (B − 1) ∩ B = A ∩ (B − 1) ∩ B = ∅. 
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