The existing image search system often faces difficulty in finding an appropriate retrieved image corresponding to an image query. The difficulty is commonly caused by the users' intention for searching image is different with dominant information of the image collected from feature extraction. In this paper, we present a new approach for the content-dependent image search system. The system utilizes information of color distribution inside an image and detects a cloud of clustered colors as something -supposed as an object. We apply segmentation of an image as a content-dependent process before feature extraction in order to identify is there any object or not inside an image. The system extracts 3 features, which are color, shape, and texture features and aggregates these features for similarity measurement between an image query and image database. HSV histogram color is used to extract the color feature of the image. While the shape feature extraction used Connected Component Labeling (CCL) which is calculated the area value, equivalent diameter, extent, convex hull, solidity, eccentricity, and perimeter of each object. The texture feature extraction used Leung Malik (LM)'s approach with 15 kernels. For applicability of our proposed system, we applied the system with benchmark 1000 image SIMPLIcity dataset consisting of 10 categories namely Africans, beaches, buildings historians, buses, dinosaurs, elephants, roses, horses, mountains, and food. The experimental results performed 62% accuracy rate to detect objects by color feature, 71% by texture feature, 60% by shape feature, 72% by combined color-texture feature, 67% by combined color-shape feature, 72 % combined texture-shape features and 73% combined all features.
this research [9] is the automatic weighting mechanism when selecting features based on a combination of color, shape and structure features. The researcher applies an automatic weighting mechanism to select features by analyzing the distribution of color information to determine representative features. The researcher extracts the color moment in the image and calculates the color distance for color weight and texture density for structural weights. The shape feature is measured to extract the shape area then the area is calculated to adjust the shape of the texture density to determine the shape weights.
Praheep Anantharatsamy [10] has proposed a content-based image retrieval based on three major types of visual information: color, shape, and texture. Comparison of distance calculations for all three space distance dimensions of retrieval. In the experimental results, they investigated several extraction feature methods and search algorithms from the content-based image retrieval. The results of the extraction feature selection obtained the highest accuracy based on the nearest 5-neighbor. Naveena A K [11] has proposed a CBIR system based on color moments, wavelet and edge description to take desired images from the database. Extracting features used are color, texture, and shape. For color features used color moments, the texture feature used wavelet transform and the shape feature used edge histograms using canny edge detection. Comparison of the results of retrieval of each color, texture, and shape and comparison of features combined show that the combination of features provides better retrieval results than each feature.
K. Mala [12] has proposed a technique to produce image content descriptions with three features, there are: Color auto-Correlogram, Gabor Wavelet, and Wavelet Transform. The feature extraction process is based on the input request image of the IDB and features stored in the feature dataset. Manhattan distance is applied to users who are given query images and feature vectors calculated from database images to measure similarity. Another efficient feature such as Wavelet transformation for edge extraction, the shape is also used in conjunction with color and texture features to provide better results and can be used to obtain high-precision shooting. From the analysis conducted on the experimental results, it is illustrated that the proposed method achieves a better level of precision compared to other methods available. Thus the features taken from the proposed method achieved an average accuracy rate of 83% for the Corel database, while 88% for the Li database and 70% for the Caltech-101 database in the image search system. Andrea Kutics [13] has described a new method for detecting objects in natural images with an unlimited domain. Which aims to capture important information in terms of assessment in terms of user semantics at the visual level for efficient shooting. The main obstacle to developing this method is the difficulty of accurately segmenting images into prominent areas. To overcome this difficulty, they developed a vector inhomogenous diffusion model that used several features. Aamer Mohamed [14] has proposed an efficient content-based image retrieval with a scheme based on semantic object detection (SOD). The feature extraction process used a discrete cosine transform (DCT) blocks where retrieval results from query images use the calculation of a histogrambased approach. SOD is used with the aim of reducing the size of the database from the results of the drawing approach taken. By using SOD, it displays the improve retrieval results.
ORIGINALITY
The existing image search system often has difficulty finding images taken according to the image request. Difficulties are generally caused by the user's intention to look for different images with the dominant information of images collected from feature extraction. In this paper we present a new approach to image search systems that depend on content. This system uses color distribution information in images and detects color clouds that are grouped as something that is considered an object. We apply image segmentation as a process that depends on content before feature extraction to identify whether there are objects or not in the image. The system extracts 3 features, such as features of color, shape and texture and combines these features for measuring similarities between image requests and image databases. The HSV color histogram is used to extract image color features. While the form feature extraction uses Connected Component Labeling (CCL) which calculates area values, equivalent diameter, area, convex hull, solidity, eccentricity, and circumference of each object. The texture feature extraction uses the Leung Malik (LM)'s approach with 15 kernels. Figure 1 shows the system design that we proposed research. There are 5 main functions in our system, there are: (1) preprocessing, (2) clustering, (3) object detection, (4) feature selection and similarity measurement. Each process is explained in section 4.1-4.5. 
SYSTEM DESIGN

Pre-processing
Image preprocessing is the first stage of detection in order to improve the quality of images with color metric extraction and normalization. Color Metric Extraction reduced computational burdens and quantization of color can be used to represent images without significantly reducing image quality [15] .
The color space included RGB and HSL. RGB is a color space which comprises the red, green, and blue spectral wavelength. The most frequent presentation of colors in image processing is RGB. Since RGB color space has some limitation in high-level processing, other color space representations have been developed [16] . HSL is known to improve the color system of HSV because it could present brightness better than saturation. Besides, the hue component in HSL color space is integrated with all chromatic information, it's stronger than the main color for image color segmentation [17] .
The value between RGB and HSL is not the same, that makes this paper applied normalization. For the case of studies, used the softmax algorithm. The Softmax algorithm could achieve maximum and minimum values, but according to the specified limit. Transformations using Softmax are more or less linear in the middle range and have nonlinear fluency at both ends. The output range is between 0 and 1 [18] .
(1) (2) Where:
x = linear response in standard deviation
Clustering
Object detection process involved the process of finding the best number of clusters from resizing images and clustering from original size images with getting optimal K and Hierarchical K-means. Optimal K Detection could find out the global optimal solution. Moving variance is defined as a variant in the cluster when determining calculated clusters and assesses that it has reached a globally optimal solution based on trends [19] [20] . With experiments using widely available test data, comparing cluster results from this technique and existing non-hierarchical clustering techniques show the predominance of techniques. The ideal cluster has a minimum variance within the cluster ( ) that represents internal homogeneity and maximum variance between clusters ( ) which states external homogeneity. The best clusters that have been obtained are processed using Hierarchical K-means. In [21] , they optimized the initial centroid for Kmeans. This utilizes all the results of grouping K-means at certain times, although some of them reach local optima. Then, the results are combined with the Hierarchical algorithm to determine the initial centroid for K-means. The algorithm is explained as follows:
Algorithm Hierarchical K-Means 1. Determine K as the initial cluster number. Then, as the initial initialization of the clusters mean value from K-means clustering.
Object Detection
The object detection in CBIR that made is one of the uniqueness of this research. In the object detection stage is involved the process of background remover and determining the object.
Background Remover
The background remover is one technique between the background images and image objects. This technique could be done by adjusting the object in the middle of the background image. The process is based on the results of the position normalization cluster values, RGB and HSL. The following is the removing technique that has 6 steps.
1. Initialize and specify tpmcluster value with value 1. It is intended to be used as a place to store the results of removing the cluster. 2. In Figure 2 , the searching process is carried out by taking 25% of the image width calculated from the 0th column and 25% from the image height calculated from the 0th row. After that, changes in cluster value will be made with the value 0 based on the searching for the cluster value with the highest number.
Figure 2. Second stage illustration
3. In Figure 3 we do the same step with the second stage which is different, such as the location of the searching for the cluster value with the highest number. The searching is done by taking 25% of the image width calculated from the last column and 25% and the image height is calculated from the 0th row. 4. In Figure 4 we do the same step with the third stage which is different, such as the location of the searching for the cluster value with the highest number. The searching is done by taking 25% of the image width calculated from the 0th column and 25% and the image height calculated from the last row. 5. In Figure 5 we do the same step with the fourth stage which is different such as the location of the searching for the cluster value with the highest number. The searching is done by taking 25% of the image width calculated from the last column and 25% and the image height calculated from the last row. . At the last stage, the technique is carried out which is to searching for cluster values that are not equal to 0 and then it find the cluster value with the highest number.
Determination of Objects
The last part of the object detection stage is the process of determining results, including objects or not objects. The determination is done by calculating the ratio of objects to the background.
It detects a cloud of clustered colors as something -supposed as an object if the number of object ratios is greater in the ratio than the number of outside ratios. The inner ratio is obtained from 25% -75% of the image and the outer ratio is obtained from the overall image minus the inner ratio. The simulation can be seen in Figure 6 below.
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Feature Extraction
The process of taking an image by selected the appropriate feature extraction method and the measurement approach [2] . Extraction features that researchers used were color and texture.
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Color Feature Extraction
The color feature extraction used 3D-Color Vector Quantization and HSV histogram. The main idea of 3D-Color Vector Quantization is that the system uniformly represents the color of the image at a certain position in the RGB vector color space. This means to reduce the complexity of the RGB color in the image and unite the color close to the vector space [8] [22] . The size of the quantity is 5X5X5 so that it forms 125 positions in RGB. Figure 7 . Illustration 3D-Color Vector Quantization RGB [8] The color feature extraction metadata that is formed is as follows: (6) Where: = feature extraction results from i the color histogram
Source
Shape Feature Extraction
The feature extraction form of this paper using Connected Component Labeling [23] is applied based on the threshold of many models to identify all groups. Spatially connected groups where all pixels in connected components have pixel intensity values that are the same or connected to each other. That makes after all groups have been determined, each pixel is labeled according to the component specified. For extraction, the first step feature applies edge detection using canny detection [24] which aims to smooth the image and noise. This paper applied Connected Component Labeling (CCL) to get extracts of contours from the object. The contour is processed to obtain area values, equivalent diameters, extent, convex hull, solidity, eccentricity and perimeter of each object. The calculations applied to represent each pixel in the former's matrix use the mean (µ), median, standard deviation (σ), variance (σ 2 ), skewness (s), and kurtosis (k). is the value of the color component i in the pixel image j, and N is the number of pixel images.
The shape feature extraction metadata that is formed is as follows: (12) Where: 
Texture Feature Extraction
The texture feature extraction used Leung Malik (LM). The LM filter banks are rotationally variant. Therefore, the derivatives of the LM filter bank would change when subjected to different orientations. A set of images obtained under a known set of imaging conditions is considered as input data to the LM filters [25] . The LM filter set consists of 48 filters but in this paper used 15 filters. Leung Malik's approach implementation involves the process of segmenting canny detection edge detection [24] . Calculations applied for texture extraction researchers use calculations of the mean (µ), median, standard deviation (σ), variance (σ 2 ), skewness (s), and kurtosis (k).
Source: www.robots.ox.ac.uk/~vgg/research/texclass/filters.html
The texture feature extraction metadata that is formed is as follows: (13) Where: = extracted texture features from i kernel.
Similarity Measurement
After features extraction, the metadata of color and structured are created. The metadata of images query is used to measure the similarity with proximity to the metadata of a image database. For the measurement approach, the researcher uses Normalize Canberra Distance where it can normalize distance data on each attribute [8] . Normalize Canberra Distance approaches data from image queries with image databases. The equation from Normalize Canberra Distance: (13) Where: N = number of attributes = metadata from image query = metadata from image database
EXPERIMENT AND ANALYSIS
For the testing phase in this paper used the benchmark 1000 image SIMPLIcity dataset from Wang et al. [26] which consists of 10 categories namely Africans, beaches, buildings historians, buses, dinosaurs, elephants, roses, horses, mountains, and food.
Background Remover and Object Detection
Based on the results of the background remover, it was found that there are images that cannot be supposed as image objects. For example the image of a mountain with a sky view, the system mostly suppose the image object is sky because the value of sky color extraction is more dominant than the color of the mountains. Except for dinosaur and flower images, the resulting color extraction is more dominant so it is supposed to be an object. Figure 9 illustrates some of the results of background remover. In this paper, the researcher has attempted background remover by doing background replacement, the process of replacing background colors that have been removed with other colors. It aims to examine the background has been replaced by another color information whether or not to influence the similarity measurement. We attempted the results of the similarity to the detection of objects in each category using a method of calculation of the ratio of errors, accuracy, and scoring by determining the top 10 pictures from image search results for the query (14) (15) (16) Where:
= category of retrieval image cq = category from image query Tables 1,2 and 3 is displayed the results of errors, precision, and score values from the comparison between the results of the object removed by the object with the background color changed. Based on these results it could be seen that the background changed with other colors produces a high error, precision, and a low score compared to the background of the discarded object. The colors should indicate the object are not suitable because the background provides other information. However, if the information is discarded, it will provide better information. From the table above it can also be seen that the object detection technique is still not good if applied to images with backgrounds that are as varied as people, buildings, mountains, and buses. However, for the implementation of images with backgrounds that are not as diverse as dinosaurs, flowers, elephants, horses, food, and beaches, they have successfully detected objects well. 
Selection of Image Similarity Techniques
The process of selecting the similarity measurement technique compared the Normalize Canberra Distance approach with cosine distance on the features of color shapes and textures. The following cosine distance equation is used as a comparison: (17) Where: N = number of attributes = metadata from image query = metadata from image database Tables 4, 5 , and 6 described error results, accuracy and score values from the comparison of approach methods. It could be seen that the method of normalizing Canberra distance is better to be applied to the color feature and texture feature extraction approach compared to the cosine distance method. Whereas for the shape features it is better to use the cosine distance method when compared to the Normalize Canberra Distance method. 
Result Retrieved
Some things that can be analyzed based on the results of the system and re-display the collection of database images that have similarities with image query to get the best solution in the form of images with the closest distance value to image query. Testing is done by comparing the features of color, shape, and texture through the calculation of the k-nearest neighbor's algorithm (k-NN) method with k = 3. Based on Table 7 , it can be seen that the highest accuracy is 73.48% which is obtained by combining all the extraction features, the lowest accuracy is 60.99% which is obtained from the calculation of form features. From the results of the research, it can be concluded that combining all features is more optimal compared to the approach of each feature.
Tables 8, 9, 10 described from the calculation of error results, accuracy and score in each category. The dinosaur category generates the highest average accuracy and score on the comparison of each feature. Whereas for the beach category it generated the average accuracy value and the lowest score on the comparison of each feature. It can be concluded that the ocean category has diverse background information compared to the dinosaur category, so the system incorrectly supposed the object specified. This causes the results of the dinosaur category approach to be better than the ocean category because of the information to its appropriate so the results obtained are preferred or optimal. 
CONCLUSION
This paper presents a new approach to content-dependent image search system for aggregation of color, shape, and texture features. The system introduces color feature extraction using color extraction RGB and HSL then it normalization the unique data. The main idea of this approach is using clustering techniques that are Hierarchical K-means and Optimal K Selection. Our image search extracted three kinds of features which are color, shape, and texture. We used 3D-Color Vector Quantization color for extraction feature. The process of extraction features shape used Connected Component Labeling (CCL) which is calculated the area value, equivalent diameter, extent, convex hull, solidity, eccentricity, and perimeter of each object. The texture extraction feature was used by Leung Malik (LM) 's approach with 15 kernels.
In this research, the techniques that have been carried out are less able to find the desired object correctly if the images sought provide information that has a variety of backgrounds compared to information from the object.. For distance approach calculation techniques this paper have analyz that the calculation using the Canberra distance normalizes more high accuracy values than using cosine. The results are used for detecting the extraction accuracy rate of 62%, 71% by texture feature, 60% by shape feature, 72% by combined color-texture feature, 67% by combined color-shape feature, 72 % combined texture-shape features and 73% combined the feature. Analysis obtained from the experimental results, the system is more optimal if the feature extraction used is to combine all the features compared to just using each feature. For further work, we will apply an automatic weighting mechanism system to select this feature automatically.
