The eigenvalues for the minors of real symmetric (β = 1) and complex Hermitian (β = 2) Wigner matrices form the Wigner corner process, which is a multilevel interlacing particle system. In this paper, we study the microscopic scaling limit of the Wigner corner process both near the spectral edge and in the bulk, and prove they are universal. We show: (i) Near the spectral edge, the corner process exhibit a decoupling phenomenon, as first observed in [24] . Individual extreme particles have Tracy-Widom β distribution; the spacings between the extremal particles on adjacent levels converge to independent Gamma distributions in a much smaller scale. (ii) In the bulk, the microscopic scaling limit of the Wigner corner process is given by the bead process for general Sine β process, as constructed recently in [34] .
Introduction
Wigner matrices were introduced by E. Wigner to model the nuclei of heavy atoms in [44, 45] . He postulated that the gaps between the energy levels of large quantum systems should resemble the eigenvalue gaps of a random matrix resemble, which should depend only on the symmetry class of the model and are independent of the details of the matrix ensemble. Since then, the universality phenomenon of the local eigenvalue statistics has been a central subject of study in random matrix theory. The universality of random matrices can be roughly divided into the edge universality near the spectral edge and the bulk universality in the interior of the spectrum. The edge universality means the joint law of extreme eigenvalues of Wigner matrices converges to the Tracy-Widom β distribution, which was first identified by Tracy and Widom in [42, 43] . For the bulk universality, Wigner's original point of view asked for the universality of the eigenvalue gap distributions. Later, Mehta formalized the bulk universality conjecture in his book [33] and stated that the correlation functions of Wigner matrices should coincide with those of Gaussian orthognal/unitary ensemble (GOE/GUE) asymptotically, which are characterized by Sine β process.
Over the past three decades, spectacular progress on edge and bulk universality conjecture for Wigner matrices has been made. The edge universality was proven first via the moment method and its various generalization [36, 37, 39] and later by the comparison argument [22, 40] . The bulk universality for Wigner matrices of all symmetry classes was proven in [15, 19, 41] for the eigenvalue gap universality, and in [9, 14, 15, 17, 18, 27, 29] for the universality of correlation functions. Later, edge and bulk universality conjecture was proven for more general Wigner type random matrices in [20, 21] for generalized Wigner matrices, in [30, 31] for deformed Wigner matrices, in [8, 13, 26] for sparse random matrices, in [4, 5] for heavy tailed random matrices and in [2, 6, 11, 12] for correlated random matrices.
The GUE corner process, which is a multilevel interlacing particle process, was first studied by Y. Baryshnikov [7] , where he showed the largest eigenvalues of minors of GUE have the same law as Brownian last passage percolation. Later, it was proven in [28] that GUE corner process is a determinantal point process, and converges to the bead process as introduced in [10] . More general random matrix corner processes with determinantal structure were studied in [3] . The Hermite β corner process as the β analogue of GUE corner process was introduced by V. Gorin and M. Shkolnikov [23] , and they showed in [24] the spacings between the extremal particles on adjacent levels converges to independent Gamma distributions. The bulk scaling limit of Hermite β corner process was understood recently. In [34] , J. Najnudel and B. Virág constructed the bead process for general Sine β process, and proved this process is the microscopic scaling limit in the bulk of the Hermite β corner process. In the current work, we study the eigenvalues for the minors of Wigner matrices, called the Wigner corner process. When restricted to a line, the edge and bulk universality results indicate that the Wigner corner process is characterized by the Tracy-Widom β distribution near the spectral edge, and converges to the Sine β process in the bulk. In the present work we study the joint asymptotic behaviors of the Wigner corner process. We prove that the scaling limits of Wigner corner process near the spectral edge and in the bulk are universal as long as the matrix entries have finite fourth moment. Near the spectral edge the Wigner corner process exhibit a decoupling phenomenon (see Figure 1 ): Individual extreme particles have Tracy-Widom β distribution; the spacings between the extremal particles on adjacent levels converge to independent Gamma distributions in a much smaller scale.
This answers an open problem [1, Problem 8] by Vu. The Wigner corner process near the spectral edge in a different scaling scale was studied in [38] . In the bulk, the microscopic scaling limit of the Wigner corner process is given by the bead process for general Sine β process, as constructed in [34] .
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Main Results
In this work, we consider the following class of random matrices, called Wigner matrices. [32] . However the bulk universality is more robust. We believe our Theorem 1.4 can be possibly generalized to sparse random matrices e.g. [13, 26] , and heavy tailed random matrices e.g. [4, 5] .
Fix a large integer K 0. Let H N +K be a Wigner matrix as in Definition 1.1. For any integers 0 s K, we denote H (s)
N +s , and corresponding normalized eigenvectors u
N +s }, and
N +s ]. The eigenvalues of H N +K : The first main result of our paper studies the asymptotic behaviors of the eigenvalues of the minors H 
converges in distribution in the limit N → ∞ to a random array with independent Gamma distributed entries, which has density C β x β/2−1 e −βx/2 . Moreover, (1.1) and (1.2) are asymptotically independent. The same statement holds for the right spectral edge.
Let L be the set of discrete point configurations {µ j } j∈Z of R (where the labeling is uniquely determined by setting µ −1 < 0 µ 0 ) unbounded from above and from below, such that for x going to infinity, and for all a, b ∈ R, |{j :
The σ-algebra on L is generated by the maps L → |L ∩ I| for all open, bounded intervals I ⊂ R. Let G be the set of doubly infinite sequence {γ j } j∈Z such that for k going to infinity
The σ-algebra on G is generated by the coordinate maps γ j for j ∈ Z.
For {µ j } j∈Z ∈ L and {γ j } j∈Z ∈ G, it is proven in [34, Theorem 3] the following Stieltjes transform of the weighted measure j∈Z γ j δ µj is well-defined,
The operator D is measurable and it is indeed a map to L. Let Π be the probability measure on G × R under which the random variables h and {γ j } j∈Z are independent, γ j follows Gamma distribution with density
where (Γ (s) , h) is sampled from Π. It is proven in [34, Theorem 9] , the Sine β point process is supported on L, and is an invariant measure for the Markov chain (1.4). The second main result of our paper studies the asymptotic behaviors of the eigenvalues of the minors H 
1). The point process
, 0 s K, forms a Markov chain, and converges in distribution in the limit N → ∞ to the Markov chain (1.4) for the level
Preliminaries
In the paper, we write
We say an event Ω N holds with high probability, if P(
We write a N = o P (b N ) if with high probability a N = o(b N ) holds. We write a N = O P (b N ) if with high probability a N = O(b N ) holds. We denote the semi-circle distribution as
We denote M(R) the space of locally finite measures on the Borel sets of R, endowed with the topology of locally weak convergence, i.e. a sequence of locally finite measures {µ N } converge to µ if lim N →∞ f dµ N = f dµ for all continuous compactly supported functions f : R → R. We recall that G is the set of doubly infinite sequence {γ j } j∈Z satisfying (1.3). A sequence of doubly infinite sequence {γ N j } j∈Z ∈ G converges to {γ j } j∈Z in distribution, if {γ N j } j∈Z converges to {γ j } j∈Z coordinatewise in distribution. We remark that with the topology of locally weak convergence, both M(R) and G form polish spaces.
Rigidity of eigenvalues and delocalization of eigenvectors
For Wigner matrices with high probability, the eigenvalues are rigid, i.e. they are close to the classical eigenvalue locations of semi-circle distribution, and eigenvectors are completely delocalized. The rigidity of eigenvalues and delocalization of eigenvectors were first proven in [16, 22] under the assumption that the matrix entries have subexponential decay. Later the same statement was proven in [25, Theorem 1.3] under the assumption that the matrix entries have bounded fourth moment. 
The eigenvectors of H N are completely delocalized
where the implicit constants depend on D.
Master equation
Given an (n + 1) × (n + 1) matrix A n+1 , we denote its top-left n × n minor by A n . The eigenvalues of A n+1 satisfy a master equation in terms of the eigenvalues and eigenvectors of A n . We denote the eigenvalues of
We can write A n as a 2 × 2 block matrix
The determinant formula for block matrices gives
Eigenvalues of A n+1 are zeros of the meromorphic function
3)
The expression (2.3) will be used repeatedly in the rest of this paper to get the estimates of eigenvalues of A n+1 conditioning on the submatrix A n .
Edge Case
The first part (1. 3. The extreme eigenvalues satisfy:
It follows from Theorems 2.1 and 3.1, the event H N holds with high probability, i.e. P( 
And the random vector
converges in distribution in the limit N → ∞ to a random array with independent Gamma distributed entries, which has density C β x β/2−1 e −βx/2 .
Proof. We first prove (3.2). For the real symmetric case, we have
where in the third line we used that H (s)
N +K ∈ H N +s , and its eigenvectors are delocalized. Therefore, u
ℓ , h (s+1) converges to independent real gaussian random variables, as long as ℓ ≪ N 1/6 . The claim (3.2) follows by noticing that the square of a standard gaussian random variable has Gamma distribution, with density
Similarly, for the complex Hermitian case, the vector u
ℓ , h (s+1) converges to independent complex gaussian random variables, with independent real and imaginary part, each has variance 1/2. The claim (3.2) for the complex Hermitian case follows by noticing that the norm square of a complex gaussian random variable has Gamma distribution, with density e −x .
In the following we prove (3.1). By taking A n+1 = H 
is the zero of (3.3) between λ , we rewrite f (z) as
where
Using the rigidity of the eigenvalues and delocalization of the eigenvectors as input, we show that with high probability the error term E(z) is negligible. We postpone its proof to the end of this section.
Claim 3.3. Under the assumptions of Proposition 3.2, for any
As a consequence of Claim 3.3, any fixed z ∈ (λ
i ), with high probability
Thanks to the assumption that H (s)
N +K and (3.2), with probability 1 − o(1), it holds
and (log N )
On the event that (3.6), (3.7) hold,f (z) is monotone decreasing from +∞ (or
i ). Thus, on the event that (3.6), (3.7) hold, there exists
Combining the above estimates with Claim 3.3, with high probability we have
Thanks to the monotonicity of f (z), we conclude that with high probability z 1 < λ (s+1) i < z 2 , and
The claim (3.1) follows.
Proof of Claim 3.3. Under the assumptions of Proposition 3.2 that H (s)
N +K ∈ H N +s , for any z ∈ (λ
i ) we have,
The claim (3.5) follows from combining the following two estimates.
. The sum of eigenvalues smaller than z in (3.8) satisfies
For the sum of the eigenvalues bigger than z, we need to use the rigidity estimates, i.e. (2.1),
Finally for the integral of the semi-circle distribution, under our assumption
The first estimate (3.8) follows from combining (3.10), (3.11) and (3.12).
The second estimate (3.9) follows from a second moment computation and the Markov inequality.
where for the third equality, we used the delocalization of eigenvectors, (2.2); for the last inequality we used (3.8), and
, which can be obtained by a similar argument as for (3.8) . This finishes the proof of Proposition 3.9 and Claim 3.3.
Bulk Case
When restricted to a line, the law of Wigner corner process is asymptotically the same as that of GOE/GUE, which is characterized by the Sine β process in the bulk. The following bulk universality results follow from [29] using the rigidity estimates Theorem 1.4 as input. 
In [35, Theorem 7] , J. Najnudel and B. Virág derived an optimal bounds on the variance of the number of particles of the Gaussian β ensemble (GβE) in intervals of the real line.
Theorem 4.2 ( [35, Theorem 7]).
The Gaussian β ensemble with N particles is a probability measure
For any energy levels E 1 < E 2 , we have
The eigenvalues of GOE/GUE have the same law as Gaussian β ensemble corresponding to β = 1/β = 2 respectively. As a corollary of Theorem 4.1 and Theorem 4.1, we have the following bound on the variance of the number of eigenvalues of Wigner matrices in intervals of the real line. 
Proof. Although theorem 4.1 is stated for test functions which are compactly supported, the statement holds for tests functions with support depending on N . The proof in [29, Theorem 2.2] carries through when the test functions are supported on [−N e , N e ] k with some sufficiently small e > 0. We first prove the statement (4.3) for E 2 − E 1 N e−1 . In this case, the left-hand side of (4.3) can be replaced by the corresponding expectation with respect to GOE/GU E, then it is a special case of (4.2)
To carry out the proof, we take a bump function φ(x) > 0 supported on [−1, 1] with φ(x)dx = 1. Fix any energy levels E 2 − E 1 N e , we take E = (E 1 + E 2 )/2 and the test function
Then Theorem 4.1 and (4.4) together imply
, then it follows from Theorem 2.1, with high probability
The statement (4.3) follows from combining (4.5) and (4.6).
Proof of Theorem 1.4
Fix any E ∈ (−2, 2), we denote j (s) the smallest index such that λ
We rescale and relabel the eigenvalues
and relabel the weights
With the new notations µ 
Thanks to the bulk universality result, Theorem 4.1, the point process Θ 
where d > 0 will be chosen later and
The families {Y 
N , similarly, we have
To compute the expectations on the righthand side of (4.8), we can first integrate out h (s+1) ,
where in the last equality, we used (2.2) that the eigenvectors are delocalized with high probability. Therefore, it follows that for any
(4.9)
We plug (4.9) into (4.8),
As a consequence, {Θ
N } 0 s K form a tight family of random variables. We can find a subsequence for which they converge in law. By Skorokhod representation theorem, this family of random variables {Θ 
In the following we prove that the law of the Markov process chain in (1.4) is the only possible law for {Θ (s) } 0 s K .
For simplicity of notations, we denotẽ
By the same argument as in Proposition 3.2, Γ (s) = {γ j } j∈Z are independent, and γ j follows Gamma distribution with density C β x β/2−1 e −βx/2 . Conditionally on Θ 
Since by our construction {Θ
In the following we prove 
Then it follows from (4.11) and Proposition 4.4 that the new point process Θ (s+1) is the empirical zeros of equation
Especially, we have
and Γ (s) = {γ j } j∈Z are independent, with Gamma distribution with density C β x β/2−1 e −βx/2 . We can iterate the argument above for s = 0, 1, 2, · · · , K − 1, to conclude that {Θ 
Proof of Proposition 4.4.
Since h N +s+1N +s+1 has bounded fourth moment, almost surely,
It remains to show that 14) and similar estimates hold when we replace {µ
Fix some large integer j > 0, we denote
Then thanks to (4.12) we have
From (4.15), we have {µ j } j∈Z ∈ L and {γ j } j∈Z ∈ G (L and G are defined in Section 1.1). It follows from [34, Theorem 3] the Stieltjes transform of the weighted measure j∈Z γ j δ µj is well-defined,
In the rest, we show that
Then the statement (4.13) follows from combining (4.16), (4.17) and (4.18),
In the following we prove (4.18). Thanks to (4.14), it holds |{j : µ By plugging x = 2πj ± Cj 3/4 for some C > 0 and j > 0 sufficiently large in (4.19), we get the estimates 20) and by symmetry, the statement (4.20) holds also for j < 0. We split the lefthand side of (4.18) in two parts, For the first term in (4.21), we estimate the sum corresponding to j j. The sum corresponding to j −j can be estimated in exactly the same way.
For the first term on the righthand side of (4.22), we estimate it using (4.14) and (4.20)
(4.23)
For the second term on the righthand side of (4.22), we estimate it using (4.14) and (4.20) again For the second term in (4.21), we first estimate the sum corresponding to j j. Performing an integration by part
Thanks to the estimates (4.14) and (4. For j ≫ |z|, we have the following bound 
