Hybrid fuzzy multi-objective particle swarm optimization for taxonomy extraction by Syafrullah, Mohammad
  
 
 
 
 
 
HYBRID FUZZY MULTI-OBJECTIVE PARTICLE SWARM 
OPTIMIZATION FOR TAXONOMY EXTRACTION 
 
 
 
 
 
 
 
 
 
MOHAMMAD SYAFRULLAH 
 
 
 
 
 
 
 
 
 
UNIVERSITI TEKNOLOGI MALAYSIA 
 
 
 
 
 
  
 
 
 
 
 
HYBRID FUZZY MULTI-OBJECTIVE PARTICLE SWARM 
OPTIMIZATION FOR TAXONOMY EXTRACTION 
 
 
 
 
 
 
 
 
MOHAMMAD SYAFRULLAH 
 
 
 
 
 
 
 
 
A thesis submitted in fulfilment of the  
requirements for the award of the degree of 
Doctor of Philosophy (Computer Science) 
 
 
 
 
 
 
 
Faculty of Computing 
Universiti Teknologi Malaysia 
 
 
 
 
 
 
 
SEPTEMBER 2015 
 
 
iii 
 
 
 
 
 
 
 
 
 
 
 
 
 
To my beloved family. 
 
 
  
iv 
 
 
 
 
 
 
ACKNOWLEDGEMENT 
 
 
 
 
      All praise and glory is to almighty Allah Subhanahu wa ta'ala who gave me the 
courage and patience to carry out this work. Peace and blessings of Allah be upon his 
last prophet Muhammad shalallahu alaihi wassalam, his family and companions. 
 
      I would like to express my deep gratitude to my supervisor Professor Dr. Naomie 
Salim for her unconditional help, guidance, encouragement, support and valuable 
suggestions during the preparation of my thesis.  
 
      I want to especially thank my parents, family members, especially my mother, 
my wife and my children for their love, continuous support and encouragement. 
Also, I want to thank all my friends and my lab mates for their support and helps. 
   
v 
 
 
 
 
 
 
ABSTRACT 
 
 
      Ontology learning refers to an automatic extraction of ontology to produce the 
ontology learning layer cake which consists of five kinds of output: terms, concepts, 
taxonomy relations, non-taxonomy relations and axioms. Term extraction is a 
prerequisite for all aspects of ontology learning. It is the automatic mining of 
complete terms from the input document. Another important part of ontology is 
taxonomy, or the hierarchy of concepts. It presents a tree view of the ontology and 
shows the inheritance between subconcepts and superconcepts. In this research, two 
methods were proposed for improving the performance of the extraction result. The 
first method uses particle swarm optimization in order to optimize the weights of 
features. The advantage of particle swarm optimization is that it can calculate and 
adjust the weight of each feature according to the appropriate value, and here it is 
used to improve the performance of term and taxonomy extraction. The second 
method uses a hybrid technique that uses multi-objective particle swarm optimization 
and fuzzy systems that ensures that the membership functions and fuzzy system rule 
sets are optimized. The advantage of using a fuzzy system is that the imprecise and 
uncertain values of feature weights can be tolerated during the extraction process. 
This method is used to improve the performance of taxonomy extraction. In the term 
extraction experiment, five extracted features were used for each term from the 
document. These features were represented by feature vectors consisting of domain 
relevance, domain consensus, term cohesion, first occurrence and length of noun 
phrase. For taxonomy extraction, matching Hearst lexico-syntactic patterns in 
documents and the web, and hypernym information form WordNet were used as the 
features that represent each pair of terms from the texts. These two proposed 
methods are evaluated using a dataset that contains documents about tourism. For 
term extraction, the proposed method is compared with benchmark algorithms such 
as Term Frequency Inverse Document Frequency, Weirdness, Glossary Extraction 
and Term Extractor, using the precision performance evaluation measurement. For 
taxonomy extraction, the proposed methods are compared with benchmark methods 
of Feature-based and weighting by Support Vector Machine using the f-measure, 
precision and recall performance evaluation measurements. For the first method, the 
experiment results concluded that implementing particle swarm optimization in order 
to optimize the feature weights in terms and taxonomy extraction leads to improved 
accuracy of extraction result compared to the benchmark algorithms. For the second 
method, the results concluded that the hybrid technique that uses multi-objective 
particle swarm optimization and fuzzy systems leads to improved performance of 
taxonomy extraction results when compared to the benchmark methods, while 
adjusting the fuzzy membership function and keeping the number of fuzzy rules to a 
minimum number with a high degree of accuracy. 
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ABSTRAK 
 
 
      Pembelajaran Ontologi merujuk kepada sokongan automatik pembangunan 
ontologi untuk menghasilkan lapisan ontologi yang terdiri daripada lima jenis output 
termasuk: istilah, konsep, hubungan taksonomi, hubungan bukan taksonomi dan 
aksiom. Pengekstrakan istilah merupakan prasyarat untuk semua aspek pembelajaran 
ontologi. Ia merupakan perlombongan automatik istilah lengkap daripada dokumen 
input. Satu lagi bahagian penting dalam ontologi ialah taksonomi, atau hierarki 
konsep. Ia mempamerkan ontologi dalam bentuk pohon dan menunjukkan warisan 
antara sub konsep dan super konsep. Dalam kajian ini, dua kaedah telah dicadangkan 
untuk meningkatkan prestasi keputusan pengekstrakan. Kaedah pertama 
menggunakan pengoptimuman kerumunan partikel untuk mengoptimumkan 
pemberat cirinya. Kelebihan pengoptimuman kerumunan partikel ialah ia boleh 
mengira dan melaraskan pemberat setiap ciri mengikut nilai yang sesuai, dan ia 
digunakan untuk meningkatkan prestasi pengekstrakan istilah dan taksonomi. 
Kaedah kedua menggunakan teknik hibrid yang menggunakan pengoptimuman 
kerumunan partikel pelbagai objektif dan sistem kabur yang memastikan fungsi 
keahlian dan peraturan sistem kabur adalah optimum. Kelebihan menggunakan 
sistem kabur ialah nilai tidak tepat dan nilai tidak menentu pemberat ciri boleh 
diterima semasa proses pengekstrakan. Kaedah ini digunakan untuk meningkatkan 
prestasi pengekstrakan taksonomi. Dalam uji kaji pengekstrakan istilah, lima ciri-ciri 
yang diekstrak digunakan untuk setiap istilah daripada dokumen. Ciri-ciri ini 
diwakili oleh vektor ciri yang terdiri daripada perkaitan domain, persetujuan domain, 
kepaduan istilah, kejadian pertama dan panjang frasa kata nama. Untuk 
pengekstrakan taksonomi, pemadanan corak leksiko-sintaksis Hearst dalam dokumen 
dan web, dan maklumat hipernim WordNet digunakan sebagai ciri-ciri yang 
mewakili setiap pasangan istilah daripada teks. Kedua-dua kaedah dinilai 
menggunakan set data yang mengandungi dokumen berkenaan pelancongan. Untuk 
pengekstrakan istilah, kaedah yang dicadangkan itu dibandingkan dengan algoritma 
penanda aras Frekuensi Istilah dan Frekuensi Dokumen Songsang, Keanehan, 
Pengekstrakan Glosari dan Pengekstrakan Istilah, menggunakan pengukuran 
penilaian kepersisan. Untuk pengekstrakan taksonomi, kaedah yang dicadangkan 
dibandingkan dengan kaedah berdasarkan ciri dan mesin sokongan vektor 
menggunakan ukuran-f, ukuran kepersisan dan ukuran perolehan kembali. Untuk 
kaedah pertama, keputusan uji kaji menyimpulkan bahawa melaksanakan 
pengoptimuman kerumunan partikel untuk mengoptimumkan pemberat ciri dalam 
pengekstrakan istilah dan taksonomi menghasilkan ketepatan yang lebih baik bagi 
keputusan pengekstrakan berbanding dengan algoritma penanda aras. Bagi kaedah 
kedua, keputusan juga menyimpulkan bahawa teknik hibrid yang menggunakan 
pengoptimuman kerumunan partikel pelbagai objektif dan sistem kabur 
menghasilkan prestasi yang lebih baik bagi keputusan pengekstrakan taksonomi 
berbanding kaedah penanda aras, di samping menyesuaikan fungsi keahlian kabur 
dan menyimpan jumlah peraturan kabur yang minimum dengan tahap ketepatan yang 
tinggi. 
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CHAPTER 1 
 
 
 
 
INTRODUCTION 
 
 
 
 
1.1. Introduction 
 
      The web is a source of human-computer interaction and appears to be human-
readable only. Many individuals realize its benefits in his/her routine life. Although 
its structure is recognized by the computer; the semantic and content related aspects 
are not understood by the computer. In addition, major IT applications are 
implemented by building a specific mapping between data source and data model. 
Problems can be appear in the application development as a result of data integration. 
However, semi-automatic mapping could be performed if the data sources contain 
semantic descriptors that are machine-readable. 
 
      This issue can be addressed by the semantic web. Berners-Lee (1999) has 
described that the advanced level of the existing web is known as the semantic web 
with clear and precise meanings to the information, enables the integrated work 
environment for humans and machines, and also makes the knowledge acquisition 
process becomes easier. Representation of the data in structured form is one of the 
foundations of the semantic web vision for understanding of complicated matters 
with their complete solutions. Rather than information retrieval, the knowledge 
acquisition is being emphasized by the semantic web in which there is a linguistic 
sort of comparison between search results and the applied keywords. Upon the 
request of a user, the computer will also be able to understand the problem, and 
accordingly suggest the solution within the semantic web domain. In order to bridge 
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the semantic gap, the semantic web depends on ontology so that the support for 
knowledge acquisition may be delivered effectively. 
 
      A categorical arrangement of a shared conceptualization regarding the area of 
interest is believed to be as the “ontology” (Gruber, 1993). It is a data model through 
which the objects in a specific domain are analysed along with identifying the 
relations among them. As far as the information systems are concerned, ontology 
should be confined to a given domain of interest and should be carried out 
automatically, so that the knowledge could be represented and exchanged to the 
community or group (Buitelaar et al., 2005). Ontology can behave as an interface or 
medium, so that a common understanding and knowledge among machines and 
humans could be delivered, since it is machine understandable. The terms, concepts, 
relations, and rules, in addition to the axioms, are among the components of ontology 
procedures. 
 
     On the other hand, it is a difficult task to accomplish the semantic web. Since the 
developers use the bottom-up approach to build the semantic web, therefore 
integration of ontology or knowledge structures is a hard process. Consequently, in 
the semantic web development, ontology engineering is believed to be as a critical 
process, because the practical implementation of the web contains huge and 
substantial magnitude of knowledge. Ontology maintenance and ontology acquisition 
are the two tasks in which ontology engineering can be broadly categorized. The 
maintenance of the current ontology and the creation of new concepts are performed 
by these tasks. 
 
      The complexity in knowledge capturing, also known as the knowledge 
acquisition bottleneck, has slowed down the evolvement towards semantic web. 
According to the researchers, the conventional method of ontology engineering is 
basically a procedure, which is expensive, challenging and time-consuming 
(Cimiano, 2006; Malo et al., 2010; Nazri, 2011; Sun et al., 2012). The ontology is 
believed to have a large domain analysis. The major trouble in this overall process is 
promoting the contraction of the model by simultaneously evaluating constant and 
significant generalizations. Ontology engineering actually becomes a stimulating 
initiative because of the exchange between modelling an enormous amount of 
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knowledge and delivering as many constructs as possible so that the model can be 
kept abridged. In addition, ontology construction is a challenging activity because of 
the fact that different parties have to agree on particular design choices, since they 
are usually shared by a community or group of people (Cimiano, 2006).  
 
      For ontology construction, the provision of an automatic or semi-automatic tool 
is a solution to this issue. The ontology learning is a process of (semi-)automatic 
construction, enrichment and adaptation of ontologies. Several ontology learning 
techniques have been differentiated and the input type used for learning has been 
emphasized by Maedche and Staab (2001). The following classification has been 
suggested by them for this purpose: ontology learning from textual resources (texts), 
from knowledge base, from dictionaries, from relational schemata and from semi-
structured schemata. 
 
      Through natural language analysis methods, the mining of ontologies to texts are 
included in ontology learning techniques from the textual procedures. The most 
renowned methodologies on the basis of this research study are association rules 
(Agrawal et al., 1993; Kim and Storey, 2012; Nebot and Berlanga, 2012; Ferraz and 
Garcia, 2013; Galárraga et al., 2013), pattern-based extraction (Hearst, 1992; 
Cimiano et al., 2004; Buitelaar et al., 2005; Jiang and Tan, 2010; Kozareva and 
Hovy, 2010; Weichselbraun et al., 2010; Sánchez et al., 2010; Hourali and Montazer, 
2011; Fader et al., 2011; Navigli et al., 2011; IJntema et al., 2012; Sánchez et al., 
2012), ontology pruning (Kietz et al., 2000; Jiang and Tan, 2010; Gaeta et al., 2011; 
Lee and Kim, 2011; Navigli et al., 2011; Zavitsanos et al., 2011; Ahmed et al., 2012; 
Benites and Sapozhnikova, 2012; Zhao and Ichise, 2012; Manda et al., 2013; Serra et 
al., 2014), conceptual clustering (Faure et al., 2000; Vitanyi et al., 2009; Hourali and 
Montazer, 2011; Gharib et al., 2012; Punuru and Chen, 2012; Spanakis et al., 2012; 
Zong et al., 2012; Knijff et al., 2013), concept learning (Hahn et al., 2000; Jiang and 
Tan, 2010; Lehmann and Hitzler, 2010; Santoso et al., 2011; Ruiz-Martínez et al., 
2011; Lehmann et al., 2011) and soft computing (Nazri et al., 2009; Nazri et al., 
2010; Nazri et al., 2011; Chen et al., 2011; Paukkeri et al., 2012; Kaufmann et al., 
2013). Yet the aim of fully automating the ontology development has not been 
acquired by this research field although there is a good progress in the recent years. 
However, the key challenge would be fully automated ontology learning. 
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1.2. Background of Problem 
 
      Discovery of terms, concepts, relations and axioms from textual data and 
applying them to build and sustain ontology is the process of ontology learning from 
text (Wong et al., 2012). In the construction of ontology learning systems, 
procedures from established fields, for example, information retrieval, natural 
language processing and data mining have maintained great significance. 
 
      Over the last decade, the progress in ontology learning has been uplifted through 
several recognized techniques from established fields, for instance machine learning, 
information retrieval, natural language processing, and data mining in addition to 
knowledge representation and reasoning. For analysing links between concepts 
among texts using matrices, vectors (Fortuna et al., 2005; Fortuna, 2011; Wei et al., 
2012) and probabilistic theorems (Yang and Calmet, 2005; Wang et al., 2010; 
Drumond and Girardi, 2010; Abeyruwan et al., 2013), numerous algorithms have 
been delivered by information retrieval (Wong et al., 2012). 
 
     However, because of the substantial datasets in a supervised or unsupervised 
manner based on the extensive statistical analysis, the skill for extracting patterns and 
rules has to be provided by data mining and machine learning. In order to reveal 
concept relations and representations through linguistic cues, the tools for evaluating 
natural language text across several language levels (e.g., syntax, morphology and 
semantics) are provided by natural language processing. As a result of knowledge 
reasoning and representation, the new knowledge can be inferred by specifying and 
representing the ontological components in a desirable way. Depending upon the 
execution of tasks, there can be a variation among the techniques exercised by 
different systems. The linguistics-based, statistics-based, or hybrid (combination of 
these methods) can be the normal classification of the techniques (Wong et al., 
2012). 
 
      Ontology learning, sometimes called the ontology learning layer cake (Buitelaar 
et al., 2005), consists of five kinds of output that include terms, concepts, taxonomy 
relations, non-taxonomy relations and axioms. Particular tasks have to be completed 
in order to get these outputs and these set of tasks are unique to each output. 
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      Term extraction is a prerequisite for all aspects of ontology learning. In the 
ontology development process, the term extraction is actually one of the layers, 
whose responsibility is to automatically mine the complete terms present in the input 
document. To produce a list of important and relevant terms associated with the input 
document is the key aim of this process. Primarily, for the textual corpora 
processing, the literature has considerably witnessed several techniques. Majority of 
these are based on the NLP method and terminology, linguistic techniques, clustering 
techniques and information/statistical retrieval methods (Cimiano, 2006). 
 
      Regarding other words in a corpus based on word occurrence frequencies, the 
significance of each word is normally calculated by the statistical methods. Various 
works have been applied in statistical methods for term extraction. Most of them are 
based on an information retrieval method for term indexing (Salton and Buckley, 
1988; Medelyan and Witten, 2005; Turney and Pantel, 2010; Pinnis et al., 2012). 
Other methods use the notion of “weirdness” (Ahmad et al., 1999; Lucanský et al., 
2011; Clouet et al., 2012; Loukachevitch and Nokel, 2013), latent semantic indexing 
(Fortuna et al., 2005; Zavitsanos et al., 2010), and domain pertinence (Navigli and 
Velardi, 2004; Sclano and Velardi, 2007; Ittoo and Bouma, 2013). 
 
      In statistical approaches, the term extraction system finds out the importance of 
every word with regard to other words in a quantity as per word occurrence 
frequencies. There are different features of every technique and it leads to a list of 
the terms through calculation of the scores of the features for every term. The total 
scores of the features are combined together to result in the scores of the term. 
Eventually, a set of the highest scoring terms will be obtained. The precision of the 
extraction is extremely reliant on the calculation of the term scores in accordance 
with its features. For instance, two features were used by Park et al. (2002) and 
Kozakov et al. (2004). These are domain specificity and term cohesion for the 
purpose of term weight calculation. The basic concept of domain specificity is that: if 
a term is used more often in a domain-specific document than in other document 
collections, it is likely to be a domain-specific term. In their paper, they evaluate the 
domain-specificity of a multi-word term based on the relative probability of the 
occurrence of all the words in the term in the given domain-specific text and in a 
general corpus. Term cohesion is a measurement used to compute the cohesion of 
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multi-word terms and is proportional to the co-occurrence frequency and the length 
of the term. 
 
      A method known as TermExtractor was formulated by Sclano and Velardi (2007) 
in order to determine the pertinent terms in two steps. They make use of three 
features so as to calculate term weight. These are domain pertinence, domain 
consensus and lexical cohesion. The feature based on coefficients is combined in this 
study, where the coefficients are in accordance with user-adjustable. The basic 
concept of domain pertinence is to compare the number of times a term appears in a 
particular domain with the number of times it appears in other domains. The domain 
pertinence is high if a term appears frequently in the domain of interest and 
infrequently in the other domains used for contrast. Park et al. (2002) use a similar 
method for filtering, called domain specificity. Domain consensus focuses on the 
distribution of a term across the documents within the domain. If domain consensus 
is high it presents an even probability distribution across the documents chosen to 
represent the domain. This novel measure was introduced by Navigli and Velardi 
(2002). Lexical cohesion is a measurement used to evaluate the degree of cohesion 
among words that compose a terminological string t. This measure was first 
introduced by Park et al. (2002) and proved to be more effective than other measures 
of cohesion within literature. It identifies cohesion as high if the words composing 
the term are more frequently found within the term than alone in texts. In their study, 
they combine the feature based on the coefficients, where the coefficients are based 
on user-adjustable. 
 
      With respect to this issue, this research aims to investigate the features that are 
effective to create an accurate term extraction through optimization and adjustment 
of feature weights. PSO will be used in this study for optimization of the 
corresponding weights of every feature and consequently attain a suitable set of 
feature weights.  The advantage of particle swarm optimisation, which can calculate 
and adjust the weight of each feature, should ensure that the weight of each feature is 
adjusted according to the appropriate value. Thus, the method recommended through 
this study is one that utilises the advantage of particle swarm optimization in order to 
obtain important and relevant terms from the document.  
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      An important part of ontology is its taxonomy, or the hierarchy of concepts. It 
presents a tree view of the ontology and shows inheritance between sub concepts and 
super concepts. Various methods have been presented in the literature reviews which 
have effectively enhanced the taxonomy extraction process. There are three distinct 
learning methods that could be employed. First of all, certain methods depend on 
document-based concept of term submission (concept formation) (Sanderson, 1999; 
Knijff, et al., 2011; Medelyan et al., 2013). Secondly, certain researchers state that 
terms or words are semantically similar to such a level that they even share similar 
syntactic contexts (synonym extraction) (Caraballo and Charniak, 1999; Bisson et 
al., 2000; Bhatt and Bhattacharyya, 2012). Lastly, some researchers have tried to 
determine taxonomic relations presented in texts by matching several patterns related 
to the language in which the documents are provided (Berland and Charniak, 1999; 
Navigli et al., 2011; Li et al., 2012; Taba and Caseli, 2012; Velardi et al., 2013). 
 
       Pattern-based techniques are heuristic methods which use regular expressions 
that have been effectively implemented for information extraction. In this method, 
texts are scanned for specific lexical-syntactic patterns which show a relation of 
interest (Hearst, 1992; Cimiano, 2004; Jiang and Tan, 2010; Kozareva and Hovy, 
2010; Sánchez et al., 2010; Hourali and Montazer, 2011; Fader et al., 2011; Navigli 
et al., 2011; IJntema et al., 2012; Sánchez et al., 2012). A novel approach for 
learning taxonomic relations between terms based on Hearst pattern has been 
presented by Cimiano et al. (2004). This technique involves the use of multiple and 
heterogeneous sources of evidence. They use a machine-learning technique in which 
standard classifiers are used so that an optimal combination of the features is 
obtained. Standard regression SVM is used in the paper. There is a problem by using 
Support Vector Machine (SVM) classifier, as seen in their study. The weight of 
feature generated by the SVM can be negative values. This is because SVM always 
tries to find the highest accuracy regardless of the weight of each feature. 
 
      With respect to this matter, this research aims to investigate the features that 
would be successful in developing an accurate taxonomy extraction through 
adjustment and optimization of the feature weights. PSO will be used in this research 
so that corresponding weights of every feature is optimized and a suitable set of 
feature weights is attained. 
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      The aim of this research is also to combine all the taxonomy features without 
weighting all the features. However, this could result in imprecise and uncertain 
taxonomy scores. To solve this issue, fuzzy systems are used. A hybrid approach is 
demonstrated which will enhance the taxonomy extraction process. This hybrid 
approach involves a combination of Continuous Particle Swarm Optimisation (PSO) 
and Discrete Binary PSO (BPSO) for the optimisation of fuzzy systems. Thus, PSO 
and BPSO are utilised in this approach so that the membership functions and rule 
sets of fuzzy systems are respectively optimised. An advantage of fuzzy systems is 
that they enable toleration of imprecise and uncertain values of feature weights when 
the taxonomy extraction process is being carried out. The advantage of particle 
swarm optimisation which is used to solve optimisation issues is that it enhances the 
performance of fuzzy systems through adjustment of the rule set and the membership 
function. Thus, this study recommends the use of a method that utilises the 
advantages of particle swarm optimisation and fuzzy system so that important and 
relevant taxonomies from the document are extracted. 
 
 
 
 
1.3. Problem Statement 
 
      In the literature, many different approaches, techniques and algorithms have been 
used for term extraction and taxonomy extraction. Many researchers have attempted 
to design methods and approaches that increase the accuracy of the term extraction 
and taxonomy extraction. This research aims to propose methods to extract terms and 
taxonomies that are important and relevant to a particular domain. 
 
      The first part of this research will investigate what features are effective in 
creating an accurate term extraction and taxonomy extraction by optimizing and 
adjust the feature weights. PSO will be applied in this research, as earlier studies 
have suggested that the PSO method was generally found to perform better than 
other evolutionary-based optimization algorithms in terms of success rate and 
solution quality, according to Hassan et al. (2004), Elbeltagi et al. (2005) and Yang 
(2008). PSO is frequently observed as function optimization, while the range of the 
problem to which PSO has been applied is quite broad. In the first method, PSO will 
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be utilized to optimize the corresponding weights of each feature in order to obtain 
an appropriate set of feature weights. 
 
      The second part of this research will combine the taxonomy features without 
weighting them. This could make the taxonomy scores imprecise and uncertain. 
Fuzziness is a way to represent uncertainty, possibility and approximation. If 
something is fuzzy, this means it is not possible to define its exact values precisely. 
Fuzzy logic is a good tool for situations where uncertainty is somewhat intrinsic to 
the system. Therefore, this research will use fuzziness to represent uncertainty, as the 
literature has identified fuzzy systems as being advantageous because they are 
tolerant of imprecise and uncertain data. 
 
      Improving the performance of fuzzy systems is also an important issue. In the 
literature review, several techniques have been developed which successfully 
improve the performance in fuzzy system. Adjusting the membership function and 
finding the optimal number of rules can achieve a satisfactory level of performance 
in the fuzzy system. For example, Esmin and Lambert-Torres (2006, 2007, and 2010) 
and Lambert-Torres et al. (2000) have shown an efficient PSO based approach to 
constructing and optimizing a fuzzy rule base and fuzzy membership function. 
Research by Kiani and Akbarzadeh (2006) proposed a technique for combining a 
Genetic Algorithm (GA) and Genetic Programming (GP) to optimize the rule sets 
and membership functions of fuzzy systems. Subsequently, in the second method, 
PSO and BPSO will be used to optimize the membership functions and rule sets of 
fuzzy systems, respectively. 
 
      Considering the background of the problem and the proposed method, the 
research questions for the research activities are as follows: 
1. What are the key features that can be used to extract term and taxonomy 
according to a particular domain? 
2. How can particle swarm optimization be implemented in term extraction and 
taxonomy extraction? 
3. How can the hybrid method of fuzzy and multi-objective particle swarm 
optimization be implemented in taxonomy extraction? 
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1.4. Objectives of Study 
 
      This research aims to propose methods for extracting terms and taxonomies that 
are important and relevant to a particular domain. The primary focus of this research 
is to propose methods for extracting terms and taxonomies from textual resources 
(text) using particle swarm optimization and fuzzy systems. A hybrid method using 
multi-objective particle swarm optimization and fuzzy systems for taxonomy 
extraction will also be explored. In the first method PSO will be employed to 
optimize the corresponding weights of each feature and obtain an appropriate set of 
feature weights. In the second method PSO and BPSO will be used to optimize the 
membership functions and rule sets of fuzzy systems, respectively. 
 
      In order to achieve the aim of the study, the following are objectives of this 
research: 
1. To identify important features that can be used to extract terms and taxonomies 
relating to a particular domain. 
2. To propose new term extraction and taxonomy extraction methods based on the 
particle swarm algorithm. 
3. To propose new taxonomy extraction methods based on hybrid fuzzy and multi-
objective particle swarm optimization. 
 
 
 
 
1.5. Scope of Study 
 
      This research will involve an in-depth study of term extraction using particle 
swarm optimization and taxonomy extraction using hybrid multi-objective particle 
swarm optimization and fuzzy systems. This research will focus primarily on term 
extraction and taxonomy extraction from textual resources (texts). In order to achieve 
the research objectives, the scope of this study is as follows: 
1. To focus on term extraction using particle swarm optimization and taxonomy 
extraction using multi-objective particle swarm optimization and fuzzy systems, 
and to identify possible improvements using the hybrid method. 
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2. PSO will be utilized to optimize the corresponding weights of each feature and 
obtain an appropriate set of feature weights. 
3. PSO and BPSO will be used to optimize the membership functions and rule sets 
of fuzzy systems. 
4. One part of the experiment will be developed in PHP in order to obtain search 
results via Google. Other parts of the experiment will be coded using Java, Visual 
Basic, and Python. 
5. jFuzzyLogic is an open source fuzzy system that will be used to implement the 
optimization of the membership functions and rule sets of fuzzy systems using 
PSO and BPSO. 
6. WordNet version 2.1 will be used for finding the hypernym of the term. 
7. Experiments and evaluations using the proposed methods will be conducted by 
using the data about tourism that has already been used by Cimiano1. The data is 
approximately a million tokens in size and includes descriptions of countries, 
cities, places, regions, sights etc. from all continents. For this experiment 1500 
documents will be used as datasets. 
8. Reuters-21578 will be used in the experiment as contrastive documents. 
9. The evaluation and comparison of the proposed methods will be based on 
standard performance metrics such as precision, recall and f-measure. 
 
 
 
 
1.6. Significance of Study 
 
      This research will investigate term extraction and taxonomy extraction by using a 
statistical method and a soft computing method, which both help to improve the 
performance of extracting term and taxonomy. The significance of this research is to 
propose methods for taxonomy extraction by using hybrid methods. 
 
      The first method to be used will be particle swarm optimization in order to 
optimize the weights of the features. The advantage of particle swarm optimization is 
that it can calculate and adjust the weight of each feature, and should ensure that the 
weight of each feature is adjusted to the appropriate value. Subsequently, this study 
                                               
1 http://olc.ijs.si/lpTxt/ 
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use particle swarm optimization to extract the important and relevant terms and 
taxonomies from the document. 
 
     The second method will include the use of PSO and BPSO in order to optimize 
the membership functions and rule sets of fuzzy systems. The advantage of using a 
fuzzy system is that the imprecise and uncertain values of feature weights can be 
tolerated during the taxonomy extraction process. Conversely, particle swarm 
optimization is advantageous because it can solve the problem of optimization and 
can be used to improve the performance of fuzzy systems by adjusting the 
membership function and the rule set. Consequently, this study has proposed a 
method that will draw on the advantages of both fuzzy systems and particle swarm 
optimization to extract the important and relevant taxonomies from the document. 
 
 
 
 
1.7. Structure of the Thesis 
 
This thesis will be organized into seven chapters, as outlined below: 
 
Chapter 2: Literature Review 
 
This chapter will present background information relating to ontologies and related 
terms. Following this, the state-of-the-art approaches in ontology learning from text 
will be presented. This chapter will contain an overview surveying the current 
information available in this research area, including existing techniques, methods 
and approaches. Some further information and issues relating to term extraction and 
taxonomy extraction, particle swarm optimization, fuzzy systems will also be 
reviewed, as they are significant to this research. 
 
Chapter 3: Research Methodology 
 
This chapter will describe the methodology used to achieve the objectives of this 
research. It will also explain the main experiments that will be conducted as part of 
this research, including the features of fuzzy system and particle swarm based term 
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extraction and taxonomy extraction. This chapter will also discuss the dataset and 
evaluation measurement of the proposed method. 
 
Chapter 4: Improving Term Extraction Using Particle Swarm Optimization 
 
This chapter will describe the use of the PSO algorithm to improve the performance 
of term extraction. This optimization technique will be used to find the optimal 
weight of each feature to produce the best term score with the aim of deciding 
whether the terms are important and relevant to a particular domain or not. This 
chapter will include the results of the experiment, performance analysis, as well as 
discussion of the experiment and a conclusion. 
 
Chapter 5: Using Particle Swarm Optimization to Improve the Precision and Recall 
of Taxonomy Extraction 
 
This chapter will describe the use of the PSO algorithm for automatic acquisition of 
concept hierarchy from text documents. In this proposed method, PSO will be used 
to adjust the weights of each feature. This optimization technique will be used to find 
the optimal weight of each feature to produce the best taxonomy score. This chapter 
will include the results of the experiment, performance analysis, further discussion of 
the experiment and a conclusion. 
 
Chapter 6: Taxonomy Extraction Using Hybrid Fuzzy Multi-Objective Particle 
Swarm Optimization 
 
This chapter will present the hybrid models based on fuzzy systems and multi-
objective particle swarm optimization for automatic acquisition of concept hierarchy 
from text documents. In this research, a hybrid method that combines the Continuous 
Particle Swarm Optimization (PSO) and Discrete Binary PSO (BPSO) will also be 
used to optimize the fuzzy system. The experimental results of the proposed method 
will also be evaluated by using evaluation measurement, which is precision, recall 
and f-measure. 
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Chapter 7: Conclusion 
 
This chapter will highlight the findings and contributions of the research work and 
present suggestions and further studies. 
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swarm optimisation and fuzzy system to enhance the quality of the extraction 
results. Further investigation is required to establish whether these methods 
could be applied to the other layers. In conclusion, it is recommended that the 
effectiveness of these methods, when applied to the other layers, should be 
investigated. 
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