There is a resurgence of interest in "cognitive maps" based on recent evidence that the hippocampal-entorhinal system encodes both spatial and non-spatial information, with far-reaching implications for human behavior. Yet little is known about the commonalities and differences in the computational principles underlying human learning and decision making in spatial and non-spatial domains. We use a within-subject design to examine how humans search for either spatially or conceptually correlated rewards. Using a Bayesian learning model, we find evidence for the same computational mechanisms of generalization across domains. While participants were sensitive to expected rewards and uncertainty in both tasks, how they leveraged this knowledge to guide exploration was different: participants displayed less uncertainty-directed and more random exploration in the conceptual domain. Moreover, experience with the spatial task improved conceptual performance, but not vice versa. These results provide important insights about the degree of overlap between spatial and conceptual cognition. 2 the world using spatial metaphors [4, 5], and commonly use concepts like "space" or 3 "distance" in mathematical descriptions of abstract phenomena.
Introduction 1
Thinking spatially is intuitive. We remember things in terms of places [1] [2] [3] Match target stimuli until learning criterion Figure 1 . Experiment design. a) In the spatial task, options were defined as a highlighted square in a 8×8 grid, where the arrow keys were used to move the highlighted location. b) In the conceptual task, each option was represented as a Gabor patch, where the arrow keys changed the tilt and the number of stripes ( Fig S1) . Both tasks corresponded to correlated reward distributions, where choices in similar locations or having similar Gabor features predicted similar rewards ( Fig S2) . c) The same design was used in both tasks. Participants first completed a training phase where they were asked to match a series of target stimuli. This used the same inputs and stimuli as the main task, where the arrow keys modified either the spatial or conceptual features, and the spacebar was used to make a selection. After reaching the learning criterion of at least 32 training trials and a run of 9 out of 10 correct, participants were shown instructions for the main task and asked to complete a comprehension check. The main task was 10 rounds long, where participants were given 20 selections in each round to maximize their cumulative reward (shown in panels a and b). The 10th round was a "bonus round" where after 15 selections participants were asked to make 10 judgments about the expected reward and associated uncertainty for unobserved stimuli from that round. After judgments were made, participants selected one of the options, observed the reward, and continued the round as usual.
Computational Models of Learning, Generalization, and Search 106
Multi-armed bandit problems [51, 52] are a prominent framework for studying learning, 107 where various reinforcement learning (RL) models [14] are used to model the learning of 108 4/36 reward valuations and to predict behavior. A common element of most RL models is 109 some form of prediction-error learning [53, 54] , where model predictions are updated 110 based on the difference between the predicted and experienced outcome. One classic 111 example of learning from prediction errors is the Rescorla-Wagner [54] model, in which 112 the expected reward V (·) of each bandit is described as a linear combination of weights 113 w t and a one-hot stimuli vector x t representing the current state s t :
Learning occurs by updating the weights w as a function of the prediction error 115 δ t = r t − V (x t ), where r t is the observed reward, V (x t ) is the reward expectation, and 116 0 < η ≤ 1 is the learning rate parameter. In our task, we used a Bayesian Mean Tracker 117 (BMT) as a Bayesian variant of the Rescorla-Wagner model [54, 55] . Rather than 118 making point estimates of reward, the BMT makes independent and normally 119 distributed predictions V (s i,t ) ∼ N (m i,t , v i,t ) for each state s i,t , which are 120 characterized by a mean m and variance v and updated on each trial t via the delta rule 121 (see Methods for details).
122
Generalization using Gaussian process regression 123 Yet, an essential aspect of human cognition is the ability to generalize from limited 124 experiences to novel options. Rather than learning independent reward representations 125 for each state, we adopt a function learning approach to generalization [19, 56] exemplar-based theories [62, i.e., neural networks predicting similar inputs will produce 137 similar outputs], while also predicting the perceived difficulty of learning different 138 functions [63] and explaining biases in how people extrapolate from limited data [58] . 139 Formally, a GP defines a multivariate-normal distribution P (f ) over possible value 140 functions f (s) that map inputs s to output y = f (s). 
The GP is fully defined by the mean function m(s), which is frequently set to 0 for 142 convenience without loss of generality [46] , and kernel function k(s, s ) encoding prior 143 assumptions (or inductive biases) about the underlying function. Here we use the radial 144 basis function (RBF) kernel: 145 k(s, s ) = exp − ||s − s || 2 2λ 2 (4) encoding similarity as a smoothly decaying function of the squared Euclidean distance 146 between stimuli s and s , measured either in spatial or conceptual distance. The 147 5/36 length-scale parameter λ encodes the rate of decay, where larger values correspond to 148 broader generalization over larger distances.
149
Given a set of observations D t = [s t , y t ] about previously observed states and associated rewards, the GP makes normally distributed posterior predictions for any novel stimuli s , defined in terms of a posterior mean and variance:
The posterior mean corresponds to the expected value of s while the posterior variance 150 captures the underlying uncertainty in the prediction. Note that the posterior mean can 151 also be rewritten as a similarity-weighted sum:
where each s i is a previously observed input in s t and the weights are collected in the [19, 49, [67] [68] [69] .
174
The UCB values are then put into a softmax choice rule:
where the temperature parameter τ controls the amount of random exploration. 
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in smooth environments facilitated higher performance (two sample t-test: t(127) = 3.1, 189 p = .003, d = 0.5, BF = 12), even though both environments had the same expected 190 reward.
191
While performance was strongly correlated between the spatial and conceptual tasks 192 (Pearson's r = .53, p < .001, BF > 100; Fig. 2b ), participants performed systematically 193 better in the spatial version (paired t-test: t(128) = 6.0, p < .001, d = 0.5, BF > 100). 194 This difference in task performance can largely be explained by a one-directional transfer 195 effect (Fig. 2c ). Participants performed better on the conceptual task after having 196 experienced the spatial task (t(127) = 2.8, p = .006, d = 0.5, BF = 6.4). This was not 197 the case for the spatial task, where performance did not differ whether performed first 198 or second (t(127) = −1.7, p = .096, d = 0.3, BF = .67). Thus, experience with spatial 199 search boosted performance on conceptual search, but not vice versa.
200
Participants learned effectively within each round and obtained higher rewards with 201 each successive choice (Pearson correlation between reward and trial: r = .88, p < .001, 202 BF > 100; Fig 2d) . We also found evidence for learning across rounds in the spatial 203 task (Pearson correlation between reward and round: r = .91, p < .001, BF = 15), but 204 not in the conceptual task (r = .58, p = .104, BF = 1.5).
205
Patterns of search also differed across domains. Comparing the average Manhattan 206 distance between consecutive choices in a two-way mixed ANOVA showed an influence 207 of task (within: F (1, 127) = 13.8, p < .001, η 2 = .02, BF = 67) but not environment 208 (between: F (1, 127) = 0.12, p = .73, η 2 = .001, BF = 0.25, Fig. 2e ). This reflected that 209 participants searched in smaller step sizes in the spatial task (t(128) = −3.7, p < .001, 210 d = 0.3, BF = 59), corresponding to a more local search strategy, but did not adapt 211 their search distance to the environment. Note that each trial began with a randomly 212 sampled initial stimuli, such that participants did not begin near the previous selection 213 (see Methods). The bias towards local search (one-sample t-test comparing search 214 distance against chance: t(128) = −16.3, p < .001, d = 1.4, BF > 100) is therefore not 215 a side effect of the task characteristics, but both purposeful and effortful (see Fig S4 for 216 additional analysis of search trajectories).
217
Participants also adapted their search patterns based on reward values ( Fig. 2f ), 218 where lower rewards predicted a larger search distance on the next trial (correlation 219 between previous reward and search distance: r = −.66, p < .001, BF > 100). We 220 analyzed this relationship using a Bayesian mixed-effects regression, where we found 221 previous reward value to be a reliable predictor of search distance (b prevReward = −0.06, 222 95% HPD: [−0.07, −0.06]; see Table S1 ), while treating participants as random effects. 223 This provides initial evidence for generalization-like behavior, where participants 224 actively avoided areas with poor rewards and stayed near areas with rich rewards.
225
In summary, we find correlated performance across tasks, but also differences in both 226 performance and patterns of search. Participants were boosted by a one-directional 227 transfer effect, where experience with the spatial task improved performance on the 228 conceptual task, but not the other way around. In addition, participants made larger 229 jumps between choices in the conceptual task and searched more locally in the spatial 230 task. However, participants adapted these patterns in both domains in response to 231 reward values, where lower rewards predicted a larger jump to the next choice.
232

Modeling Results
233
To better understand how participants navigated the spatial and conceptual tasks, we 234 used computational models to predict participant choices and judgments. Both GP and 235 BMT models implement directed and undirected exploration using the UCB exploration 236 bonus β and softmax temperature τ as free parameters. The models differed in terms of 237 learning, where the GP generalized about novel options using the length-scale parameter 238 8/36 λ to modulate the extent of generalization over spatial or conceptual distances, while 239 the BMT learns the rewards of each option independently (see Methods).
240
Both models were estimated using leave-one-round-out cross validation, where we 241 compare goodness of fit using out-of-sample prediction accuracy, described using a 242 pseudo-R 2 (Fig 3a) . The differences between models were reliable and meaningful, with 243 the GP model making better predictions than the BMT in both the conceptual 244 (t(128) = 3.9, p < .001, d = 0.06, BF > 100) and spatial tasks (t(128) = 4.3, p < .001, 245 d = 0.1, BF > 100). In total, the GP model best predicted 85 participants in the 246 conceptual task and 93 participants in the spatial task (out of 129 in total). A Bayesian 247 model selection framework [70, 71] confirmed that the GP had the highest posterior 248 probability (corrected for chance) of being the best model in both tasks (protected 249 exceedance probability; conceptual: pxp(GP ) = .997; spatial: pxp(GP, spatial) = 1.000; 250 Fig 3b) . superiority of the GP model suggests that generalization about novel options 251 via the use of structural information played a guiding role in how participants searched 252 for rewards (see Fig S6 for additional analyses).
253
Learning Curves
254
To confirm that the GP model indeed captured learning behavior better in both tasks, 255 we simulated learning curves from each model using participant parameter estimates 256 ( Fig. 3c ; see Methods). The GP model achieved human-like performance in all tasks 257 and environments (comparing aggregate GP and human learning curves: conceptual 258 MSE=17.7; spatial MSE=16.6), whereas BMT learning curves were substantially less 259 similar (conceptual MSE=150.6; spatial MSE=330.7).
260
Parameter Estimates
261
To understand how generalization and exploration differed between domains, Fig. 3d 262 compares the estimated model parameters from the conceptual and spatial tasks. The 263 GP model had three free parameters: the extent of generalization (λ) of the RBF kernel, 264 the exploration bonus (β) of UCB sampling, and the temperature (τ ) of the softmax 265 choice rule (see Fig. S9 for BMT parameters). Note that the exploration bonus captures 266 exploration directed towards uncertainty, whereas temperature captures random, 267 undirected exploration, which have been shown to be distinct and recoverable 268 parameters [19, 69] . 269 We do not find reliable differences in λ estimates across tasks (Wilcoxon signed-rank 270 test: Z = −1.2, p = .115, r = −.11, BF = .13), although the removal of outliers 271 revealed a pattern of narrower generalization in the conceptual domain (paired t-test 272 with outliers removed: t(104) = −3.8, p < .001, d = 0.4, BF = 75, see Methods). In all 273 cases, we observed lower levels of generalization relative to the true generative model of 274 the underlying reward distributions (λ rough = 2, λ smooth = 4; min-BF = 1456), 275 replicating previous findings [19] that found undergeneralization to be largely beneficial 276 in similar settings. Generalization was also correlated across tasks (Kendall rank 277 correlation: r τ = .13, p = .028, BF = 1.3; Pearson correlation with outliers removed: 278 r = .30, p = .002, BF = 22), suggesting participants tended to generalize similarly 279 across domains.
280
Whereas generalization was similar between tasks, there were intriguing differences 281 in exploration. We found substantially lower exploration bonuses (β) in the conceptual 282 task (Z = −5.0, p < .001, r = −.44, BF > 100; outliers removed: t(116) = −6.6, 283 p < .001, d = 0.8, BF > 100), indicating a large reduction of directed exploration, 284 relative to the spatial task. At the same time, there was an increase in temperature (τ ) 285 in the conceptual task (Z = 6.9, p < .001, r = −.61, BF > 100; outliers removed: 286 t(105) = 6.9, p < .001, d = 0.8, BF > 100), corresponding to an increase in random, Figure 3 . Modeling results. a) Predictive accuracy of each model, where 1 is a perfect model and 0 is equivalent to chance. Each dot is a single participant, with lines indicating the difference between models. Tukey boxplot shows the median (line) and 1.5 IQR, with the group mean indicated as a diamond. b) Protected Exceedence Probability (pxp), which provides a hierarchical estimate of model prevalence in the population (corrected for chance). c) Simulated learning curves. Each line is the averaged performance over 10,000 replications, where we sampled participant parameter estimates and simulated behavior on the task. The pink line is the group mean of our human participants, while the black line provides a random baseline. d) GP parameter estimates from the conceptual (x-axis) and spatial (y-axis) tasks. Each point is the mean estimate for a single participant and the dotted line indicates y = x. Outliers (using the larger Tukey criteria for the two tasks) are excluded from the plot but not from the rank correlations.
undirected exploration. Despite these differences, we find some evidence of correlations 288 across tasks for directed exploration (r τ = .18, p = .002, BF = 13; outliers removed: 289 r = .15, p = .109, BF = .73) and substantial evidence for correlations between random 290 exploration across domains (r τ = .43, p < .001, BF > 100; outliers removed: r = .30, 291 p = .002, BF = 23).
292
Thus, participants displayed correlated and similar levels of generalization in both Figure 4 . Bonus Round. a) Mean absolute error (MAE) of judgments in the bonus round, where each dot is a single participant and lines connect performance across tasks. Tukey boxplot show median and 1.5× IQR, with the diamonds indicating group mean and the dashed line providing a comparison to chance. Bayes factor indicates the evidence against the null hypothesis for a paired t-test. b) Average confidence ratings (Likert scale: [0,10]). c) Comparison between participant judgments and model predictions (based on the parameters estimated from the search task). Each point is a single participant judgment, with color lines representing the predicted group-level effect of a mixed effect regression (Table S2 and ribbons show the 95% CI (undefined for the BMT model, which makes identical predictions for all unobserved options). d) Correspondence between participant confidence ratings and GP uncertainty, where both are rank-ordered at the individual level. Black dots show aggregate means and 95% CI, while the colored line is a linear regression. trajectories in the conceptual domain (see Fig S4a) . Rather, this indicates a 299 fundamental difference in how people represent or reason about spatial and conceptual 300 domains in order to decide which are the most promising options to explore.
301
Bonus Round
302
In order to further validate our behavioral and modeling results, we analyzed 303 participants' judgments of expected rewards and perceived confidence for 10 unobserved 304 options they were shown during the final "bonus" round of each task (see Methods and 305 Fig. 1c ). Participants made equally accurate judgments in both tasks (comparing mean 306 absolute error to the ground truth: t(128) = −0.2, p = .827, d = 0.02, BF = .10; Fig.   307 4a), which were far better than chance (conceptual: t(128) = −9.2, p < .001, d = 0.8, 308 BF > 100; spatial: t(128) = −8.4, p < .001, d = 0.7, BF > 100) and correlated between 309 tasks (r = .27, p = .002, BF = 20). Judgment errors were also correlated with 310 performance in the bandit task (r = −.45, p < .001, BF > 100), such that participants 311 who earned higher rewards also made more accurate judgments.
312
Participants were equally confident in both domains (t(128) = −0.8, p = .452, 313 d = 0.04, BF = .13; Fig. 4b ), with correlated confidence across tasks (r = .79, p < .001, 314 BF > 100) suggesting some participants were consistently more confident than others. 315 Ironically, more confident participants also had larger judgment errors (r = .31, p < .001, 316 11/36 BF = 91) and performed worse in the bandit task (r = −.28, p = .001, BF = 28).
317
Using parameters estimates from the search task (excluding the entire bonus round), 318 we computed model predictions for each of the bonus round judgments as an out-of-task 319 prediction analysis. Whereas the BMT invariably made the same predictions for all 320 unobserved options since it does not generalize (Fig. 4c ), the GP predictions were 321 correlated with participant judgments in both conceptual (mean individual correlation: 322 r = .35; single sample t-test of z-transformed correlation coefficients against µ = 0: 323 t(128) = 11.0, p < .001, d = 1.0, BF > 100) and spatial tasks (r = .43; t(128) = 11.0, 324 p < .001, d = 1.0, BF > 100). This correspondence between human judgments and 325 model predictions was also confirmed using a Bayesian mixed effects model, where we 326 again treated participants as random effects (b participantJudgment = .25, 95% HPD: [0.20, 327 0.31]; see Table S2 for details).
328
Not only was the GP able to predict judgments about expected reward, but it also 329 captured confidence ratings. Fig 4d shows how the highest confidence ratings 330 corresponded to the lowest uncertainty estimates made by the GP model. This effect 331 was also found in the raw data, where we again used a Bayesian mixed effects model to 332 regress confidence judgments onto the GP uncertainty predictions 333 (b participantJudgment = −0.02, 95% HPD: [-0.03, -0.01]; see Table S2 ).
334
Thus, participant search behavior was consistent with our GP model and we were 335 also able to make accurate out-of-task predictions about both expected reward and 336 confidence judgments using parameters estimated from the search task. These 337 predictions validate the internal learning model of the GP, since reward predictions 338 depend only on the generalization parameter λ. All together, our results suggest domain 339 differences were not due to differences in how participants computed or represented 340 expected reward and uncertainty, since they were equally good judging their uncertainty 341 in the bonus rounds for both domains. Rather, these diverging patterns of search arose 342 from differences in exploration, where participants substantially reduced their level of 343 exploration directed towards uncertain options in the conceptual domain. higher outcome correlations between similar bandit options. Subsequent choices tended 363 to be more local than expected by chance, and similar options where more likely to be 364 chosen after a high reward than a low reward outcome.
365
In addition to revealing similarities, our modelling and behavioral analyses provided 366 12/36 a diagnostic lens into differences between spatial and conceptual domains. Whereas we 367 found similar levels of generalization in both tasks, patterns of exploration were 368 substantially different. Although participants showed clear signs of directed exploration 369 (i.e., seeking out more uncertain options) in the spatial domain, this was notably 370 reduced in the conceptual task. However, as if in compensation, participants increased 371 their random exploration in the conceptual task. This implies a reliable shift in 372 sampling strategies but not in generalization. Thus, even though the computational 373 principles underpinning reasoning in both domains are indeed similar, how these 374 computations are mapped onto actions can vary substantially. Moreover, participants 375 obtained more rewards and sampled more locally in the spatial domain. We also find a 376 one-directional transfer effect, where experience with the spatial task boosted 377 performance on the conceptual task, but not vice versa. These findings shed new light 378 onto the computational mechanisms of generalization and decision making, suggesting a 379 universality of generalization and a situation-specific adaptation of decision making 380 policies.
381
Several questions about the link between cognitive maps across domains remain 382 unanswered by our current study and are open for future investigations. One question is 383 whether participants adapted their exploration strategies due to domain-specific 384 cognitive or representational differences, or rather, if the conceptual domain was simply 385 harder, causing participants to revert to a less taxing form of random exploration. Our 386 pre-task training phase (Fig. 1c ) giving participants familiarity with the spatial and 387 conceptual stimuli certainly reduced this effect, but some performance differences 388 remained. In addition, evidence that domain differences are not a mere consequence of 389 differences in difficulty comes from participant performance in the bonus round. We 
399
Exploration differences could also have been influenced by task constraints which 400 were different in the two tasks. In the conceptual task only a single stimulus out of the 401 64 available options was displayed, while the entire set of available options was displayed 402 in the spatial task. This may have made the conceptual task more difficult and played a 403 role in inducing a shift to a simpler, random exploration strategy. Previous work used a 404 task where both spatial and conceptual features were simultaneously presented [73, i.e., 405 conceptual stimuli were shuffled and arranged on a grid], yet only spatial or only 406 conceptual features predicted rewards. However, differences in the saliency of spatial 407 and conceptual features meant participants were highly influenced by spatial features, 408 even when they were irrelevant. This present study was designed to overcome these 409 issues by presenting only task-specific features. Spatial relationships may also be easier 410 to learn in principle, due to the extended nature of our awareness of the world around 411 us, whereas conceptual stimuli are more commonly experienced one at a time, such as a 412 single idea in a sequential train of thought. Currently, our model can capture but not 413 fully explain these differences in search behavior, since it treats both domains as 414 equivalent generalization and exploration problems.
415
Our model also does not account for attentional mechanisms [74] or working memory 416 constraints [75, 76] , which may play a crucial role in influencing how people integrate 417 information differently across domains. Indeed, the "stretchy birds" paradigm used 418 13/36 by [9] as evidence for a common neural representation of spatial and conceptual 419 knowledge required several hours of training before being measured in the scanner.
420
Similar shifts from directed to random exploration have also been observed under direct 421 cognitive load manipulations, such as by adding working memory load [77] or by 422 limiting the available decision time [78] . 423 Another interesting finding is the one directional transfer from the spatial to the 424 conceptual domain but not vice versa. This finding supports the argument that spatial 425 representations have been "exapted" to other more abstract domains [6] [7] [8] . For example, 426 experience of different resource distributions in a spatial search task was found to 427 influence behavior in a word generation task, where participants exposed to sparser We used a rich experimental paradigm to study how people generalize and explore both 447 spatially and conceptually correlated reward environments. While people employed 448 similar principles of generalization in both domains, we found a substantial shift in 449 exploration, from more uncertainty-directed exploration in the spatial task to more 450 random exploration in the conceptual domain. These results enrich our understanding 451 of the principles connecting generalization and search across different domains and pave 452 the way for future cognitive and neuroscientific investigations into principles of 453 generalization and search across domains.
454
Methods
455
Participants and Design 456 140 participants were recruited through Amazon Mechanical Turk (requiring a 95% 457 approval rate and 100 previously approved HITs) for a two part experiment, where only 458 those who had completed part one were invited back for part two. In total 129 459 participants completed both parts and were included in the analyses (55 female; mean 460 age=35, SD=9.5). Participants were paid $4.00 for each part of the experiment, with 461 those completing both parts being paid an additional performance-contingent bonus of 462 up to $10.00. Participants earned $15.6 ± 1.0 and spent 54 ± 19 minutes completing 463 both parts. There was an average gap of 18 ± 8.5 hours between the two parts of the 464 experiment. Informed consent was obtained from all participants. 465 
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We varied the task order between subjects, with participants completing the spatial 466 and conceptual task in counterbalanced order in separate sessions. We also varied 467 between subjects the extent of reward correlations in the search space by randomly 468 assigning participants to one of two different classes of environments (smooth vs. rough), 469 with smooth environments corresponding to stronger correlations, and the same 470 environment class used for both tasks (see below).
471
Materials and Procedure
472
Each session consisted of a training phase, the main search task, and a bonus round. At 473 the beginning of each session participants were required to complete a training task to 474 familiarize themselves with the stimuli (spatial or conceptual), the inputs (arrow keys 475 and spacebar), and the search space (8 × 8 feature space). Participants were shown a 476 series of randomly selected targets and were instructed to use the arrow keys to modify 477 a single selected stimuli to match the target (i.e., adjusting the stripe frequency and 478 angle of a Gabor patch or moving the location of a spatial selector, Fig. 1c ). The space 479 bar was used to make a selection and feedback was provided for 800ms (correct or 480 incorrect). Participants were required to complete at least 32 training trials and were 481 allowed to proceed to the main task once they had achieved at least 90% accuracy on a 482 run of 10 trials (i.e., 9 out of 10). See Fig S3 for analysis of the training data.
483
After completing the training, participants were shown instructions for the main 484 search task and had to complete three comprehension questions (Figs S11-S12) to 485 ensure full understanding of the task. Specifically, the questions were designed to ensure 486 participants understood that the spatial or conceptual features predicted reward. Each 487 search task comprised 10 rounds of 20 trials each, with a different reward function 488 sampled without replacement from the set of assigned environments. The reward 489 function specified how rewards mapped onto either the spatial or conceptual features, 490 where participants were told that options with either similar spatial features (Spatial 491 task) [19, 84] or similar conceptual features (Conceptual task) [20, 56] would yield similar 492 rewards. Participants were instructed to accumulate as many points as possible, which 493 were later converted into monetary payoffs.
494
The tenth round of each sessions was a "bonus round", with additional instructions 495 shown at the beginning of the round. The round began as usual, but after 15 choices, 496 participants were asked to make judgments about the expected rewards (input range:
497
[1,100]) and their level of confidence (Likert scale from least to most confident: [0,10]) 498 for 10 unrevealed targets. These targets were uniformly sampled from the set of 499 unselected options during the current round. After the 10 judgments, participants were 500 asked to make a forced choice between the 10 options. The reward for the selected 501 option was displayed and the round continued as normal. All behavioral and 502 computational modeling analyses exclude the last round, except for the analysis of the 503 bonus round judgments.
504
Spatial and Conceptual Search Tasks
505
Participants used the arrow keys to either move a highlighted selector in the spatial task 506 or change the features (tilt and stripe frequency) of the Gabor stimuli in the conceptual 507 task (Fig S1) . On each round, participants were given 20 trials to acquire as many 508 cumulative rewards as possible. A selection was made by pressing the space bar, and 509 then participants were given feedback about the reward for 800 ms, with the chosen N (0, 1) , where the rewards for 514 15/36 each round were scaled to a uniformly sampled maximum value in the range of 80 to 95, 515 so that the value of the global optima in each round could not be easily guessed.
516
Participants were given feedback about their performance at the end of each round 517 in terms of the ratio of their average reward to the global maximum, expressed as a 518 percentage (e.g., "You have earned 80% of the maximum reward you could have earned 519 on this round"). The performance bonus (up to $10.00) was calculated based on the 520 cumulative performance of each round and across both tasks.
521
Bonus Round Judgments
522
In both tasks the last round was a "bonus round", which solicited judgments about the 523 expected reward and their level of confidence for 10 unrevealed options. Participants 524 were informed that the goal of the task remained the same (maximize cumulative 525 rewards), but that after 15 selections, they would be asked to provide judgments about 526 10 randomly selected options, which had not yet been explored. Judgments about 527 expected rewards were elicited using a slider from 1 to 100 (in increments of 1), while 528 judgments about confidence were elicited using a slider from 0 to 10 (in increments of 529 1), with the endpoints labeled 'Least confident' and 'Most confident'. After providing 530 the 10 judgments, participants were asked to select one of the options they just rated, 531 and subsequently completed the round like all others.
532
Environments 533 All environments were sampled from a GP prior parameterized with a radial basis 534 function (RBF) kernel (Eq 4), where the length-scale parameter (λ) determines the rate 535 at which the correlations of rewards decay over (spatial or conceptual) distance. Higher 536 λ-values correspond to stronger correlations. We generated 40 samples of each type of 537 environments, using λ rough = 2 and λ smooth = 4, which were sampled without 538 replacement and used as the underlying reward function in each task ( Fig S2) .
539
Environment type was manipulated between subjects, with the same environment type 540 used in both conceptual and spatial tasks. The Bayesian Mean Tracker (BMT) is a simple but widely-applied associative learning model [68, 85, 86] , which is a special case of the Kalman Filter with time-invariant reward distributions. The BMT can also be interpreted as a Bayesian variant of the Rescorla-Wagner model [55] , making predictions about the rewards of each option j in the form of a normally distributed posterior:
The posterior mean m j,t and variance v j,t are updated iteratively using a delta-rule update based on the observed reward y t when option j is selected at trial t:
where δ j,t = 1 if option j was chosen on trial t, and 0 otherwise. Rather than having a fixed learning rate, the BMT scales updates based on the Kalman Gain G j,t , which is defined as:
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where θ 2 is the error variance, which is estimated as a free parameter. Intuitively, the 544 estimated mean of the chosen option m j,t is updated based on the prediction error 545 y t − m j,t−1 and scaled by the Kalman Gain G j,t (Eq 11). At the same time, the 546 estimated variance v j,t is reduced by a factor of 1 − G j,t , which is in the range [0, 1] 547 (Eq 12). The error variance θ 2 can be interpreted as an inverse sensitivity, where smaller 548 values result in more substantial updates to the mean m j,t , and larger reductions of 549 uncertainty v j,t .
550
Model Cross-validation 551
As with the behavioral analyses, we omit the 10th "bonus round" in our model 552 cross-validation. For each of the other nine rounds, we use cross validation to iteratively 553 hold out a single round as a test set, and compute the maximum likelihood estimate 554 using differential evolution [87] on the remaining eight rounds. Model comparisons use 555 the summed out-of-sample prediction error on the test set, defined in terms of log loss 556 (i.e., negative log likelihood).
557
Predictive accuracy
558
As an intuitive statistic for goodness of fit, we report predictive accuracy as a pseudo-R 2 :
comparing the out-of-sample log loss of a given model M k against a random model 559 M rand . R 2 = 0 indicates chance performance, while R 2 = 1 is a theoretically perfect 560 model.
561
Protected exceedance probability 562
The protected exceedance probability (pxp) is defined in terms of a Bayesian model 563 selection framework for group studies [70, 71] . Intuitively, it can be described as a 564 random-effect analysis, where models are treated as random effects and are allowed to 565 differ between subjects. Inspired by a Polya's urn model, we can imagine a population 566 containing K different types of models (i.e., people best described by each model) much 567 like an urn containing different colored marbles. If we assume that there is a fixed but 568 unknown distribution of models in the population, what is the probability of each model 569 being more frequent in the population than all other models in consideration? 570 This is modelled hierarchically, using variational Bayes to estimate the parameters of a Dirichlet distribution describing the posterior probabilities of each model P (m k |y) given the data y. The exceedance probability is thus defined as the posterior probability that the frequency of a model r m k is larger than all other models r m k =k under consideration:
[71] extends this approach by correcting for chance, based on the Bayesian Omnibus Risk (BOR), which is the posterior probability that all model frequencies are equal: We use a two-way mixed-design analysis of variance (ANOVA) to compare the means of 623 both a fixed effects factor (smooth vs. rough environments) as a between-subjects 624 variable and a random effects factor (conceptual vs. spatial) as a within-subjects 625 variable. To compute the Bayes Factor, we assume independent g-priors [93] for each 626 effect size θ 1 ∼ N (0, g 1 σ 2 ), · · · , θ p ∼ N (0, g p σ 2 ), where each g-value is drawn from an 627 inverse chi-square prior with a single degree of freedom g i i.i.d
Supporting information
906 Figure S1 . Gabor stimuli. Tilt varies from left to right from 105 • to 255 • in equally spaced intervals, while stripe frequency increases moving upwards from 1.5 to 15 in log intervals. Figure S3 . Training Phase. a) Trials needed to reach the learning criterion (90% accuracy over 10 trials) in the training phase, where the dotted line indicates the 32 trial minimum. Each dot is a single participant with lines connecting the same participant. Tukey boxplots show median (line) and 1.5x IQR, with diamonds indicating group means. b) Average correct choices during the training phase. c) Heatmaps of the accuracy of different target stimuli, where the x and y-axes of the conceptual heatmap indicate tilt and stripe frequency, respectively. d) The probability of error as a function of the magnitude of error (Manhattan distance from the correct response). Thus, most errors were close to the target, with higher magnitude errors being monotonically less likely to occur. Figure S4 . Search Trajectories. a) Distribution of trajectory length, separated by task and environment. The dashed vertical line indicates the median for each category. Participants had longer trajectories in the contextual task (t(128) = −10.7, p < .001, d = 1.0, BF > 100), but there were no differences across environments (t(127) = 1.3, p = .213, d = 0.2, BF = .38). b) Average reward value as a function of trajectory length, showing how longer trajectories generally resulted in higher rewards (r = .23, p < .001, BF > 100). Each dot is a mean with error bars showing the 95% CI. c) Distance from the random initial starting point in each trial as function of the previous reward value. Each dot is the aggregate mean and the dashed line indicates random chance. Lines are the fixed effects of a Bayesian mixed-effects model (see Table S1 ), with the ribbons indicating the 95% HPD. Figure S5 . Heatmaps of choice frequency. Heatmaps of chosen options in a) the Gabor feature of the conceptual task and b) the spatial location of the spatial task, aggregated over all participants. The color shows the frequency of each option centered on yellow representing random chance (1/64), with orange and red indicating higher than chance, while green and blue were lower than chance. Figure S6 . Additional Modeling Results. a) The relationship between mean performance and predictive accuracy, where in all cases, the best performing participants were also the best described. b) The best performing participants were also the most diagnostic between models, but not substantially skewed towards either model. Linear regression lines strongly overlap with the dotted line at y = 0, where participants above the line were better described by the GP model. c Model comparison split by which task was performed first vs. second. In both cases, participants were better described on their second task, although the superiority of the GP over the BMT remains, comparing only task one (paired t-test: t(128) = 4.6, p < .001, d = 0.10, BF = 1685) or only task two (t(128) = 3.5, p < .001, d = 0.08, BF = 27). Figure S7 . GP parameters and performance. a) We do not find a reliable relationship between λ estimates and performance in either the spatial task (r τ = .13, p = .030, BF = 1.2; outliers removed: r = −.05, p = .600, BF = .25) or the conceptual task (r τ = −.22, p < .001, BF > 100; outliers removed: r = .23, p = .012, BF = 4.3; note the opposite signs of the correlation coefficients Figure S8 . GP exploration bonus and temperature. We check here whether there exists any inverse relationship between directed and undirected exploration, implemented using the UCB exploration bonus β (x-axis) and the softmax temperature τ (y-axis), respectively. Results are split into conceptual (a) and spatial tasks (b), where each dot is a single participant and the dotted line indicates y = x. The upper axis limits are set to the largest 1.5×IQR, for both β and τ , across both conceptual and spatial tasks. Figure S9 . BMT parameters. Each dot is a single participant and the dotted line indicates y = x. a) We found lower error variance (σ 2 ) estimates in the conceptual task (Wilcoxon signed-rank test: Z = −4.8, p < .001, r = −.42, BF > 100; with outliers removed: t(119) = −5.5, p < .001, d = 0.6, BF > 100), suggesting participants were more sensitive to the reward values (i.e., more substantial updates to their means estimates). Error variance was also weakly correlated('r τ = .18, p = .003, BF = 10; without outliers: r = .28, p = .002, BF = 21). b) As with the GP model reported in the main text, we also found strong differences in exploration behavior in the BMT. We found lower estimates of the exploration bonus in the conceptual task (Z = −5.9, p < .001, r = −.52, BF > 100; without outliers: t(119) = −7.9, p < .001, d = 1.0, BF > 100). There is ambiguous evidence about correlations between tasks (r τ = .16, p = .006, BF = 4.8; without outliers:r = .14, p = .141, BF = .59). c) Also in line with the GP results, we again find an increase in random exploration in the conceptual task (Z = −6.9, p < .001, r = −.61, BF > 100; without outliers: t(108) = 7.6, p < .001, d = 0.8, BF > 100). Once more, temperature estimates were strongly correlated (r τ = .34, p < .001, BF > 100; without outliers r = .33, p < .001, BF = 70). Figure S10 . Shepard kernel parameters. We also considered an alternative form of the GP model. Instead of modeling generalization as a function of squared-Euclidean distance with the RBF kernel, we use the Shepard kernel described in [64], where we instead use Minkowski distance with the free parameter ρ ∈ [0, 2]. This model is identical to the GP model reported in the main text when ρ = 2. But when ρ < 2, the input dimensions transition from integral to separable representations [95] . The lack of clear differences in model parameters motivated us to only include the standard RBF kernel in the main text. a) We find mixed evidence for differences in generalization between tasks (Z = −1.8, p = .039, r = −.15, BF = .32; outliers removed: t(98) = −2.8, p = .007, d = 0.4, BF = 4.1). There is also marginal evidence of correlated estimates (r τ = .13, p = .026, BF = 1.3; outliers removed: r = .21, p = .033, BF = 2.0). b) There is anecdotal evidence of lower ρ estimates in the conceptual task (Z = −2.5, p = .006, r = −.22, BF = 2.0 ; outliers removed: t(128) = −2.7, p = .008, d = 0.3, BF = 3.3). The implication of a lower ρ in the conceptual domain is that the Gabor features were treated more independently, whereas the spatial dimensions were more integrated. However, the statistics suggest this is not a very robust effect. These estimates are also not correlated (r τ = −.02, p = .684, BF = .12; outliers removed: r = −.04, p = .653, BF = .22). c) Consistent with all the other models, we find systematically lower exploration bonuses in the conceptual task (Z = −5.5, p < .001, r = −.49, BF > 100; outliers removed: t(121) = −6.6, p < .001, d = 0.8, BF > 100). There is ambiguous evidence of a correlation across tasks (r τ = .14, p = .021, BF = 1.6; outliers removed: r = .09, p = .338, BF = .32). d) We find clear evidence of higher temperatures in the conceptual task (Z = −6.3, p < .001, r = −.56, BF > 100; outliers removed: t(105) = 6.5, p < .001, d = 0.7, BF > 100), with strong correlations across tasks (r τ = .41, p < .001, BF > 100; r = .32, p < .001, BF = 45) Figure S11 . Comprehension questions for the conceptual task. The correct answers are highlighted.
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Figure S12. Comprehension questions for the spatial task. The correct answers are highlighted. Note: Both models were implemented in brms with default weak priors [96] . We report the posterior mean (Est.) and 95% highest posterior density (HPD) interval. σ 2 indicates the individual-level variance and τ 00 indicates the variation between individual intercepts and the average intercept. Note: Both models were implemented in brms with default weak priors [96] . We report the posterior mean (Est.) and 95% highest posterior density (HPD) interval. In the first model (Model Prediction), participant judgments in the range [1,100] are used to predict the GP posterior mean, whereas the second model (Model Uncertainty) uses confidence judgments in the range [1, 11] to predict the GP posterior variance. All GP posteriors are computed based on individual participant λ-values, estimated from the corresponding bandit task. σ 2 indicates the individual-level variance and τ 00 indicates the variation between individual intercepts and the average intercept.
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