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SOME REMARKS ON THE CASSINIAN METRIC
PARISA HARIRI, RIKU KLÉN, MATTI VUORINEN, AND XIAOHUI ZHANG
Abstract. Some sharp inequalities between the triangular ratio
metric and the Cassinian metric are proved in the unit ball.
1. Introduction
Geometric function theory makes use of metrics in many ways. In
the distortion theory, which is a significant part of function theory, one
seeks to estimate the distance between f(z) and f(w) for a given an-
alytic function f of the unit disk B2 in terms of the distance between
z and w and their position in B2 [B1, KL]. Distances are often mea-
sured in terms of hyperbolic or, in the case of multidimensional theory,
hyperbolic type metrics, see [GP, HIMPS, K]. Some examples of re-
current metrics are the quasihyperbolic, distance ratio, and Apollonian
metrics, see [GP, B2, HIMPS]. In this paper we shall study a metric
recently introduced by Z. Ibragimov [I], the Cassinian metric, and re-
late it to some of these other metrics. For this purpose we first recall
the definitions of the hyperbolic metric of the unit ball Bn in Rn and
the distance ratio metric of a proper open subset of Rn.
1.1. Hyperbolic metric. Recall the definition of the hyperbolic
distance ρBn(x, y) between two points x, y ∈ Bn [B1]:
th
ρBn(x, y)
2
=
|x− y|√|x− y|2 + (1− |x|2)(1− |y|2) .(1.2)
Here th stands for the hyperbolic tangent function.
1.3. Distance ratio metric. Let G ⊂ Rn be a proper open subset of
Rn and for x ∈ G let d(x, ∂G) = inf{|x − y| : y ∈ ∂G} . Then for all
x, y ∈ G, the distance ratio metric jG is defined as
jG(x, y) = log
(
1 +
|x− y|
min{d(x, ∂G), d(y, ∂G)}
)
.
This metric was introduced in [GP, GO] in a slightly different form and
in the above form in [Vu1]. It is a standard tool in the study of metrics,
see e.g. [CHKV, HIMPS, IMSZ, K]. If confusion seems unlikely, then
we also write d(x) = d(x, ∂G) .
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Lemma 1.4. [Vu2, Lemma 2.41(2)], [AVV, Lemma 7.56] Let G ∈
{Bn,Hn} , and let ρG stand for the respective hyperbolic metric. Then
for all x, y ∈ G
jG(x, y) ≤ ρG(x, y) ≤ 2jG(x, y).
In his paper [H], P. Hästö studied a general family of metrics. A
particular case is the Cassinian metric defined as follows for a domain
G ( Rn and x, y ∈ G:
(1.5) cG(x, y) = sup
z∈∂G
|x− y|
|x− z||z − y| .
The term "Cassinian metric" was introduced by Z. Ibragimov in [I], and
the geometry of the Cassinian metric including geodesics, isometries,
and completeness was first studied there. Another, similar metric is
the triangular ratio metric, which we studied in [CHKV]. It is defined
as follows for a domain G ( Rn and x, y ∈ G:
(1.6) sG(x, y) = sup
z∈∂G
|x− y|
|x− z|+ |z − y| ∈ [0, 1] .
The triangular ratio metric is also a particular case of the metrics
considered in [H]. For the case G = Bn this metric is closely related to
the hyperbolic metric as the following theorem shows.
Theorem 1.7. ([HVZ, 2.17]) For x, y ∈ Bn
th
ρBn(x, y)
4
≤ sBn(x, y) ≤ thρBn(x, y)
2
.
We have been unable to find an explicit formula for sB2(x, y). In the
special case |x| = |y| we will give such a formula in Theorem 3.1.
Very recently, the Cassinian metric and its relation to other metrics,
in particular, to the hyperbolic metric, were discussed by Ibragimov,
Mohapatra, Sahoo, and Zhang in [IMSZ]. Also geometric properties
of the Cassinian metric have been studied in [KMS]. One of the main
results of [IMSZ] is the following theorem.
Theorem 1.8. ([IMSZ, 3.1]) For x, y ∈ Bn
sh
ρBn(x, y)
2
≤ cBn(x, y) .
Moreover, here equality holds for x = −y .
The equality statement was not pointed out in [IMSZ, 3.1], but it
follows from
cBn(x,−x) = 2|x|
1− |x|2
because by (1.2) for x, y ∈ Bn
sh
ρBn(x, y)
2
=
|x− y|√
(1− |x|2)(1− |y|2) .
3Hence Theorem 1.8 is sharp. However, we will refine it in Section 2,
see Remark 2.3.
Our goal here is to continue this study. A part of this process is to
compare the Cassinian metric to several other widely known metrics
such as the triangle ratio metric and the distance ratio metric of the
unit ball Bn . The main result is the following sharp theorem.
Theorem 1.9. Suppose that D is a subdomain of Bn . Then for x, y ∈
D we have
2sD(x, y) ≤ cD(x, y).
In the case D = Bn, the constant 2 on the left-hand side is best possible.
Let us next compare this result to Theorem 1.8. The identity
sh( artht) =
t√
1− t2 , t > 0 ,
together with Theorem 1.7 implies for x, y ∈ Bn
(1.10)
sBn(x, y)√
1− sBn(x, y)2
= sh( arthsBn(x, y)) ≤ shρBn(x, y)
2
.
In combination with (1.10) Theorem 1.8 yields for x, y ∈ Bn
(1.11) sBn(x, y) ≤ cBn(x, y)√
1 + cBn(x, y)2
.
We see that Theorem 1.9 gives a better bound than (1.11) for cBn(x, y) <√
3 .
Finally, we study the growth of the Cassinian metric under quasireg-
ular mappings of the unit disk onto itself.
Theorem 1.12. If f : B2 → R2 is a non-constant K-quasiregular map
with fB2 ⊂ B2 and f(0) = 0, then
cB2(0, f(x)) ≤ epi(K−1/K) max{cB2(0, x)1/K , cB2(0, x)}
for all x ∈ B2 .
2. Preliminary results
In this section we will prove some sharp inequalities between the
Cassinian metric and the distance ratio metric. For this purpose we
need the following technical lemma.
Lemma 2.1. (1) The function f(x) = x−1 log(1 + x) is decreasing on
(0,∞).
(2) Let a > 0. The function
g(x) =
log ax
a− 1
x
is increasing on (0,∞).
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(3) The function
h(x) =
log 1+x
1−x
1
1−x − 11+x
is decreasing on (0, 1).
(4) Let x ∈ (0, 1). The function
f(b) =
log
(
1 + b
1−x
)
log
(
1 + b
(1−x) (b+1−x)
) ,
is increasing on (0, 2).
Proof. (1) By [AS, 4.1.33], we easily obtain that for all x > 0
f ′(x) =
x
1+x
− log(1 + x)
x2
< 0 .
(2) Now for all a, x > 0 by [AS, 4.1.33]
g′(x) =
ax− (1 + log(ax))
(1− ax)2 > 0 .
(3) Recall first that log(1+x) > 2x
2+x
, for x > 0. Using this inequality
we see that
h′(x) =
2x− (1 + x2) log 1+x
1−x
2x2
< 0.
(4) We have
f ′(b) =
(1− x) log (1 + b
1−x
)
+ (b(x− 2)− (x− 1)2)C
(b(x− 2)− (x− 1)2)(1 + b− x)C2 :=
A
B
,
where
C = log
(
1 +
b
(b+ (x− 1)2 − bx)
)
.
Because x ∈ (0, 1) we see that B < 0 and therefore it is enough to show
that A < 0. Now
A′(b) = (x− 2) log
(
1 +
b
(b+ (x− 1)2 − bx)
)
,
and
A′′(b) =
(x− 2)(x− 1)
(b(x− 2)− (x− 1)2)(1 + b− x)
which is negative, therefore A′(b) is decreasing and A′(b) < A′(0) = 0.
Hence A(b) is decreasing and A(b) < A(0) = 0. 
For a domain G ( Rn we define the quantity
cˆG(x, y) =
|x− y|
|x− z||z − y| ,
5where x, y ∈ G ( Rn and
z ∈ ∂G ∩ Sn−1(x, d(x)) such that |z − y| is minimal, if d(x) ≤ d(y),
z ∈ ∂G ∩ Sn−1(y, d(y)) such that |z − x| is minimal, if d(y) < d(x).
Clearly for all domains G and for all points x, y ∈ G we have cˆG(x, y) ≤
cG(x, y).
Theorem 2.2. For all x, y ∈ Bn we have
jBn(x, y) ≤ a log(1 + cBn(x, y)) ,
where
a =
log
(
1+α
1−α
)
log
(
1+2α−α2
(1−α2)
) ≈ 1.3152
and α ∈ (0, 1) is the solution of the equation
(1 + t2) log
1 + t
1− t + (t
2 − 2t− 1) log 1 + 2t− t
2
1− t2 = 0.
Proof. By the definition of cˆBn(x, y), it is enough to show that
jBn(x, y) ≤ a log(1 + cˆBn(x, y)) .
Assume |y| ≤ |x|, and denote y′ = |x| − |x− y| . Then by geometry
log
(
1 + |x−y|
1−|x|
)
log
(
1 + |x−y|
(1−|x|) |y−e1|
) ≤ log
(
1 + |x−y|
1−|x|
)
log
(
1 + |x−y|
(1−|x|) |y′−e1|
)
=
log
(
1 + |x−y|
1−|x|
)
log
(
1 + |x−y|
(1−|x|) (|x−y|+1−|x|)
) .
If we denote b = |x− y|, then by 2.1 (4),
f(b) =
log
(
1 + b
1−|x|
)
log
(
1 + b
(1−|x|) (b+1−|x|)
)
is increasing.
Thus
f(b) ≤ f(2|x|) =
log
(
1+|x|
1−|x|
)
log
(
1+2|x|−|x|2
1−|x|2
) := m(|x|).
The function m(t) attains its maximum when
(1 + t2) log
1 + t
1− t + (t
2 − 2t− 1) log 1 + 2t− t
2
1− t2 = 0 ,
and by numerical computation we see thatm(|x|) has its maximal value
m(α) ≈ 1.3152 = a when |x| = α ≈ 0.6564. 
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Remark 2.3. If we combine the results 1.4, 1.7, and 1.9 we get that for
all x, y ∈ Bn we have
jBn(x, y) ≤ 4 arth(cBn(x, y)/2).
Let a be as in Theorem 2.2. It is easy to check that for all t > 0
a log(1 + t) ≤ 4 arth(t/2),
which implies that Theorem 2.2 gives a better estimate than what we
can get from the results in Section 1.
The next two results refine [IMSZ, Corollary 3.5] and give a sharp
constant.
Theorem 2.4. For all x, y ∈ Bn we have
jBn(x, y) ≤ cˆBn(x, y) .
Moreover, the right hand side cannot be replaced with λcˆBn(x, y) for
any λ ∈ (0, 1) .
Proof. We denote G = Bn and may assume d(x) ≤ d(y) and x 6= y .
We first fix |x|. Now by writing t = |x− y|/(1− |x|) > 0 we obtain
jG(x, y)
cˆG(x, y)
=
log
(
1 + |x−y|
1−|x|
)
|x−y|
(1−|x|)|y− x|x| |
=
log(1 + t)
t
∣∣∣∣y − x|x|
∣∣∣∣ .
Next we fix |y−x/|x|| and by Lemma 2.1 (1) and the triangle inequality
it is clear that |x−y| ≥ |y−x/|x||−(1−|x|). We denote s = |y−x/|x|| ∈
(1− |x|, 1 + |x|] and obtain
jG(x, y)
cˆG(x, y)
=
log(1 + t)
t
s ≤
log
(
1 + s−(1−|x|)
1−|x|
)
s−(1−|x|)
1−|x|
s =
log s
1−|x|
1
1−|x| − 1s
.
Since s ≤ 1 + |x| we have by Lemma 2.1 (2)
jG(x, y)
cˆG(x, y)
≤
log s
1−|x|
1
1−|x| − 1s
≤
log 1+|x|
1−|x|
1
1−|x| − 11+|x|
.
Using these results we find an upper bound for this quantity in terms
of |x| and obtain by Lemma 2.1 (3)
jG(x, y)
cˆG(x, y)
≤
log 1+|x|
1−|x|
1
1−|x| − 11+|x|
≤ lim
|x|→0
log 1+|x|
1−|x|
1
1−|x| − 11+|x|
= 1,
and the assertion follows.
Finally, suppose that λ ∈ (0, 1) and jBn(x, y) ≤ λcˆBn(x, y) for all
x, y ∈ Bn. This yields
jBn(x, 0) = log
(
1 +
|x|
1− |x|
)
≤ λcˆBn(x, 0) = λ |x|
1− |x| .
Letting |x| → 0 yields a contradiction. 
7Corollary 2.5. For all x, y ∈ Bn we have
jBn(x, y) ≤ cBn(x, y) .
Moreover, the right hand side cannot be replaced with λcBn(x, y) for
any λ ∈ (0, 1) .
3. A formula for triangular ratio metric
It seems to be a challenging problem to find an explicit formula for
sBn(x, y) for given x, y ∈ Bn. We shall give in this section a simple
formula for sB2(a, b) in the case when |a| = |b| < 1.
Theorem 3.1. Let a = α + iβ, α, β > 0, be a point in the unit disk.
If |a− 1/2| > 1/2, then sB2(a, a¯) = |a| and otherwise
(3.2) sB2(a, a¯) =
β√
(1− α)2 + β2 ≤ |a| =
√
α2 + β2.
Proof. From the definition of the triangular ratio metric it follows that
sB2(a, a¯) =
|a− a¯|
|a− z|+ |a¯− z| =
2Im (a)
|a− z|+ |a¯− z|
for some point z = u+ iv. In order to find z we consider the ellipse
E(c) = {w : |a− w|+ |a¯− w| = c}
and require that (1) E(c) ⊂ B2, (2) E(c) ∩ ∂B2 6= ∅ and the x- coordi-
nate of the point of contact of E(c) and the unit circle is unique. Both
requirements (1) and (2) can be met for a suitable choice of c. The
major and minor semiaxes of the ellipse are c/2 and
√
(c/2)2 − β2, re-
spectively. The point of contact can be obtained by solving the system{
x2 + y2 = 1
(x−α)2
(c/2)2−β2 +
y2
(c/2)2
= 1.
Solving this system yields a quadratic equation for x with the discrim-
inant
D = 64(c2 − 4β2)(α2c2 + β2(c2 − 4)).
If the discriminant is positive, there are at least two points of inter-
section of the unit circle and the ellipse. Because we are interested
only in the case when there are at most two points of tangency, we
must require that D = 0 . Because the length of the smaller semiaxis√
(c/2)2 − β2 > 0 , we see that D = 0 only if
c =
2β√
α2 + β2
.
In this case
x =
1
32β2
8αc2 =
α
α2 + β2
.
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The points {w = x+ iy : x = x2 + y2} define the circle |w − 1/2| = 1/2
and we have α
α2+β2
> 1 if and only if |a− 1/2| < 1/2, a = α + iβ . In
the case α
α2+β2
> 1 the contact point is z = (1, 0), whereas in the case
α
α2+β2
< 1 the point is
z = (x,
√
1− x2) =
(
α
α2 + β2
,
√
(α2 + β2)2 − α2
α2 + β2
)
.
We now compute the focal sum c in both cases
c = 2β√
α2+β2
= 2Im a|a| , if |a− 1/2| ≥ 1/2,
c = 2|a− (1, 0)| = 2√β2 + (1− α)2, if |a− 1/2| ≤ 1/2.
Finally we see that
sB2(a, a¯) =
|a− a¯|
c
= |a|, if |a− 1/2| ≥ 1/2,
otherwise
sB2(a, a¯) =
|a− a¯|
c
=
β√
β2 + (1− α)2 =
Im a√
(1− Re a)2 + (Im a)2 . 
Theorem 3.3. Let x, y ∈ B2 with |x| = |y| and z ∈ ∂B2 such that
|y − z| < |x− z| and
](y, z, 0) = ](0, z, x) = γ .
Then cos γ = (|x − z| + |y − z|)/2 and hence |y − z| < 1. Moreover,
0, x, y, z are concyclic.
Proof. By the Law of Cosines
|x|2 = |x− z|2 + 1− 2|x− z| cos γ
and
|y|2 = |y − z|2 + 1− 2|y − z| cos γ.
Because |x| = |y| these equalities yield
(3.4) cos γ =
|x− z|+ |y − z|
2
.
By Ptolemy’s Theorem 0, x, z, y are concyclic if and only if
|y − z||x|+ |y||x− z| = 1 · |x− y|,
which is equivalent to
(3.5) |y − z|+ |x− z| = |x− y||x| .
By Theorem 3.1, we see that
sB2(x, y) =
|x− y|
|x− z|+ |z − y| = |x|,
9Γ
Γ
y
x
z
B
2
0
Figure 1. The ellipse with foci x and y internally tan-
gent to the unit circle at z, |x| = |y| . The points 0, x, z, y
are concyclic by Theorem 3.3.
which proves (3.5). 
Corollary 3.6. Let D ⊂ B2 be a domain and let x,−x ∈ D. Then
sD(x,−x) ≥ |x|.
Proof. It follows from Theorem 3.1 that
sD(x,−x) ≥ sB2(x,−x) = |x|. 
Theorem 3.7. Let x ∈ (0, 1), y ∈ B2 \ {0}, Im y ≥ 0, with |y| = |x|
and denote ω = ](x, 0, y). Then the supremum in (1.6) is attained at
z = eiθ for
θ =
{
ω
2
, if sin pi−ω
2
≥ |x|,
ω−pi
2
+ arcsin
sin pi−ω
2
|x| , if sin
pi−ω
2
< |x|.
Proof. By (1.6) and geometry it is clear that the supremum is attained
at a point z = eiθ with ](x, z, 0) = ](y, z, 0). We denote this angle by
γ. Since γ = ](x, z, 0) = ](y, z, 0) and |x| = |y| we obtain by the Law
of Sines
(3.8)
1
sin(pi − θ − γ) =
|x|
sin γ
=
1
sin(pi − ω + θ − γ) ,
which is equivalent to
sin(pi − θ − γ) = sin(pi − ω + θ − γ).
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This has two solutions: a = b or a + b = pi, where a = pi − θ − γ and
b = pi − ω + θ − γ. The solution a = b gives
(3.9) θ =
ω
2
.
The solution a+b = pi gives ω = pi−2γ. In this case by (3.8) we obtain
(3.10)
1
sin
(
pi+ω
2
− θ) = |x|sin (pi−ω
2
) ,
which gives
(3.11) θ =
pi + ω
2
− arcsin sin
pi−ω
2
|x| .
We have two solutions (3.9) and (3.11). Next we find out which
solution gives the supremum in (1.6). First we note that (3.11) is valid
only for sin pi−ω
2
≤ |x|. Thus for sin pi−ω
2
> |x| we choose (3.9). In
the case sin pi−ω
2
= |x| both solutions give θ = ω
2
. Thus, in the case
sin pi−ω
2
≥ |x|, the supremum in (1.6) is attained at z = eiω/2.
Finally, we consider the case sin pi−ω
2
< |x|. Let us denote θ1 = ω2 ,
z1 = e
iθ1 , θ2 = pi+ω2 − arcsin
sin pi−ω
2
|x| and z2 = e
iθ2 . Moreover let ω0 =
](0, x, z1), ω1 = ](0, x, z2), ω2 = ](0, y, z2). Again by the Law of
Sines, we obtain
(3.12)
|x− z2|
sin θ2
=
1
sinω1
=
1
sinω2
=
|z2 − y|
sin(ω − θ2) := k1,
and
(3.13)
|x− z1|
sin ω
2
=
1
sinω0
:= k2.
By (3.10), we see that
k1 =
|x|
sin
(
pi−ω
2
) .
By (3.12) and (3.13), the inequality |x−z2|+ |z2−y| < |x−z1|+ |z1−y|
is equivalent to
k1(sin θ2 + sin(ω − θ2)) < 2k2 sin ω
2
.
By substituting k1 and k2, it is enough to show that
|x|
sin
(
pi−ω
2
) cos(θ2 − ω
2
)
<
1
sinω0
,
which is, by substitution of θ2, equivalent to the inequality
1 <
1
sinω0
.
Thus, in the case sin pi−ω
2
< |x|, the supremum in (1.6) is attained at
z2. 
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Remark 3.14. By the assumptions of Lemma 3.7, if sin pi−ω
2
≥ |x| we
attain
sB2(x, y) =
|x− y|
|x− eiω/2|+ |y − eiω/2| =
|x| sin ω
2√
1 + |x|2 − 2|x| cosω/2 .
This formula is equivalent to (3.2), if y = x¯, and thus by Theorem 3.1
we collect
sB2(x, y) =

|x|, cos(ω/2) < |x|,
|x| sin(ω/2)√
1 + |x|2 − 2|x| cos(ω/2) , cos(ω/2) ≥ |x|,
where x, y ∈ B2, |y| = |x| and ω = ](x, 0, y).
Note that the following inequalities are equivalent:
|a − 1
2
| ≤ 1
2
where a is as in Theorem 3.1, cos ω
2
≥ |x|, |x−y|
2
≤
|x|√1− |x|2.
4. The proof of the main result
Proof of Theorem 1.9. By a simple geometric observation we see
that
(4.1) inf
w∈∂Bn
|x− w||w − y| ≤ 1.
In fact, for given x, y ∈ Bn, let x′, y′ ∈ Bn be the points such that
y′ − x′ = y − x and y′ = −x′. Then the size of the maximal Cassinian
oval C(x, y) with foci x, y which is contained in the closed unit ball is
not greater than that of the maximal Cassinian oval C(x′, y′) with foci
x′, y′, see the Figure 2. This implies that
Figure 2. The maximal Cassinian oval C(x, y) is not
larger than the maximal Cassinian oval C(x′, y′).
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inf
w∈∂Bn
|x− w||w − y| ≤ inf
w∈∂Bn
|x′ − w||w − y′|
= 1−
( |x− y|
2
)2
≤ 1.
Therefore, for x, y ∈ D ⊂ Bn, we have that
(4.2) inf
w∈∂D
|x− w||w − y| ≤ inf
w∈∂Bn
|x− w||w − y| ≤ 1.
For x = y ∈ D, the desired inequality is trivial. For x, y ∈ D with
x 6= y, it follows from the inequality of arithmetic and geometric means
and the inequality (4.2) that
cD(x, y)
2sD(x, y)
=
inf
w∈∂D
(|x− w|+ |w − y|)
2 inf
w∈∂D
(|x− w||w − y|)
≥
inf
w∈∂D
√|x− w||w − y|
inf
w∈∂D
(|x− w||w − y|)
=
√
inf
w∈∂D
(|x− w||w − y|)
inf
w∈∂D
(|x− w||w − y|)
≥ 1.
For the sharpness of the constant in the case of the unit ball, let y =
−x → 0. It is easy to see that both the inequality of arithmetic and
geometric means and the inequality (4.1) will asymptotically become
equalities. This completes the proof. 
Corollary 4.3. Let D ⊂ Rn be a bounded domain. Then, for x, y ∈ D,
cD(x, y) ≥ 2√
n/(2n+ 2) diam(D)
sD(x, y).
Proof. By the well-known Jung’s theorem [Be, Theorem 11.5.8], there
exists a ball B with radius
√
n/(2n+ 2)diam(D) which contains the
bounded domain D. Let f be a similarity which maps the ball B onto
the unit ball Bn. Then it is easy to see that for all x, y ∈ B,
|f(x)− f(y)| = |x− y|√
n/(2n+ 2)diam(D)
.
By the definitions of the Cassinian metric and the triangle ratio metric,
we have that for x, y ∈ D,
(4.4) cfD(f(x), f(y)) =
√
n/(2n+ 2)diam(D)cD(x, y)
and
(4.5) sfD(f(x), f(y)) = sD(x, y).
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Since fD ⊂ Bn, by Theorem 1.9 we have
(4.6) cfD(f(x), f(y)) ≥ 2sfD(f(x), f(y)).
Combining (4.4), (4.5), and (4.6), we get the desired inequality. 
For some basic information about the Schwarz lemma the reader is
referred to [Vu2]. In [BV], an explicit form of the Schwarz lemma for
quasiregular mappings was given. In this Theorem we use the well-
known distortion function ϕK(r) of the Schwarz lemma, see [Vu2, ?].
We also need the distortion function for K > 1 and 0 ≤ t <∞
ηK(t) =
ϕ2K(
√
t/(1 + t))
1− ϕ2K(
√
t/(1 + t))
≤ epi(K−1/K) max{t1/K , tK} .
See [AVV, 10.24, 10.35].
Theorem 4.7. [Vu2, Theorem 11.2,11.3], [BV, Theorem 1.10], [?, The-
orem 3.7] If f : B2 → R2 is a non-constant K-quasiregular map with
fB2 ⊂ B2 and ρ is the hyperbolic metric of B2, then
ρB2(f(x), f(y)) ≤ c(K) max{ρB2(x, y), ρB2(x, y)1/K}
for all x, y ∈ B2, where c(K) = 2 arth(ϕK(th12)) ≤ 1.3507(K − 1) +K
and, in particular, c(1) = 1. Moreover, if f(0) = 0 , then for x ∈ B2
|f(x)| ≤ ϕK(|x|) ≤ 41−1/K |x|1/K .
Combining Theorem 4.7 with Theorems 1.7- 1.9 we obtain distortion
results for quasiregular mappings of the unit disk into unit disk with
respect to the Cassinian metric.
Theorem 4.8. If f : B2 → R2 is a non-constant K-quasiregular map
with fB2 ⊂ B2 and f(0) = 0, then
cB2(0, f(x)) ≤ ηK(cB2(0, x))
for all x ∈ B2.
Proof. By [I, Example 3.9B] and Theorem 4.7, we have
(4.9) cB2(0, f(x)) =
|f(x)|
1− |f(x)| ≤
ϕK(|x|)
1− ϕK(|x|) .
It follows from [AVV, Theorem 10.15] that
ϕK(|x|)
1− ϕK(|x|) ≤
ϕ2K(
√|x|)
1− ϕ2K(
√|x|) = ηK(|x|/(1− |x|)) = ηK(cB2(0, x)),
which, combined with (4.9), gives the desired result. 
The proof of Theorem 1.12 follows easily from the above results.
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