To simulate the broiler growth the input variables were: day of year, vents opening, wind velocity, external temperature and absolute humidity, the maximum, average and minimum of the internal temperature and absolute humidity. For that purpose, two techniques were applied, a multi-layer perceptron (MLP) static Neural Network (NN) and the Layered Digital Dynamic Network (LDDN) which were applied to a set of experimental data obtained from a broiler cycle of production. The performance for both techniques was compared using: mean squared error (MSE), mean absolute error (MAE) and model efficiency (EF). The model evaluation measurements showed the superiority of the LDDN compared with MLP. The results from the sensitivity analysis found that the variable day of year was the most important variable to predict the broiler growth rate, so using this variable as the only input variable in the model, efficiency of 0.995 was reached for simulation.
Introduction
One of the advantages of modelling with neural networks is the ability to represent nonlinear systems with high complexity. For instance, a complex nonlinear discrete function can be approximated by a multi-layer Perceptron (MLP) model, where using sufficient number of neurons in the hidden layer can reach an acceptable approximation of any nonlinear function difficult to reach by means of using other modelling techniques. Outnumbered applications of the Artificial Neural Networks (ANN) have been made in order to model agricultural production. One example is an ANN model used [1] to estimate performance in production of hens in a livestock building located in the South of Brazil. The use of the algorithm of back-propagation together with the training process allowed to generate an acceptable ANN model which can be used as a tool for decision making by the technical staff in different production flocks to be based on scientifically objective criteria. Furthermore, in this work [1] the authors found that the ANN model allowed the simulation of consequences following the contribution percentage from each input to the poultry production.
An ANN model was developed by Galeano and Cerón [2] to estimate the weight of birds based only on the age of the bird, they found a very good performance with a correlation coefficient (R) of 0.99. The authors recommend the ANN as a viable option for modelling the animal production, because ANN has the ability of new variables inclusion and good adjustment between measured and predicted variables.
Sefat et al. [3] applied ANN for Modelling the Economic Efficiency of Broiler Production, the independent variables were the amount of consumable inputs (economic value in economic terms) and the dependent variable was the economic performance of production units. They found a NN model for the relationship between costs of different inputs used for production and benefit/cost ratio, they showed that a neural network architecture with 2 hidden layers (4 and 17 neurons in the first and second layers, respectively) provided the best results in estimating the model, with a correlation coefficient R=0.96 and MSE=0.00024. However, according to Masters [4] the additional hidden layers through which errors must be backpropagated makes the gradient more unstable, and the number of false minima increases. The only time that two hidden layers are required is when the network must learn a function having discontinuities.
The static neural networks, described above are not enough for modelling some phenomena, or when the number of patterns is small. Dynamic networks are generally more powerful than static networks (although somewhat more difficult to train). These contain delays and operate on a sequence of inputs. These dynamic networks can have purely feedforward connections, or they can also have some feedback (recurrent) connections. Their response at any given time will depend not only on the current input, but on the history of the input sequence. Because dynamic networks have memory, they can be trained to learn sequential or time-varying patterns. These have applications in such diverse areas as control of dynamic systems, prediction in financial markets, fault detection, and even the prediction of protein structure in genetics [5] .
Dynamic networks can be trained using standard optimization methods. However, the gradients and Jacobian matrix that are required for these methods cannot be computed using the standard backpropagation algorithm. Instead the dynamic backpropagation algorithms that are required for computing the gradients are the backpropagation-through-time (BPTT) and real-time recurrent learning (RTRL). In the BPTT algorithm, the network response is computed for all time points, and then the gradient is computed by starting at the last time point and working backwards in time [6] [7] . This algorithm is computationally efficient for the gradient calculation, but it is difficult to implement on-line. The Layered Digital Dynamic Network (LDDN) is a dynamic neural network that can be arranged in the form displayed in Fig. 1 . The LDDN can be trained in the Neural Network Toolbox in Matlab [8] .
As with the multilayer network, the fundamental unit of the LDDN is the layer. Each layer in the LDDN is made up of five components: A set of weight matrices that come into that layer (which may connect from other layers or from external inputs), any tapped delay lines that appear at the input of a set of weight matrices, a bias vector, a summing junction, and a transfer function.
TDL=tapped delay line; LW= weights in the hidden layers; IW= weights in the input layer, b= bias unit; f= transfer functions between layers The output of the LDDN is a function not only of the weights, biases, and the current network inputs, but also of outputs of some of the network layers at previous points in time. For this reason, it is not a simple matter to calculate the gradient of the network output with respect to the weights and biases. The weights and biases have two different effects on the network output. The first is the direct effect, which can be calculated using the standard backpropagation algorithm. The second is an indirect effect, since some of the inputs to the network are previous outputs, which are also functions of the weights and biases [9] .
In this study we applied the LDNN to model the growth weight rate of the broiler production in an experimental station in France, a comparison between the performance between static and dynamic networks is made for this particular case. Also, a sensitivity analysis is performed to detect the most important variable affecting the broiler growth rate.
Fig. 3. Inputs and output for the Artificial Neural Network Model

Methodology
The data used in this study was collected from a cycle of organic production (84 days) in a broiler house at the experimental station "Le Magneraud" located in western France (46.15 N, -0.69 W). The broiler house had a volume of 158.4 m3 and was naturally ventilated through lateral curtains with a maximum opening of 0.53 m. The house had an eave height of 1.8 m. All the walls and roof were composed of foam, but an additional layer of steel panel was added to the exterior of the roof (see Fig. 2 ) . The two heaters located in the house were uniformly distributed along the length, and each had a heating capacity of 4800 W. The experiment started on April 23 2014, the maximum broilers density was used, 750 broilers in an area of 75 m2. The broiler house was occupied with 21,476 animals with a mortality rate during the production cycle less than 3 %. The weight gain found in daily basis is expressed in the following equation (R2 = 0.993). 
where d is the n-th day of production cycle and w is the weight gain, in kg [10] . At the beginning of the growing cycle young broilers had a weight of about 0.5 kg, at the end of the growing cycle mature broilers had a weight of about 2.9 kg each. The broilers were kept indoors during the first 35 days; then two trap doors (length and height of 2 m and 0.53 m respectively) were opened to give the chickens access to a backyard during the day (9:00h to 17:00h).
Two types of neural networks were tested, first a static multilayer feedforward perceptron with one hidden layer and backpropagation algorithm The activation function used is expressed in (2):
Equation (2) is mathematically equivalent to hyperbolic tangent function (tanh(n)). It differs in that it runs faster than the MATLAB implementation of hyperbolic tangent function (tanh), the results can have very small numerical differences. This function is a good tradeoff for neural networks, where speed is important and the exact shape of the transfer function is not [11] . The training set size and the hidden layer size are tied together. For the ANN's architecture, only a single hidden layer is used. The dynamic neural network used in this work was the Layered Digital Neural Network (LDNN). was built with two delays in the input layer and two delays in the output layer, two hidden layers with three and two hidden nodes, the number of iterations was variable to find a good performance.
In both models static and dynamic, the input nodes receive an input vector, this input vector is composed of Julian day, windows opening, maximum, average and minimum temperature, maximum, average and minimum relative humidity, maximum, average and minimum absolute humidity, wind velocity, the output is the weight growth rate of the broilers as displayed in figure 3 .
Three methodologies were applied to find out the number of nodes in the hidden layer, the first one was proposed by Hecht-Nielsen (h = 2n + 1) cited in Kůrková [11] ; the second methodology was developed by Masters [4] (h = √mn); finally an additional intermedia criteria was applied (h = n); where n is the number of variables in the input layer, m number of variables in the output layer, in our case m = 1.
The artificial neural networks models generated were compared and the best were selected, based on their largest efficiency, lowest mean square error (MSE), as well as on the other statistical performance parameters described below.
Evaluation of the Model
The most widely used measure according to Wallach et al. [12] is the mean squared error (MSE), defined as:
where is the measured value, ̂ is the corresponding simulated value, and n the number of measurements.
The mean absolute error (MAE) is expressed in (4):
MAE has advantages over MSE if the objective is simply to examine the overall model error.
Model efficiency is defined as:
If the model is perfect then = ̂ for each i and EF= 1. If one uses the average of observed values as the predictor for every case ̂= ̅ for all i the EF= 0. A model that is a worse predictor than the average of observed values will have EF= 0 [12] .
Sensitivity analysis
A sensitivity analysis was performed in the dynamic model to evaluate the importance of each input variable. One of the most important methods in sensitivity analysis is the backward stepwise method, it consists of step by step adding or rejecting one input variable and examining the effect on the output results. Based on the changes in performance measurements, a largest value in MSE, or a small value for efficiency, due to one input omission shows the most important input variable [13] . 
Results
The total data patterns available were 3500, the data was divided randomly, 2500 data patterns were used for training validation and testing and 1000 data patterns for simulation which correspond to 137.29 Julian days. First the feedforward NN was implemented for the three cases of the number of nodes. The results are summarized in Table 1 , Fig.4 and Fig.5 . The performance of the static neural network is very poor especially when the first criterion is applied. The other two cases have better performance but still their efficiencies are less than 0.5. A Dynamic Artificial Neural Network (DANN) was chosen because of its memory association and learning capability with sequential and time-varying patterns, which is most likely the biological situation [13] . Table 2 , Fig. 6 and Fig. 7 displays a summary of the performance of the LDNN for different iterations. Only with 20 iterations was enough to reach an efficiency equal to one.
It is clear the superiority of the dynamic network in comparison to the static. A sensitivity analysis was performed for each input variable and results are shown in Table 3 . The first row, second column of Table 3 display the efficiency of the model when all input variables are taken into account. The last column of Table 3 Real Simulated negative efficiency when Julian day is rejected from the set of input variables, meaning that this is the most important input variable in the model. The efficiency decrease to 0.9875 when relative humidity is not in the model, which makes it the second most important variable. When windows opening or temperature are removed from the variables set the efficiency decrease to 0.9885, meaning that these two variables have the same importance in the model. Given the high importance of the Julian day for the prediction, a run of the LDNN was implemented having only this input variable. Results for 50 iterations are shown in Table 4 .
Conclusions
In this study two types of Neural Networks are compared for simulation of the growth weight rate for the broiler production in an experimental station in France, a feedforward static neural network, and the Layered Digital NN (LDNN) which is a dynamic NN with recurrent connections and delays in the inputs and output. The input nodes were Julian day, windows opening, maximum, average and minimum temperature, maximum, average and minimum relative humidity, maximum, average and minimum absolute humidity, wind velocity. The best static model reach an efficiency less than 0.5. Some of the arguments of using dynamic neural networks is that each iteration is more complicated because of gradient calculations; however in this particular case only with 20 iterations an efficiency equal to one is reached in training validation and testing and very close to one in the simulation.
Also, the sensitivity analysis shows that the most important input variable for the prediction of broiler growth rate is the Julian day, so the simulation was performed using only this variable and the results showed the superiority of the LDNN compared with static NN. The outcomes out of this model can be applied for prediction of the broiler growth rate using only the Julian day.
