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TEN MISCONCEPTIONS FROM THE HISTORY OF
ANALYSIS AND THEIR DEBUNKING
PIOTR B LASZCZYK0, MIKHAIL G. KATZ, AND DAVID SHERRY
Abstract. The widespread idea that infinitesimals were “elimi-
nated” by the “great triumvirate” of Cantor, Dedekind, and Weier-
strass, is refuted by an uninterrupted chain of work on infinitesimal-
enriched number systems. The elimination claim is an oversimpli-
fication created by triumvirate followers, who tend to view the his-
tory of analysis as a pre-ordained march toward the radiant future
of Weierstrassian epsilontics. In the present text, we document dis-
tortions of the history of analysis stemming from the triumvirate
ideology of ontological minimalism, which identified the continuum
with a single number system. Such anachronistic distortions char-
acterize the received interpretation of Stevin, Leibniz, d’Alembert,
Cauchy, and others.
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1. Introduction
Here are some common claims. The founders of infinitesimal calculus
were working in a vacuum caused by an absence of a satisfactory num-
ber system. The incoherence of infinitesimals was effectively criticized
by Berkeley as so much hazy metaphysical mysticism. D’Alembert’s
visionary anticipation of the rigorisation of analysis was ahead of his
time. Cauchy took first steps toward replacing infinitesimals by rigor
and epsilontics, in particular giving a modern definition of continuity.
Cauchy’s false 1821 version of the “sum theorem” was corrected by
him in 1853 by adding the hypothesis of uniform convergence. Weier-
strass finally rigorized analysis and thereby eliminated infinitesimals
from mathematics. Dedekind discovered “the essence of continuity”,
which is captured by his cuts. One of the spectacular successes of the
rigorous analysis was the mathematical justification of Dirac’s “delta
functions”. Robinson developed a new theory of infinitesimals in the
1960s, but his approach has little to do with historical infinitesimals.
Lakatos pursued an ideological agenda of Kuhnian relativism and fal-
libilism, inapplicable to mathematics.
Each of the above ten claims is in error, as we argue in the next ten
sections (cf. Crowe [31]).
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Figure 1. Pair of parallel conceptions of the continuum
(the thickness of the top line is merely conventional). The
“thick-to-thin” vertical arrow “st” represents taking the
standard part (see Appendix A for details).
The historical fact of the dominance of the view of analysis as being
based on the real numbers to the exclusion of infinitesimals, is beyond
dispute. One could ask oneself why this historical fact is so; some au-
thors have criticized mathematicians for adhering to an approach that
others consider less appropriate. In the present text, we will not be
concerned with either of these issues. Rather, we will be concerned
with another issue, namely, why is it that traditional historical schol-
arship has been inadequate in indicating that alternative views have
been around. We will also be concerned with documenting instances of
tendentious interpretation and the attendant distortion in traditional
evaluation of key figures from mathematical history.
Felix Klein clearly acknowledged the existence of a parallel, infin-
itesimal approach to foundations. Having outlined the developments
in real analysis associated with Weierstrass and his followers, Klein
pointed out in 1908 that
The scientific mathematics of today is built upon the
series of developments which we have been outlining.
But an essentially different conception of infinitesimal
calculus has been running parallel with this [conception]
through the centuries (Klein [87, p. 214]).
Such a different conception, according to Klein, “harks back to old
metaphysical speculations concerning the structure of the continuum
according to which this was made up of [. . . ] infinitely small parts”
(ibid.). The pair of parallel conceptions of analysis are illustrated in
Figure 1.
A comprehensive re-evaluation of the history of infinitesimal calcu-
lus and analysis was initiated by Katz & Katz in [76], [77], and [78].
Briefly, a philosophical disposition characterized by a preference for
a sparse ontology has dominated the historiography of mathematics
for the past 140 years, resulting in a systematic distortion in the in-
terpretation of the historical development of mathematics from Stevin
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(see [78]) to Cauchy (see [77] and Borovik & Katz [19]) and beyond.
Taken to its logical conclusion, such distortion can assume comical pro-
portions. Thus, Newton’s eventual successor in the Lucasian chair of
mathematics, Stephen Hawking, comments that Cauchy
was particularly concerned to banish infinitesimals (Hawk-
ing [67, p. 639]),
yet on the very same page 639, Hawking quotes Cauchy’s infinitesimal
definition of continuity in the following terms:
the function f(x) remains continuous with respect to x
between the given bounds, if, between these bounds, an
infinitely small increment in the variable always pro-
duces an infinitely small increment in the function itself
(ibid).
Did Cauchy banish infinitesimals, or did he exploit them to define a
seminal new notion of continuity? Similarly, historian J. Gray lists
continuity among concepts Cauchy allegedly defined
using careful, if not altogether unambiguous, limiting
arguments (Gray [65, p. 62]) [emphasis added–authors],
whereas in reality limits appear in Cauchy’s definition only in the sense
of the endpoints of the domain of definition (see [76], [77] for a more de-
tailed discussion). Commenting on ‘Whig’ re-writing of mathematical
history,1 P. Mancosu observed that
the literature on infinity is replete with such ‘Whig’ his-
tory. Praise and blame are passed depending on whether
or not an author might have anticipated Cantor and nat-
urally this leads to a completely anachronistic reading
of many of the medieval and later contributions [114,
p. 626].
The anachronistic idea of the history of analysis as a relentless march
toward the yawning heights of epsilontics is, similarly, our target in the
present text. We outline some of the main distortions, focusing on the
philosophical bias which led to them. The outline serves as a program
for further investigation.
2. Were the founders of calculus working in a numerical
vacuum?
Were the founders of infinitesimal calculus working in a vacuum
caused by an absence of a satisfactory number system?
1Related comments by Grattan-Guinness may be found in the main text at
footnote 25.
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2.1. Stevin, La Disme, and Arithmetique. A century before New-
ton and Leibniz, Simon Stevin (Stevinus) sought to break with an an-
cient Greek heritage of working exclusively with relations among natu-
ral numbers,2 and developed an approach capable of representing both
“discrete” number ( ’αριθµo´ς)3 composed of units (µoνα´δων) and con-
tinuous magnitude (µε´γεθoς) of geometric origin.4 According to van
der Waerden, Stevin’s
general notion of a real number was accepted, tacitly or
explicitly, by all later scientists [151, p. 69].
D. Fearnley-Sander wrote that
the modern concept of real number [...] was essentially
achieved by Simon Stevin, around 1600, and was thor-
oughly assimilated into mathematics in the following
two centuries [48, p. 809].
D. Fowler points out that
Stevin [...] was a thorough-going arithmetizer: he pub-
lished, in 1585, the first popularization of decimal frac-
tions in the West [...]; in 1594, he described an algorithm
for finding the decimal expansion of the root of any poly-
nomial, the same algorithm we find later in Cauchy’s
proof of the Intermediate Value Theorem [54, p. 733].
Fowler [54] emphasizes that important foundational work was yet to
be done by Dedekind, who proved that the field operations and other
arithmetic operations extend from Q to R (see Section 8).5 Meanwhile,
Stevin’s decimals stimulated the emergence of power series (see below)
and other developments. We will discuss Stevin’s contribution to the
Intermediate Value Theorem in Subsection 2.3 below.
In 1585, Stevin defined decimals in La Disme as follows:
Decimal numbers are a kind of arithmetic based on the
idea of the progression of tens, making use of the Arabic
numerals in which any number may be written and by
2The Greeks counted as numbers only 2, 3, 4, . . .; thus, 1 was not a number, nor
are the fractions: ratios were relations, not numbers. Consequently, Stevin had to
spend time arguing that the unit (µoνα´ς) was a number.
3Euclid [45, Book VII, def. 2].
4Euclid [45, Book V]. See also Aristotle’s Categories, 6.4b, 20-23: “Quantity is
either discrete or continuous. [. . . ] Instances of discrete quantities are number and
speech; of continuous, lines, surfaces, solids, and besides these, time and place”.
5Namely, there is no easy way from representation of reals by decimals, to the
field of reals, just as there is no easy way from continuous fractions, another well-
known representation of reals, to operations on such fractions.
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which all computations that are met in business may be
performed by integers alone without the aid of fraction.
(La Disme, On Decimal Fractions, tr. by V. Sanford, in
Smith [139, p. 23]).
By numbers “met in business” Stevin meant finite decimals,6 and by
“computations” he meant addition, subtraction, multiplications, divi-
sion and extraction of square roots on finite decimals.7 Stevin argued
that numbers, like the more familiar continuous magnitudes, can be
divided indefinitely, and used a water metaphor to illustrate such an
analogy:
As to a continuous body of water corresponds a contin-
uous wetness, so to a continuous magnitude corresponds
a continuous number. Likewise, as the continuous body
of water is subject to the same division and separation
as the water, so the continuous number is subject to the
same division and separation as its magnitude, in such
a way that these two quantities cannot be distinguished
by continuity and discontinuity (Stevin, 1585, see [140,
p. 3]; quoted in A. Malet [111]).8
Stevin argued for equal rights in his system for rational and irrational
numbers. He was critical of the complications in Euclid [45, Book X],
and was able to show that adopting the arithmetic as a way of deal-
ing with those theorems made many of them easy to understand and
easy to prove. In his Arithmetique [140], Stevin proposed to represent
all numbers systematically in decimal notation. P. Ehrlich notes that
Stevin’s
viewpoint soon led to, and was implicit in, the analytic
geometry of Rene´ Descartes (1596-1650), and was made
explicit by John Wallis (1616-1703) and Isaac Newton
(1643-1727) in their arithmetizations thereof (Ehrlich
[41, p. 494]).
2.2. Decimals from Stevin to Newton and Euler. Stevin’s text
La Disme on decimal notation was translated into English in 1608 by
Robert Norton (cf. Cajori [23, p. 314]). The translation contains the
first occurrence of the word “decimal” in English; the word will be
6But see Stevin’s comments on extending the process ad infinitum in main text
at footnote 15.
7An algorithmic approach to such operations on infinite decimals was developed
by Hoborski [69], and later in a very different way by Faltin et al. [47].
8See also Naets [119] for an illuminating discussion of Stevin.
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employed by Newton in a crucial passage 63 years later.9 Wallis recog-
nized the importance of unending decimal expressions in the following
terms:
Now though the Proportion cannot be accurately ex-
pressed in absolute Numbers: Yet by continued Approx-
imation it may; so as to approach nearer to it, than any
difference assignable (Wallis’s Algebra, p. 317, cited in
Crossley [30]).
Similarly, Newton exploits a power series expansion to calculate de-
tailed decimal approximations to log(1 + x) for x = ±0.1,±0.2, . . .
(Newton [122]).10 By the time of Newton’s annus mirabilis, the idea
of unending decimal representation was well established. Historian
V. Katz calls attention to “Newton’s analogy of power series to infi-
nite decimal expansions of numbers” (V. Katz [82, p. 245]). Newton
expressed such an analogy in the following passage:
Since the operations of computing in numbers and with
variables are closely similar . . . I am amazed that it has
occurred to no one (if you except N. Mercator with his
quadrature of the hyperbola) to fit the doctrine recently
established for decimal numbers in similar fashion to
variables, especially since the way is then open to more
striking consequences. For since this doctrine in species
has the same relationship to Algebra that the doctrine in
decimal numbers has to common Arithmetic, its opera-
tions of Addition, Subtraction, Multiplication, Division
and Root-extraction may easily be learnt from the lat-
ter’s provided the reader be skilled in each, both Arith-
metic and Algebra, and appreciate the correspondence
between decimal numbers and algebraic terms contin-
ued to infinity . . . And just as the advantage of decimals
consists in this, that when all fractions and roots have
been reduced to them they take on in a certain mea-
sure the nature of integers, so it is the advantage of
9See footnote 12.
10Newton scholar N. Guicciardini kindly provided a jpg of a page from New-
ton’s manuscript containing such calculations, and commented as follows: “It was
probably written in Autumn 1665 (see Mathematical papers 1, p. 134). White-
side’s dating is sometimes too precise, but in any case it is a manuscript that was
certainly written in the mid 1660s when Newton began annotating Wallis’s Arith-
metica Infinitorum” [66]. The page from Newton’s manuscript can be viewed at
http://u.math.biu.ac.il/~katzmik/newton.html
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infinite variable-sequences that classes of more compli-
cated terms (such as fractions whose denominators are
complex quantities, the roots of complex quantities and
the roots of affected equations) may be reduced to the
class of simple ones: that is, to infinite series of fractions
having simple numerators and denominators and with-
out the all but insuperable encumbrances which beset
the others (Newton 1671, [121]).11
In this remarkable passage dating from 1671, Newton explicitly names
infinite decimals as the source of inspiration for the new idea of infinite
series.12 The passage shows that Newton had an adequate number
system for doing calculus and real analysis two centuries before the
triumvirate.13
In 1742, John Marsh first used an abbreviated notation for repeating
decimals (Marsh [116, p. 5], cf. Cajori [23, p. 335]). Euler exploits
unending decimals in his Elements of Algebra in 1765, as when he
sums an infinite series and concludes14 that 9.999 . . . = 10 (Euler [46,
p. 170]).
2.3. Stevin’s cubic and the IVT. In the context of his decimal
representation, Stevin developed numerical methods for finding roots
of polynomials equations. He described an algorithm equivalent to
finding zeros of polynomials (see Crossley [30, p. 96]). This occurs in
a corollary to problem 77 (more precisely, LXXVII) in (Stevin [141,
p. 353]). Here Stevin describes such an argument in the context of
finding a root of the cubic equation (which he expresses as a proportion
to conform to the contemporary custom)
x3 = 300x+ 33915024.
11We are grateful to V. Katz for signaling this passage.
12See footnote 9.
13The expression “the great triumvirate” is used by Boyer [21, p. 298] to describe
Cantor, Dedekind, and Weierstrass.
14This could be compared with Peirce’s remarks. Over a century ago, Charles
Sanders Peirce wrote with reference to 1−‘0.999 . . .’: “although the difference, being
infinitesimal, is less than any number [one] can express[,] the difference exists all
the same, and sometimes takes a quite easily intelligible form” (Peirce [125, p. 597];
see also S. Levy [102, p. 130]). Levy mentions Peirce’s proposal of an alternative
notation for “equality up to an infinitesimal”. The notation Peirce proposes is
the usual equality sign with a dot over it, like this: “=˙”. See also main text at
footnote 46.
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Here the whimsical coefficient seems to have been chosen to empha-
size the fact that the method is completely general; Stevin notes fur-
thermore that numerous addional examples can be given. A textual
discussion of the method may be found in Struik [142, p. 476].
Centuries later, Cauchy would prove the Intermediate Value Theo-
rem (IVT) for a continuous function f on an interval I by a divide-
and-conquer algorithm. Cauchy subdivided I into m equal subinter-
vals, and recursively picked a subinterval where the values of f have
opposite signs at the endpoints (Cauchy [24, Note III, p. 462]). To
elaborate on Stevin’s argument following [142, §10, p. 475-476], note
that what Stevin similarly described a divide-and-conquer algorithm.
Stevin subdivides the interval into ten equal parts, resulting in a gain of
a new decimal digit of the solution at every iteration of his procedure.
Stevin explicitly speaks of continuing the iteration ad infinitum:15
Et procedant ainsi infiniment, l’on approche infiniment
plus pres au requis (Stevin [141, p. 353, last 3 lines]).
Who needs existence proofs for the real numbers, when Stevin gives
a procedure seeking to produce an explicit decimal representation of
the solution? The IVT for polynomials would resurface in Lagrange
before being generalized by Cauchy to the newly introduced class of
continuous functions.16
One frequently hears sentiments to the effect that the pre-triumvirate
mathematicians did not and could not have provided rigorous proofs,
since the real number system was not even built yet. Such an attitude
is anachronistic. It overemphasizes the significance of the triumvirate
project in an inappropriate context. Stevin is concerned with con-
structing an algorithm, whereas Cantor is concerned with developing
a foundational framework based upon the existence of the totality of
the real numbers, as well as their power sets, etc. The latter project
involves a number of non-constructive ingredients, including the axiom
of infinity and the law of excluded middle. But none of it is needed for
Stevin’s procedure, because he is not seeking to re-define “number” in
terms of alternative (supposedly less troublesome) mathematical ob-
jects.
Why do many historians and mathematicians of today emphasize the
great triumvirate’s approach to proofs of the existence of real numbers,
at the expense, and almost to the exclusion, of Stevin’s approach?
Can this be understood in the context of the ideological foundational
15Cf. footnote 6.
16See further in footnote 27.
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battles raging at the end of 19th and beginning of 20th century? These
questions merit further scrutiny.
3. Was Berkeley’s criticism coherent?
Was Berkeley’s criticism of infinitesimals as so much hazy metaphys-
ical mysticism, either effective or coherent?
D. Sherry [134] dissects Berkeley’s criticism of infinitesimal calculus
into its metaphysical and logical components, as detailed below.
3.1. Logical criticism. The logical criticism is the one about the dis-
appearing dx. Here we have a ghost: dx 6= 0, but also a departed
quantity: dx = 0 (in other words eating your cake: dx = 0 and having
it, too: dx 6= 0).
Thus, Berkeley’s logical criticism of the calculus is that the evanes-
cent increment is first assumed to be non-zero to set up an algebraic
expression, and then treated as zero in discarding the terms that con-
tained that increment when the increment is said to vanish.17
The fact is that Berkeley’s logical criticism is easily answered within a
conceptual framework available to the founders of the calculus. Namely,
the rebuttal of the logical criticism is that the evanescent increment is
not treated as zero, but, rather, merely discarded through an applica-
tion of Leibniz’s law of homogeneity (see Leibniz [101, p. 380]) and Bos
[20, p. 33]), which would stipulate, for instance, that
a + dx pq a. (3.1)
Here we chose the sign pq which was already used by Leibniz where we
would use an equality sign today (see McClenon [117, p. 371]). The law
is closely related to the earlier notion of adequality found in Fermat.
Adequality is the relation of being infinitely close, or being equal “up
to” an infinitesimal. Fermat exploited adequality when he sought a
maximum of an expression by evaluating expression at A + E and
at A, and forming the difference. In modern notation this would appear
as f(A+E)−f(A) (note that Fermat did not use the function notation).
17Given Berkeley’s fame among historians of mathematics for allegedly spotting
logical flaws in infinitesimal calculus, it is startling to spot circular logic at the root
of Berkeley’s own doctrine of the compensation of errors. Indeed, Berkeley’s new,
improved calculation of the derivative of x2 in The Analyst [15] relies upon the
determination of the tangent to a parabola due to Apollonius of Perga [4, Book I,
Theorem 33] (see Andersen [2]).
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Figure 2. Zooming in on infinitesimal ε (see Appendix A
for details)
Huygens already interpreted the “E” occurring in this expression in the
method of adequality, as an infinitesimal.18
Ultimately, the heuristic concepts of adequality (Fermat) and law of
homogeneity (Leibniz) were implemented in terms of the standard part
function (see Figure 2).
In a passage typical of post-Weierstrassian scholarship, Kleiner and
Movshovitz-Hadar note that
Fermat’s method was severely criticized by some of his
contemporaries. They objected to his introduction and
subsequent suppression of the mysterious E. Dividing
by E meant regarding it as not zero. Discarding E
implied treating it as zero. This is inadmissible, they
rightly claimed. In a somewhat different context, but
with equal justification, . . . Berkeley in the 18th cen-
tury would refer to such E’s as ‘the ghosts of departed
quantities’ ” [88, p. 970] [emphasis added–authors].
However, Fermat scholar P. Strømholm already pointed out in 1968
that in Fermat’s main method of adequality,
there was never [. . . ] any question of the variation E
being put equal to zero. The words Fermat used to
express the process of suppressing terms containing E
was “elido”, “deleo”, and “expungo”, and in French
“i’efface” and “i’oˆte”. We can hardly believe that a
18Huygens explained Fermat’s method of adequality in a presentation at the
Acade´mie des Sciences in 1667. Huygens noted that “E′′ is an “infinitely small
quantity” (see Huygens [73]). See also Andre´ Weil [152, p. 1146], [153, p. 28].
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sane man wishing to express his meaning and searching
for words, would constantly hit upon such tortuous ways
of imparting the simple fact that the terms vanished be-
cause E was zero (Strømholm [143, p. 51]).
Thus, Fermat planted the seeds of the answer to the logical criticism
of the infinitesimal, a century before George Berkeley ever lifted up his
pen to write The Analyst .
The existence of two separate binary relations, one “equality” and
the other, “equality up to an infinitesimal”, was already known to
Leibniz (see E. Knobloch [89, p. 63] and Katz and Sherry [80] for more
details).
3.2. Metaphysical criticism. Berkeley’s metaphysical criticism tar-
gets the absence of any empirical referent for “infinitesimal”. The
metaphysical criticism has its roots in empiricist dogma that every
meaningful expression or symbol must correspond to an empirical en-
tity.19 Ironically, Berkeley accepts many expressions lacking an empir-
ical referent, such as ‘force’, ‘number’, or ‘grace’, on the grounds that
they have pragmatic value. It is a glaring inconsistency on Berkeley’s
part not to have accepted “infinitesimal” on the same grounds (see
Sherry [135]).
It is even more ironic that over the centuries, mathematicians were
mainly unhappy with the logical aspect, but their criticisms mainly tar-
geted what they perceived as the metaphysical/mystical aspect. Thus,
Cantor attacked infinitesimals as being “abominations” (see Ehrlich
[42]); R. Courant described them as “mystical”, “hazy fog”, etc. E. T.
Bell went as far as describing infinitesimals as having been
• slain [10, p. 246],
• scalped [10, p. 247], and
• disposed of [10, p. 290]
by the cleric of Cloyne (see Figure 3). Generally speaking, one does not
slay either scientific concepts or scientific entities. Bellicose language
of this sort is a sign of commitments that are both emotional and
ideological.
4. Were d’Alembert’s anticipations ahead of his time?
Were d’Alembert’s mathematical anticipations ahead or behind his
time?
19The interplay of empiricism and nominalism in Berkeley’s thought is touched
upon by D. Sepkoski [133, p. 50].
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Figure 3. George’s attempted slaying of the infinitesimal,
following E. T. Bell and P. Uccello. Uccello’s creature is
shown as inhabiting an infinitesimal neighborhood of 0,
cf. Figure 2.
One aspect of d’Alembert’s vision as expressed in his article for the
Encyclopedie on irrational numbers, is that irrational numbers do not
exist. Here d’Alembert uses terms such as “surds” which had already
been rejected by Simon Stevin two centuries earlier (see Section 2).
From this point of view, d’Alembert is not a pioneer of the rigorisa-
tion of analysis in the 19th century, but on the contrary, represents
a throwback to the 16th century. D’Alembert’s attitude toward irra-
tional numbers sheds light on the errors in his proof of the fundamental
theorem of algebra;20 indeed, in the anemic number system envisioned
by d’Alembert, numerous polynomials surely fail to have roots.
D’Alembert used the term “charlatanerie” to describe infinitesimals
in his article Diffe´rentiel [33]. D’Alembert’s anti-infinitesimal vitriol
is what endears him to triumvirate scholars, for his allegedly visionary
remarks concerning the centrality of the limit concept fall short of what
is already found in Newton.21 He never went beyond a kinetic notion
of limit, so as to obtain the epsilontic version popularized in the 1870s.
20D’Alembert’s error was first noticed by Gauss, who gave some correct proofs,
though S. Smale argues his first proof was incomplete [138]. See Baltus [8] for a
detailed study of d’Alembert’s proof.
21See Pourciau [126] who argues that Newton possessed a clear kinetic conception
of limit (Sinaceur [136] and Barany [9] argue that Cauchy’s notion of limit was
kinetic, rather than a precursor of a Weierstrassian notion of limit). Pourciau
cites Newton’s lucid statement to the effect that “Those ultimate ratios . . . are not
actually ratios of ultimate quantities, but limits . . . which they can approach so
closely that their difference is less than any given quantity. . . ” (Newton, 1946 [123,
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D’Alembert was particularly bothered by the characterisation of in-
finitesimals he found in “the geometers”. He does not explain who
these geometers are, but the characterisation he is objecting to can be
already found in Leibniz and Newton. Namely, the geometers used to
describe infinitesimals as what remains
“not before you pass to the limit, nor after, but at the
very moment of passage to the limit”.
In the context of a modern theory of infinitesimals such as the hyper-
reals (see Appendix A), one could explain the matter in the following
terms. We decompose the procedure of taking the limit of, say, a se-
quence (rn) into two stages:
(i) evaluating the sequence at an infinite hypernatural22 H , to ob-
tain the hyperreal rH ; and
(ii) taking its standard part L = st(rH).
Thus rH is adequal to L, or rH pq L (see formula (3.1)), so that we
have lim
n→∞
rn = L. In this sense, the infinitesimals exist “at the mo-
ment” of taking the limit, namely between the stages (i) and (ii).
Felscher [51] describes d’Alembert as “one of the mathematicians
representing the heroic age of calculus” [51, p. 845]. Felscher buttresses
his claim by a lengthy quotation concerning the definition of the limit
concept, from the article Limite from the Encyclope´die ou Dictionnaire
Raisonne´ des Sciences, des Arts et des Me´tiers :
On dit qu’une grandeur est la limite d’une autre grandeur,
quand la seconde peut approcher de la premie`re plus
pre`s que d’une grandeur donne´e, si petite qu’on la puisse
supposer, sans pourtant que la grandeur qui approche,
puisse jamais surpasser la grandeur dont elle approche;
ensorte que la diffe´rence d’une pareille quantite´ a` sa lim-
ite est absolument inassignable (Encyclope´die, volume 9
from 1765, page 542).
One recognizes here a kinetic definition of limit already exploited by
Newton.23 Even if we do attribute visionary status to this passage
as many historians seem to, the fact remains that d’Alembert didn’t
write it. Felscher overlooked the fact that the article Limite was written
by two authors. In reality, the above passage defining the concept of
“limit” (as well as the two propositions on limits) did not originate
p. 39] and 1999 [124, p. 442]). The same point, and the same passage from Newton,
appeared a century earlier in Russell [130, item 316, p. 338-339].
22See main text at footnote 39.
23See footnote 21 on Pourciau’s analysis.
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with d’Alembert, but rather with the encyclopedist Jean-Baptiste de
La Chapelle. De la Chapelle was recruited by d’Alembert to write
270 articles for the Encyclope´die. The section of the article containing
these items is signed (E) (at bottom of first column of page 542), known
to be de La Chapelle’s “signature” in the Encyclopedie. Felscher had
already committed a similar error of attributing de la Chapelle’s work
to d’Alembert, in his 1979 work [50].24 Note that Robinson [128, p. 267]
similarly misattributes this passage to d’Alembert.
5. Did Cauchy replace infinitesimals by rigor?
Did Cauchy take first steps toward replacing infinitesimals by rigor,
and did he give an epsilontic definition of continuity?
A claim to the effect that Cauchy was a fore-runner of the epsilonti-
sation of analysis is routinely recycled in history books and textbooks.
To put such claims in historical perspective, it may be useful to recall
Grattan-Guinness’s articulation of a historical reconstruction project
in the name of H. Freudenthal [56], in the following terms:
it is mere feedback-style ahistory to read Cauchy (and
contemporaries such as Bernard Bolzano) as if they had
read Weierstrass already. On the contrary, their own
pre-Weierstrassian muddles25 need historical reconstruc-
tion [64, p. 176].
5.1. Cauchy’s definition of continuity. It is often claimed that
Cauchy gave an allegedly “modern”, meaning epsilon-delta, definition
of continuity. Such claims are anachronistic. In reality, Cauchy’s defini-
tion is an infinitesimal one. His definition of the continuity of y = f(x)
takes the following form: an infinitesimal x-increment gives rise to an
infinitesimal y-increment (see [24, p. 34]). The widespead misconcep-
tion that Cauchy gave an epsilontic definition of continuity is analyzed
in detail in [76].
Cauchy’s primary notion is that of a variable quantity . The mean-
ing he attached to the latter term in his Cours d’Analyse in 1821 is
generally agreed to have been a sequence of discrete values. He defines
infinitesimals in terms of variable quantities, by specifying that a vari-
able quantity tending to zero becomes an infinitesimal. He similarly
defines limits in terms of variable quantities in the following terms:
24We are grateful to D. Spalt for the historical clarification concerning the au-
thorship of the Limite article in the Encyclopedie.
25Grattan-Guinness’s term “muddle” refers to an irreducible ambiguity of his-
torical mathematics such as Cauchy’s sum theorem of 1821. See footnote 1 for a
related comment by Mancosu.
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lorsque les valeurs successivement attribue´es a` une meˆme
variable s’approche inde´finiment d’une valeur fixe de
manie`re a` finir par en diffe´rer aussi peu que l’on voudra
cette dernie`re est appele´e limite de toutes les autres
(Cauchy [24, p. 4]).
Cauchy’s definition is patently a kinetic, not an epsilontic, defini-
tion of limit, similar to Newton’s.26 While epsilontic-style formulations
do occasionally appear in Cauchy (though without Bolzano’s proper
attention to the order of the quantifiers), they are not presented as
definitions but rather as consequences, and at any rate never appear
in the context of the property of the continuity of functions.
Thus, Grabiner’s famous essay Who gave you the epsilon? Cauchy
and the origins of rigorous calculus cites a form of an epsilon-delta
quantifier technique used by Cauchy in a proof:
Let ǫ, δ be two very small numbers; the first is chosen
so that for all numerical [i.e., absolute] values of h less
than δ, and for any value of x included [in the interval of
definition], the ratio (f(x+ h)− f(x))/h will always be
greater than f ′(x)− ǫ and less than f ′(x) + ǫ (Grabiner
[63, p. 185] citing Cauchy).
Grabiner describes such an epsilon-delta technique as “the algebra of
inequalities”. The thrust of her argument is that Cauchy sought to
establish a foundation for analysis based on the algebra of inequali-
ties. Is this borne out by the evidence she presents? Let us consider
Grabiner’s evidence:
Cauchy gave essentially the modern definition of con-
tinuous function, saying that the function f(x) is con-
tinuous on a given interval if for each x in that inter-
val “the numerical [i.e., absolute] value of the differ-
ence f(x + α) − f(x) decreases indefinitely with α [63,
p. 190].
Is this “essentially the modern definition of continuity”, as Grabiner
claims? Hardly so. Cauchy’s definition is a blend of a kinetic (rather
than epsilontic) and an infinitesimal approach. Grabiner fails to men-
tion three essential items:
• Cauchy prefaces the definition she cited, by describing his α as
an infinitely small increment :
26See footnote 21.
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Si, en partant d’une valeur de x . . . on attribue a` la
variable x un accroissement infiniment petit α . . . ”
(Cauchy [24, p. 34]) [emphasis added–the authors];
• Cauchy follows this definition by another, italicized , definition,
where both α and the difference f(x+ α)− f(x) are described
as being infinitesimal : if the former is infinitesimal, then so is
the latter;
• Infinitesimals provide a method for calculating limits, whereas
epsilon, delta methods require the answer in advance (see Madi-
son and Stroyan [109, p. 497]).
The advantage of infinitesimal definitions, such as those found in
Cauchy, is their covariant nature (cf. Lutz et al. [105]). Whereas in the
epsilontic approach one needs to work one’s way backwards from the
value of the limit, in the infinitesimal approach one can proceed from
the original expression, simplify it, and eventually arrive at the value
of the limit. This indicates that the two approaches work in opposite
directions. The infinitesimal calculation goes with the natural flow of
our reasoning, whereas the epsilontic one goes in the opposite direction.
Notice, for example, that delta corresponds to the independent variable
even though the value of delta depends on our choice of epsilon, which
corresponds to the dependent variable. The infinitesimal calculation,
in contrast, begins with the the independent variable and computes
from that the value of the dependent variable.
5.2. Cauchy’s intermediate value theorem. Did Cauchy exploit
epsilon-delta techniques in building foundations for analysis? Let us
examine Grabiner’s evidence. She claims that, in Cauchy’s proof of the
intermediate value theorem (IVT),
we have the algebra of inequalities providing a technique
which Cauchy transformed from a tool of approximation
to a tool of rigor (Grabiner [63, p. 191]).
Yet Grabiner’s treatment of Cauchy’s proof of the IVT in [63, p. 190]
page offers no evidence that Cauchy employed an epsilon-delta tech-
nique.27
An examination of Cauchy’s proof in his Note III reveals that, on the
contrary, it is closely tied to Cauchy’s infinitesimal definition of continu-
ity. Thus, Cauchy constructs an increasing sequence and a decreasing
sequence, denoted respectively xn and X
(n) (Cauchy [24, p. 462]) with
27Grabiner further attributes to Lagrange the polynomial case of Cauchy’s
divide-and-conquer argument in the proof of the IVT, whereas we saw in Sub-
section 2.3 that Stevin did this two centuries before Lagrange (see main text at
footnote 16).
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a common limit a, such that f has opposite sign at the corresponding
pairs of points. Cauchy concludes that the values of f at the respective
sequences converge to a common limit f(a). Being both nonpositive
and nonnegative, the common limit f(a) must vanish.
Koetsier [90] speculates that Cauchy may have hit upon his con-
cept of continuity by analyzing his proof of the IVT (perhaps in the
case of polynomials). The evidence is compelling: even though Cauchy
does not mention infinitesimals in his Note III, (xn) and
(
X(n)
)
are
recognizably variable quantities differing by an infinitesimal from the
constant quantity a. By Cauchy’s definition of continuity, (f(xn)) and(
f
(
X(n)
))
must similarly differ from f(a) by an infinitesimal. Con-
trary to Grabiner’s claim, a close examination of Cauchy’s proof of the
IVT reveals no trace of epsilon-delta. Following Koetsier’s hypothesis,
it is reasonable to place it, rather, in the infinitesimal strand of the
development of analysis, rather than the epsilontic strand.
After constructing the lower and upper sequences, Cauchy does write
that the values of the latter “finiront par differer de ces premiers valeurs
aussi peu que l’on voudra”. That may sound a little bit epsilon/delta.
Meanwhile, Leibniz uses language similar to Cauchy’s:
Whenever it is said that a certain infinite series of num-
bers has a sum, I am of the opinion that all that is
being said is that any finite series with the same rule
has a sum, and that the error always diminishes as the
series increases, so that it becomes as small as we would
like [“ut fiat tam parvus quam velimus”] (Leibniz [99,
p. 99]).
Cauchy used epsilontics if and only if Leibniz did, over a century before
him.
5.3. Cauchy’s influence. The exaggerated claims of a Cauchy prove-
nance for epsilontics found in triumvirate literature go hand-in-hand
with neglect of his visionary role in the development of infinitesimals at
the end of the 19th century. In 1902, E. Borel [17, p. 35-36] elaborated
on Paul du Bois-Reymond’s theory of rates of growth, and outlined a
general “theory of increase” of functions, as a way of implementing an
infinitesimal-enriched continuum. In this text, Borel specifically traced
the lineage of such ideas to a 1829 text of Cauchy’s [27] on the rates
of growth of functions (see Fisher [52, p. 144] for details). In 1966,
A. Robinson pointed out that
Following Cauchy’s idea that an infinitely small or in-
finitely large quantity is associated with the behavior
TEN MISCONCEPTIONS AND THEIR DEBUNKING 19
of a function f(x), as x tends to a finite value or to
infinity, du Bois-Reymond produced an elaborate the-
ory of orders of magnitude for the asymptotic behavior
of functions . . . Stolz tried to develop also a theory of
arithmetical operations for such entities [128, p. 277-
278].
Robinson traces the chain of influences further, in the following terms:
It seems likely that Skolem’s idea to represent infinitely
large natural numbers by number-theoretic functions
which tend to infinity (Skolem [1934]),28 also is related
to the earlier ideas of Cauchy and du Bois-Reymond
[128, p. 278].
One of Cantor’s beˆtes noires was the neo-Kantian philosopher Hermann
Cohen (1842–1918) (see also Mormann [118]), whose fascination with
infinitesimals elicited fierce criticism by both Cantor and B. Russell.
Yet at the end of the day, A. Fraenkel (of Zermelo–Fraenkel fame)
wrote:
my former student Abraham Robinson had succeeded in
saving the honour of infinitesimals - although in quite a
different way than Cohen and his school had imagined
(Fraenkel [55, p. 107]).
6. Was Cauchy’s 1821 “sum theorem” false?
Was Cauchy’s 1821 “sum theorem” false, and what did he add in
1853?
As discussed in Section 5, Cauchy’s definition of continuity is ex-
plicitly stated in terms of infinitesimals: “an infinitesimal x-increment
gives rise to an infinitesimal y-increment”. Boyer [21, p. 282] declares
that Cauchy’s 1821 definition is “to be interpreted” in the framework
of the usual “limits”, at a point of an Archimedean continuum. Tradi-
tional historians typically follow Boyer’s lead.
But when it comes to Cauchy’s 1853 modification of the hypothesis
of the “sum theorem”29 in (Cauchy [28]), some historians declare that it
28The reference is to Skolem’s 1934 work [137]. The evolution of modern in-
finitesimals is traced in more detail in Table 1 and in Borovik et al. [19].
29The assertion of the theorem is the continuity of the sum of a convergent series
of continuous functions, with the italicized term requiring clarification. Modern
versions of the theorem require a hypothesis uniform convergence. The nature of
the hypothesis Cauchy himself had in mind is hotly disputed (see Borovik & Katz
[19] as well as [77]).
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is to be interpreted as adding the hypothesis of “uniform convergence”
(see e.g., Lu¨tzen [107, p. 183-184]). Are Boyer and Lu¨tzen compatible?
Note that an epsilontic definition (in the context of an Archimedean
continuum) of the uniform convergence of a sequence 〈fn : n ∈ N〉 to f
necessarily involves a pair of variables x, n (where x ranges through the
domain of f and n ranges through N), rather than a single variable:
we need a formula of the sort
∀n ∈ N ∀x (n > n0 =⇒ |fn(x)− f(x)| < ǫ) (6.1)
(prefaced by the usual clause “ (∀ǫ > 0) (∃n0 ∈ N) ”). Now Cauchy’s
1853 modification of the hypothesis is stated in terms of a single vari-
able x, rather than a pair of variables x, n. Namely, Cauchy specified
that the condition of convergence should hold “always”. The meaning
of the term “always” becomes apparent only in the course of the proof,
when Cauchy gives an explicit example of evaluating at an infinitesimal
generated by the sequence x = 1/n. Thus the term “always” involves
adding extra values of x at which the convergence condition must be
satisfied (see Br˚ating [22] and Katz & Katz [77]).
Cauchy’s approach is based on two assumptions which can be stated
in modern terminology as follows:
(1) when you have a closed expression for a function, then its values
at “variable quantities” (such as x = 1
n
) are calculated by using
the same closed expression as at real values;
(2) to evaluate a function at a variable quantity generated by a
sequence, one evaluates term-by-term.
Cauchy’s strengthened condition amounts to requiring the error rn(x) =
f(x)− fn(x) to become infinitesimal:
if x infinitesimal then rn(x) infinitesimal, (6.2)
which in the case of x given by (1/n) translates into the requirement
that rn(1/n) tends to zero.
An epsilontic interpretation (in the context of an Archimedean con-
tinuum) of Cauchy’s 1821 and 1853 texts is untenable, as it necessitates
a pair of variables as in (6.1), where Cauchy only used a single one,
namely x, but one drawn from a “thicker” continuum including in-
finitesimals. Namely, Cauchy draws the points to be evaluated at from
an infinitesimal-enriched continuum.
We will refer to an infinitesimal-enriched continuum as a Bernoullian
continuum, or a “B-continuum” for short, in an allusion to Johann
Bernouilli.30
30Bernoulli was the first to use infinitesimals in a systematic fashion as a foun-
dational concept, Leibniz himself having employed both a syncategorematic and a
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A null sequence such as 1/n “becomes” an infinitesimal, in Cauchy’s
terminology. Evaluating at points of a Bernoullian continuum makes it
possible to express uniform convergence in terms of a single variable x
rather than a pair (x, n).
Once one acknowledges that there are two variables in the traditional
epsilontic definition of uniform continuity and uniform convergence, it
becomes untenable to argue that the condition Cauchy introduced was
epsilontic uniform convergence. A historian who describes Cauchy’s
condition as uniform convergence, must acknowledge that the definition
involves an infinitesimal-enriched continuum, at variance with Boyer’s
interpretation.
In Appendix A, Subsection A.2 we present a parallel distinction be-
tween continuity and uniform continuity, where a similar distinction in
terms of the number of variables is made.
7. Did Weierstrass succeed in eliminating infinitesimals?
Did Weierstrass succeed in eliminating infinitesimals from mathe-
matics?
The persistent idea that infinitesimals have been “eliminated” by the
great triumvirate of Cantor, Dedekind, and Weierstrass was soundly
refuted by Ehrlich [42]. Ehrlich documents a rich and uninterrupted
chain of work on non-Archimedean systems, or what we would call a
Bernoullian continuum. Some key developments in this chain are listed
in Table 1 (see [19] for more details).
The elimination claim can only be understood as an oversimplifica-
tion by Weierstrass’s followers, who wish to view the history of analy-
sis as a triumphant march toward the radiant future of Weierstrassian
epsilontics. Such a view of history is rejected by H. Putnam who com-
ments on the introduction of the methods of the differential and integral
calculus by Newton and Leibniz in the following terms:
If the epsilon-delta methods had not been discovered,
then infinitesimals would have been postulated entities
(just as ‘imaginary’ numbers were for a long time). In-
deed, this approach to the calculus–enlarging the real
number system–is just as consistent as the standard ap-
proach, as we know today from the work of Abraham
Robinson [. . . ] If the calculus had not been ‘justified’
Weierstrass style, it would have been ‘justified’ anyway
(Putnam [127]).
true infinitesimal approach. The pair of approaches in Leibniz are discussed by Bos
[20, item 4.2, p. 55]; see also Appendix A, footnote 38.
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years author contribution
1821 Cauchy Infinitesimal definition of continuity
1827 Cauchy Infinitesimal delta function
1829 Cauchy Defined “order of infinitesimal” in
terms of rates of growth of functions
1852 Bjo¨rling Dealt with convergence at points “in-
definitely close” to the limit
1853 Cauchy Clarified hypothesis of “sum theorem”
by requiring convergence at infinitesi-
mal points
1870-
1900
Stolz, du Bois-
Reymond, Veronese,
and others
Infinitesimal-enriched number systems
defined in terms of rates of growth of
functions
1902 Emile Borel Elaboration of du Bois-Reymond’s
system
1910 G. H. Hardy Provided a firm foundation for du
Bois-Reymond’s orders of infinity
1926 Artin–Schreier Theory of real closed fields
1930 Tarski Existence of ultrafilters
1934 Skolem Nonstandard model of arithmetic
1948 Edwin Hewitt Ultrapower construction of hyperreals
1955  Los´ Proved  Los´’s theorem forshadowing
the transfer principle
1961,
1966
Abraham Robinson Non-Standard Analysis
1977 Edward Nelson Internal Set Theory
Table 1. Timeline of modern infinitesimals from Cauchy
to Nelson.
In short, there is a cognitive bias inherent in a postulation in an in-
evitable outcome in the evolution of a scientific discipline.
The study of cognitive bias has its historical roots in Francis Ba-
con’s proposed classification of what he called idola (a Latin plural)
of several kinds. He described these as things which obstructed the
TEN MISCONCEPTIONS AND THEIR DEBUNKING 23
path of correct scientific reasoning. Of particular interest to us are
his Idola fori (“Illusions of the Marketplace”: due to confusions in the
use of language and taking some words in science to have meaning dif-
ferent from their common usage); and Idola theatri (“Illusions of the
Theater”: the following of academic dogma and not asking questions
about the world), see Bacon [7].
Completeness, continuity, continuum, Dedekind “gaps”: these are
terms whose common meaning is frequently conflated with their techni-
cal meaning. In our experience, explaining infinitesimal-enriched exten-
sions of the reals to an epsilontically trained mathematician typically
elicits a puzzled reaction on her part: “But aren’t the real numbers
already complete by virtue of having filled in all the gaps already?”
This question presupposes an academic dogma, viz., that there is
a single coherent conception of the continuum, and it is a complete,
Archimedean ordered field. This dogma has recently been challenged.
Numerous possible conceptions of the continuum range from S. Fe-
ferman’s predicative conception of the continuum [49], to F. William
Lawvere’s [98] and J. Bell’s conception in terms of an intuitionistic
topos [11], [12], [13].
To illustrate the variety of possible conceptions of the continuum,
note that traditionally, mathematicians have considered at least two
different types of continua. These are Archimedean continua, or A-
continua for short, and infinitesimal-enriched (Bernoulli) continua, or
B-continua for short. Neither an A-continuum nor a B-continuum cor-
responds to a unique mathematical structure (see Table 2). Thus, we
have two distinct implementations of an A-continuum:
• the real numbers (or Stevin numbers),31 in the context of clas-
sical logic (incorporating the law of excluded middle);
• Brouwer’s continuum built from “free-choice sequences”, in the
context of intuitionistic logic.
John L. Bell describes a distinction within the class of an infinitesimal-
enriched B-continuum, in the following terms. Historically, there were
two main approaches to such an enriched continuum, one by Leibniz,
and one by B. Nieuwentijt, who favored nilpotent (nilsquare) infinites-
imals whose squares are zero. Mancosu’s discussion of Nieuwentijt in
[112, chapter 6] is the only one to date to provide a contextual under-
standing of Nieuwentijt’s thought (see also Mancosu and Vailati [115]).
J. Bell notes:
31See Section 2.
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Archimedean Bernoullian
classical Stevin’s
continuum31
Robinson’s
continuum32
intuitionistic Brouwer’s
continuum
Lawvere’s
continuum33
Table 2. Varieties of continua, mapped out according
to a pair of binary parameters: classical/intuitionistic and
Archimedean/Bernoullian.
Leibnizian infinitesimals (differentials) are realized in
[A. Robinson’s] nonstandard analysis,32 and nilsquare
infinitesimals in [Lawvere’s] smooth infinitesimal analy-
sis (Bell [11, 12]).
The latter theory relies on intuitionistic logic.33 An implementation of
an infinitesimal-enriched continuum was developed by P. Giordano (see
[59, 60]), combining elements of both a classical and an intuitionistic
continuum. The Weirstrassian continuum is but a single member of a
diverse family of concepts.
8. Did Dedekind discover the essence of continuity?
Did Dedekind discover “the essence of continuity”, and is such essence
captured by his cuts?
In Dedekind’s approach, the “essence” of continuity amounts to the
numerical assertion that two non-rational numbers should be equal
if and only if they define the same Dedekind cut34 on the rationals.
Dedekind formulated his “essence of continuity” in the context of the
geometric line in the following terms:
If all points of the straight line fall into two classes such
that every point of the first class lies to the left of every
point of the second class, then there exists one and only
one point which produces this division of all points into
32More precisely, the Hewitt- Los´-Robinson continuum; see Appendix A.
33Lawvere’s infinitesimals rely on a category-theoretic framework grounded in
intuitionistic logic (see J. Bell [12]).
34We will ignore the slight technical complication arising from the fact that there
are two ways of defining the Dedekind cut associated with a rational number.
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two classes, this severing of the straight line into two
portions (Dedekind [38, p. 11]).
We will refer to this essence as the geometric essence of continuity.35
Dedekind goes on to comment on the epistemological status of this
statement of the essence of continuity:
[. . . ] I may say that I am glad if every one finds the
above principle so obvious and so in harmony with his
own ideas of a line; for I am utterly unable to adduce
any proof of its correctness, nor has any one the power
(ibid.).
Having enriched the domain of rationals by adding irrationals, num-
bers defined completely by cuts not produced by a rational, Dedekind
observes:
From now on, therefore, to every definite cut there cor-
responds a definite rational or irrational number, and
we regard two numbers as different or unequal always
and only when they correspond to essentially different
cuts (Dedekind [38, p. 15]).
By now, Dedekind postulates that two numbers should be equal “al-
ways and only” [i.e., if and only if] they define identical cuts on the
rational numbers. Thus, Dedekind postulates that there should be
“one and only one” number which produces such a division. Dedekind
clearly presents this as an exact arithmetic analogue to the geometric
essence of continuity. We will refer to such a postulate as the rational
essence of continuity.
Dedekind’s postulation of rational essence is not accompanied by
epistemological worries as was his geometric essence a few pages earlier.
Yet, rational essence entails a suppression of infinitesimals: a pair of
distinct non-rational numbers can define the same Dedekind cut on Q,
such as π and π + h with h infinitesimal; but one cannot have such a
pair if one postulates the rational essence of continuity, as Dedekind
does.
Dedekind’s technical work on the foundations of analysis has been
justly celebrated (see D. Fowler [54]). Whereas everyone before Dedekind
had assumed that operations such as powers, roots, and logarithms can
35Note that the geometric essence of continuity necessarily fails over an ordered
non-Archimedean field F . Thus, defining infinitesimals as elements of F violating
the traditional Archimedean property, we can start with the cut of F into positive
and negative elements, and then modify this cut by assigning all infinitesimals to,
say, the negative side. Such a cut does not correspond to an element of F .
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be performed, he was the first to show how these operations can be de-
fined, and shown to be coherent, in the realm of the real numbers (see
Dedekind [37, §6]).
Meanwhile, the nature of his interpretive speculations about what
does or does not constitute the “essence” of continuity, is a separate
issue. For over a hundred years now, many mathematicians have been
making the assumption that space conforms to Dedekind’s idea of “the
essence of continuity”, which in arithmetic translates into the numer-
ical assertion that two numbers should be equal if and only if they
define the same Dedekind cut on the rationals. Such an assumption
rules out infinitesimals. In the context of the hyperreal number sys-
tem, it amounts to an application of the standard part function (see
Appendix A), which forces the collapse of the entire halo (cluster of
infinitely close, or adequal, points) to a single point.
The formal/axiomatic transformation of mathematics accomplished
at the end of the 19th century created a specific foundational framework
for analysis. Weierstrass’s followers raised a philosophical prejudice
against infinitesimals to the status of an axiom. Dedekind’s “essence
of continuity” was, in essence, a way of steamrolling infinitesimals out
of existence.
In 1977, E. Nelson [120] created a set-theoretic framework (enriching
ZFC) where the usual construction of the reals produces a number
system containing entities that behave like infinitesimals. Thus, the
elimination thereof was not the only way to achieve rigor in analysis
as advertized at the time, but rather a decision to develop analysis in
just one specific way.
9. Who invented Dirac’s delta function?
A prevailing sentiment today is that one of the spectacular successes
of the rigorous analysis was the justification of delta functions, orig-
inally introduced informally by to P. Dirac (1902–1984), in terms of
distribution theory. But was it originally introduced informally by
Dirac?
In fact, Fourier [53] and Cauchy exploited the “Dirac” delta func-
tion over a century earlier. Cauchy defined such functions in terms
of infinitesimals (see Lu¨tzen [106] and Laugwitz [96]). A function of
the type generally attributed to Dirac was specifically described by
Cauchy in 1827 in terms of infinitesimals. More specifically, Cauchy
uses a unit-impulse, infinitely tall, infinitely narrow delta function, as
an integral kernel. Thus, in 1827, Cauchy used infinitesimals in his
definition of a “Dirac” delta function [26, p. 188]. Here Cauchy uses
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infinitesimals α and ǫ, where α is, in modern terms, the “scale pa-
rameter” of the “Cauchy distribution”, whereas ǫ gives the size of the
interval of integration. Cauchy wrote:
Moreover one finds, denoting by α, ǫ two infinitely small
numbers,
1
2
∫ a+ǫ
a−ǫ
F (µ)
α dµ
α2 + (µ− a)2 =
π
2
F (a) (9.1)
(see Cauchy [26, p. 188]). Such a formula extracts the value of a func-
tion F at a point a by integrating F against a delta function defined in
terms of an infinitesimal parameter α (see and Laugwitz [95, p. 230]).
The expression
α
α2 + (µ− a)2
(for real α) is known as the Cauchy distribution in probability the-
ory. The function is called the probability density function. A Cauchy
distribution with an infinitesimal scale parameter produces a function
with Dirac-delta function behavior, exploited by Cauchy already in
1827 in work on Fourier series and evaluation of singular integrals.
10. Is there continuity between Leibniz and Robinson?
Is there continuity between historical infinitesimals and Robinson’s
theory?
Historically, infinitesimals have often been represented by null se-
quences. Thus, Cauchy speaks of a variable quantity as becoming an
infinitesimal in 1821, and his variable quantities from that year are
generally understood to be sequences of discrete values (on the other
hand, in his 1823 he used continuous variable quantities). Infinitesimal-
enriched fields can in fact be obtained from sequences, by means of
an ultrapower construction, where a null sequence generates an infin-
itesimal. Such an approach was popularized by Luxemburg [108] in
1962, and is based on the work by E. Hewitt [68] from 1948. Even
in Robinson’s approach [128] based on the compactness theorem, a
null sequence is present, though well-hidden, namely in the countable
collection of axioms ǫ < 1
n
. Thus, null sequences provide both a cogni-
tive and a technical link between historical infinitesimals thought of as
variable quantities taking discrete values, on the one hand, and modern
infinitesimals, on the other (see Katz & Tall [81]).
Leibniz’s heuristic law of continuity was implemented mathemati-
cally as  Los´’s theorem and later as the transfer principle over the hy-
perreals (see Appendix A), while Leibniz’s heuristic law of homogeneity
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(see Leibniz [101, p. 380]) and Bos [20, p. 33]) was implemented math-
ematically as the standard part function (see Katz and Sherry [80]).
11. Is Lakatos’ take on Cauchy tainted by Kuhnian
relativism?
Does Lakatos’s defense of infinitesimalist tradition rest upon an ide-
ological agenda of Kuhnian relativism and fallibilism, inapplicable to
mathematics?
G. Schubring summarizes fallibilism as an
enthusiasm for revising traditional beliefs in the his-
tory of science and reinterpreting the discipline from
a theoretical, epistemological perspective generated by
Thomas Kuhn’s (1962) work on the structure of scien-
tific revolutions. Applying Popper’s favorite keyword of
fallibilism, the statements of earlier scientists that his-
toriography had declared to be false were particularly
attractive objects for such an epistemologically guided
revision (Schubring [132, p. 431–432]).
Schubring then takes on Lakatos in the following terms:
The philosopher Imre Lakatos (1922-1972)36was respon-
sible for introducing these new approaches into the his-
tory of mathematics. One of the examples he analyzed
and published in 1966 received a great deal of attention:
Cauchy’s theorem and the problem of uniform conver-
gence. Lakatos refines Robinson’s approach by claiming
that Cauchy’s theorem had also been correct at the time,
because he had been working with infinitesimals (ibid.).
However, Schubring’s summary of the philosophical underpinnings of
Lakatos’ interpretation of Cauchy’s sum theorem is not followed up by
an analysis of Lakatos’s position (see [92, 93]). It is as if Schubring felt
that labels of “Kuhnianism” and “fallibilism” are sufficient grounds for
dismissing a scholar. Schubring proceeds similarly to dismiss Laug-
witz’s reading of Cauchy as “solipsistic” [132, p. 434]. Schubring ac-
cuses Laugwitz of interpreting Cauchy’s conceptions as
some hermetic closure of a private mathematics (Schubring
[132, p. 435]) [emphasis in the original–the authors];
as well as being “highly anomalous or isolated” [132, p. 441].
The fact is that Laugwitz is interpreting Cauchy’s words accord-
ing to their plain meaning (see [94, 97]), as revealed by looking, as
36The dates given by Schubring are incorrect. The correct dates are 1922-1974.
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Kuhn would suggest, at the context in which they occur. The con-
text strongly recommends taking Cauchy’s infinitesimals at face value,
rather than treating them as a sop to the management. The burden
of proof falls upon Schubring to explain why the triumvirate inter-
pretation of Cauchy is not “solipsistic”, “hermetic”, or “anomalous”.
The latter three modifiers could be more apppropriately applied to
Schubring’s own interpretation of Cauchy’s infinitesimals as allegedly
involving a compromise with rigor, allegedly due to tensions with the
management of the Ecole polytechnique. Schubring’s interpretation is
based on Cauchy’s use of the term concilier in Cauchy’s comment on
the first page of his Avertissement :
Mon but principal a e´te´ de concilier la rigueur, dont je
m’e´tais fait une lois dans mon Cours d’Analyse, avec
la simplicite´ qui re´sulte de la conside´ration directe des
quantite´s infiniment petites (Cauchy [25, p. 10]).
Let us examine Schubring’s logic of conciliation. A careful reading of
Cauchy’s Avertissement in its entirety reveals that Cauchy is referring
to an altogether different source of tension, namely his rejection of some
of the procedures in Lagrange’s Me´canique analytique [91] as unrigor-
ous, such as Lagrange’s principle of the “generality of algebra”. While
rejecting the “generality of algebra” and Lagrange’s flawed method of
power series, Cauchy was able, as it were, to sift the chaff from the
grain, and retain the infinitesimals endorsed in the 1811 edition of the
Me´canique analytique. Indeed, Lagrange opens his treatise with an
unequivocal endorsement of infinitesimals. Referring to the system of
infinitesimal calculus, Lagrange writes:
Lorsqu’on a bien conc¸u l’esprit de ce syste`me, et qu’on
s’est convaincu de l’exactitude de ses re´sultats par la
me´thode ge´ome´trique des premie`res et dernie`res raisons,
ou par la me´thode analytique des fonctions de´rive´es,
on peut employer les infiniment petits comme un in-
strument suˆr et commode pour abre´ger et simplifier les
de´monstrations37 (Lagrange [91, p. iv]).
Lagrange describes infinitesimals as dear to a scientist, being reliable
and convenient. In his Avertissement , Cauchy retains the infinitesimals
37“Once one has duly captured the spirit of this system [i.e., infinitesimal cal-
culus], and has convinced oneself of the correctness of its results by means of the
geometric method of the prime and ultimate ratios, or by means of the analytic
method of derivatives, one can then exploit the infinitely small as a reliable and
convenient tool so as to shorten and simplify proofs” (Lagrange).
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that were also dear to Lagrange, while criticizing Lagrange’s “generality
of algebra” (see [76] for details).
It’s useful here to evoke the use of the term “concilier” by Cauchy’s
teacher Lacroix. Gilain quotes Lacroix in 1797 to the effect that
“lorsqu’on veut concilier la rapidite´ de l’exposition avec
l’exactitude dans le langage, la clarte´ dans les principes,
[. . . ], je pense qu’il convient d’employer la me´thode des
limites” (p.XXIV).” [58, footnote 20].
Here Lacroix, like Cauchy, employs “concilier”, but in the context of
discussing the limit notion. Would Schubring’s logic of conciliation
dictate that Lacroix developed a compromise notion of limit, similarly
with the sole purpose of accomodating the management of the Ecole?
Why are Lakatos and Laugwitz demonized, rather than analyzed,
by Schubring? We suggest that the act of contemplating for a moment
the idea that Cauchy’s infinitesimals can be taken at face value is un-
thinkable to a triumvirate historian, as it would undermine the epsilon-
tic Cauchy-Weierstrass tale that the received historiography is erected
upon. The failure to appreciate the Robinson-Lakatos-Laugwitz in-
terpretation, according to which infinitesimals are mainstream analy-
sis from Cauchy onwards, is symptomatic of a narrow Archimedean-
continuum vision.
Appendix A. Rival continua
This appendix summarizes a 20th century implementation of an
alternative to an Archimedean continuum, namely an infinitesimal-
enriched continuum. Such a continuum is not to be confused with
incipient notions of such a continuum found in earlier centuries in the
work of Fermat, Leibniz, Euler, Cauchy, and others.
Johann Bernoulli was one of the first to exploit infinitesimals in a
systematic fashion as a foundational tool in the calculus.38 We will
therefore refer to such a continuum as a Bernoullian continuum, or
B-continuum for short.
A.1. Constructing the hyperreals. Let us start with some basic
facts and definitions. Let
(R,+, ·, 0, 1, <)
be the field of real numbers, let F be a fixed nonprincipal ultrafilter
on N (the existence of such was established by Tarski [149]). The
38See footnote 30 for a comparison with Leibniz.
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relation ≡ defined by
(rn) ≡ (sn)↔def {n ∈ N : rn = sn} ∈ F
is an equivalence relation on the set RN. The set of hyperreals IIR, or
the B-continuum for short, is the quotient set
IIR =def R
N/≡.
Addition, multiplication and order of hyperreals are defined by
[(rn)] + [(sn)] =def [(rn + sn)], [(rn)] · [(sn)] =def [(rn · sn)],
[(rn)] ≺ [(sn)]↔def {n ∈ N : rn < sn} ∈ F .
The standard real number r is identified with equivalence class r∗ of
the constant sequence (r, r, . . . ), i.e. r∗ =def [(r, r, . . . )].
The set IIN of hypernaturals (mentioned in Section 4)39 is the subset
of IIR defined by
[(rn)] ∈ IIN↔def {n ∈ N : rn ∈ N} ∈ F .
In particular, each sequence of natural numbers (nj) represents a hy-
pernatural number, i.e. [(nj)] ∈ IIN.
The set of hypernaturals can be represented as a disjoint union
IIN = {n∗ : n ∈ N} ∪ IIN∞,
where the set {n∗ : n ∈ N} is just a copy of the usual natural numbers,
and IIN∞ consists of infinite (sometimes called “unlimited”) hypernatu-
rals. Each element of IIN∞ is greater than every usual natural number,
i.e.
(∀H ∈ IIN∞)(∀n ∈ N) [H ≻ n∗].
Theorem A.1. (R∗,+, ·, 0∗, 1∗,≺) is a non-Archimedean, real closed
field.
The set of infinitesimal hyperreals Ω is defined by
x ∈ Ω if and only if (∀θ ∈ R+) [ |x| ≺ θ∗ ],
where |x| stands for the absolute value of x, which is defined as in any
ordered field. We say that x is infinitely close to y, and write x ≈ y, if
and only if x− y ∈ Ω.
To give some examples, the sequence ( 1
n
) represents a positive in-
finitesimal [( 1
n
)]. Next, let (rn) ∈ RN be a sequence of reals such that
39See footnote 22.
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lim
n→∞
rn = 0, then (rn) represents an infinitesimal,
40 i.e. [(rn)] ∈ Ω. And
finally, sequence
(
(−1)n
n
)
represents a nonzero infinitesimal
[(
(−1)n
n
)]
,
whose sign depends on whether or not the set 2N is a member of the
ultrafilter.
The set of limited hyperreals IIR<∞ is defined by
x ∈ IIR<∞ ↔def ∃θ ∈ R+[ |x| ≺ θ∗ ],
so that we have a disjoint union
IIR = IIR<∞ ∪ IIR∞, (A.1)
where IIR∞ consists of unlimited hyperreals (i.e., inverses of nonzero
infinitesimals).
Theorem A.2 (Standard Part Theorem).
(∀x ∈ IIR<∞)(∃!r ∈ R) [ r∗ ≈ x ].
The unique real r such that r∗ ≈ x is called the standard part of x,
and we write st(x) = r.
Note that if a sequence (rn : n ∈ N) happens to be Cauchy, one can
relate standard part and limit as follows:41
st([(rn)]) = lim
n→∞
rn. (A.2)
Theorem A.3. Ω is a maximal ideal of the ring (IIR<∞,+, ·, 0∗, 1∗),
and the quotient ring is isomorphic to the field of standard real num-
bers (R,+, ·, 0, 1).
Since the map
R ∋ r 7→ r∗ ∈ IIR
is an order preserving morphism, we can treat the field of hyper-
reals as an extension of standard reals and use the usual notation
(IIR,+, ·, 0, 1, <). Now, the map “st” sends each finite point x ∈ IIR<∞,
40In this construction, every null sequence defines an infinitesimal, but the con-
verse is not necessarily true. Modulo suitable foundational material, one can ensure
that every infinitesimal is represented by a null sequence; an appropriate ultrafilter
(called a P-point) will exist if one assumes the continuum hypothesis, or even the
weaker Martin’s axiom. See Cutland et al [32] for details.
41This theme is pursued further by Giordano et al. [61].
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to the real point st(x) ∈ R infinitely close to x, as follows:42
IIR<∞
st

R
Robinson’s answer to Berkeley’s logical criticism (see D. Sherry [134])
is to define the basic concept of the calculus as
st
(
∆y
∆x
)
,
rather than the differential ratio ∆y/∆x itself, as in Leibniz. Robinson
comments as follows: “However, this is a small price to pay for the
removal of an inconsistency” (Robinson [128, p 266]).43
A sequence (rn : n ∈ N) of real numbers can be extended to a hyper-
sequence (rK : K ∈ IIN) of hyperreals, indexed by all the hypernaturals,
by setting
rK = [(rk1, rk2, . . . , rkj , . . .)], where K = [(k1, k2, . . . , kj, . . .)].
Theorem A.4. Let (rn) be a sequence of real numbers, and let L ∈ R.
Then
lim
n→∞
rn = L↔ (∀H ∈ IIN∞) [ rH ≈ L∗].
A.2. Uniform continuity. We present a discussion of uniform conti-
nuity so as to supplement and clarify the discussion of uniform conver-
gence in Section 6. The idea of “one variable versus two variables” is
a little easier to explain in the context of uniform continuity.
Thus, the traditional definition of ordinary continuity on an interval
can be expressed in terms of a single variable x running through the
domain Df of the function f : namely,
for each x ∈ Df , lim f(x′) = f(x) as x′ tends to x.
Meanwhile, uniform continuity cannot be expressed in a similar way
in the traditional framework. Namely, one needs a pair of variables to
run through the domain of f :
∀x, y ∈ Df , if |x− y| < δ then |f(x)− f(y)| < ǫ
42This is the Fermat-Robinson standard part whose seeds are found in Fermat’s
adequality, as well as in Leibniz’s treanscendental principle of homogeneity.
43However, as argued in [80], an alleged inconsistency was not there in the first
place. Briefly, Leibniz is able to employ his transcendental law of homogeneity to
the same effect as Robinson’s standard part function (see Bos 1974, [20, p. 33]).
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(of course, this has to be prefaced by the traditional epsilon-delta yoga).
Now the crucial observation is that in the context of a B-continuum,
one no longer needs a pair of variables to define uniform continuity.
Namely, it can be defined using a single variable, by exploiting the
notion of microcontinuity at a point (see Gordon et al. [62]). We will
use Leibniz’s symbol pq for the relation of being infinitely close. Thus, f
is called microcontinuous at x if
whenever y pq x, also f(y) pq f(x).
In terms of this notion, the uniform continuity of a real function f is
defined in terms of its natural extension f ∗ to the hyperreals as follows:
for all x ∈ Df∗ , f ∗ is microcontinuous at x.
This sounds startlingly similar to the definition of continuity itself, but
the point is that microcontinuity is now required at every point of the
B-continuum, i.e., in the domain of f ∗ which is the natural extension
of the (real) domain of f .
To give an example, the function f(x) = x2 fails to be uniformly
continuous on R because of the failure of microcontinuity of its natural
extension f ∗ at a single infinite hyperreal H . The failure of microcon-
tinuity at H is checked as follows. Consider the infinitesimal e = 1
H
,
and the point H + e infinitely close to H . To show that f ∗ is not
microcontinuous at H , we calculate
f ∗(H + e) = (H + e)2 = H2 + 2He+ e2 = H2 + 2 + e2 pq H
2 + 2.
This value is not infinitely close to f ∗(H) = H2, hence microcontinuity
fails at H . Thus the squaring function f(x) = x2 is not uniformly
continuous on R.
We introduced the term “microcontinuity” (cf. Gordon et al [62])
since there are two definitions of continuity, one using infinitesimals,
and one using epsilons. The former is what we refer to as microconti-
nuity. It is given a special name to distinguish it from the traditional
definition of continuity. Note that microcontinuity at a non-standard
hyperreal does not correspond to any notion available in the epsilontic
framework. To give another example, if we consider the function f
given by f(x) = 1
x
on the open interval (0, 1) as well as its natural
extension f ∗, then f ∗ fails to be microcontinuous at a positive infini-
tesimal e > 0. It follows that f is not uniformly continuous on (0, 1).
A.3. Pedagogical advantage of microcontinuity. The expressibil-
ity of uniform continuity in terms of a condition on a single variable,
as explained above, is a pedagogical advantage of the microcontinuous
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approach. The pedagogical difficulty of the traditional two-variable def-
inition in an epsilontic framework is compounded by its multiple alter-
nations of quantifiers, while the hyperreal approach reduces the logical
complexity of the definition by two quantifiers (see, e.g., Keisler [86]).
The natural hyperreal extension f ∗ of a real function f is, of course,
necessarily continuous at non-standard points, as well, by the transfer
principle; on the other hand, this type of continuity at a non-standard
point is of merely theoretical relevance in a calculus classroom. The rel-
evant notion is that of microcontinuity, which allows one to distinguish
between the classical notions of continuity and uniform continuity in
a lucid way available only in the hyperreal framework. Similarly, the
failure of uniform continuity can be checked by a “covariant”44 (direct)
calculation at a single non-standard point, whereas the argument in an
epsilontic framework is a bit of a “contravariant” multiple-quantifier
tongue twister.
We are therefore puzzled by Hrbacek’s dubious laments [71, 72] of
alleged “pedagogical difficulties” related to behavior at non-standard
points, directed at the framework developed by Robinson and Keisler.
On the contrary, such a framework bestows a distinct pedagogical ad-
vantage.45
A.4. Historical remarks. Both the term “hyper-real field”, and an
ultrapower construction thereof, are due to E. Hewitt in 1948 (see [68,
p. 74]). In 1966, Robinson referred to the
theory of hyperreal fields (Hewitt [1948]) which . . . can
serve as non-standard models of analysis [128, p. 278].
44See discussion at the end of Subsection 5.1.
45Another critic of Robinson’s framework is A. Connes. He criticizes Robin-
son’s infinitesimals for being dependent on non-constructive foundational material.
He further claims it to be a weakness of Robinson’s infinitesimals that the results
of calculations that employ them, do not depend on the choice of the infinitesi-
mal. Yet, Connes himself develops a theory of infinitesimals bearing a similarity
to the ultrapower construction of the hyperreals in that it also relies on sequences
(more precisely, spectra of compact operators). Furthermore, he freely relies on
such results as the existence of the Dixmier trace, and the Hahn-Banach theorem.
The latter results rely on similarly nonconstructive foundational material. Connes
claims the independence of the choice of Dixmier trace to be a strength of his the-
ory of infinitesimals in [29, p. 6213]. Thus, both of Connes’ criticisms apply to
his own theory of infinitesimals. The mathematical novelty of Connes’ theory of
infinitesimals resides in the exploitation of Dixmier’s trace, relying as it does on
non-constructive foundational material, thus of similar foundational status to, for
instance, the ultrapower construction of a non-Archimedean extension of the reals
(see also [79]).
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The transfer principle is a mathematical implementation of Leibniz’s
heuristic law of continuity : “what succeeds for the finite numbers suc-
ceeds also for the infinite numbers and vice versa” (see Robinson [128,
p. 262, 266] citing Leibniz 1701, [100]). The transfer principle, allowing
an extension of every first-order real statement to the hyperreals, is a
consequence of the theorem of J.  Los´ in 1955, see [104], and can there-
fore be referred to as a Leibniz- Los´ transfer principle. A Hewitt- Los´
framework allows one to work in a B-continuum satisfying the transfer
principle.
A.5. Comparison with Cantor’s construction. To indicate some
similarities between the ultrapower construction and the so called Can-
tor’s construction of the real numbers, let us start with the field of ra-
tional numbers Q. Let QN be the ring of sequences of rational numbers.
Denote by (
QN
)
C
the subspace consisting of Cauchy sequences, and let Fnull ⊂
(
QN
)
C
be the subspace of all null sequences. The reals are by definition the
quotient field
R =
(
QN
)
C
/Fnull. (A.3)
Meanwhile, an infinitesimal-enriched field extension of Q may be ob-
tained by forming the quotient
QN
/F .
Here [(qn)] maps to zero in the quotient if and only if one has
{n ∈ N : qn = 0} ∈ F ,
where F , as above, is a fixed nonprincipal ultrafilter on N.
To obtain a full hyperreal field, we replaceQ by R in the construction,
and form a similar quotient
IIR = RN
/F . (A.4)
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We wish to emphasize the analogy with formula (A.3) defining the A-
continuum. We can treat both R and QN/F as subsets of IIR. Note
that, while the leftmost vertical arrow in Figure 4 is surjective, we have(
QN/F) ∩ R = Q.
A.6. Applications. A more detailed discussion of the ultrapower con-
struction can be found in M. Davis [36] and Gordon, Kusraev, & Ku-
tateladze [62]. See also B laszczyk [16] for some philosophical implica-
tions. More advanced properties of the hyperreals such as saturation
were proved later (see Keisler [84] for a historical outline). A helpful
“semicolon” notation for presenting an extended decimal expansion of a
hyperreal was described by A. H. Lightstone [103]. See also P. Roquette
[129] for infinitesimal reminiscences. A discussion of infinitesimal op-
tics is in K. Stroyan [144], J. Keisler [83], D. Tall [145], and L. Magnani
and R. Dossena [110, 40].
Edward Nelson [120] in 1977 proposed an axiomatic theory parallel
to Robinson’s theory. A related theory was proposed by Hrba´cˇek [70]
(who submitted a few months earlier and published a few months later
than Nelson). Another axiomatic approach was proposed by Benci and
Di Nasso [14]. As Ehrlich [43, Theorem 20] showed, the ordered field
underlying a maximal (i.e., On-saturated) hyperreal field is isomorphic
to J. H. Conway’s ordered field No, an ordered field Ehrlich describes
as the absolute arithmetic continuum.
Infinitesimals can be constructed out of integers (see Borovik, Jin,
and Katz [18]). They can also be constructed by refining Cantor’s
equivalence relation among Cauchy sequences (see Giordano & Katz
[61]). A recent book by Terence Tao contains a discussion of the hy-
perreals [148, p. 209-229].
The use of the B-continuum as an aid in teaching calculus has been
examined by Tall [146], [147]; Ely [44]; Katz and Tall [81] (see also
[74, 75]). These texts deal with a “naturally occurring”, or “heuristic”,
infinitesimal entity 1 − ‘0.999 . . .’ and its role in calculus pedagogy.46
Applications of the B-continuum range from the Bolzmann equation
(see L. Arkeryd [5, 6]); to modeling of timed systems in computer sci-
ence (see H. Rust [131]); Brownian motion, economics (see R. Anderson
[3]); mathematical physics (see Albeverio et al. [1]); etc.
Acknowledgments
We are grateful to M. Barany, L. Corry, N. Guicciardini, and V. Katz
for helpful comments.
46See footnote 14 for Peirce’s take on 1− ‘0.999 . . .’.
38 B LASZCZYK, KATZ, AND SHERRY
References
[1] Albeverio, S.; Høegh-Krohn, R.; Fenstad, J.; Lindstrøm, T.: Nonstandard
methods in stochastic analysis and mathematical physics. Pure and Applied
Mathematics , 122. Academic Press, Inc., Orlando, FL, 1986.
[2] Andersen, K.: One of Berkeley’s arguments on compensating errors in the
calculus. Historia Mathematica textbf38 (2011), no. 2, 219–231.
[3] Anderson, R.: A non-standard representation for Brownian motion and Itoˆ
integration. Israel J. Math. 25 (1976), no. 1-2, 15–46.
[4] Apollonius: Conics.
[5] Arkeryd, L.: Intermolecular forces of infinite range and the Boltzmann equa-
tion. Arch. Rational Mech. Anal. 77 (1981), no. 1, 11–21.
[6] Arkeryd, L.: Nonstandard analysis. American Mathematical Monthly 112
(2005), no. 10, 926-928.
[7] Bacon, Francis: Novum Organum, 1620.
[8] Baltus, C.: D’Alembert’s proof of the fundamental theorem of algebra. His-
toria Mathematica 31 (2004), no. 4, 414–428.
[9] Barany, M. J.: revisiting the introduction to Cauchy’s Cours d’analyse. His-
toria Mathematica 38 (2011), no. 3, 368–388.
[10] Bell, E. T.: The Development of Mathematics. McGraw-Hill Book Company,
Inc., New York, 1945.
[11] Bell, J. L.: A primer of infinitesimal analysis. Second edition. Cambridge
University Press, Cambridge, 2008.
[12] Bell, J. L.: Continuity and infinitesimals. Stanford Encyclopedia of philoso-
phy. Revised 20 july 2009.
[13] Bell, J. L.: Le continu cohe´sif. Intellectica 2009/1, no. 51.
[14] Benci, V.; Di Nasso, M.: Alpha-theory: an elementary axiomatics for non-
standard analysis. Expo. Math. 21 (2003), no. 4, 355–386.
[15] Berkeley, G.: The Analyst, a Discourse Addressed to an Infidel Mathemati-
cian (1734).
[16] B laszczyk, P.: Nonstandard analysis from a philosophical point of view. In
Non-Classical Mathematics 2009 (Hejnice, 18-22 june 2009), pp. 21-24.
[17] Borel, E.: Lec¸ons sur les se´ries a` termes positifs, ed. Robert d’Adhemar,
Paris (Gauthier-Villars), 1902.
[18] Borovik, A.; Jin, R.; Katz, M.: An integer construction of infinitesimals:
Toward a theory of Eudoxus hyperreals.Notre Dame Journal of Formal Logic
53 (2012), no. 4.
[19] Borovik, A.; Katz, M.: Who gave you the Cauchy–Weierstrass tale? The
dual history of rigorous calculus. Foundations of Science, 2011, see
http://dx.doi.org/10.1007/s10699-011-9235-x
and http://arxiv.org/abs/1108.2885
[20] Bos, H. J. M.: Differentials, higher-order differentials and the derivative in
the Leibnizian calculus. Archive for History of Exact Sciences 14 (1974),
1–90.
[21] Boyer, C.: The concepts of the calculus. Hafner Publishing Company, 1949.
[22] Br˚ating, K.: A new look at E. G. Bjo¨rling and the Cauchy sum theorem.
Archive for History of Exact Sciences 61 (2007), no. 5, 519–535.
[23] Cajori, A history of mathematical notations, Volumes 1-2. The Open Court
Publishing Company, La Salle, Illinois, 1928/1929. Reprinted by Dover, 1993.
TEN MISCONCEPTIONS AND THEIR DEBUNKING 39
[24] Cauchy, A. L.: Cours d’Analyse de L’Ecole Royale Polytechnique. Premie`re
Partie. Analyse alge´brique (Paris: Imprime´rie Royale, 1821).
[25] Cauchy, A. L.: Re´sume´ des Lec¸ons donne´es a` l’Ecole Royale Polytechnique
sur le Calcul Infinite´simal (Paris: Imprime´rie Royale, 1823)
[26] Cauchy, A.-L. (1815) The´orie de la propagation des ondes a` la surface d’un
fluide pesant d’une profondeur inde´finie (published 1827, with additional
Notes). Oeuvres (1) 1, 4-318.
[27] Cauchy, A. L. (1829): Lec¸ons sur le calcul diffe´rentiel. Paris: Debures. In
Oeuvres comple`tes, Series 2, Vol. 4, pp. 263-609. Paris: Gauthier-Villars,
1899.
[28] Cauchy, A. L. (1853) Note sur les se´ries convergentes dont les divers termes
sont des fonctions continues d’une variable re´elle ou imaginaire, entre des
limites donne´es. In Oeuvres comple`tes , Series 1, Vol. 12, pp. 30-36. Paris:
Gauthier–Villars, 1900.
[29] Connes, A.: Noncommutative geometry and reality. J. Math. Phys. 36
(1995), no. 11, 6194–6231.
[30] Crossley, J.: The emergence of number. Second edition. World Scientific
Publishing Co., Singapore, 1987.
[31] Crowe, M.: Ten misconceptions about mathematics and its history. History
and philosophy of modern mathematics (Minneapolis, MN, 1985), 260–277,
Minnesota Stud. Philos. Sci., XI, Univ. Minnesota Press, Minneapolis, MN,
1988.
[32] Cutland, N.; Kessler, C.; Kopp, E.; Ross, D.: On Cauchy’s notion of infini-
tesimal. The British Journal for the Philosophy of Science 39 (1988), no. 3,
375–378.
[33] D’Alembert, J.: Differentiel . In Encyclope´die, volume 4, 1754.
[34] Dauben, J.: Abraham Robinson. The creation of nonstandard analysis. A
personal and mathematical odyssey. With a foreword by Benoit B. Mandel-
brot. Princeton University Press, Princeton, NJ, 1995.
[35] Dauben, J.: Arguments, logic and proof: mathematics, logic and the infi-
nite. History of mathematics and education: ideas and experiences (Essen,
1992), 113–148, Stud. Wiss. Soz. Bildungsgesch. Math., 11, Vandenhoeck &
Ruprecht, Go¨ttingen, 1996.
[36] Davis, Martin: Applied nonstandard analysis. Pure and Applied Mathe-
matics. Wiley-Interscience [John Wiley & Sons], New York-London-Sydney,
1977. Reprinted: Dover, NY, 2005, see
http://store.doverpublications.com/0486442292.html
[37] Dedekind, R.: Stetigkeit und irrationale Zahlen, Freid. Vieweg & Sohn,
Braunschweig 1872.
[38] Dedekind, R.: Essays on the theory of numbers. I: Continuity and irrational
numbers. II: The nature and meaning of numbers. Authorized translation by
Wooster Woodruff Beman Dover Publications, Inc., New York, 1963.
[39] Dehn, M.: Die Legendre’schen Sa¨tze u¨ber die Winkelsumme im Dreieck,
Mathematische Annalen 53 (3) (1900), 404–439.
[40] Dossena, R.; Magnani, L.: Mathematics through Diagrams: Microscopes in
Non-Standard and Smooth Analysis. Studies in Computational Intelligence
(SCI) 64 (2007), 193–213.
40 B LASZCZYK, KATZ, AND SHERRY
[41] Ehrlich, P.: Continuity. In Encyclopedia of philosophy, 2nd edition (Donald
M. Borchert, editor), Macmillan Reference USA, Farmington Hills, MI, 2005
(The online version contains some slight improvements), pp. 489–517.
[42] Ehrlich, P.: The rise of non-Archimedean mathematics and the roots of a
misconception. I. The emergence of non-Archimedean systems of magnitudes.
Archive for History of Exact Sciences 60 (2006), no. 1, 1–121.
[43] Ehrlich, P.: The absolute arithmetic continuum and the unification of all
numbers great and small. Bulletin of Symbolic Logic 18 (2012), no. 1, 1–45.
[44] Ely, R.: Nonstandard student conceptions about infinitesimals. Journal for
Research in Mathematics Education 41 (2010), no. 2, 117-146.
[45] Euclid’s Elements of Geometry, edited, and provided with a modern English
translation, by Richard Fitzpatrick, 2007;
http://farside.ph.utexas.edu/euclid.html
[46] Euler, L. (1770): Elements of Algebra (3rd English edition). John Hewlett
and Francis Horner, English translators. Orme Longman, 1822.
[47] Faltin, F.; Metropolis, N.; Ross, B.; Rota, G.-C.: The real numbers as a
wreath product. Advances in Mathematics 16 (1975), 278–304.
[48] Fearnley-Sander, D.: Hermann Grassmann and the creation of linear algebra.
Amer. Math. Monthly 86 (1979), no. 10, 809–817.
[49] Feferman, S.: Conceptions of the continuum [Le continu mathe´matique. Nou-
velles conceptions, nouveaux enjeux]. Intellectica 51 (2009) 169-189. See also
http://math.stanford.edu/~feferman/papers/ConceptContin.pdf
[50] Felscher, W.: Naive Mengen und abstrakte Zahlen. III. [Naive sets and ab-
stract numbers. III] Transfinite Methoden. With an erratum to Vol. II. Bib-
liographisches Institut, Mannheim, 1979.
[51] Felscher, W.: Bolzano, Cauchy, epsilon, delta. American Mathematical
Monthly 107 (2000), no. 9, 844–862.
[52] Fisher, G.: Cauchy’s Variables and Orders of the Infinitely Small. The British
Journal for the Philosophy of Science, 30 (1979), no. 3, 261–265.
[53] Fourier, J.: (1822) The´orie analytique de la chaleur.
[54] Fowler, D. H.: Dedekind’s theorem:
√
2×√3 = √6. American Mathematical
Monthly 99 (1992), no. 8, 725–733.
[55] Fraenkel, A.: Lebenskreise. Aus den Erinnerungen eines ju¨dischen Mathe-
matikers. Deutsche Verlags-Anstalt, Stuttgart, 1967.
[56] Freudenthal, H.: Did Cauchy plagiarise Bolzano? Arch. Hist. Exact Sci. 7
(1971), 375-392.
[57] Gerhardt, C. I. (ed.): Leibnizens mathematische Schriften (Berlin and Halle:
Eidmann, 1850-1863).
[58] Gilain, C.: Cauchy et le cours d’analyse de l’Ecole polytechnique. With an
editorial preface by Emmanuel Grison. Bull. Soc. Amis Bibl. Ecole Polytech.
1989, no. 5, 145 pp.
[59] Giordano, P.: Infinitesimals without logic. Russian Journal of Mathematical
Physics , 17 (2) (2010), 159–191.
[60] Giordano, P.: The ring of Fermat reals. Advances in Mathematics , 225 (4)
(2010), 2050–2075.
[61] Giordano, P.; Katz, M.: Two ways of obtaining infinitesimals by refining
Cantor’s completion of the reals (2011),
see http://arxiv.org/abs/1109.3553
TEN MISCONCEPTIONS AND THEIR DEBUNKING 41
[62] Gordon, E. I.; Kusraev, A. G.; Kutateladze, S. S.: Infinitesimal analysis.
Updated and revised translation of the 2001 Russian original. Translated
by Kutateladze. Mathematics and its Applications , 544. Kluwer Academic
Publishers, Dordrecht, 2002.
[63] Grabiner, J.: Who gave you the epsilon? Cauchy and the origins of rigorous
calculus. Amer. Math. Monthly 90 (1983), no. 3, 185–194.
[64] Grattan-Guinness, I.: The mathematics of the past: distinguishing its history
from our heritage. Historia Mathematica 31 (2004), 163-185.
[65] Gray, J.: Plato’s ghost. The modernist transformation of mathematics.
Princeton University Press, Princeton, NJ, 2008.
[66] Guicciardini, N.: Private communication, 27 november 2011.
[67] Hawking, S., Ed.: The mathematical breakthroughs that changed history.
Running Press, Philadelphia, PA, 2007 (originally published 2005).
[68] Hewitt, E.: Rings of real-valued continuous functions. I. Transactions of the
American Mathematical Society 64 (1948), 45–99.
[69] Hoborski, A. (1923): Aus der theoretischen Arithmetik. (German) [J] Opusc.
math. Krako´w, 2 (1938), 11-12.
[70] Hrba´cˇek, K.: Axiomatic foundations for nonstandard analysis. Fundamenta
Mathematicae 98 (1978), no. 1, 1–19.
[71] Hrbacek, K.: Stratified analysis? The strength of nonstandard analysis, 47–
63, SpringerWienNewYork, Vienna, 2007.
[72] Hrbacek, K.; Lessmann, O.; O’Donovan, R.: Analysis with ultrasmall num-
bers. Amer. Math. Monthly 117 (2010), no. 9, 801–816.
[73] Huygens, C.: OEuvres comple`tes, Martinus Nijhoff, La Haye, (1940),
Tome 20.
[74] Katz, K.; Katz, M.: Zooming in on infinitesimal 1− .9.. in a post-triumvirate
era. Educational Studies in Mathematics 74 (2010), no. 3, 259-273. See
http://arxiv.org/abs/arXiv:1003.1501
[75] Katz, K.; Katz, M.: When is .999. . . less than 1? The Montana Mathematics
Enthusiast 7 (2010), No. 1, 3–30.
[76] Katz, K.; Katz, M.: A Burgessian critique of nominalistic tendencies in
contemporary mathematics and its historiography. Foundations of Science,
2011, see http://dx.doi.org/10.1007/s10699-011-9223-1
and http://arxiv.org/abs/1104.0375
[77] Katz, K.; Katz, M.: Cauchy’s continuum. Perspectives on Science 19 (2011),
no. 4, 426-452. See http://www.mitpressjournals.org/toc/posc/19/4
and http://arxiv.org/abs/1108.4201
[78] Katz, K.; Katz, M.: Stevin numbers and reality, Foundations of Science,
2011, see http://dx.doi.org/10.1007/s10699-011-9228-9
and http://arxiv.org/abs/1107.3688
[79] Katz, K.; Katz, M.: Meaning in classical mathematics: is it at odds with
Intuitionism? Intellectica, 56 (2011), no. 2, 223–302.
See http://arxiv.org/abs/1110.5456
[80] Katz, K.; Sherry, D.: Leibniz’s infinitesimals: Their fictionality, their mod-
ern implementations, and their foes from Berkeley to Russell and beyond.
Erkenntnis, 2012 (to appear).
[81] Katz, M.; Tall, D.: The tension between intuitive infinitesimals and formal
mathematical analysis. Chapter in: Bharath Sriraman, Editor. Crossroads
42 B LASZCZYK, KATZ, AND SHERRY
in the History of Mathematics and Mathematics Education. The Montana
Mathematics Enthusiast Monographs in Mathematics Education 12, Infor-
mation Age Publishing, Inc., Charlotte, NC, 2011. See
http://arxiv.org/abs/1110.5747 and
http://www.infoagepub.com/products/Crossroads-in-the-History-of-Mathematics
[82] Katz, V. J.: Using the history of calculus to teach calculus. Science & Edu-
cation. Contributions from History, Philosophy and Sociology of Science and
Education 2 (1993), no. 3, 243–249.
[83] Keisler, H. J.: Elementary Calculus: An Infinitesimal Approach. Second
Edition. Prindle, Weber & Schimidt, Boston, ’86.
[84] Keisler, H. J.: The hyperreal line. Real numbers, generalizations of the reals,
and theories of continua, 207–237, Synthese Lib., 242, Kluwer Acad. Publ.,
Dordrecht, 1994.
[85] Keisler, H. J.: The ultraproduct construction. Proceedings of the Ultramath
Conference, Pisa, Italy, 2008.
[86] Keisler, H. J.: Quantifiers in limits. Andrzej Mostowski and foundational
studies, 151–170, IOS, Amsterdam, 2008.
[87] Klein, Felix: Elementary Mathematics from an Advanced Standpoint. Vol.
I. Arithmetic, Algebra, Analysis. Translation by E. R. Hedrick and C. A.
Noble [Macmillan, New York, 1932] from the third German edition [Springer,
Berlin, 1924]. Originally published as Elementarmathematik vom ho¨heren
Standpunkte aus (Leipzig, 1908).
[88] Kleiner, I.; Movshovitz-Hadar, N.: The role of paradoxes in the evolution of
mathematics. American Mathematical Monthly 101 (1994), no. 10, 963–974.
[89] Knobloch, E.: Leibniz’s rigorous foundation of infinitesimal geometry by
means of Riemannian sums. Foundations of the formal sciences, 1 (Berlin,
1999). Synthese 133 (2002), no. 1-2, 59–73.
[90] Koetsier, T.: Lakatos, Lakoff and Nu´n˜ez: Towards a Satisfactory Definition
of Continuity. In Explanation and Proof in Mathematics. Philosophical and
Educational Perspectives. Edited by G. Hanna, H. Jahnke, and H. Pulte.
Springer, 2009.
[91] Lagrange, J.-L. (1811) Me´canique Analytique. Courcier. Reissued by Cam-
bridge University Press, 2009.
[92] Lakatos, I.: Proofs and refutations. The logic of mathematical discov-
ery. Edited by John Worrall and Elie Zahar. Cambridge University Press,
Cambridge-New York-Melbourne, 1976.
[93] Lakatos, I.: Cauchy and the continuum: the significance of nonstandard
analysis for the history and philosophy of mathematics. The Mathematical
Intelligencer 1 (1978), no. 3, 151–161 (paper originally presented in 1966).
[94] Laugwitz, D.: Infinitely small quantities in Cauchy’s textbooks. Historia
Mathematica 14 (1987), no. 3, 258–274.
[95] Laugwitz, D.: Definite values of infinite sums: aspects of the foundations of
infinitesimal analysis around 1820. Archive for History of Exact Sciences 39
(1989), no. 3, 195–245.
[96] Laugwitz, D.: Early delta functions and the use of infinitesimals in research.
Revue d’histoire des sciences 45 (1992), no. 1, 115–128.
[97] Laugwitz, D.: On the historical developement of infinitesimal mathematics.
Part II. The conceptual thinking of Cauchy. Translated from the German
TEN MISCONCEPTIONS AND THEIR DEBUNKING 43
by Abe Shenitzer with the editorial assistance of Hardy Grant. American
Mathematical Monthly 104 (1997), no. 7, 654–663.
[98] Lawvere, F. W.: Toward the description in a smooth topos of the dynamically
possible motions and deformations of a continuous body. Third Colloquium
on Categories (Amiens, 1980), Part I. Cahiers Topologie Ge´om. Diffe´rentielle
21 (1980), no. 4, 377–392.
[99] Leibniz, G. (2001) The Labyrinth of the Continuum (Arthur, R., translator
and editor). New Haven: Yale University Press.
[100] Leibniz (1701) Me´moire de M.G.G. Leibniz touchant son sentiment sur le cal-
cul differe´ntiel. Me´moires de Tre´voux 1701 (November): 270–272. Reprinted
in Gerhardt [57, vol. 5, p. 350].
[101] Leibniz (1710b) GM V, pp. 381-2 (in Gerhardt [57]).
[102] Levy, S. H.: Charles S. Peirce’s Theory of Infinitesimals. International Philo-
sophical Quarterly 31 (1991), 127–140.
[103] Lightstone, A. H.: Infinitesimals. American Mathematical Monthly 79
(1972), 242–251.
[104]  Los´, J.: Quelques remarques, the´ore`mes et proble`mes sur les classes de´fi-
nissables d’alge`bres. In Mathematical interpretation of formal systems, 98–
113, North-Holland Publishing Co., Amsterdam, 1955.
[105] Lutz, R.; Albuquerque, L.: Modern infinitesimals as a tool to match intuitive
and formal reasoning in analysis. Logic and mathematical reasoning (Mexico
City, 1997). Synthese 134 (2003), no. 1-2, 325–351.
[106] Lu¨tzen, J.: The prehistory of the theory of distributions. Studies in the
History of Mathematics and Physical Sciences 7. Springer-Verlag, New York-
Berlin, 1982.
[107] Lu¨tzen, J.: The foundation of analysis in the 19th century. A history of anal-
ysis, 155–195, History of Mathematics, 24, Amer. Math. Soc., Providence,
RI, 2003.
[108] Luxemburg, W.: Nonstandard analysis. Lectures on A. Robinson’s Theory
of infinitesimals and infinitely large numbers. Pasadena: Mathematics De-
partment, California Institute of Technology’ second corrected ed., 1964.
[109] Madison, E.; Stroyan, K.: Reviews: Elementary Calculus (Review of first
edition of Keisler [83]). American Mathematical Monthly 84 (1977), no. 6,
496–500.
[110] Magnani, L.; Dossena, R.: Perceiving the infinite and the infinitesimal world:
unveiling and optical diagrams in mathematics. Foundations of Science 10
(2005), no. 1, 7–23.
[111] Malet, A.: Renaissance notions of number and magnitude. Historia Mathe-
matica 33 (2006), no. 1, 63–81.
[112] Mancosu, P.: Philosophy of mathematics and mathematical practice in the
seventeenth century. The Clarendon Press, Oxford University Press, New
York, 1996.
[113] Mancosu, P., Ed.: The philosophy of mathematical practice. Oxford Univer-
sity Press, Oxford, 2008.
[114] Mancosu, P.: Measuring the size of infinite collections of natural numbers:
was Cantor’s theory of infinite number inevitable? Rev. Symb. Log. 2 (2009),
no. 4, 612–646.
44 B LASZCZYK, KATZ, AND SHERRY
[115] Mancosu, P.; Vailati, E.: Detleff Clu¨ver: an early opponent of the Leibnizian
differential calculus. Centaurus 33 (1990), no. 4, 325–344 (1991).
[116] Marsh, J.: Decimal arithmetic made perfect. London, 1742.
[117] McClenon, R. B.: A Contribution of Leibniz to the History of Complex
Numbers. American Mathematical Monthly 30 (1923), no. 7, 369-374.
[118] Mormann, T.: Idealization in Cassirer’s philosophy of mathematics.
Philosophia Mathematica (3) 16 (2008), no. 2, 151–181.
[119] Naets, J.: How to define a number? A general epistemological account of
Simon Stevin’s art of defining. Topoi 29 (2010), no. 1, 77–86.
[120] Nelson, E.: Internal set theory: a new approach to nonstandard analysis.
Bull. Amer. Math. Soc. 83 (1977), no. 6, 1165–1198.
[121] Newton, I.: A Treatise on the Methods of Series and Fluxions, 1671. In
Whiteside [154] (vol. III), pp. 33–35.
[122] Newton, I.: Cambridge UL Add. 3958.4, f. 78v
[123] Newton, I. 1946. Sir Isaac Newton’s mathematical principles of natural phi-
losophy and his system of the world, a revision by F. Cajori of A. Motte’s
1729 translation. Berkeley: Univ. of California Press.
[124] Newton, I. 1999. The Principia: Mathematical principles of natural philos-
ophy, translated by I. B. Cohen & A. Whitman, preceded by A guide to
Newton’s Principia by I. B. Cohen. Berkeley: Univ. of California Press.
[125] Peirce, C. S.: The new elements of mathematics, Vol. III/1. Mathematical
miscellanea. Edited by Carolyn Eisele. Mouton Publishers, The Hague-Paris;
Humanities Press, Atlantic Highlands, N.J., 1976.
[126] Pourciau, B.: Newton and the notion of limit. Historia Mathematica 28
(2001), no. 1, 18–30.
[127] Putnam, H.: What is mathematical truth? Proceedings of the Ameri-
can Academy Workshop on the Evolution of Modern Mathematics (Boston,
Mass., 1974). Historia Mathematica 2 (1975), no. 4, 529–533.
[128] Robinson, Abraham: Non-standard analysis. North-Holland Publishing Co.,
Amsterdam 1966.
[129] Roquette, P.: Numbers and models, standard and nonstandard. Math
Semesterber 57 (2010), 185–199.
[130] Russell, B.: The Principles of Mathematics. Routledge. London 1903.
[131] Rust, H.: Operational Semantics for Timed Systems. Lecture Notes in Com-
puter Science 3456 (2005), 23-29, DOI: 10.1007/978-3-540-32008-1 4.
[132] Schubring, G.: Conflicts between generalization, rigor, and intuition. Num-
ber concepts underlying the development of analysis in 17–19th Century
France and Germany. Sources and Studies in the History of Mathematics
and Physical Sciences. Springer-Verlag, New York, 2005.
[133] Sepkoski, D.: Nominalism and constructivism in seventeenth-century math-
ematical philosophy. Historia Mathematica 32 (2005), no. 1, 33–59.
[134] Sherry, D.: The wake of Berkeley’s Analyst: rigor mathematicae? Stud.
Hist. Philos. Sci. 18 (1987), no. 4, 455–480.
[135] Sherry, D.: Don’t take me half the way: on Berkeley on mathematical rea-
soning. Stud. Hist. Philos. Sci. 24 (1993), no. 2, 207-225.
[136] Sinaceur, H.: Cauchy et Bolzano. Rev. Histoire Sci. Appl. 26 (1973), no. 2,
97–112.
TEN MISCONCEPTIONS AND THEIR DEBUNKING 45
[137] Skolem, Th.: U¨ber die Nicht-charakterisierbarkeit der Zahlenreihe mittels
endlich oder abza¨hlbar unendlich vieler Aussagen mit ausschliesslich Zahlen-
variablen. Fundamenta Mathematicae 23, 150-161 (1934).
[138] Smale, S.: The fundamental theorem of algebra and complexity theory. Bul-
letin of the American Mathematical Society (N.S.) 4 (1981), no. 1, 1–36.
[139] Smith, D. E.: Source Book in Mathematics, Mc Grow-Hill, New York, 1920.
[140] Stevin, S. (1585) L’Arithmetique. In Albert Girard (Ed.), Les Oeuvres Math-
ematiques de Simon Stevin (Leyde, 1634), part I, p. 1–101.
[141] Stevin, S. L’Arithmetique. In Albert Girard (Ed.), 1625, part II. Online at
http://www.archive.org/stream/larithmetiqvedes00stev#page/353/mode/1up
[142] Stevin, Simon: The principal works of Simon Stevin. Vols. IIA, IIB: Mathe-
matics. Edited by D. J. Struik. C. V. Swets & Zeitlinger, Amsterdam 1958.
Vol. IIA: v+pp. 1–455 (1 plate). Vol. IIB: 1958 iv+pp. 459–976.
[143] Strømholm, P.: Fermat’s methods of maxima and minima and of tangents. A
reconstruction. Archive for History of Exact Sciences 5 (1968), no. 1, 47–69.
[144] Stroyan, K.: Uniform continuity and rates of growth of meromorphic func-
tions. Contributions to non-standard analysis (Sympos., Oberwolfach, 1970),
pp. 47–64. Studies in Logic and Foundations of Mathematics , Vol. 69, North-
Holland, Amsterdam, 1972.
[145] Tall, D: Looking at graphs through infinitesimal microscopes, windows and
telescopes, The Mathematical Gazette 64 (1980), 22–49.
[146] Tall, D. : The psychology of advanced mathematical thinking, in Advanced
mathematical thinking. Edited by D. O. Tall, Mathematics Education Li-
brary, 11. Kluwer Academic Publishers Group, Dordrecht, 1991.
[147] Tall, D.: Dynamic mathematics and the blending of knowledge structures in
the calculus, pp. 1-11 in Transforming Mathematics Education through the
use of Dynamic Mathematics, ZDM (june 2009).
[148] Tao, T.: An epsilon of room, II. Pages from year three of a mathematical
blog. American Mathematical Society, Providence, RI, 2010.
[149] A. Tarski, Une contribution a` la the´orie de la mesure, Fundamenta Mathe-
maticae 15 (1930), 42-50.
[150] Urquhart, A.: Mathematics and physics: strategies of assimilation. In Man-
cosu [113], pp. 417–440.
[151] van der Waerden, B. L.: A history of algebra. From al-Khwarizmi to Emmy
Noether. Springer-Verlag, Berlin, 1985.
[152] Weil, A.: Book Review: The mathematical career of Pierre de Fermat. Bul-
letin of the American Mathematical Society 79 (1973), no. 6, 1138–1149.
[153] Weil, A.: Number theory. An approach through history. From Hammurapi
to Legendre. Birkha¨user Boston, Inc., Boston, MA, 1984.
[154] Whiteside, D. T. (Ed.): The mathematical papers of Isaac Newton. Vol. III:
1670–1673. Edited by D. T. Whiteside, with the assistance in publication of
M. A. Hoskin and A. Prag, Cambridge University Press, London-New York,
1969.
46 B LASZCZYK, KATZ, AND SHERRY
Piotr B laszczyk is Professor at the Institute of Mathematics, Ped-
agogical University (Cracow, Poland). He obtained degrees in mathe-
matics (1986) and philosophy (1994) from Jagiellonian University (Cra-
cow, Poland), and a PhD in ontology (2002) from Jagiellonian Univer-
sity. He authored Philosophical Analysis of Richard Dedekind’s memoir
Stetigkeit und irrationale Zahlen (2008, Habilitationsschrift). His re-
search interest is in the idea of continuum and continuity from Euclid
to modern times.
Mikhail G. Katz is Professor of Mathematics at Bar Ilan Univer-
sity, Ramat Gan, Israel. Two of his joint studies with Karin Katz
were published in Foundations of Science: “A Burgessian critique of
nominalistic tendencies in contemporary mathematics and its histori-
ography” and “Stevin numbers and reality”, online respectively at
http://dx.doi.org/10.1007/s10699-011-9223-1 and at
http://dx.doi.org/10.1007/s10699-011-9228-9
A joint study with Karin Katz entitled “Meaning in classical math-
ematics: is it at odds with Intuitionism?” Intellectica 56 (2011), no. 2,
223-302 may be found at http://arxiv.org/abs/1110.5456
A joint study with A. Borovik and R. Jin entitled “An integer con-
struction of infinitesimals: Toward a theory of Eudoxus hyperreals” is
due to appear in Notre Dame Journal of Formal Logic 53 (2012), no. 4.
A joint study with David Sherry entitled “Leibniz’s infinitesimals:
Their fictionality, their modern implementations, and their foes from
Berkeley to Russell and beyond” is due to appear in Erkenntnis.
A joint study with David Tall, entitled “The tension between intu-
itive infinitesimals and formal mathematical analysis”, appeared as a
chapter in a book edited by Bharath Sriraman, see
http://www.infoagepub.com/products/Crossroads-in-the-History-of-Mathematics
David Sherry is fortunate to be professor of philosophy at Northern
Arizona University.
Institute of Mathematics, Pedagogical University of Cracow, Poland
E-mail address : pb@ap.krakow.pl
Department of Mathematics, Bar Ilan University, Ramat Gan 52900
Israel
E-mail address : katzmik@macs.biu.ac.il
Department of Philosophy, Northern Arizona University, Flagstaff,
AZ 86011, USA
E-mail address : david.sherry@nau.edu
