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Adaptive Transmission in Cellular Networks:
Fixed-Rate Codes with Power Control vs Physical
Layer Rateless Codes
Amogh Rajanna, Member, IEEE, and Carl P. Dettmann
Abstract—Adaptive transmission schemes are a crucial aspect
of the radio design for future wireless networks. The paper
studies the performance of two classes of adaptive transmission
schemes in cellular downlink. One class is based on physical layer
rateless codes with constant transmit power and the other uses
fixed-rate codes in conjunction with power adaptation. Using
a simple stochastic geometry model for the cellular downlink,
the focus is to compare the adaptivity of fixed-rate codes with
power adaptation to that of physical layer rateless codes only.
The performance of both rateless and fixed-rate coded adaptive
transmission schemes are compared by evaluating the typical user
success probability and rate achievable with the two schemes.
Based on both the theoretical analysis and simulation results, it
is clearly shown that fixed-rate codes require power control to
maintain good performance whereas physical layer rateless codes
with constant power can still provide robust performance.
Index Terms—Adaptive Modulation and Coding, Rateless
Codes, Transmit Power Adaptation, Fixed-Rate Codes, Adaptive
Transmission, Cellular Downlink and Fractional Power Control.
I. INTRODUCTION
A. Motivation
Adaptive transmission techniques play a key role in the ro-
bust design of the radio access network architecture for future
cellular networks. The large path loss, high blockage and inter-
mittent (fluctuating) characteristics of the wireless channel at
mmWave and higher frequency bands pose a severe bottleneck
to the ultra-low latency and ultra-high reliability targeted goals
of future networks and the applications they support. The
success of future networks in meeting their ambitious goals
will certainly be influenced by the performance of adaptive
transmission techniques. The fundamental idea of an adaptive
transmission policy in the physical (PHY) layer is to ensure
reliable transmission of information bits between the base
station (BS) and user in the presence of time-varying channel
conditions. This goal can be accomplished by selecting the
best possible code type(s), coding rate, constellation size
(modulation scheme) and also, by transmit power adaptation
to channel conditions as illustrated in Fig.1. The elements
of adaptive transmission policy as in Fig.1 match the rate of
transmission adaptively to the instantaneous wireless channel
conditions, i.e., the signal to interference noise ratio (SINR).
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Fig. 1. Fundamentals of digital transmission of information.
Adaptive transmission has been a well researched topic in the
late 1990’s [2], [3], but interesting recent developments in
coding theory have led to a renewed focus in this direction
[4].
Rateless codes being a new class of variable-length codes
have the innate property to adapt both the code/parity bit
construction and also, the number of code/parity bits in re-
sponse to the time-varying channel conditions. Rateless codes
were originally developed for the erasure channel around 15
years ago [5] [6]. However, due to the above two properties,
rateless codes have been investigated for the noisy channel of
the PHY layer too [7] [8]. From a coding theory perspective,
the design and analysis of PHY layer rateless codes over the
noisy channel has been a much researched topic recently [9]–
[12] with different design criterion yielding rateless codes with
unique and remarkable properties.
In an adaptive transmission policy, the interaction between
the code type/rate and transmit power control is further
detailed below. In a fixed-rate coded downlink channel, the
adverse effects of wireless channel impairments such as small
scale fading and path loss can be partially overcome by trans-
mit power control based on channel quality information (CQI)
at the BS. This power control leads to an improvement in
SINR and thus, coverage probability and rate of transmission.
Fixed-rate coding in conjunction with transmit power control
based on CQI for maintaining good Eb/No over the wireless
channel is used in current 4G cellular systems [13]. In a PHY
layer rateless coded downlink channel, the adaptivity of both
the code bit generation and the number of code bits to the
2channel conditions leads to an enhanced coverage probability
and rate of transmission. The key intuition is that with the
innate adaptivity of rateless codes, an adaptive transmission
policy purely based on rateless codes and no power control
can still provide target performance. Such a design holds the
potential for enhanced energy-efficiency.
B. Related Work
From a communication theory view, the work of [14], [15]
studies the performance of rateless codes in the PHY layer
of cellular downlink channel assuming fixed transmit power
and compares it to that of fixed-rate codes with constant
power. The coverage probability and rate enhancements on
the downlink channel due to a rateless coded PHY relative to
fixed-rate codes are quantified. A stochastic geometry model
is used for the cellular downlink, i.e., the BSs are modeled by
a homogeneous Poisson point process (PPP). It is shown that
the rate and coverage gains due to a rateless PHY are heavily
dependent on the interferer activity in the wireless channel
and also, the user location relative to the BS. The rate gain
of a user close to only one BS is different from that of a user
equidistant from three BSs. Similarly, the rate gain of a user
with time-varying interference is different from that of a user
with interference invariant to time.
In [16], the performance of both cellular uplink and down-
link when employing transmit power adaptation in the form
of fractional power control (FPC) is studied. Assuming a
stochastic geometry model for the cellular network, the authors
consider a scenario where the transmit power is adapted to
partially invert the path loss impairment of the wireless chan-
nel. The metric used is the coverage probability conditioned
on the point process. The conditional coverage probability
provides a detailed statistical probe into the performance
enhancements for users in cellular uplink and downlink when
FPC is employed. In other words, it provides fine-grained
information on the distribution of improvements rather than
just the average improvement across the network. The key role
of transmit power in the analysis and optimization of cellular
network performance is detailed in [17]. A new analytical
framework in which the network throughput depends explicitly
on the transmit power of BSs is presented. The key focus
is to optimize the energy efficiency (EE) of the network,
defined as the ratio of the network throughput to the network
power consumption. Refer to [17] for a detailed overview of
the research efforts dedicated to EE optimization of cellular
networks. The results of our current paper will have direct
implications on the EE of a cellular network.
C. Contributions
The key objective of our paper is to compare the per-
formance of rateless codes with constant power to that of
fixed-rate codes employing transmit power adaptation in noisy
cellular downlink channels. The wireless channel impairments
in the PHY layer of future cellular networks are best captured
by using a stochastic geometry model [18]–[20]. For analytical
simplicity and tractability, the common stochastic geometry
model for cellular downlink, i.e., a homogeneous PPP for the
locations of BSs, is considered in the paper. Adaptive transmis-
sion based on fixed-rate coding uses power control schemes
such as channel thresholding, truncated channel inversion and
fractional power control to mitigate the channel impairments.
The adaptive transmission scheme based on rateless coding
with constant power is compared against multiple fixed-rate
coding based schemes. The adaptive schemes are compared
under a transmission mode of the cellular downlink where
every BS transmits a K-bit information packet to its served
user. The coverage probability and rate of transmission are the
metrics of interest to study the performance.
The technical contributions of our current paper are given
below. A clear difference between the current paper con-
tributions and those of prior work [14], [16] is highlighted
whenever appropriate.
1) We characterize the performance of rateless codes with
constant power in cellular downlink via an upper bound
on the distribution of the packet transmission time of
rateless codes. Note that [14] also addresses the perfor-
mance of rateless codes with constant power in cellular
downlink. But in our current paper, the derived analytical
results are more accurate, i.e., in terms of the tightness of
the bounds and its match to the simulation as illustrated
in the numerical results.
2) The asynchronous mode of operation of cellular down-
link is studied through the use of a space time uniform
PPP model. The analytical results allow a comparison of
the synchronous and asynchronous modes of operation
of cellular downlink.
3) The performance of fixed-rate coded downlink with
pathloss-based fractional power control, truncated chan-
nel inversion and channel thresholding are quantified.
4) For the sake of completeness, the paper also provides
an analytical characterization of the performance of
fading-based channel thresholding and truncated channel
inversion in cellular downlink. The metric used is the
spatial average coverage probability.
Note that [16] also studies the performance of power control in
cellular downlink, but focuses on pathloss-based schemes only
and on coverage probability conditioned on the point process.
The paper shows that fixed-rate coding with power adap-
tation maintains good performance only in the low coverage
(reliability) regime, i.e., for small values of the delay constraint
N . On the other hand, rateless coding with constant power
performs well in both the low and high reliability (large N )
regimes. Our results show that fixed-rate coding with power
control is inefficient in terms of the cost-benefit tradeoff. While
the benefits are coverage and rate gains limited to the low
reliability regime, the cost manifests as the system design
complexity associated with power adaptation and encoding
(decoding) operations. Although power control has played a
key role in fixed-rate coded 4G and prior cellular systems, our
results demonstrate that PHY layer rateless codes as part of
the adaptive transmission policy can provide robust coverage
and rate performance without power control.
The organization of the rest of the paper is as follows.
Section II contains the system model of the paper and presents
the analytical framework used for theoretical study. Section
3III characterizes the cellular network performance for rateless
codes with constant power. Adaptive transmission schemes
based on fixed-rate codes with power adaptation for pathloss
and fading are treated in Section IV. Section V covers the
asynchronous transmission scenario. The numerical results of
the paper and the resulting design insights are presented in
Section VI. The concluding remarks of the paper are in Section
VII. The appendices A-F contain the mathematical derivations.
II. SYSTEM MODEL
A. Network Assumptions
A homogeneous Poisson point process (PPP) Φ = {Xi},
i = 0, 1, 2, · · · of intensity λ is used to model the locations of
BSs in a cellular downlink setting. We make a simplifying
assumption that each BS Xi transmits to one user in its
Voronoi cell. The distance between BS Xi and its user
located uniformly at random at Yi is Di. We consider a fixed
information transmission mode in which each BS transmits
a K-bit packet to its user1. At each BS, a rateless code is
used to encode the K information bits. The transmit power of
each BS is γi. The three elements that impair the wireless
channel are small scale fading, path loss and interference.
The channel has Rayleigh block fading, i.e., the K-bit packet
is encoded and transmitted within a single coherence time.
The packet transmission time of BS Xi to its user Yi is
denoted as Ti symbols (or channel uses). Each K-bit packet
transmission from a BS is subject to a delay constraint of N ,
i.e., 0 < Ti ≤ N . For a coherence time Tc secs and signal
bandwidth Wc Hz, the value of N is given as N = TcWc. At
time t ≥ 0, the medium access control (MAC) state of BS Xi
is given by ei(t) = 1 (0 < t ≤ Ti), where 1(·) is the indicator
function.
The received signal at user Yi at time t is given by
yi(t) = hiiD
−α/2
i
√
γixi(t) +
∑
k 6=i
gki|Xk − Yi|−α/2ek(t)√γk
xk(t) + zi, 0 < t ≤ Ti, (1)
where hii and gki are the fading coefficients, α > 2 is the path
loss exponent, xi and xk are the transmitted symbols of BSs
Xi and Xk, k 6= i respectively, ek(t) = 1 (0 < t ≤ Tk) is the
MAC state of BS Xk, k 6= i and zi ∼ Nc(0, 1) is the thermal
noise at user Yi. The 1
st term is the desired signal from BS Xi
and the 2nd term is the interference from BSs {Xk}, k 6= i. To
facilitate an analytical study of the performance of an adaptive
transmission policy based on rateless coding, we consider two
types of interference models in the cellular downlink. The two
models are described below.
1) Time-varying Interference: In this model, the interfer-
ence power at a user Yi is function of time t. When the BS Xi
is transmitting to its user Yi, all other BSs interfere until they
have completed their own K-bit packet transmission to their
users, i.e., an interfering BS Xk will transmit for a duration
of Tk channel uses from t = 0 and will subsequently turn off.
1We present the sytem model assuming the BSs employ rateless coding.
Fixed-rate coding follows as a special case and is presented later in Section
IV.A.
For this case, the instantaneous interference power and SINR
at user Yi at time t are given by
2
Ii (t) =
∑
k 6=i
γk|gki|2|Xk − Yi|−αek(t) (2)
and
SINRi (t) =
γi|hii|2D−αi
1 + Ii(t)
, (3)
respectively. In (3), the noise power is normalized to 1.
The time-averaged interference at user Yi up to time t is
given by
Iˆi(t) =
1
t
∫ t
0
Ii(τ) dτ. (4)
Since every interferer transmits a K-bit packet to its user for
Tk symbols and turns off, the interference is monotonic w.r.t
t, i.e., both Ii(t) and Iˆi(t) are decreasing functions of t.
User Yi employs a nearest-neighbor decoder based on
channel knowledge at receiver only and performs minimum
Euclidean distance decoding [22]. The achievable rate Ci(t)
is given by 3
Ci(t) = log2
(
1 +
γi|hii|2D−αi
1 + Iˆi(t)
)
. (5)
2) Constant Interference: In this model, we make a simpli-
fying assumption that every interfering BS transmits to their
user continuously without turning off. The MAC state of an
interfering BS Xk at time t is thus given by ek(t) = 1, t ≥ 0.
Hence, the interference power at the user Yi does not change
with time and is given by
Ii =
∑
k 6=i
γk|gki|2|Xk − Yi|−α (6)
The achievable rate Ci in this model is given by
Ci = log2
(
1 +
γi|hii|2D−αi
1 + Ii
)
. (7)
The remainder of the discussion presented in this section
applies to both the above interference models. Based on (5)
and (7), the time to decode K information bits and thus, the
packet transmission time Ti are given by
Tˆi = min {t : K < t Ci(t)} (8)
Ti = min(N, Tˆi). (9)
The distribution of the packet transmission time Ti in (9)
is necessary to characterize the performance of an adaptive
transmission policy using rateless codes in a cellular downlink.
2In our paper, we assume that all BSs have data to transmit at t = 0. This
is a simplifying assumption. Currently, we do not focus on the case where
interference is affected by temporal traffic generation models [21].
3The receiver represented by (5) is a low-complexity practically relevant
receiver. Its achievable rate is a lower bound to that of an ideal matched filter
receiver. Please see [14] for more details.
4B. Typical User Analysis
To study the distribution of the packet transmission time,
consider the typical user located at the origin. To characterize
the complementary CDF (CCDF) of the packet transmission
time T , we first note that the CCDFs of T and Tˆ are related
as
P (T > t) =
{
P(Tˆ > t) t < N
0 t ≥ N. (10)
Next consider the below two events for the constant interfer-
ence case
E1(t) : Tˆ > t
E2(t) : K
t
≥ log2
(
1 +
γ|h|2D−α
1 + I
)
, (11)
where in (11), I is the constant interference at origin given by
I =
∑
k 6=0
γk|gk|2|Xk|−α. (12)
For a given t, a key observation is that the event E1(t) is
true if and only if E2(t) holds true. This follows from (8).
Thus
P(Tˆ > t) = P
(
K
t
≥ log2
(
1 +
γ|h|2D−α
1 + I
))
(13)
= P
(
γ|h|2D−α
1 + I
≤ θt
)
, (14)
where θt = 2
K/t− 1. Assuming a high enough BS density λ,
we ignore the noise term for the remainder of the paper.
Under the time-varying interference case, the CCDF of Tˆ
is given by
P(Tˆ > t) = P
(
γ|h|2D−α
Iˆ(t)
≤ θt
)
, (15)
where Iˆ(t) is the average interference up to time t at the typical
user and is obtained from (4):
Iˆ(t) =
∑
k 6=0
γk|gk|2|Xk|−αηk(t) (16)
ηk(t) =
1
t
∫ t
0
1(τ ≤ Tk) dτ = min (1, Tk/t) . (17)
The marks ηk(t) are correlated for different k.
For the K-bit packet transmission to the typical user, the
performance of the adaptive transmission policy is quantified
through the success probability and rate of transmission. The
success probability and rate of the typical user are defined as
ps(N) , 1− P(Tˆ > N) (18)
RN ,
Kps(N)
E [T ]
=
Kps(N)∫ N
0 P(Tˆ > t) dt
. (19)
Note that as per (9), T is a truncated version of Tˆ at N .
C. Adaptive Transmission Schemes
In this subsection, we explain the motive for comparing
the types of adaptive transmission strategies considered in
this paper. For forward error correction (FEC), we consider
two scenarios. In one scenario, the cellular network employs
rateless codes for FEC while in the second scenario, con-
ventional fixed-rate codes are used for FEC. In an adaptive
transmission policy, the code type/rate, symbol power and
modulation size can be made adaptive to channel conditions to
ensure reliable transmission of bits. In this paper though, we
limit the adaptation to only code type/rate and symbol power.
Rateless codes have robust adaptivity to channel variations
whereas fixed-rate codes do not have the same adaptivity to the
channel (see [14] for more discussion). Hence for a fair choice
of adaptive transmission schemes, we combine rateless codes
with constant power and fixed-rate codes with transmit power
adaptation. In the following, we discuss the two classes of
adaptive transmission policies and quantify their performance.
III. RATELESS CODING WITH CONSTANT POWER
When the cellular network uses rateless codes for FEC, each
BS encodes a K-bit packet using a variable length code, e.g.,
a Raptor code or a LT-concatenated code [7] (LT is Luby
Transform) with degree distributions optimized for the noisy
channel and also, being adaptive to the channel variations. The
parity symbols are incrementally generated and transmitted
until the K bits are decoded at the user or the maximum
number of parity symbols N is reached. The user performs
multiple decoding attempts to decode the K-bit packet using
the Belief Propogation algorithm. An outage occurs if the K
bits are not decoded within N parity symbols.
In the first adaptive transmission scheme we consider, the
rateless codes are used for FEC and the transmit power is
constant, i.e., no power adaptation. Based on (18) and (19),
the success probability and rate of transmission for the K-bit
packet can be obtained from the CCDF of the typical user
packet transmission time. From [14], the CCDF of the packet
transmission time under the constant interference model for
cellular downlink is given by
P(T > t) = 1− 1
2F1 ([1,−δ] ; 1− δ;−θt)︸ ︷︷ ︸
Pc(t)
, t < N (20)
where δ = 2/α and 2F1 ([a, b]; c; z) is the Gauss hypergeo-
metric function. Define θ = 2K/N−1. The success probability
ps(N) can be written as
ps(N) =
1
2F1 ([1,−δ] ; 1− δ;−θ) . (21)
The rate RN can be obtained based on (19) and (20) as
RN =
Kps(N)∫ N
0 Pc(t) dt
. (22)
Under the time-varying interference model, the CCDF of
the packet transmission time given in (15) does not admit
an explicit expression due to the correlated marks in Iˆ(t) in
(16). In [14], an independent thinning model approximation is
5proposed to study the dependence of the typical user’s trans-
mission time on the time-varying interference of the cellular
network. In the independent thinning model, the correlated
marks Tk of (16) are replaced by i.i.d. T¯k with CDF F (t¯).
Under this model, the average interference at the typical user
is given by
I¯ (t) =
∑
k 6=0
γk|gk|2|Xk|−αη¯k(t) (23)
η¯k(t) = min
(
1, T¯k/t
)
.
From now onwards, we just use η¯ instead of η¯(t) for brevity.
The typical user packet transmission time T for this model is
defined as
Tˆ = min
{
t : K < t C¯(t)
}
T = min(N, Tˆ ), (24)
where C¯(t) is the achievable rate based on I¯(t) in (23).
Theorem 1. An upper bound on the CCDF of typical user
packet transmission time under the independent thinning
model, T in (24), is given by
P (T > t) ≤ 1− 1
2F1 ([1,−δ] ; 1− δ;−ωtθt)︸ ︷︷ ︸
Ps(t)
, t < N (25)
ωt = 1−
∫ 1
0
F (xt) dx (26)
F (t) =
1
2F1 ([1,−δ] ; 1− δ;−θtmin (1, µ/t))
µ =
∫ N
0
(1− 2F1 ([1, δ] ; 1 + δ;−θt)) dt (27)
and θt = 2
K/t − 1.
Proof: See Appendix A.
The success probability for the independent thinning model
p˜s(N) is bounded as
4
p˜s(N) ≥ 1
2F1
(
[1,−δ] ; 1− δ;−θE[T¯ ]/N) . (28)
The rate R˜N can be bounded based on (19) and (25) as
R˜N ≥ Kp˜s(N)∫ N
0
Ps(t) dt
. (29)
When rateless codes are used for FEC, the typical user with
constant interference can be interpreted as a user experiencing
the worst type of interferer activity in a practical cellular
network. Hence, ps(N) and RN in (21) and (22) for the
constant interference case can be interpreted as a lower bound
for the coverage and rate of a practical user in cellular
downlink. In a similar way, p˜s(N) and R˜N in (28) and (29)
for the time-varying interference case can be interpreted as an
approximation for the best (highest) possible rate of a practical
user. Rateless coding is able to adapt to changing interference
conditions and provide different rates.
4From (26), it can be shown that ω(N) = E[T¯ ]/N . A simple substitution
for x yields the desired result.
Remark: The analytical results obtained in this paper for
the case of rateless codes with constant power under the
time-varying interference model matches the simulation more
accurately than the results in [14].
IV. FIXED-RATE CODING WITH POWER CONTROL
When the cellular network uses fixed rate codes for FEC,
each BS encodes a K-bit packet using a fixed rate code, e.g., a
LDPC code, Turbo code or Reed Solomon code and transmits
the entire codeword of N parity symbols. The user receives
the N parity symbols over the downlink channel and tries
to decode the information packet using the BCJR or Viterbi
algorithm. Based on the instantaneous channel conditions, the
single decoding attempt can be a success or not.
Pathloss based power control introduces a certain degree of
fairness among the users in a cellular downlink. Compensation
based on pathloss impairment is more useful in cellular de-
ployments in non-urban settings with large coverage areas. In
the following, we quantify the performance when an adaptive
transmission scheme employs pathloss based fractional power
control (FPC) and fixed-rate coding.
A. Pathloss-based FPC
For 0 ≤ τ ≤ 1, the transmit power from BS to the typical
user is given by [16]
γ =
{
ρ/D−τα, D−α ≥ β
0, D−α < β.
(30)
The relation between β and the max power constraint ρm
can be obtained based on the fact that ρ/D−τα ≤ ρm. The
condition D−α ≥ (ρ/ρm)
1
τ has to be met to satisfy the
maximum power constraint and hence, the threshold β is
β = (ρ/ρm)
1
τ .
For fixed-rate coding, the packet transmission time of every
BS is fixed to N channel uses and hence, interference is time-
invariant as given in (12). The success probability and rate of
the typical user are defined as
ps(N) , P (SIR > θ) = P
(
γ|h|2D−α
I
> θ
)
(31)
RN ,
K
N
ps(N). (32)
The below theorem quantifies the coverage probability and
rate of the typical user under the considered adaptive trans-
mission scheme.
Theorem 2. The success probability ps(N) in a cellular
downlink employing fixed-rate coding and pathloss-based frac-
tional power control for adaptive transmission is given by
ps(N) =
∫ piλ
βδ
0
exp (−zJ (θ, z)) e−z dz (33)
J (θ, z) = θδ
∫ θ
0
δ
xδ
∫ piλ
zβδ
0
1
x+ y−τ/δ
ze−zy dy dx. (34)
The rate RN can be obtained based on (32) and (33).
Proof: The proof appears in Appendix B.
6Using the substitution t = e−z simplifies solving the numer-
ical integral in (33) and (34). The value of τ can be optimised
based on the expression for coverage probability in (33). The
value of τ can be close to 1/2 for ultra dense networks, uplink
and D2D networks, in which interference is a major channel
impairment. For networks with less severe interference such
as the cellular downlink, the value of τ can be close to 1,
allowing to benefit from pathloss compensation. The value of
the pathloss exponent α influences the FPC exponent τ chosen.
Rate-splitting decodes and cancels part of the interference and
treats the remaining part of the interference as noise, thus
bridging the two extremes of fully decoding interference and
completely treating interference as noise [23]. The use of rate
splitting also influences the choice of the value of τ , since rate
splitting does partial cancellation of interference.
1) Pathloss-based Truncated Channel Inversion: The suc-
cess probability ps(N) in a cellular downlink employing fixed-
rate coding and pathloss-based truncated channel inversion
for adaptive transmission is given by (33) and (34) with
τ = 1. Using numerical results, we illustrate the performance
enhancement when τ changes from τ = 1 for full channel in-
version to τ < 1 for fractional (partial) channel inversion. The
truncated channel inversion has the benefit of compensating for
the channel impairments with the cost being an increase in the
interference power relative to the no channel inversion scheme.
In FPC, a balance is achieved between the benefit and cost of
channel inversion via a partial compensation of the channel
impairments. The partial compensation leads to a decrease in
interference relative to the truncated channel inversion, which
does full compensation.
B. Pathloss-based Channel Thresholding
Now, we focus on a specific form of FPC when τ = 0,
i.e., the BS transmits with constant power ρ when the user is
within a certain range,D ≤ β−1/α as per (30). We quantify the
coverage probability and rate of the typical user with pathloss-
based channel thresholding.
Theorem 3. The success probability ps(N) in a cellular
downlink employing fixed-rate coding and pathloss-based
channel thresholding for adaptive transmission is given by
ps(N) =
1− exp
(
−piλ
(
1 +H (θ) F˜ (β)
)
/βδ
)
1 +H (θ) F˜ (β)
(35)
H(θ) =
θδ
1− δ 2F1 ([1, 1− δ] ; 2− δ;−θ) , (36)
where F˜ (β) = 1− e−piλ/βδ .
Proof: The proof is presented in Appendix C.
The power control schemes based on pathloss compensation
have exact closed form characterization and their performance
will be discussed in the Section VI on numerical results.
C. Fading-based Channel Thresholding
Fading based power control will be useful in small cell and
cloud radio access networks with small coverage area. It will
also be valuable in indoor wireless networks. The transmit
power is adapted based on the value of channel gain |h|2. In
channel thresholding, the BS transmits with constant power
ρ only if the channel gain |h|2 exceeds a threshold β and
declares an outage otherwise. Mathematically, the transmit
power from BS to the typical user is given by [24]
γ =
{
ρ, |h|2 ≥ β
0, |h|2 < β. (37)
The typical user coverage probability and rate are given by
(31) and (32) together with (37).
Theorem 4. The success probability ps(N) in a cellular
downlink employing fixed-rate coding and fading-based chan-
nel thresholding for adaptive transmission is given by
ps(N) ≈ F(θ) + F(θ/β)
[
e−β −F(θ)] (38)
F(θ) = e
β
eβ − 1 + 2F1 ([1,−δ] ; 1− δ;−θ) . (39)
The rate RN can be obtained based on (32) and (38).
Proof: Refer to Appendix D.
D. Fading-based Truncated Channel Inversion
In truncated channel inversion (TCI), we adapt the transmit
power to invert the channel gain only if the channel gain |h|2
exceeds a threshold β. Mathematically, the transmit power
from BS to the typical user is given by [24]
γ =
{
ρ/|h|2, |h|2 ≥ β
0, |h|2 < β. (40)
The threshold β is related to the maximum power constraint
ρm, i.e., β = ρ/ρm.
Theorem 5. The success probability ps(N) in a cellular
downlink employing fixed-rate coding and fading-based trun-
cated channel inversion for adaptive transmission is given by
ps(N) ≈ 1
1 +G(θ)
e−β (41)
G(θ) = θδ
∫ θ
0
δ
yδ
eyE1 (β + y) dy, (42)
where E1(x) =
∫∞
x e
−t/t dt is the exponential integral
function. The rate RN can be obtained based on (32) and
(41).
Proof: The proof appears in Appendix E.
Note that G(θ) in (42) converges only for δ < 1, i.e., α > 2.
The second term in the RHS of (41) represents the loss due to
channel truncation while the first term contains the gain due
to truncated channel inversion. The expressions in (38) and
(41) are exact for β = 0 and serve as good approximations
for β > 0. The TCI will be useful in downlink scenarios
when the channel averaging w.r.t fading cannot be realized.
In the paper, we have not discussed the adaptive transmission
scheme employing fading-based fractional power control since
its theoretical analysis is infeasible.
7V. ASYNCHRONOUS TRANSMISSIONS
In Sections II and III, the performance of rateless codes
in cellular downlink was characterized for the case of syn-
chronous transmissions. In this section, we provide a brief
treatment of the performance analysis of rateless codes un-
der the asynchronous mode of cellular downlink, i.e., BSs
transmit packets to their users at different times. The point
process model we use to study the asynchronous transmissions
case is the so called Poisson Rain model, introduced in
[25] [26]. A space time homogeneous Poisson point process
Ψ = {Xk, Sk}, k = 0, 1, 2, · · · of intensity λs models the
locations of BSs. The parameter λs is the number of trans-
mission attempts per unit area per unit time. Sk is the packet
transmission start time of BS Xk. The packet transmission
time of BS Xk to its user is Tk symbols. At time t, the MAC
state of BS Xk is given by ek(t) = 1 (Sk ≤ t ≤ Sk + Tk).
Similar to the Section III, we assume an independent
thinning model for the analysis of the typical user packet
transmission time. Under such a model, each interfering BS
Xk transmits for a random duration T¯k from the start time Sk
and becomes silent. The packet times T¯k are i.i.d. with CDF
F (t¯). Under this model, the average interference at the typical
user is given by
I¯ (t) =
∑
k 6=0
γk|gk|2|Xk|−αη¯k(t) (43)
η¯k(t) =
1
t
∫ t
0
1(Sk ≤ τ ≤ Sk + T¯k) dτ. (44)
The typical user packet transmission time T for this model is
defined as T = min(N, Tˆ ) and
Tˆ = min
{
t : K < t C¯(t)
}
, (45)
where C¯(t) is the achievable rate based on I¯(t) in (43).
Theorem 6. An upper bound on the CCDF of typical user
packet transmission time under the independent thinning
model, T in (45), is given by
P (T > t) ≤ 1− 1
2F1 ([1,−δ] ; 1− δ;−ωNθt)︸ ︷︷ ︸
Pa(t)
, t < N (46)
ωN =
1
N
∫ N
0
(1− F (t)) dt (47)
F (t) =
1
2F1 ([1,−δ] ; 1− δ;−θtmin (1, µ/t))
µ =
∫ N
0
(1− 2F1 ([1, δ] ; 1 + δ;−θt)) dt (48)
and θt = 2
K/t − 1.
Proof: Refer to Appendix F.
Below we provide a brief discussion on the performance
gap between the synchronous and asynchronous modes of
operation in cellular downlink5. Note that Ps(t) in (25)
5The Poisson rain model is an approximate model for the asynchronous
mode operation of wireless networks. However, it leads to closed form
expressions facilitating comparison with the synchronous case. In the high
node density limit, the Poisson rain model approaches the Poisson renewal
model, which is a more accurate but complex model for asynchronous
transmissions. See [25] [26] for more details.
depends on ω(t) in (26). A simple substitution shows that
ω(t) = 1t
∫ t
0 (1− F (ν)) dν. Since ω(t) is monotonic, we have
ω(t) ≤ ωN . Hence, both Ps(t) and Pa(t) from Theorems
1 and 6 satisfy Ps(t) ≤ Pa(t). Based on the definitions in
(18) and (19), it follows that the ps(N) and RN for Ps(t),
i.e., synchronous mode is lower bounded by that of Pa(t),
i.e., the asynchronous mode. This observation of performance
gain due to synchronization is consistent with [27]. A more
thorough discussion on the performance enhancement due to
synchronization can be found in [25] [26].
VI. NUMERICAL RESULTS
In this section, we present numerical results that illustrate
the performance benefits of the adaptive transmission policies
studied in the paper. The numerical results provide the perfor-
mance of the typical user, which is the spatial average of all
users performance in the network. For the simulation, the cel-
lular network was realized on a square of side S = 60m with
wrap around edges. The BS PPP intensity is λ = 1m−2. The
information packet size is K = 75 bits. The cellular network
performance was evaluated for varying channel threshold β
and delay constraint N channel uses/symbols. The acronym
CI corresponds to the constant interference model described
in Section II. The simulation curve corresponds to the cellular
network simulation as per the time-varying interference model
described in (2)-(9). The analytical result of [14, Theorem 2] is
also plotted and compared against the tighter bound result of
the current paper, i.e., Theorem 1. In the following figures, the
performance of rateless codes with constant power is compared
against fixed-rate codes employing power control schemes.
A. Pathloss-based Power Control
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Fig. 2. Fixed-rate coding with channel thresholding for pathloss: Success
probability ps(N) as a function of the delay constraint N in a cellular network
with λ = 1 at α = 3 based on (21), (28), (31) and (35) respectively. The
solid curves correspond to fixed-rate coding with varying β. Note that the
curves corresponding to rateless CI and fixed-rate β = 0 coincide.
1) Channel Thresholding: Channel thresholding as a power
adaptation scheme has both cost and benefit associated with
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Fig. 3. Fixed-rate coding with channel thresholding for pathloss: Rate RN
as a function of the delay constraint N in a cellular network with λ = 1 at
α = 3. For fixed-rate coding, the rate is based on (31), (32) and (35). For
rateless coding, the rate is obtained from (21)-(22) and (28)-(29). The solid
curves correspond to fixed-rate coding with varying β.
it. The benefit is that it reduces the interference for the typical
user. The cost being that the serving BS does not transmit to
the user all the time, i.e., only when the pathloss impairment
exceeds the threshold. In Figs. 2 and 3, the success probability
ps(N) and rate RN are plotted as a function of the delay
constraint N for both rateless coding with constant power
and fixed-rate coding with channel thresholding at α = 3
and varying threshold β. In the high coverage regime, i.e.,
for large N , the cost of not transmitting to the user under bad
channel conditions becomes dominant relative to the benefit
and thus, makes power adaptation inefficient. Hence in this
regime, power adaptation along with fixed-rate coding has no
advantages. Rateless coding with constant power being adap-
tive to channel conditions, supplies only the necessary number
of parity symbols to decode the K bits achieving substantially
higher throughput for both the interference models of Section
II and hence, the preferred adaptive scheme in this regime.
In the low coverage (or high rate) regime, the benefit
of channel thresholding, i.e., reduced interference allows the
BS to transmit K bits to the user under favorable channel
conditions. This benefit offsets the cost of power adaptation.
So fixed-rate coding along with channel thresholding is useful
in the low coverage regime. Rateless coding with no power
adaptation still exhibits good performance due to the fact that
expected packet time (number of parity symbols) is E[T ],
unlike non-adaptive fixed-rate coding which always transmits
N parity symbols. The benefit of channel inversion is that
the pathloss from the desired BS to user is compensated for.
On the other hand, since the transmit power of interferers
is also inversely proportional to the corresponding pathloss,
the total interference power at the typical user blows up.
The increased interference at the user is the cost of channel
inversion. Due to this cost, the thresholding policyD−α ≥ β is
more beneficial in channel inversion compared to the constant
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Fig. 4. Fixed-rate coding with truncated channel inversion for pathloss:
Success probability ps(N) as a function of the delay constraint N in a cellular
network with λ = 1 at α = 4 based on (31), (33) and (34) with τ = 1. The
solid curves correspond to fixed-rate coding with varying β.
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Fig. 5. Fixed-rate coding with truncated channel inversion for pathloss: Rate
RN as a function of the delay constraint N in a cellular network with λ = 1
at α = 4. For fixed-rate coding, the rate is based on (31), (32), (33) and (34)
with τ = 1.
power case. Figs. 4 and 5 show plots of ps(N) and RN for
both rateless coding with constant power and fixed-rate coding
with truncated channel inversion for varying threshold β. We
observe that β = 1.55 provides a substantial increase in both
ps(N) and RN relative to β = 0. (Similar behavior is observed
for β = 2.55). For higher values of β in Figs. 4 and 5, we
observe the same effect as in the case of channel thresholding
for large N , i.e., the performance with a higher value of β
is less than that with a lower value of β (around 0). The
curve based on the Theorem 1 bound for the time-varying
interference model has a better match to the simulation curve
over a wide range of N relative to the previous bound from
[14, Theorem 2].
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Fig. 6. Fixed-rate coding with fractional power control for pathloss: Rate
RN as a function of the delay constraint N in a cellular network with λ = 1
at α = 3. For fixed-rate coding, the rate is obtained from (31), (32), (33)
and (34) with τ = 0.5. The solid curves correspond to fixed-rate coding with
varying β.
2) Fractional Power Control: Fig. 6 shows a plot of the
typical user rate RN for both rateless coding with constant
power and fixed-rate coding with pathloss-based fractional
power control with τ = 0.5 for varying β. The channel
thresholding scheme transmits at a constant power and does
not adversely affect the interference power and the SIR at the
typical user. Hence, the success probability and rate with chan-
nel thresholding is better than that with either fractional or full
truncated channel inversion. When the thresholding β > 0 is
applied on a given power control policy, the interferer intensity
decreases from λ to λP(A), where P(A) = (1−e−piλ/βδ). The
decrease in interference leads to an increase in SIR and thus,
higher success probability and rate at small to moderate N .
The value of threshold β is chosen such that the transmission
probability P(A) = {1, 0.9, 0.82, 0.74} which corresponds to
β = {0, 1.55, 2.5, 3.5} for λ = 1.
B. Fading-based Power Control
Figs. 7 and 8 show plots of the typical user rate RN for
rateless coding with constant power and fixed-rate coding
with fading-based channel thresholding and truncated channel
inversion, respectively. The curves for varying β are also
shown. Figs. 7 and 8 correspond to the discussions in Sections
IV-C and IV-D. The performance gap between rateless coding
with constant power and fixed-rate coding with fading-based
power control in the above figures is explained by the same
discussions as in Section VI-A. When the thresholding β > 0
is applied, the interferer intensity decreases from λ to λP(A),
which is λe−β for Rayleigh fading. For the cellular network
with Rayleigh fading, β = {0, 0.1, 0.2, 0.3} yields the desired
values of P(A) mentioned previously.
To compare the performance of the power control scheme
based on fading to the one based on pathloss, we observe
the rate plots of Figs. 7 and 3 (or Figs. 8 and 5). For both
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Fig. 7. Fixed-rate coding with channel thresholding for fading: Rate RN as
a function of N in a cellular network with λ = 1 at α = 3. For fixed-rate
coding, the rate is based on (31), (32) and (38). For rateless coding, it is based
on (22) and (29). Solid curves represent fixed-rate coding with varying β.
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Fig. 8. Fixed-rate coding with truncated channel inversion for fading: Rate
RN as a function of N in a cellular network with λ = 1 at α = 4 based on
(32) and (41).
sets of plots, we observe that the fading-based power control
is more effective, i.e., it has a better performance over a
broader range of N . We note that for a BS density λ = 1,
Rayleigh fading is a much severe channel impairment relative
to pathloss. In a cellular network with power control based
on pathloss only, the receiver has to cope with the adverse
effects of both interference and fading. In the case of power
control based on fading only, the receiver has to cope with
interference and pathloss, which is milder relative to fading at
BS density λ = 1. Hence, fading-based power control has a
better rate over a broad range of N relative to pathloss-based
power control.
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C. System Design Implications
From Figs. 4 and 5, we observe that for N = 100 rateless
coding achieves a RN from 0.78 to 1 and for N = 300, a RN
performance of 0.6 to 0.9 is achieved. On the other hand, for
fixed-rate coding with channel inversion (or fractional power
control), a very good RN can be obtained at N = 100 by
choosing β ≥ 2.5. For power control, the value of β needs
to be optimized for N . At N = 300 even with optimal β,
the performance gap between rateless coding and fixed-rate
coding is too large. Thus, to achieve a desired performance of
ps(N) and RN , a fixed-rate coded system has to use channel
thresholding along with an optimal β∗(N) and this incurs
a significant system complexity relative to rateless coding
with constant power. For a K-bit packet transmission, rateless
coding with no power control can achieve good Eb/No for
the K bits with a higher probability and also, a higher rate
relative to fixed-rate coding with power adaptation. Since
fixed-rate codes are not adaptive, the transmit power needs to
be adapted to maintain an acceptable Eb/No for the adaptive
transmission ofK bits. On the other hand, the robust adaptivity
of rateless codes enables good performance even without
power adaptation.
VII. CONCLUSION
In this paper, we study two classes of adaptive transmission
schemes with the goal of achieving a good Eb/No for reliabil-
ity over the wireless channel of future networks. We compare
the performance of rateless coding with constant power to that
of fixed-rate coding with power adaptation such as channel
thresholding, truncated channel inversion and fractional power
control. It is shown that rateless coding with constant power
performs much better relative to fixed-rate codes with power
control in the moderate to high coverage (reliability) regime.
Only in the low coverage regime, the performance of the
latter can be made comparable or better than rateless codes
by optimal choice of the channel threshold β. However, these
improvements in the low coverage regime come with the cost
of power adaptation and feedback resources. Note that the
adaptive modulation and coding (AMC) scheme adaptively
chooses the code-rate of a fixed-rate code based on the instan-
taneous channel conditions. As an extension of the current line
of research, [28] characterizes the performance of AMC with
fixed power relative to physical layer rateless codes. Studying
the performance of rateless codes with power control can also
be a subject of future research.
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APPENDIX A
PROOF OF THEOREM 1
First, we recall few expressions from [14, Appendix C]
which are used here to derive new results. Note that Appendix
C in [14] also aims to derive an upper bound on the CCDF of
the typical user packet transmission time. But in this appendix,
we provide more accurate and tighter bounds relative to [14,
Appendix C].
From [14, Eqtn (66)], the CCDF of Tˆ is given by
P
(
Tˆ > t
)
= E
[
1− exp (−piλH(t)D2)]
= 1− 1/ (H(t) + 1) . (49)
From [14, Eqtn (65)], we have the following definition
H(t) , δθδtE
[∫ θt
0
(
1− 1
1 + η¯y
)
1
y1+δ
dy
]
. (50)
= δθδtE
[∫ θt
0
η¯
[1 + yη¯] yδ
dy
]
=
θtδ
1− δ E [η¯ 2F1 ([1, 1− δ] ; 2− δ;−θtη¯)] . (51)
The following hypergeometric identity will be useful to
simplify H(t) + 1.
δ
1− δ θ 2F1 ([1, 1− δ] ; 2− δ;−θ) + 1
≡ 2F1 ([1,−δ] ; 1− δ;−θ) . (52)
Based on (51) and (52), H(t) + 1 in (49) can be written as
P
(
Tˆ > t
)
= 1− 1
E [2F1 ([1,−δ] ; 1− δ;−θtη¯)] (53)
(a)
≤ 1− 1
2F1 ([1,−δ] ; 1− δ;−θtE [η¯]) (54)
(b)
≤ 1− 1
2F1
(
[1,−δ] ; 1− δ;−θtmin
(
1,E[T¯ ]/t
)) , (55)
where (a) follows from the concavity of 2F1 ([1,−δ] ; 1− δ; y)
which can be verified easily using
d
dy
2F1 ([a, b] ; c; y) =
ab
c
2F1 ([a+ 1, b+ 1] ; c+ 1; y)
and (b) follows from the fact that η¯ = min
(
1, T¯ /t
)
is a
concave function of T¯ . In the upper bound of (54), the E [·]
is evaluated as
E [η¯] =
∫ 1
0
P (η¯ > x) dx
(c)
=
∫ 1
0
P
(
T¯ > xt
)
dx, (56)
where in (c), η¯ > x ⇔ T¯ /t > x since η¯ = min (1, T¯ /t).
Based on (54) and (56), the CCDF of typical user packet
transmission time T is given by
P (T > t) ≤ 1− 1
2F1 ([1,−δ] ; 1− δ;−ω(t)θt) , t < N
ω(t) =
∫ 1
0
P
(
T¯ > xt
)
dx. (57)
In (57), the distribution of interferer packet transmission
time T¯ is necessary to compute the upper bound in (54).
The three possible choices for the distribution of T¯ are the
upper bound, lower bound and the approximation to the CCDF
of the typical user transmission time from [14]. Note that
as per the Section II.A, the typical cell and interfering cell
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packet transmission times are identically distributed. Hence,
using the upper and lower bounds to the CCDF of typical
user transmission time given in [14] for the distribution of
T¯ in (57) leads to an overestimation and underestimation of
interference in (23). For the interference in (23) to accurately
model (capture) the interference of the exact model in (16),
we use the CCDF approximation given in [14, Theorem 2] for
the distribution of T¯ in (57), i.e.,
P
(
T¯ > t
)
= 1− 1
2F1 ([1,−δ] ; 1− δ;−θtmin (1, µ/t))
(58)
µ =
∫ N
0
(1− 2F1 ([1, δ] ; 1 + δ;−θt)) dt. (59)
Plugging the above CCDF of T¯ into (57) with ’xt’ as the
sample value of T¯ completes the proof.
APPENDIX B
PROOF OF THEOREM 2
Define an event A : D−α ≥ β. Similar to (80), the CCDF
of SIR can be written as
P (SIR > θ) = P
(ρ|h|2D−α(1−τ)
I
> θ | A
)
︸ ︷︷ ︸
P1(θ)
P(A). (60)
Since D ∼ Rayleigh (1/√2piλ), we get
F (d) = P (D ≤ d) = 1− exp(−piλd2). (61)
P1(θ) in (60) is evaluated as
P1(θ) = P
(
|h|2 ≥ θID
α(1−τ)
ρ
| A
)
(a)
= E
[
LI
(
θDα(1−τ)
ρ
)
| A
]
, (62)
where LI(s) = E
[
e−sI
]
is the Laplace transform of interfer-
ence I by conditioning on D and (a) follows by taking the
E[·] operation w.r.t I by conditioning on D. Below we obtain
an expression for LI(·). Note that in the expression for I in
(12), γk is the transmit power from BS Xk to its user Yk and
follows the same policy as (30).
LI(s) = exp
(
−piλEγ,g
[∫ ∞
D
(
1− e−sγ|g|2v−α
)
dv2
])
= exp
(
−piλ
∫ ∞
D
(
1− E
[
e−sv
−αγ|g|2
])
dv2
)
. (63)
Let c = sv−α, the E [·] in the integral of (63) becomes
E
[
e−cγ|g|
2
]
= E
[
1
1 + cγ
]
= E
[
1
1 + cγ
| A
]
P(A) + P(A¯).
(64)
The RV γ in (64) represents the transmit power from an
interfering BS to its user. To differentiate the transmit power
of the BS serving the typical user from that of an interfering
BS, we use Dx to denote the distance between an interfering
BS and its served user. Recall that D represents the distance
between the typical user and its serving BS. Although D and
Dx are identically distributed, they are not independent but
are assumed so in the following for simplicity due to weak
correlation [16]. Note that D and Dx follow the Rayleigh
distribution in (61). Now (64) can be written as
E
[
e−cγ|g|
2
]
= 1− P(A)
(
1− E
[
1
1 + cρDταx
∣∣A]) . (65)
Using (65) back in (63) and denoting κ = piλP(A), we get
LI(s) = exp
(
−κ
∫ ∞
D
(
1− E
[
1
1 + sv−αρDταx
∣∣A]) dv2)
(66)
Plugging s = θDα(1−τ)/ρ in (66) and using the substitution
y = θ(D/v)α, we get
LI
(
θDα(1−τ)
ρ
)
= exp
(
− κ
∫ 0
θ
(
1− E
[ 1
1 + y(Dx/D)τα∣∣A])dy−δθδD2) ≡ exp (−κM(θ)) . (67)
Note that M(θ) in (67) can be written as
M(θ) = θδD2
∫ θ
0
(
1− E
[
1
1 + y(Dx/D)τα
∣∣A]) δ
y1+δ
dy
= θδD2
∫ θ
0
E
[
1
y + (Dx/D)−τα
∣∣A] δ
yδ
dy. (68)
In (68), the E [·] is evaluated similar to
E
[
1
y +D−ταx
∣∣A] = ∫
A
1
y + d−ταx
dF
(
dx
∣∣A)
=
1
P(A)
∫ 1
βδ/2
0
1
y + d−ταx
dF (dx) , (69)
where F (dx) is the CDF of distance Dx given in (61). Using
(69) back in (68) and the resulting M(θ) in (67), we get
LI
(
θDα(1−τ)
ρ
)
= exp
(
− piλD2θδ
∫ θ
0
δ
yδ
∫ 1
βδ/2
0
1
y + (dx/D)−τα
dF (dx) dy
) (a)≡ exp (−piλD2J (θ,D)) ,
where (a) basically gives the definition of J (θ,D). Hence, we
can obtain the CCDF of SIR as
P (SIR > θ) = E
[
exp
(−piλD2J (θ,D)) ∣∣A] · P(A) (70)
=
1
P(A)
∫ 1
βδ/2
0
exp
(−piλd2J (θ, d)) dF (d) · P(A), (71)
where (71) is obtained using steps similar to (69). Hence,
ps(N) =
∫ 1
βδ/2
0
exp
(−piλd2J (θ, d)) dF (d) , (72)
J (θ, d) = θδ
∫ θ
0
δ
xδ
∫ 1
βδ/2
0
1
x+ (dx/d)−τα
dF (dx) dx.
(73)
In (72) and (73), we use z = piλd2 and y = (dx/d)
2. Noting
the changes dF (d) = e−z dz and dF (dx) = ze
−zy dy, we
get the desired form in (33).
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APPENDIX C
PROOF OF THEOREM 3
The derivation is based on the steps outlined in Appendix B.
Here, we point out the key differences for τ = 0. The CCDF
of SIR is given in (60). For τ = 0, P1(θ) can be written as
P1(θ) = E
[
LI
(
θDα
ρ
)
| A
]
. (74)
The equivalent expression of (65) with τ = 0 is given by
E
[
e−cγ|g|
2
]
= 1− P(A)
(
1− 1
1 + cρ
)
. (75)
An expression for P(A) appears below
P(A) = P(D ≤ β−1/α) = 1− e−piλ/βδ . (76)
Using κ = piλP(A), the LI(s) is expressed as
LI(s) = exp
(
−κ
∫ ∞
D
(
1− 1
1 + sρv−α
)
dv2
)
. (77)
As in Appendix B, plugging the value of s with τ = 0 yields
LI
(
θDα
ρ
)
= exp
(
− κD2 θδ
∫ θ
0
δ
(1 + y) yδ
dy︸ ︷︷ ︸
H(θ)
)
. (78)
Based on (78), the CCDF of SIR can be written as
P (SIR > θ) = E
[
exp
(−piλD2P(A)H(θ)) | A] · P(A)
=
∫
A
exp
(−piλd2P(A)H(θ)) dF (d)
(a)
=
∫ piλ/βδ
0
e−(P(A)H(θ)+1)y dy, (79)
where (a) follows from the substitution y = piλd2. Solving the
integral in (79) and using (76) yields the desired result in (35).
An efficient form of H(θ) defined in (78) appears in (36).
APPENDIX D
PROOF OF THEOREM 4
Define an event A : |h|2 ≥ β. For θ > 0, the CCDF of SIR
in (31) is given by
P (SIR > θ) = P (SIR > θ,A) + P (SIR > θ, A¯) (80)
(a)
= P
(ρ|h|2D−α
I
> θ | A
)
︸ ︷︷ ︸
P1(θ)
P(A), (81)
where (a) follows since the 2nd term in (80) is zero. For P1(θ)
in (81), the conditional CCDF of |h|2 is given by
P
(|h|2 > x | |h|2 ≥ β) =
{
e−x/e−β, x ≥ β
1, x < β.
(82)
Using (82), the probability P1(θ) is expressed as
P1(θ) =
{
E
[
e−θD
αI/ρ
]
/e−β, θDαI/ρ ≥ β
1, θDαI/ρ < β.
(83)
Using P1(θ) from (83) and P (A) = e−β in (81), we get
P (SIR > θ) = E
[
e−θD
αI/ρ
]
P (θDαI/ρ > β) +
P (θDαI/ρ < β) e−β
= E
[
e−θD
αI/ρ
]
+ P (θDαI/ρ < β)(
e−β − E
[
e−θD
αI/ρ
])
(84)
E
[
e−θD
αI/ρ
]
= E [LI (θDα/ρ)] . (85)
To compute LI (·) in (85), we note that γk in the expression
for I in (12) follows the same power policy as in (37). An
expression for LI (s) is given in (63). To evaluate the E [·] in
(63), let c = sv−α. Then
E
[
e−cγ|g|
2
]
=
∑
A,A¯
E
[
e−cγ|g|
2 | i
]
P (i) (86)
= E
[
e−cρ|g|
2
]
P (A) + P (A¯)
(a)
= 1− e−β
(
1− E
[
e−cρ|g|
2
])
, (87)
where (a) uses P (A) = e−β . Using (87) leads to
LI(s) = exp
(
−piλ
∫ ∞
D
(
1− E
[
e−sv
−αρ|g|2
])
dv2e−β
)
.
(88)
The exponent in (88), except for e−β is identical to the one
which results when BSs use constant power [14]. The e−β
factor is due to channel thresholding. Using LI(s) for the
constant power case [14] and plugging s = θDα/ρ, we get
LI(θDα/ρ) = exp
(−piλD2H(θ)e−β) (89)
H(θ) =
θδ
1− δ 2F1 ([1, 1− δ] ; 2− δ;−θ) . (90)
Taking E [·] of (89) w.r.t D ∼ Rayleigh (1/√2piλ), we get6
E [LI (θDα/ρ)] = 1
1 +H(θ)e−β
, F(θ). (91)
Based on (84) and (85), the CCDF of SIR is written as
P(SIR > θ) = F(θ)+P
(
θDαI
ρ
< β
)[
e−β −F(θ)] . (92)
Proposition 1. The distribution of I in the RHS of (92) can
be approximated as
P
(
θDαI
ρ
< β
)
≈ F(θ/β). (93)
Proof: The CDF of I in (93) can be rewritten as
P
(
θDαI
ρ
< β
)
= P
(
θDαI
βρ
< E
[|h|2]) . (94)
Consider the two RVs I and |h|2 in (94). The RV I given in
(12) is the dominant RV and mostly determines the scaling
of the probability value. On the other hand, |h|2 is the
6In [16], [29], a similar distribution has been used for the downlink distance
D, i.e., D ∼ Rayleigh (1/
√
2picλ) with c = 1.25. The factor c > 1 accounts
for the larger area of the Crofton cell relative to the typical cell. However,
for simplicity and to be consistent with the previous work [14], we choose
c = 1. Even though the value of c varies in the literature, it is emphasized
that the value of c does not alter the results of the paper.
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minor component since |h|2 ∼ Exp(1) is a simple RV with
E
[|h|2] = 1 and PDF = e−x, x ∈ [0,∞). Hence, (94) can
be approximated accurately as
P
(
θDαI
βρ
< E
[|h|2]) ≈ P(θDαI
βρ
< |h|2
)
=
E
[
exp
(
−θD
αI
βρ
)]
= E
[
LI
(
θDα
βρ
)]
(a)
= F(θ/β), (95)
where (a) follows from (91).
Using (95) in (92), the ps(N) can be approximated as in
(38). The expressions for F(θ) in (91) and (39) are related by
the hypergeometric identity in (52).
APPENDIX E
PROOF OF THEOREM 5
Below we obtain the CCDF of the SIR in (31) based on
the definition of γ in (40). Similar to (81), the CCDF of SIR
can be written as
P (SIR > θ) = P
(ρD−α
I
> θ
)
P(A) (96)
(Note that |h|2 does not appear in the RHS of (96)). Defining
P1(θ) similar to (81), we get
P1(θ) = P
(
ρD−α
I
> θ
)
= P
(
θDαI
ρ
< 1
)
(a)≈ E [LI (θDα/ρ)] , (97)
where (a) follows by using the same approximation as in
Proposition 1 with β = 1. Now (96) can be written as
P (SIR > θ) ≈ E
[
LI
(θDα
ρ
)]
e−β. (98)
To evaluate LI(·) in (97), we use (63) and (86). Applying
the same steps from (86)-(87) for channel inversion, we get
E
[
e−cγ|g|
2
]
= 1− e−β
(
1− E
[
e−cρ|g|
2/|h|2 | A
])
(99)
= 1− e−β
(
1− E
[
1
1 + cρ/|h|2 | A
])
= 1− e−β E
[
cρ
cρ+ |h|2 | A
]
. (100)
Now plugging the value of c, (100) can be rewritten as
1− E
[
e−sv
−αγ|g|2
]
= e−β E
[
1
1 + |h|2/sρv−α | A
]
(a)
=
∫ ∞
β
1
1 + x/sρv−α
e−x dx, (101)
where (a) follows from (82). Using (101) back in (63) and
substituting s = θDα/ρ, we get
LI
(θDα
ρ
)
= exp
(
−piλ
∫ ∞
D
∫ ∞
β
e−x
1 + xvα/θDα
dxdv2
)
(a)
= exp
(
−piλ
∫ 0
θ
∫ ∞
β
1
1 + x/y
e−x dx D2θδ dy−δ
)
= exp
(
− piλD2 θδ
∫ θ
0
δ
yδ
∫ ∞
β
1
x+ y
e−x dxdy︸ ︷︷ ︸
G(θ)
)
, (102)
where (a) follows from y = θ(D/v)α. Now using (102), we
can evaluate the approximation in (97) as
P1(θ) ≈ E
[
exp
(−piλG(θ)D2)] = 1
1 +G(θ)
. (103)
The function G(θ) in (102) can be written as
G(θ) = θδ
∫ θ
0
δ
yδ
eyE1 (β + y) dy. (104)
From (103) and (98), the ps(N) can be expressed as in (41).
APPENDIX F
PROOF OF THEOREM 6
I¯ (t) in (43) has the form of a standard Poisson additive
shot noise. From [30, Prop. 2.2.4], the Laplace of I¯(t) is
L(ξ) = exp
(
−piλE
[∫∫ ∞
D
(
1− e−ξ|g|2η¯v−α
)
dv2 ds
])
.
(105)
The CCDF of the typical user packet transmission time T in
(45) can be derived by following steps similar to Appendix A.
Due to space limitations, we omit the full derivations. Only
the key differences from Appendix A are highlighted. From
(54), the CCDF can be bounded as
P (T > t) ≤ 1− 1
2F1 ([1,−δ] ; 1− δ;−θtE [η¯]) . (106)
The RV η¯ in (106) has the following form
η¯(t) =
1
t
∫ t
0
1(S ≤ τ ≤ S + T¯ ) dτ. (107)
An expression for the E[·] of η¯(t) is given by
E [η¯(t)] = ET¯
∫ ∞
−∞
[1
t
∫ t
0
1(s ≤ τ ≤ s+ T¯ ) dτ
]
ds. (108)
From [31, Appendix 2], we obtain for 0 < ε ≤ 1
E [η¯(t)ε] =
1
Ntε
[(
t
∫ t
0
t¯ε +
1− ε
1 + ε
∫ t
0
t¯1+ε + tε
∫ N
t
t¯
+
1− ε
1 + ε
t1+ε
∫ N
t
)
dF (t¯)
]
, (109)
where F (t¯) is the CDF of T¯ . For ε = 1 in (109), we get
E [η¯(t)] = E[T¯ ]/N. (110)
Plugging (110) back in (106) completes the proof. For the
calculation in (110), we use the same distribution of T¯ as in
(58) of Appendix A.
REFERENCES
[1] A. Rajanna and C. Dettmann, “Rateless Coded Adaptive Transmission
in Cellular Networks: Role of Power Control,” in Proc. of 2018 IEEE
International Conf. Communications (ICC), May 2018, pp. 1–7.
[2] A. J. Goldsmith and S.-G. Chua, “Variable-rate variable-power MQAM
for fading channels,” IEEE Transactions on Communications, vol. 45,
no. 10, pp. 1218–1230, Oct 1997.
[3] ——, “Adaptive Coded Modulation for Fading Channels,” IEEE Trans-
actions on Communications, vol. 46, no. 5, pp. 595–602, May 1998.
[4] A. Shokrollahi and M. Luby, “Raptor Codes,” Foundations and Trends in
Communications and Information Theory, vol. 6, no. 3-4, pp. 213–322,
May 2011.
14
[5] M. Luby, “LT Codes,” in Proc. of 43rd Annual IEEE Symp. Foundations
of Computer Science, Nov 2002, pp. 271–280.
[6] A. Shokrollahi, “Raptor Codes,” IEEE Transactions on Information
Theory, vol. 52, no. 6, pp. 2551–2567, June 2006.
[7] N. Bonello, Y. Yang, S. Sonia, and L. Hanzo, “Myths and Realities of
Rateless Coding,” IEEE Communications Magazine, no. 8, pp. 143–151,
August 2011.
[8] E. Soljanin, N. Varnica, and P. Whiting, “Punctured vs. Rateless Codes
for Hybrid ARQ,” in Proc. IEEE Info. Theory Workshop, 2006, pp. 155–
159.
[9] A. Kharel and L. Cao, “Asymptotic Analysis and Optimization Design
of Physical Layer Systematic Rateless Codes,” in 15th IEEE Annual
Consumer Communications and Networking Conference (CCNC 2018),
Jan 2018, pp. 1–6.
[10] ——, “Analysis and Design of Physical Layer Raptor Codes,” IEEE
Communications Letters, vol. 22, no. 3, pp. 450–453, Mar 2018.
[11] S. Tian, Y. Li, M. Shirvanimoghaddam, and B. Vucetic, “A Physical-
Layer Rateless Code for Wireless Channels,” IEEE Transactions on
Communications, vol. 61, no. 6, pp. 2117–2127, June 2013.
[12] S. H. Kuo, H. C. Lee, Y. L. Ueng, and M. C. Lin, “A Construction of
Physical-Layer Systematic Raptor Codes Based on Protographs,” IEEE
Communications Letters, vol. 19, no. 9, pp. 1476–1479, Sept 2015.
[13] A. Ghosh, J. Zhang, J. Andrews, and R. Muhamed, Fundamentals of
LTE, 1st ed. Prentice Hall, 2011.
[14] A. Rajanna and M. Haenggi, “Enhanced Cellular Coverage and Through-
put Using Rateless Codes,” IEEE Transactions on Communications,
vol. 65, no. 5, pp. 1899–1912, May 2017.
[15] ——, “Downlink Coordinated Joint Transmission for Mutual Informa-
tion Accumulation,” IEEE Wireless Communications Letters, vol. 6,
no. 2, pp. 198–201, April 2017.
[16] Y. Wang, M. Haenggi, and Z. Tan, “The Meta Distribution of the
SIR for Cellular Networks with Power Control,” IEEE Transactions on
Communications, vol. 66, no. 4, pp. 1745–1757, April 2018.
[17] M. DiRenzo, A. Zappone, T. Tu, and M. Debbah, “System-Level Mod-
eling and Optimization of the Energy Efficiency in Cellular Networks
– A Stochastic Geometry Framework,” IEEE Transactions on Wireless
Communications, vol. 17, no. 4, pp. 2539–2556, April 2018.
[18] J. G. Andrews, F. Baccelli, and R. K. Ganti, “A tractable approach
to coverage and rate in cellular networks,” IEEE Transactions on
Communications, vol. 59, no. 11, pp. 3122–3134, Nov 2011.
[19] H. ElSawy, A. Sultan-Salem, M. Alouini, and M. Z. Win, “Modeling and
Analysis of Cellular Networks Using Stochastic Geometry: A Tutorial,”
IEEE Communications Surveys Tutorials, vol. 19, no. 1, pp. 167–203,
First Quarter 2017.
[20] B. Baszczyszyn, M. Haenggi, P. Keeler, and S. Mukherjee, Stochastic
Geometry Analysis of Cellular Networks. Cambridge University Press,
2018.
[21] M. Gharbieh, H. ElSawy, A. Bader, and M. Alouini, “Spatiotemporal
Stochastic Modeling of IoT Enabled Cellular Networks: Scalability and
Stability Analysis,” IEEE Transactions on Communications, vol. 65,
no. 8, pp. 3585–3600, Aug 2017.
[22] A. Lapidoth, “Nearest neighbor decoding for additive non-Gaussian
noise channels,” IEEE Transactions on Information Theory, vol. 42,
no. 5, pp. 1520 – 1529, Sept 1996.
[23] B. Clerckx, H. Joudeh, C. Hao, M. Dai, and B. Rassouli, “Rate Splitting
for MIMO Wireless Networks: A Promising PHY-Layer Strategy for
LTE Evolution,” IEEE Communications Magazine, vol. 54, no. 5, pp.
98–105, May 2016.
[24] N. Jindal, S. Weber, and J. G. Andrews, “Fractional power control
for decentralized wireless networks,” IEEE Transactions on Wireless
Communications, vol. 7, no. 12, pp. 5482–5492, Dec 2008.
[25] B. Blaszczyszyn and P. Muhlethaler, “Stochastic Analysis of non-slotted
Aloha in wireless ad-hoc networks,” in Proc. of IEEE INFOCOM 2010,
pp. 1–9.
[26] ——, “Interference and SINR coverage in spatial non-slotted Aloha
networks,” Annals of Telecommunications, vol. 70, no. 7, pp. 345–358,
Feb 2015.
[27] V. Naghshin, M. C. Reed, and N. Aboutorab, “Coverage Analysis of
Packet Multi-Tier Networks With Asynchronous Slots,” IEEE Transac-
tions on Communications, vol. 65, no. 1, pp. 200–215, Jan 2017.
[28] A. Rajanna and C. P. Dettmann, “Rate Statistics in Cellu-
lar Downlink: PHY Rateless vs Adaptive Modulation and Cod-
ing,” IEEE Wireless Communications Letters, Feb 2019, submitted
(http://arxiv.org/abs/1903.05969).
[29] M. Haenggi, “User Point Processes in Cellular Networks,” IEEE Wireless
Communications Letters, vol. 6, no. 2, pp. 258–261, April 2017.
[30] F. Baccelli and B. Blaszczyszyn, Stochastic Geometry and Wireless
Networks, Volume I: Theory. Now Publishing, 2009.
[31] A. Rajanna, I. Bergel, and M. Kaveh, “Performance Analysis of Rateless
Codes in an ALOHA Wireless Adhoc Network,” IEEE Transactions on
Wireless Communications, vol. 14, no. 11, pp. 6216–6229, Nov 2015.
Amogh Rajanna (M’ 16) received the BS degree
in electronics and communication engineering from
University of Mysore, India in 2007, MS and PhD
degrees in electrical engineering from University of
Minnesota, Twin Cities, USA in 2011 and 2015
respectively. He was a post-doctoral research asso-
ciate at the Wireless Institute, University of Notre
Dame, USA from 2015-2016. He worked as a Senior
Research Associate at the Institute for Probability,
Analysis and Dynamics, School of Mathematics,
University of Bristol, UK from 2017-2019. Cur-
rently, he is a Visiting Researcher at the Communications Architectures and
Research Section (332), Jet Propulsion Laboratory (JPL), NASA in Pasadena,
CA, USA.
In 2018, he was a recipient of the EPSRC IAA (Research Council, UK)
Early Career Researcher Kickstarter award which was directed at developing
partnership with JPL, NASA. In 2019, he was co-awarded the EPSRC
IAA Knowledge Transfer Secondment award for a project Energy-efficient
Adaptive Communications Technology for the Proximity Links of NASA Space
Networks at JPL, NASA. His research interests include communication theory,
stochastic geometry, information and coding theory, Markov processes applied
to problems in wireless communication networks.
Carl P. Dettmann received the BSc (Hons.) and
the PhD degrees in physics from the University of
Melbourne, Australia, in 1991 and 1995, respec-
tively. Following research positions at New South
Wales, Northwestern, Copenhagen, and Rockefeller
Universities, he moved to the University of Bris-
tol, Bristol, United Kingdom, where he is now a
professor in the School of Mathematics and deputy
director of the Institute of Probability, Analysis, and
Dynamics. He has published more than 125 interna-
tional journal and conference papers in complex and
communications networks, dynamical systems, and statistical physics. He is
a Fellow of the Institute of Physics and serves on its fellowship panel. He
has delivered numerous presentations at international conferences, including
a plenary lecture at Dynamics Days Europe and a tutorial at the International
Symposium on Wireless Communication Systems.
