We calculate the static longitudinal and the transverse dynamic magnetic susceptibilities of ͑III,Mn͒V diluted magnetic semiconductors, using the random phase approximation, for a simple impurity band model appropriate for the low charge carrier concentration regime. The magnetic susceptibilities are shown to depend sensitively on the amount of positional disorder of the Mn impurities. The results we obtain are consistent with previous studies of the spin wave spectrum and of the spatially inhomogeneous ferromagnetic state of these materials.
I. INTRODUCTION
Diluted magnetic semiconductors ͑DMSs͒ are obtained by doping a semiconductor with magnetic impurities. To date, Ga 1−x Mn x As has been the most studied 1 III-V DMS because it has the highest reliable critical temperatures recorded: 160 K for bulk samples 2 and 172 K in digitally doped heterostructures. 3 In Ga 1−x Mn x As, substitution of a fraction x of the Ga with Mn introduces both local Mn spins ͑S =5/2͒ and holes into the system. It is widely accepted that magnetization is due to charge-carrier mediated, effectively ferromagnetic ͑FM͒, interactions between the Mn spins. 1, 4 It is known that these alloys are heavily compensated, with a hole concentration much smaller than the Mn concentration. DMSs are alloys, with inherent positional disorder of Mn atoms. Other types of defects, such as As antisites and Mn interstitials, are also present. 1, 5 The spin-orbit coupling may play a significant role by making these interactions anisotropic, 6, 7 although it is not clear to what extent. 8, 9 A theoretical treatment which fully takes into account all these factors is not yet available. Instead, theoretical work tends to focus on different aspects of the problem.
Our recent work [10] [11] [12] [13] [14] [15] has been focused on understanding the effects of positional disorder of the Mn impurities on the magnetic properties of these compounds. Disorder is known to induce localization of the states lying at the bottom of the band, below the mobility edge. When the Fermi energy crosses the mobility edge, the system undergoes a metalinsulator transition ͑MIT͒, at x ϳ 0.03 in GaMnAs. 1 Since transport properties ͑metal versus insulator͒ are determined by the nature of the states near the Fermi energy ͑extended versus localized͒ one might argue that for the samples with the highest T c , which are also the most metallic ones, 2 disorder effects are unimportant. However, the main applications of these materials are based on their magnetic properties. Unlike transport properties, the magnetic properties depend on the nature of all the occupied states, not only the ones near the Fermi energy, since all the charge carriers interact with the Mn spins. Disorder may thus influence magnetic properties considerably, certainly on the insulating side, but also above the MIT ͑even the most metallic GaMnAs samples have very short mean free paths͒.
In this work, we investigate the effects of positional disorder on the magnetic susceptibility of these materials. The model we study [10] [11] [12] [13] [14] is an impurity band model. It is expected to be ͑at least qualitatively͒ valid at low concentrations, below and near the MIT, where the disorder effects are likely to be largest and thus most easy to identify. Although we use GaMnAs as a prototype, other insulators, such as GaMnN and GeMn, may exhibit similar physics, if they are indeed DMSs. 16, 17 In order to understand the effects of positional disorder, we contrast the behavior of ordered samples ͑where the Mn are assumed to be placed on an ordered cubic superlattice͒ with weakly, moderate, and fully disordered configurations, where we allow the randomness in the Mn positions to increase gradually. 10 It should be emphasized that the results for the ordered systems also apply to itinerant models, [18] [19] [20] provided that the appropriate mapping of parameters ͑discussed below͒ is performed. The method we employ is the random phase approximation ͑RPA͒; this, and the low density regime we consider distinguish our work from other recent computations of magnetic susceptibilities, based on Boltzmann equations. 21 The paper is organized as follows: in Sec. II we briefly review the model and the self-consistent mean-field solution. In Sec. III we discuss the static longitudinal susceptibility. In Sec. IV we derive the generalized random phase approximation equations, which are used in Sec. V to compute the dynamical transverse susceptibility for ordered and disordered systems. Finally, Sec. VI contains our conclusions.
II. THE MODEL AND THE MEAN-FIELD APPROXIMATION
The model we investigate has been described in detail in Refs. 10-13. We briefly review it here. The host is assumed to have zinc-blende structure. N d Mn dopants are placed at positions R ជ i , i =1, ... ,N d on an N ϫ N ϫ N fcc sublattice, of lattice constant a ͑=5.65 Å for GaAs͒, corresponding to a
3 . The number of charge carriers is fixed to N h = pN d , where p Ͻ 1 due to compensation. We use periodic boundary conditions. The Hamiltonian we investigate is: charge carriers between impurity states, where t ij =2͑1 + r / a B ͒exp͑−r / a B ͒ Ry, with r = ͉R i − R j ͉. 22 For Mn in GaAs, 1 Ryϳ 110 meV and a B Ϸ 8 Å. 10, 23 This particular hopping Hamiltonian has been shown to describe an impurity band which has a mobility edge, as well as a characteristic energy for the occupied states in agreement with physical expectations ͑a detailed discussion of these issues is presented in 
The exchange between a hole and its own Mn ͑R ជ i = R ជ j ͒ is J = 15 meV. 10, 23 The third term describes the coupling to an external magnetic field. For simplicity, we assume that both types of spins have the same g-factor. The value of the holes' g is unimportant, because the magnetic properties are dominated by the Mn spins.
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This Hamiltonian obviously neglects several other possible terms. Since the system is heavily compensated, it must contain a significant amount of charged compensation centers. The electric potential created by these charged defects leads to the appearance of a disordered on-site energy, of type
The spread in the distribution of ⑀ i is dependent on the amount of correlations between the positions of these charged defects, established during growth. 24 A Hubbard-like term U͚ i n i↑ n i↓ should be added to limit double-occupancy of the impurity states. Since the charge carrier density is low, one could argue that in fact longer range electron-electron repulsions are needed. We have studied the effect of adding such terms, as well as modeling differently the hopping term, in Ref. 11 . They are found to lead to some quantitative changes, but no qualitatively new physics. As we propose to focus on the effects of positional disorder on the magnetic susceptibilities, we ignore such extra terms here. In Hamiltonian ͑1͒ we also assume that the impurity states have the simple s-wave symmetry typical of donor levels, ignoring the more complicated structure of impurity acceptor levels due to the multi-band valence band-structure. 23 Unless the spin-orbit coupling is very strong, we believe that this approximation also leads to only quantitative changes. The formalism we develop here can be straightforwardly generalized to take all these extra terms into account; however, we do not expect qualitative changes to the results we report.
We first consider a homogeneous, static external magnetic field, B ជ ͑i , t͒ = Be ជ z . The mean-field solution, based on the customary factorization of the interaction term, was investigated in Refs. 10 and 11. We rederive it here using a variational approach. Then, we generalize this approach to spatial/timedependent external fields, to find the RPA equations and dynamic response functions.
The idea is to replace the full interacting Hamiltonian,
with the particular quadratic form 25
which minimizes the free energy 26 F͑K B ͒ ജ F eq , where We define the expectation values:
where
and B S ͑x͒ = ͑ S + 
The variational parameters h ij,
B
and H i B are obtained straightforwardly 26 from the minimization ␦F =0:
These are the self-consistent mean-field equations. They can be written in the familiar form if the electronic part of the trial ͑or mean-field͒ Hamiltonian is diagonalized:
through a unitary transformation:
The diagonalization condition is: 
Once the fermionic fields are known, using Eqs. ͑7͒ and ͑8͒ we can obtain the new spin expectation values S Mn B ͑i͒. We repeat the iterations until self-consistency is reached.
III. THE STATIC LONGITUDINAL SUSCEPTIBILITY
This response function characterizes the change in the total magnetization, when a static external magnetic field is applied parallel to the magnetization axis. We can separate it into two components, = Mn + h , where
.
͑To obtain the susceptibility per unit volume, one needs to multiply by n Mn =4x / a 3 ͒. The charge carrier spin expectation values are ͓Eqs. ͑5͒ and ͑13͔͒ s h B ͑i͒ = ͚ ii, B /2. One method to calculate these susceptibilities is by direct numerical evaluation of this derivative, e.g.,
, ͑15͒
are the average Mn spin with and without a static magnetic field, which can be obtained directly from the mean-field solutions. The main issue with this approach is the proper choice of B and the proper self-consistency criterion to be used. Clearly, S Mn and S Mn B must be computed to very high accuracy so that errors in the numerator of Eq. ͑15͒ are small relative to the small value of B chosen. We obtain good convergence with results of another method ͑described below͒ for g B B =10
−4 meV and self-consistency defined by the condition that the variation of the total magnetization in successive iterations is less than 10 −6 . While reaching such high accuracy is time consuming, this method is the most efficient way to compute the static susceptibility for large system ͑N d Ͼ 500͒.
The more customary way to compute a linear response function, however, is to express it in terms of expectation values of the unperturbed system ͑i.e., B = 0 quantities͒. Let us first derive the longitudinal susceptibility for an ordered system, i.e., one where the Mn impurities are assumed to be placed on a simple cubic superlattice inside the host semiconductor. In this case, due to invariance to translations, we have
The charge carrier part of the mean-field Hamiltonian ͓Eqs. ͑9͒ and ͑10͔͒ has eigenfunctions which are plane-waves for all k ជ inside the first Brillouin zone. We find: 
From Eq. ͑18͒, we find the spin contribution:
where B S Ј͑x͒ = ͑d / dx͒B S ͑x͒. From Eq. ͑17͒, we have:
where g͑E͒ = ͑d / dE͒f͑E͒. From Eq. ͑16͒ we find:
Differentiating Eq. ͑14͒ with respect to B, we find:
Substituting Eqs. ͑21͒ and ͑22͒ in Eq. ͑20͒ we get:
From Eqs. ͑23͒ and ͑19͒, we obtain the Mn susceptibility in the ordered case to be:
while the hole susceptibility h is:
These static longitudinal susceptibilities are plotted as a function of temperature in Fig. 1 . As expected, the critical temperature T c is marked by a singularity. Since s h = 0 for T ജ T c and B S Ј͑0͒ = S͑S +1͒ / 3, the denominator in the susceptibilities gives: In an effective mass approximation,
→ ␥ ϳ m * ͑px͒ 1/3 / x ͑the factors contain only constants͒. Such an approximation can be used in two cases: ͑i͒ for itinerant models, [18] [19] [20] in which case m * = m h is the mass of the heavy hole band, and J 0 → n Mn J pd in order to obtain the same one-electron dispersion ͑see, e.g., Ref. 18͒. In this case, we regain the expected T c ϳ x͑px͒ 1/3 mean-field scaling with the Mn and hole concentrations x and ͑px͒. [18] [19] [20] ͑ii͒ For an impurity model on an ordered lattice, for only nearest neighbor hopping t and E F Ӷ t, we have m
is the superlattice constant. It then follows that T c ϳ p 1/3 J 0 2 / t. Both J 0 and t depend on x through the distance between neighbors Mn. In Ref. 11 we showed numerically that at constant p, in the ordered impurity band case, T c ϳ x, so one can infer that here T c ϳ xp 1/3 . In any event, disorder and thermal fluctuations considerably change these mean-field estimates.
Before discussing disordered systems, it is worth emphasizing why h Ͻ 0. Each hole interacts antiferomagnetically with many Mn spins, each of which has its magnetization increased by the magnetic field. This favors an increased polarization of the holes, in a direction opposite to the applied field. Thus, the direct effect of the external field on the holes is more than offset by its indirect effect mediated through exchange with the Mn spins. As a result, in the paramagnetic phase h is strongly enhanced from its noninteracting, T-independent Pauli value. From Eqs. ͑25͒ and ͑26͒, we see that
This increase can be formally assigned to an enhanced effective g-factor. Consistent with this phenomenology, huge Zeeman shifts have been measured in both II-VI and III-V DMSs. 27, 28 Spintronic applications based on this high-T effect have been proposed recently. 29, 30 The longitudinal susceptibilities in the disordered case are calculated similarly. However, we now compute each contribution Mn ͑i͒ = dS Mn B ͑i͒ / ͉dB͉ B=0 and h ͑i͒ = ds h B ͑i͒ / ͉dB͉ B=0 ͓for simplicity, we set g B = 1, i.e., measure the susceptibilities in units of ͑g B ͒ 2 ͔. This calculation is detailed in the Appendix. We end up with a system of linear equations for Mn ͑i͒ ͓Eq. ͑A8͔͒:
The matrices R ϳ J 2 and P ϳ J depend only on B = 0 meanfield quantities ͓see the discussion following Eq. ͑A8͔͒.
It is instructive to compare this result with the "conventional" statistical formula for static susceptibility: 
This is the solution one obtains if one sets the matrices R and P to zero, in the full system of linear equations shown above. Equivalently, comparison with Eq. ͑A1͒ shows that this "conventional" formula does not account for the contribution from the supplementary polarization of the holes. Since this is considerable ͑singular͒ near T c , the "conventional" expression gives very wrong results for T ϳ T c , although it works well for T → 0 or T ӷ T c , where the hole susceptibilities are very small. The reason for this failure is the fact that Eq. ͑28͒ holds when ͗…͘ denotes the thermal average with the exact density matrix, not with the approximate mean-field density matrix. To be more precise, for a Hamiltonian such as of Eq. ͑1͒, the total susceptibility of the system is actually
where ͗…͘ is the exact thermal average, which can be evaluated with Monte Carlo simulations. This susceptibility can be decomposed into a Mn and similar h as in Eq. ͑28͒, but there is also a cross term containing terms like ͗S ជ i s ជ j ͘ − ͗S ជ i ͗͘s ជ j ͘, which are not necessarily small near T c . Ignoring these terms, i.e., approximating Ϸ Mn in Monte Carlo simulations 12, 31, 33 is questionable, especially when is employed precisely to identify T c . We analyze now the effect of disorder on the longitudinal susceptibility. We solve numerically the full system of coupled equations and find Mn ϳ͚ i Mn ͑i͒. ͑ h can be found similarly. However, since h Ӷ Mn , it follows that Ϸ Mn ͒. The results shown in Fig. 2 are averaged over 30 disorder realizations. We denote by w ͑T͒, m ͑T͒, and f ͑T͒ the susceptibilities of systems with weak, moderate and full disorder, as defined in Ref. 10 . Unlike the ordered susceptibility which has only one peak at T c ͑see Fig. 1͒ , the susceptibility of disordered systems has two distinct peaks. One is at T c , while the second peak appears at T Ӷ T c and is seen best in the inset. With increased disorder, this low-T peak has increased weight and amplitude and shifts to lower temperatures. It is due to the weakly coupled Mn spins which are positioned far from the regions of the sample where the holes are located with high probability. 11, 15 These behave like free spins Mn ͑i͒ϳ1/T except at extremely low temperatures k B T ϳ H i , where they finally polarize ͓see Eqs. ͑7͒ and ͑8͔͒. The high-T peak in ͑T͒ marks the mean-field T c . The high-T peak is determined by the behavior of the strongly coupled spins, from the regions where the holes are located. 11, 15 As observed previously, [10] [11] [12] increased disorder leads to higher T c . With increased disorder the high-T peak also broadens considerably. The explanation is provided below.
In Fig. 3 we show Mn ͑T͒ and h ͑T͒ for a single disorder realization. Unlike the broad peak near T c of the average Mn shown in Fig. 2 , here we see several narrow peaks in a range limited from below by the temperature where all holes become fully polarized. The highest-T peak occurs at the T c of the individual sample. These narrow peaks appear symmetrically in both susceptibilities ͑however, ͉ h ͉ Ӷ Mn ͒. The number of such peaks and their positions are different for different samples. Less disordered samples have fewer peaks, in a smaller temperature range; the number of peaks increases with system size. 34 The origin of these peaks can be inferred from examining the values of Mn ͑i͒ at temperatures where peaks form. We find that each narrow peak is due to contributions from a distinct cluster of Mn spins, which are spatially close to one another and in a region where holes are found with large probability ͑these are strongly coupled spins͒. The magnetizations S Mn ͑i͒ of spins from two different clusters are shown in Fig. 4 . Different clusters polarize at different "T c ," depending on their local environment. The local hole spin inside a cluster also becomes finite at the same T. 34 From Fig. 4 we see that these "local T c " of individual clusters are the temperatures where has peaks, which thus signal the establishing of local FM correlations. The average over many disorder realizations results in a broad peak over the temperature range where these local FM correlations build up in the system. This range is larger for more disorder, which implies more inhomogeneity. On the other hand, it decreases with increasing x, 34 since for higher x fluctuations in the local concentration are reduced.
Strictly speaking, the true T c of a sample is not related to this mean-field T c estimate where various strongly coupled clusters begin to polarize. Instead, several magnetized clusters must appear all throughout the sample, and correlations between their magnetizations must be established ͑through exchange of polarized holes͒ before long-range magnetic order develops. This is qualitatively like the picture of magnetic polarons ͑each polarized cluster represents a magnetic polaron͒, 32 except that there T c is marked by percolation of the growing polarons, since the polarons cannot exchange polarized holes. This susceptibility peak at the mean-field T c therefore denotes the characteristic temperature where the clusters ͑magnetic polarons, or local FM correlations͒ begin to form, also denoted by T * in other studies. 33, 35 Monte Carlo simulations are needed to determine T c for the phase transition to long-range magnetic order.
IV. THE RANDOM-PHASE APPROXIMATION
We now consider the magnetic response to a general timedependent magnetic field:
turned on adiabatically at t =−ϱ ͑ Ͼ 0 is infinitesimally small͒. The proper equations of motion for any operator A͑t͒ and for the density matrix D͑t͒ are obtained from the minimization of the action: 
A is taken to have a general quadratic dependence:
In terms of these quantities, S H becomes:
where ͓compare with Eqs. ͑8͒ and ͑9͔͒
From ␦S H / ␦a i␣,j␤ = 0, where ␦a i␣,j␤ ͑t f ͒ = 0, we obtain the equation of motion for j␤,i␣ ͑t͒: 
Equations ͑35͒ and ͑36͒ describe the general time evolution for any value of the external field. We are interested in the linear regime of a perturbationally small external field. As a result, we need to solve Eqs. ͑35͒ and ͑36͒ to first order. We introduce the notation ͓see Eqs. ͑5͒ and ͑6͔͒:
where we use the convention that all quantities denoted ␦X depend linearly on the external magnetic field B ជ ͑i , t͒. To first order, the effective Hamiltonian ͑33͒ and the effective magnetic field ͑34͒ become ͓Eqs. ͑8͒ and ͑9͔͒:
␦ j␤,j␣ ͑t͒.
͑37͒
We now substitute these expressions into Eqs. ͑35͒ and ͑36͒. The zero order ͑static͒ terms cancel out. After a timedomain Fourier transformation ͑taking into consideration the adiabatic term e t ͒, we obtain
Let us consider first Eq. ͑39͒-after all, we are interested in the linear change ͚ i ␦S ជ ͑i , t͒ of the magnetization, related to the dynamic susceptibility. Equation ͑39͒ projects into two different equations for the components ␦S z ͑i , ͒ and ␦S + ͑i , ͒ = ␦S x ͑i , ͒ + i␦S y ͑i , ͒:
The first equation shows that for 0, ␦S z ͑i , ͒ = 0 and therefore S Mn ͑i͒ is conserved ͑the static case = 0 was investigated in the previous section͒. It follows that we can only define a transverse dynamical susceptibility. To calculate it,
we need the values of ␦H i + ͑͒, which depend on ␦ j↓,j↑ ͑͒ ͓see Eq. ͑37͔͒. In turn, these depend on all ␦ j↓,k↑ ͑͒ components ͓see Eq. ͑38͔͒. Instead of working directly with these, it is more convenient to introduce
where n ͑i͒ are the self-consistent mean-field eigenfunctions of Eq. ͑12͒ ͑here B = 0, since there is no static field applied͒ which are orthonormal and complete. Equations ͑40͒ and ͑38͒ ͑for ␤ = ↓ , ␣ = ↑͒ now become:
where J n␣,m␤ ͑i͒ = 1 2 ͚ j J ij n␣ * ͑j͒ m␤ ͑j͒, the eigenenergies E n and the occupation numbers f͑E n ͒ depend on known static mean-field quantities. ͓Note: for 0, the chemical potential remains unchanged to its static self-consistent meanfield value, to first order, since from Eq. ͑38͒ it follows im-
2 Eqs. ͑42͒ and ͑43͒ ͓or alternatively, Eqs. ͑38͒ and ͑39͔͒ are the generalized random phase approximations ͑RPA͒ equations at finite temperature. In the limit T = 0, they indeed reduce to the RPA equations derived in Ref. 13 . They can be replaced by a system of only N d linear equations for ␦S + ͑i , ͒ by substituting the X nm ͑͒ variables from ͑43͒ into ͑42͒. The final result is:
͑46͒

V. THE TRANSVERSE DYNAMICAL SUSCEPTIBILITY
The transverse dynamical susceptibility is defined as: 
In the ordered case, this calculation can be carried out explicitly using Eqs. ͑16͒-͑18͒. The result is:
the spin-polarized electron-hole "bubble" expected to appear in RPA-level approximations.
Singularities in ͑q ជ , ͒ mark the spectrum ប q ជ of the spin-wave modes. In Fig. 5 , we plot ͑q ជ , ͒ for different q ជ, at T = 0. The values ប q ជ of the singularities indeed coincide with the spin-wave spectra of Ref. 13 . At finite-T, ͑q ជ , ͒ for the ordered system still has a single peak, but its energy first increases, then decreases with T. This behavior is generic, as shown in Fig. 6 . Such non-monotonic behavior is easy to understand, since ͓see denominator of Eq.
At low-T, ͉s h ͉ is constant while S Mn decreases with T ͑see inset of Fig. 1͒ , and ប q ជ increases. Once the holes start to depolarize, ប q ជ → 0. The exception is the case q ជ = 0, where one finds ͑0 ជ , ͒ = ͑g B ͒ 2 n Mn S Mn / ͑ប͒. The = 0 singularity signals the Goldstone boson at all T Ͻ T c where one can define a transversal susceptibility.
In Fig. 7 , we show ͑q ជ , ͒ of a single fully disordered configuration, for four different values of q ជ. In contrast to the ordered case ͑Fig. 5͒, here we see multiple peaks in ͑q ជ , ͒, which appear at the same energies for all values of q ជ. The explanation is that disorder breaks translational invariance and q ជ is no longer a good quantum number. As discussed in Ref. 13 , in this case many spin-wave modes become localized and even the extended modes do not carry well-defined momentum. As a result, an external magnetic field B + ͑q ជ , ͒ can excite all the spin-waves of energy close to ͑conser-vation of energy͒ since conservation of momentum no longer holds. The narrow peaks in ͑q ជ , ͒ for various q ជ occur at the same frequencies because they couple to the same spin-wave modes. The differences are mostly in the amplitude of the peaks, but even these converge and ͑q ជ , ͒ becomes roughly independent of q ជ for moderate to large q ជ-values.
To restore invariance to translations, we have to average over all disorder realizations. The arguments presented above suggest that the averaged susceptibility is very different from that of an ordered system even for weak disorder. This is indeed confirmed in Fig. 8 , where we compare ͑q ជ , ͒ for ordered and weakly disordered systems ͑averaged over 15 disorder configurations͒. Short wave vectors ͑q ជ 1 ͒ probe long length-scales, i.e., the extended modes. For weak disorder, these are not strongly perturbed and the results are fairly similar. However, at short wavelengths ͑q ជ 2 , q ជ 3 , and q ជ 4 ͒, the response in the disordered system is dominated by the localized modes and leads to a roughly q ជ-independent, extremely broad peak in the dynamic susceptibility. Note that even the extended modes, which occupy the center of the spectrum, 13 contain some short wavelength contributions and thus are probed by fields with large q ជ.
The change is even more drastic if disorder is increased and more modes become localized. A comparison for ͑q ជ , ͒ for different levels of disorder, averaged over 20 disorder realizations, are shown in Fig. 9 on a logarithmic scale. The curves are not yet smooth, meaning that one needs to average over more samples. However, this is time consuming and the main features are already apparent. With increased disorder, 
the peaks become broader and shift toward lower energies. This is consistent with Ref. 13 , which found an increased density of localized spin-waves at lower energies in the more disordered systems. Curves in Fig. 9 saturate to a finite value as → 0 because we used a finite value for . From analyzing the dependence on , we find 34 that ͑q ជ , ͒ϳ1/ as → 0 for all q ជ. This is the expected result: if one applies a static magnetic field transverse to the direction of the magnetization, the magnetization axis will rotate to become parallel to the applied field. This is a finite change in magnetization no matter how small the applied field is, and the static transverse susceptibility is infinite. In the ordered system, the momentum conservation prevents this singularity from being observed unless q ជ =0.
The high-energy tail of ͑q ជ , ͒ is shown in the inset of Fig. 9 , for two different system sizes. The N d = 125/ 216 curve has been been averaged over 40/ 20 disorder realizations. Because of the different system sizes, we have to investigate different vectors in the Brillouin zone. However, as already emphasized, here ͑q ជ , ͒ is roughly independent of q ជ. Indeed, the two curves are very similar, suggesting also that finite-size effects are negligible. As discussed in Ref. 13 , the high-energy collective modes are spin-waves localized inside strongly interacting clusters ͑magnetic polarons͒. In particular, the peak at ϳ5 meV is due to clusters made of two nearest-neighbor Mn. 13 On a technical note, we used = 0.02/ 0.05J for ordered/ disordered systems. A finite implies a finite spin-wave lifetime, due to scattering on other spin-waves ͑neglected at the RPA level͒ and is necessary to avoid singularities in numerical computations. Also, all susceptibilities shown are in units of ͑g B ͒ 2 n Mn .
VI. CONCLUSIONS
In previous work, we showed that positional disorder strongly influences the shape of the magnetization curve. Due to disorder, some of the charge carriers are localized in regions of the sample which have a large local Mn concentration. These regions ͑clusters or polarons͒ polarize at much higher temperatures than an ordered sample does, due to the much stronger effective coupling between the spins and holes. Charge carriers delocalized amongst several clusters help correlate their magnetizations at somewhat lower temperatures, thus leading to the appearance of long-range magnetic order. The concave magnetization curves we obtain 11 are in qualitative agreement with those obtained by other studies 36 which explicitly take into account the positional disorder, especially for low charge carrier densities. The large inhomogeneity induced by the localized states was also shown to influence the spin-wave spectrum, leading to localized modes at both low and high energies. 13 The low-energy localized spin-waves are, in fact, spin-flips of the weakly interacting spins, whereas the high-energy localized modes are spin-flips inside strongly coupled clusters.
Here, we show that the magnetic susceptibilities are also strongly sensitive to positional disorder. In particular, even very little disorder leads to a qualitatively different behavior of ͑q ជ , ͒ compared to the ordered case, as shown in Fig. 8 : instead of a Lorentzian centered at a well-defined spin-wave frequency ប q ជ , in the disordered case we obtain a very broad, roughly q ជ-independent peak, which extends over the entire range of the spin-wave spectrum. In the traditional weakly scattering case, the average over all disorder realizations leads to a finite lifetime of the excitations, but momentum is still a good quantum number. By contrast, here even small amounts of disorder induce localization of some of the charge-carriers, 11 which in turns leads to localization of some of the spin-wave modes. 13 Dealing with localization is well beyond the realm of applicability of weak-scattering arguments. Indeed, as we show here, the susceptibility in the presence of disorder is not just like that of an ordered system, but with a finite lifetime; instead, at any given q ជ a transversal field can couple to all the spin-waves in the system, and therefore ͑q ជ , ͒ is finite for all in the spin-wave spectrum. The only ingredient necessary for this dramatic change in the shape of ͑q ជ , ͒ is the existence of some charge carrier localized states. On general grounds, one expects that to be the case at all x below and near the MIT. This prediction could be confirmed once neutron scattering experiments are performed on DMS.
The formalism we developed here can be trivially extended to more complicated cases, for instance to include anisotropies due to strain or spin-orbit coupling, noncollinear self-consistent ground-states or other supplementary terms such as on-site disorder, electron-electron interactions, etc. It is very unlikely that any such extra terms can completely inhibit the appearance of localization. As a result, their addition can only lead to some quantitative changes, but qualitatively the susceptibilities behave as the ones we derived using this simple impurity-band model.
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