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Abstract
Plant parasitic nematodes are responsible for food losses worth $78 billion worldwide.
The damage caused by Heterodera glycines, or soybean cyst nematode (SCN), to the US
soybean crop is estimated up to $2 billion annually making it the most destructive soybean
pathogen. SCN is a microscopic obligate endoparasite with an entirely belowground
life history that includes a robust dormant phase. These aspects of SCN biology make
it nearly impossible to eradicate and expensive to manage. The most widely deployed
strategy to manage SCN is an integrated management plan (IPM) that combines non-host
crop rotations (frequently with corn) and planting SCN-resistant cultivars. SCN cyst
diapause–which allows SCN to persist in the soil for several years–limits the effectiveness
of alterate-year crop rotations. Furthermore, evidence that the most widely used resistant
lines are losing their effectiveness is mounting. Additionally, nematicides are increasingly
unavailable due to environmental regulations and also have the disadvantages of being
prohibitively expensive, and performing inconsistently.
Biological control (biocontrol) has recently been seen as a promising addition to IPM.
Viruses are relatively more stable and therefore more persistent in soil, they do not need
to form complicated infection structures, they can be cultured on a commercial scale, and
they have simpler genomes which are amenable to genetic engineering. Furthermore,
viruses exhibit higher host and tissue-specificity, decreasing the risk for non-target effects
seen in other non-virus-based biocontrol cases. Though these properties of viruses
have been demonstrated in insect pests with favorable results, viruses have not been
investigated for nematode biocontrol. This is because infectious virus in nematodes had
gone unnoticed until a couple of recent discoveries. At the University of Illinois, five SCN
ssRNA viruses were discovered in 2011 giving us ample opportunity–paving the way
to explore their potential as biocontrol agents. While empirical data on the pathologies
of these viruses emerges, we opted to use a computational approach to investigate
pathotypic factors needed for desirable nematode suppression, the epizootiology of
within-nematode evolution, and the long-term population-level behavior.
This study used an agent-based model, SCNSim, to simulate a virus-nematode-soybean
system to investigate within-host virulence evolution. The nematode-agent recapitulates
the nematode life cycle and uses purely stochastic events to advance each transition in the
model. SCNSim was used to test a range of mutation rates, initial virulences, and release
strategies. This investigation uses weather data and soybean planting and harvesting
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patterns in Champaign, IL. Where empirical data is lacking dimensionless parameters
and probabilities were used.
Results of the simulation showed viruses inoculated at 80% prevalence caused signifi-
cantly more mortalities than those inoculated at 20% prevalence. Further investigation
revealed the low mortality under lower prevalence was likely due to high horizontal and
vertical transmission leading to rapid thinning of the overall viral burden as the disease
spread to nearly 100% of the population. Mortality rate was found to be dependent on
virulence and fidelity. Pathotypes with high starting virulence resulted in premature
peaked mortalities which suggested shorter lifetime transmission. Furthermore, virulence
and fidelity were inversely related in pathotypes with the highest mortalities. Further,
these pathotypes had population-level fitnesses near the error threshold between persis-
tence or extinction. Qualitative stability analysis revealed medial pathotypes exhibited
stable long-term behavior reminiscent of a spiral sink in the mortality and transmissibility
phase space.
That intermediately virulent and transmissible viruses lead to the most damaging
epizootics is in agreement with the generally accepted trade-off theory in virulence
evolution. However, the evolution of the transmissibility and prevalence curves through
time reveal some inconsistencies in the mechanisms of disease spread with respect to
theory that require further testing. Testing combinations of varying levels of transmission
rates, and virus loads for instance can provide insight on how different transmission
modes impact virulence evolution and the efficacy of nematode suppression. There are
still many areas where SCNSim can be improved–particularly when the transmission
rates and dominant transmission modes of the SCN RNA viruses becomes known. In
its present state, SCNSim has predicted the attenuation of nematode mortalities within
the first four crop seasons due to either a dilution of virus particles thoughout the
population or the insulation of the infected population resulting from mortality rates
exceeding transmission rates. The goal for the near future is to apply SCNSim alongside
genetic engineering and experimental testing of the SCN viruses, in a decision-making
framework for virus-agent deployment strategies and improving virus-agent efficacy
within an evolutionary timescale for nematode biocontrol.
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“Others have had graver sorrows,
And deeper hurts than mine;
And yet I hate those dread tomorrows
That stretch in endless line.
Others have sinned for lesser things
And darker sins than mine,
And yet they drift on blackened wings
With airs quite sanguine.
So why continue to rebel
Against this fate of mine?
I’ll drink the cup that suits me well,
Though it be poisoned wine!"
–Grandma Jean
To the friends we lost along the way, and the ones who are still fighting:
Cheers.
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Chapter 1
Introduction
The soybean cyst nematode, Heterodera glycines (SCN), is the most detrimental parasite
of soybean (Glycine max) crops in the United States (US). SCN is estimated to cost US
soybean growers between $1-$2 billion each year [1, 2]. Currently, growers impacted by
SCN often employ an integrated pest management (IPM) program that consists of crop
rotation, planting resistant cultivars, and nematicide treatments. These methods have
been successfully adopted because they reduce SCN damage whilst being economically
viable–although the latter method is considered more risky and is recommended to be
used as a last resort [3]. However, long-term studies reveal SCN are becoming resistant
to the more widely used lineages of resistant cultivars, most notably PI 88788 [4]. Thus
biological control, or biocontrol, using natural nematode pathogens is rapidly becoming
an attractive method to incorporate into IPM.
Plant-parasitic nematodes are known to vector plant viruses [5], but until recently had
not been observed while infected by viruses themselves. Nematode-infecting viruses
have not been previously studied because they have only recently been discovered [6, 7].
In 2011, the first documented observation of viruses in SCN were published by Bekal
et al. [7, 8]. Five viral genomes were detected via high throughput sequencing of SCN
eggs and second-stage juveniles (J2) genomes after years-old laboratory population lines
inexplicably crashed [Kris Lambert, personal communication]. Of these five genomes, it
was determined four were negative-sense ssRNA and one a positive-sense ssRNA. The
successive protein comparison from the National Center for Biotechnology Information
(NCBI) databases using the Translated Basic Local Alignment Search Tool (BLASTX)
revealed the five viruses to be distantly related to flaviviruses, nyaviruses, rhabdoviruses,
bornaviruses, bunyaviruses and tenuiviruses [7, 8].
Recently discovered soybean cyst nematode viruses provide possibility for a new
environmentally friendly biological control method for SCN pest management [7]. SCN is
a particularly difficult pathogen to diagnose due to the pest’s underground life cycle and
similarity of aboveground symptoms to other plant pathologies. A biocontrol method of
SCN management that can be readily established would be highly beneficial for farmers
whose crops suffer from chronic and/or aggressive SCN infestation. However, the intra-
plant parasitic SCN life-cycle, its ability to remain dormant for up to a decade, and
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variable environmental conditions encountered during field testing over multiple crop
cycles for long-term performance evaluation create practical challenges for experimental
testing. Furthermore, the SCN viruses described by Bekal et al. have not yet been
evaluated for their transmission modes, virulence or nematode pathophysiology. Further
evaluation is also needed to shed light on the dynamics of disease spread in the tritrophic
system under various conditions before assessing the potential of the viruses as biocontrol
agents.
In this study, we used numerical techniques to explore the interaction between SCN
and a range of hypothetical viruses using an agent-based Monte Carlo code (SCNSim).
SCNSim recapitulates the SCN life cycle as well as computes host-pathogen dynamics
of a virus epizootic within an SCN metapopulation. This code uses published data to
outline the SCN life cycle as well as soybean planting and growth timelines [1, 9]. The
model environment uses temperature data from the Champaign County, IL area recorded
by the Illinois State Water Survey [10]. Due to the scant empirical data on the viruses, the
simulation used dimensionless and general definitions of virus properties to allow for
qualitative analysis of epizootics and population trends. The transitions throughout the
SCN life cycle and disease states are simulated as stochastic events. These probabilities of
successful transition are controlled by the initial nature of the viruses, the subsequent
fluctuations in their pathogenicity as the virus evolves with its host, and the current
health of the nematode. Like all models, SCNSim is a simplification of the actual system.
However, we are able to quickly generate large amounts of data gathered in short time
intervals, over several years, and from a wide range of conditions.
Our objective was to investigate what virus characteristics resulted in the highest sup-
pression of the nematode population and the nature of the threshold behavior expected
from an ecological model. We also aimed to explore long-term population dynamics and
the underlying virulence and transmissibility relationships. We expected the epizootol-
ogy to follow the adaptive virulence trade-off hypothesis: virulence is an unavoidable
consequence of transmissibility which may cause successful pathogens to evolve towards
an intermediate optimum that balances the two characteristics [11].
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Chapter 2
Background Information
2.1 US Soybean Production & Agronomy
2.1.1 Agricultural Significance
Soybean (Glycine max), is one of the world’s most important crops and is the second
most widely grown crop in the United States (US) following corn with production in
2011 at 3.1 billion bushels (BU) [12, 13]. Phenomenally versatile, and a cheap and rich
source of protein, soybeans are a valuable raw ingredient for numerous commodities. The
amino acid profile of soybeans is closely aligned with human dietary requirements. Thus,
soybeans play a major dietary role in many regions around the world, particularly China,
Japan, and Indonesia [14, 15]. Soybeans are often processed by either mechanical crushing
or solvent extraction to yield meal and oil. Soybean meal, which is approximately 50%
protein by dry weight, is a popular meat substitute, but is mainly used as a protein source
in animal feed [15, 16]. Soybean oil can be used for human consumption as cooking oil,
used in the industrial manufacture of plastics, inks, or converted to biodiesel. Modern
research continues to expand the utility of the soybean and its value-added products.
As legumes, soybeans also play an important role reducing rates of soil-nitrogen
loss in crop rotations through biological nitrogen fixation (BNF) of atmospheric N2.
Soil-nitrogen contributed by soybeans allow farmers to reduce application of industrial
nitrogen fertilizers thereby reducing unnecessary input costs and harmful ecological
impacts of nitrates pollution. BNF is part of the soybean’s symbiotic associations with
Rhizobium bacteria–belonging to the Bradyrhizobium and Sinorhizobium generas–which
reside in the soybean’s root nodules. Studies have shown soybeans can sequester between
36-80 kg N ha−1yr−1 [17, 18, 19] depending on soil geochemistry and climate conditions.
This property of soybeans (and legumes in general) plays a beneficial role in agriculture;
even after being harvested, soybeans help maintain soil fertility improving the yield of
subsequent non-legume crops [17, 20].
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2.1.2 Uses and Products Derived from Soybeans
As rich and renewable sources of protein and oil, soybeans offer ample opportunities for
the development of soy-based alternatives to existing products and feedstocks ranging
from soyfoods, feed, biodiesel, and a variety of industrial applications [15, 16, 21, 22].
Traditional staple foods derived from whole soybeans include soy sauce, tofu, soy milk,
tempeh as well as many others. Soy concentrates and isolates are prevalent in edible
and non-edible products for human consumption, such as: dietary supplements, baking
products, pharmaceuticals, pastas, meat protein-substitutes, baby food, and many others
(Fig. 2.1).
Figure 2.1: Breakdown of types of Soybean Products by Seed Component Origin [22].
Crushed soybeans yield between 63% - 79% meal and 17%- 18.5% oil [15, 16, 23]. Oil
is extracted primarily by hexane extraction although mechanical pressing yields higher
quality protein in the residual meal. Soybean oil is also a major ingredient in margarine,
salad dressings, etc, and is used directly as cooking oil (Fig. 2.2b) [23]. The largest market
for soybean meal is animal feed for aquaculture and animal feed mills, particularly
the poultry and swine industries (Fig. 2.2b). Soybean meal is often mixed with corn
meal, feed wheat and other ingredients to produce a feed that is high in protein and
carbohydrates, and low in fiber [15].
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(a) Soybean Meal Consumption (b) Soybean Oil Consumption
Figure 2.2: US Soybean Consumption in 2011. In 2011, the US consumed a total of 24.77
million MTs and 8.03 million MTs of soybean meal and soybean oil, respectively. Courtesy
American Soybean Association; Reproduced from SoyStats 2012 [23].
In addition to being consumed by humans and animals, soybeans–and their valuable
components–are a renewable resource for alternative components in many industrial
products. With growing concerns for anthropogenic climate change, consumers and
government entities are pressuring businesses to reduce their reliance on petroleum-
based products and adopt alternatives from renewable and sustainable sources. The
United Soybean Board (USB) releases a study regularly highlighting the advantages in
life cycle impact of soy-based oils, resins, and lubricants compared to their fossil-fuel
counterparts [24]. Furthermore, the complexity of soybean protein and oil compositions
allow industries to create high-value secondary co-products for nutraceuticals, printing
inks, adhesives, plastics, and many other specialty products [22].
2.1.3 Trends in Global and US Soybean Markets
Since the 1970’s , the soybean has emerged as the dominant oilseed in the world market.
In 2012, soybeans constituted 56% of global oilseed production at 268,270 million MT
followed distantly by rapeseed (canola) at 13% [21, 23, 25]. Global soybean production has
seen a steady growth averaging between 5-6% following the recent rapid expansions of
the economies of Asian and South American countries, most notably of China, Argentina,
and Brazil. Factors contributing to increased demand for soybean meal and oil in these
countries include the subsequent rise of per capita income leading to increased demand
for animal protein and cooking oil, improved infrastructure reducing transport related
losses, and improved yields [15].
In recent years, the US remains a top producer of soybeans followed by Brazil and
Argentina at 34%, 28%, and 19%, respectively (Fig. 2.3) [15]. However, Brazil is projected
to surpass the US as a top producer within the next 1-3 years and has already surpassed
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Figure 2.3: Global Production of Soybeans in 2010 - 2011 [15].
the US in exports; Brazil leads the US with 41% (37.8 million MT) of the market compared
to 37% (34.7 million MT) [23]. Argentina is the leading exporter of soybean meal and
soybean oil at about 46% and 49% of the market respectively due to the countries differ-
ential export tax that favors exporting soybean products over raw beans [15]. In general,
international customers favor Brazilian and Argentinian soybean products because of their
lower production costs, longer growing seasons, and opposition to genetically modified
organisms (GMO).
Among the top importers of soybeans are the European Union (EU) followed by
China whom combined import about two-thirds of global soybean exports [21]. The top
10 importers of soybeans accounted for approximately 90% of the market in 2010. In
addition to China and the EU, the remaining 8 markets are Japan, Taiwan, South Korea,
Mexico, Turkey, Indonesia, Thailand, and Egypt [15]. Though there is some shift in the
demographics in the dominant importers for soybean meal and soybean oil, the EU,
China, and a few other Asian countries have persistently high demand for soybean and
soybean products. The global market for soybeans and soybean products is expected to
continue growing as new economic powers emerge and drive their demand.
Soybean production has more than doubled in the US since the 1980’s and has made
the US the largest producer of soybeans in the world in terms of acreage and crop yield,
producing 34% of the world’s soybeans in the 2010–2011 crop year [15, 20]. Soybean
is the second most produced field crop after corn and is primarily grown in the Corn
Belt region which is responsible for 81% of the countries soybeans. In 2011, US soybean
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farmers harvested 83.18 million MT valued over $35.78 billion and exported 34.7 million
MT valued over $21.5 billion [12, 23, 25]. The top five producing states in the 2009–2010
crop year in order of decreasing productivity were Iowa, Illinois, Minnesota, Indiana, and
Nebraska [23] (Fig. 2.4).
Figure 2.4: Soybean Production in US by County, 2012. The color gradient represents the
amount of production in each country with the darkest and lightest greens symbolizing
counties that produced over 8 million BU and less than 250 thousand BU, respectively.
Image from the USDA-National Agricultural Statistics Service (NASS).
The soybean market in the US provides commercial opportunities for secondary indus-
tries. Soybeans are an important market for agrochemicals, making up over 63% of the
market by value or $1.9 billion [26]. Most of the soybean market consumes herbicides
over insecticides and fungicides. However, with increasing prevalence of certain diseases
and pests as well as reduced efficacy of existing pesticides due to pathogens acquiring
pesticide resistance, it is expected these areas of the agrochemical market will grow and
expand [1, 26]. The soybean market is also important for seed technology companies.
From 1970 to 2008, 2242 soybean cultivars were registered under either the US Plant
Variety Protection Act (PVP), US utility patents, or academic journals (Fig. 2.5). Most
soybean cultivars are engineered for increased nutritional value, yield, and herbicide
tolerance. A smaller portion of soybean cultivars are engineered with specific disease
resistances [27].
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Figure 2.5: Sources of registered soybean cultivars: 2242 nonredundant cultivar regis-
trations occurred in 1970-2008. 482 of these occurred in 2004-2008 from fewer sources:
Monsanto acquired Asgrow (AS) in 1997, Dekalb Genetics in 1998, and Delta Pine & Land
(DPL) in 2006 [28]. Not mentioned: Stine Seed (SS), and Midwest Oilseed (MWO). *1970-
2008: Syngenta includes cultivars from Novartis Seeds, Northrup King, and Funk Seeds.
**Other represents numerous originators each with few registrations. Figure generated
from data published in Mikel et al. [27].
2.2 Soybean Cyst Nematode Biology and Etiology
2.2.1 Prevalence and Scope of SCN Damage on US Soybeans
Soybean cyst nematodes (SCN) are by far the most economically detrimental pathogen
to the US soybean crop (Fig. 2.6). It is estimated that production losses caused by SCN
cost US farmers from the $100 millions to upwards of $2 billion annually; the minimum
and maximum losses within the years 2001 to 2010 were $0.431 billion (2005) and $1.72
billion (2008) (Fig. 2.7b) [1, 2, 12, 29]. Not surprisingly, the states suffering most in
terms of overall production losses from SCN infestation are the most productive soybean
growers–Iowa and Illinois [30, 31].
Although soybeans are still a profitable cash crop, the above figures illustrate a signifi-
cant loss of income for US soybean farmers as well as value lost in downstream industries
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Figure 2.6: US Annual Soybean Production Loss by Disease: Mean losses with standard
error bars measured in 1000s BU by common soybean diseases through 2006-2009. Data
represent 28 soybean-growing states. SDS = sudden death syndrome, SSR = Scleratinia
Stem Rot. *Root knot and other nematodes. (Figure generated using data from Kroenning
et al. [2])
and international trade. Furthermore, these cost estimates do not include indirect costs
associated with managing and monitoring the nematode, which are expected to increase
the economic loss by up to double [1]. Addressing the economic impact of SCN in the
context of global soybean trade will be key for the US in maintaining a leading position
as a soybean producer and exporter over top competing countries.
Due to a number of cooperative extension programs by academic (e.g. by the University
of Minnesota, University of Missouri, Iowa State University, University of Illinois, etc.)
and private entities (e.g. by the United Soybean Board, American Soybean Association,
etc.), producer awareness of SCN has been spreading. Percent yield losses attributed
to SCN infection have generally been declining since 1996 due to widespread adoption
of resistant cultivars, crop rotations, and detection methods (Fig. 2.7a) [1]. In recent
years, however, the rising demand for soybeans and subsequent rise in market value keep
economic losses increasing. From 2007 to 2010, SCN caused US soybean producers to
lose over $1 billion annually (Fig. 2.7b) [12, 29].
SCN was first detected in North Carolina soybean fields in 1954, soon after which SCN
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Figure 2.7: Annual soybean losses due to SCN damage, 1996-2010: (a) Rapid adoption
of SCN management practices decreased soybean loss. (b) Recent rises in market prices
resulted in higher nominal monetary losses (2013 base year). Blue bars indicate losses over
$1.25 billion. Figures were generated from data published by Wrather et Koenning, the
NASS, and the Bureau of Labor Statistics (BLS) [12, 29, 32, 33].
was found in Tennessee, Missouri, Kentucky, Mississippi, and Arkansas (Fig. 2.8a) [34].
By the early 2000’s, all soybean-growing states had fields infected with SCN; in 2003 it
was estimated 93.5% of all soybean growing areas were infected (Fig. 2.8b) [1]. Although
no investigation was conducted, it was speculated by those who first identified SCN in
the US that the nematodes were most likely introduced with seed imports from China
[34]. During the decades following World War 2, soybean acreage increased at a dramatic
rate in the US as production expanded from the Southern US into the Corn Belt region.
Uninfected fields were likely contaminated through contact with soil from infected fields
carried by transport or farm vehicles moving between fields. Presently, nearly all soybean
fields in the U.S. have some level of SCN infestation (Fig. 2.8b) [1, 35].
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(a) (b)
Figure 2.8: Spread of SCN in the US in 1957 (a), and 2008 (b). Gray counties had no
detectable SCN. Red counties had at least one SCN-positive field. (a) Reproduced from
RD Riggs, University of Arkansas. (b) Reproduced from Niblack et al. [31].
2.2.2 Life Cycle and Parasitism of SCN
SCN, Heterodera glycines from phylum Nematoda, is an obligate sedentary plant endopara-
site that feeds on the roots of soybeans. The SCN life cycle is typical of most plant-parasitic
nematodes: six developmental stages from the egg to four juvenile stages and an adult
stage. Mature females continuously produce eggs that are fertilized by males. Next,
embryogenesis encompasses the first two juvenile stages (denoted J1 and J2). J2s hatch,
begin parasitizing the soybean root and subsequently develop into two more juvenile
stages (J3 and J4). Each juvenile stage is punctuated by molts before reaching adulthood
[1]. Throughout its life, SCN remain belowground in either immediate proximity to or
within soybean roots with a generation time as little as 22 days–given ideal ecological
conditions (Fig. 2.9) [9].
As they mature, female SCN swell into large, pale, lemon-shaped cysts that eventually
darken to brown as the outer wall of the cyst senesces (Fig. 2.10c). These cysts give the
pathogen their name. Between 0.5 mm and 0.9 mm in length, cysts protrude from the
soybean root surface, and are the only life stage visible to the naked eye (Fig. 2.10b).
Fertilized females can produce between 40 and 600 eggs, up to 200 of which they deposit
in gelatinous matrix for immediate hatching (Fig. 2.10a) while the rest remain within
the female body for delayed hatching or diapause [36, 37]. Dead female cysts eventually
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Figure 2.9: Life Cycle of SCN. Not drawn to scale; mature males are 3-4 times the size of
juveniles and females can well up to 0.9 mm length cysts. Reprinted with permission from
Annual Reviews [9].
fall off the soybean root and scatter in the soil around the soybean host roots. The dead
cyst is highly robust and resistant to decay [1, 38]. Diapause–an important survival
mechanism–will ensure nematode viability during adverse environmental conditions,
protecting the eggs for up to nine years until favorable conditions return.
First-stage juveniles (J1) form inside the egg until their first molt, becoming second-
stage juveniles (J2) (Fig. 2.11a). The initiation of hatching is not well understood, but
is believed to be regulated by different combinations of edaphic factors and embryonic
J2 readiness. Under favorable conditions, J2s will perforate the eggshell with a hollow
needle-like stylet situated at the outer tip of its head [40]. Hatching may be dependent on
time, temperature, moisture, oxygen content, and the presence of host root exudates in
the soil [37, 40]. Hatching can occur between 16 oC - 36 oC at an optimum temperature of
about 25 oC. However, external dependencies can vary even within the same generation
of eggs, ensuring a viable reserve of J2s for sudden and dramatic environmental changes
[9]. Differential hatching and the robustness of the SCN cyst and eggs are the primary
reasons for the difficulty in managing SCN and why completely eradicating SCN has
been practically impossible.
In as little as four days, mobile vermiform J2s hatch from the egg, locate and navigate
the soil environment to reach the host root via positive chemotaxis towards root exudates
[41]. Upon arrival, a J2 will penetrate the host root epidermis, tunnel through the cortex
tissues by piercing cell walls with its stylet, and becomes established in the vascular
12
(a) Gel matrix produced by un-
fertilized female SCN.
(b) White cysts visible on soy-
bean root.
(c) Visible and browned aging
SCN cyst.
Figure 2.10: SCN Cysts on Soybean Roots: (a) Females are initially opaque, pale white or
yellow and will deposit on average 50-100 eggs into a gelatinous matrix. (b) Engorged
bodies of fertilized females become so swollen they burst out of soybean roots . (c) Aging
females cease depositing eggs and darken to a deep brown until they perish and fall off
the soybean root. (a): Reprinted with permission from Annual Reviews [9]; (b) Courtesy of
Purdue University. Department of Entomology [39]; (c) Courtesy of Iowa State University,
Department of Plant Pathology [38]
tissue [42]. Here, the J2 proceeds to develop a feeding site, or syncytium, by secreting a
suite of effector proteins which induce dramatic physical and biochemical modifications
of targeted vascular cells [42, 43, 44]. The establishment of the syncytium is a highly
complicated process that will be elaborated upon further in the following subsection.
Initially, the syncytium consists of merely one host cell. However, through a myriad of
physiological changes elicited by the secreted effector proteins, adjacent cells will coalesce
into the original feeding cell, expanding to incorporate potentially hundreds of cells to
form one large feeding site [45]. The syncytium is effectively a metabolic sink from which
the nematode intercepts nutrients transported through host tissues.
After feeding for 3-4 days, the J2 will undergo a second molt into a brief (48 hours or
less) third stage (J3). At this stage, gender differentiation begins. The development of
genitalia continues after a third molt to a fourth-stage juvenile (J4). The female J4 stage
lasts for approximately 48 hours, while the male J4 stage lasts for merely 24 hours. As
females continue to swell, males, on the other hand, regain their vermiform shape and
motility. During their final molt, males exsheath from the J4 cuticle, exit the root, and
seek out sedentary females for copulation [9, 44].
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(a) Juvenile SCN and Egg (b) J2 Penetrating Root
Figure 2.11: Early Developmental Stages of SCN: (a) Large image shows a J2 SCN and
an egg magnified 1000 ×. Inset: SCN Egg containing a J1 nematode magnified 200 × (b)
Two acid fuchsin stained J2s infiltrating the vascular tissue (yellow) of a soybean root. The
nematode to the left has been feeding indicated by its swollen size compared to its sibling
on the right. (a) Courtesy of Agricultural Research Service (ARS) Electron Microscropy
Unit [46]). Inset: Courtesy of Purdue Plant and Pest Diagnostic Lab [47]. (b) Courtesy of
Kris N. Lambert; reproduced from Lambert et Bekal [48].
2.2.3 Host-Nematode Interactions during Infection
As J2s migrate into the procambial tissues of the root some damage is inflicted by the
physical stabbing by the protractile stylet (Fig. 2.12a). However, the vast majority of sus-
tained damage is incurred during the establishment of the syncytium when the nematodes
manipulate plant cellular machinery and intercept metabolites thereby depriving the host
of energy and nutrients [49]. The J2 accomplishes this by releasing a suite of effector
proteins which the host responds to by altering its respiration and photosynthesis [43].
The release of these effector proteins trigger a chain of molecular events and transform
host root cells into enlarged, multi-nucleated, metabolically overclocked feeding cells (Fig.
2.12b).
While about 70% of effector proteins are novel with undiscovered functions, many of the
characterized proteins fall into functional families, including: cell wall degrading enzymes
(CWDEs), plant growth regulating and signaling peptides (CLEs), phytohormone mimics,
and auxin transport proteins (Fig. 2.13) [43, 45]. Microarray analyses of the plant model
organism Arabidopsis thaliana revealed SCN infection elicited notable changes in gene
expression for proteins involved in cell structure, metabolic pathways, protein synthesis,
signal transduction, stress response, and transcription [52, 53]. Examples of suggested, yet
unconfirmed, functions of these effector proteins include the suppression of plant defenses
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(a) SCN J2 Stylet Piercing ISC. (b) Multi-nucleated Syncytium
(c) Immunolabelling of effector proteins in preparasitic juveniles.
Figure 2.12: J2 ultrastructures crucial to feeding cell development. (a) An electron mi-
crograph of soybean root section 18h after SCN infection. J2 feeding from its ISC via its
stylet (St). The expanded rough endoplasmic reticulum (RER) with extensive cisternae (Cs)
and plastids (Pd) are visible. The inset shows nematode secrections (NS) which appear as
dark granular mass. (b) top A developing multi-nucleated syncytium showing residual
and partially digested cell walls. The enlarged nuclei are stained red. Bottom Illustration
showing typical location of Heterodera spp. syncytia within the procambia vascular tissues.
(c) Right: SCN effector proteins labelled with anti-Hg33E05 antibody are visible within the
dorsal glands (DG) and are secreted through the stylet highlighted by the orange box. Left:
Secretory granules (SG) in Meloidogyne incognita within a subventral gland cell (SvG). Scale
is 25 µm. (a) Reproduced from Endo [50]; (b top) courtesy B.Y. Endo; Reproduced from
Davis et Tylka [51]; (b bottom, c) reproduced with permission from John Wiley and Sons
[43].
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Figure 2.13: Cyst nematode effector proteins manipulate plant cellular mechanisms. Figure
highlights: PIN1s are inhibited in the basipetal direction to facilitate the accumulation
of auxin in the ISC. PIN3s are activated to transport auxin radially to facilitate the
incorporation of adjacent cells. Nematode effectors also target the AUX1/LAX families
to increase auxin influx towards the nematode. Nuclear-target effectors contain nuclear
localization signals for transport into the plant nucleus. Reproduced from Gheyson et
Mitchum [45].
and cellular reprogramming to increase the rate of metabolic activity [43]. For instance,
J2s were found to have polymorphic expression of chorismate mutases (CMs) which
catalyze the conversion of chorismate to prephate in the shikimate pathway [54]. However,
this pathway exists in plants, but not animals. Most likely, the secretion of CM by SCN is
intended to manipulate endogenous production of plant hormones, aromatic amino acids
or other shikimate successors [49]. Alternatively, the presence of CM polymorphisms
in various virulent strains points to a role in SCN virulence [54]. The complexity of the
host response to parasite effector proteins has stimulated a new and exciting area of
research that may shed light on alternative mechanisms for SCN resistance, and present
opportunities for deeper understanding of plant cell biology. Detailed explanations of
experimentally isolated effector proteins are given by Gheyson et Mitchum [55].
The formation of the syncytium begins with the J2 selecting a single parenchymal or
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cortical vascular cell that becomes the initial syncytial cell (ISC) [56]. The J2 pierces the
ISC with its stylet in two phases: the feeding-preparation period and the feeding period.
Though the purpose of the feeding-preparation period is still a subject of investigation,
the cytoplasm and vacuole of the ISC are partially emptied. The J2 withdraws and
reinserts its stylet into the ISC and begins secreting effector proteins. The effector
proteins are produced from the subventral and dorsal pharyngeal glands and are injected
through the stylet (Fig. 2.12c). Protoplasts of neighboring cells fuse when plasmodesmata
widen, while CWDEs, including cellulases (β endoglucanases), and pectinases hydrolyze
cell walls of neighboring procambial cells [45, 55]. Differentiated xylem cells are not
incorporated and create a barrier to the syncytium [56].
During this time, the nematode allows the protoplasm to continue to proliferate,
resulting in a denser, electron-rich cytosol. The dissolution of cell walls and condensed
plastids causes several anatomical changes. The nuclei experience hypertrophy and
become irregular in shape while losing a small amount of heterochromatin. The primary
vacuoles diminish in size while many smaller vacuoles appear. Plastids and mitochondria
proliferate rapidly, taking up to 0.5% and 0.7% more area, respectively [56]. Meanwhile
the rough endoplasmic reticulum (RER) extends its lumen and increases the surface area
of its major cisternae. Each of these changes supports the core function of the syncytium–
efficient and rapid metabolic activity to accumulate solutes and metabolites for the
nematode. On the other hand, syncytial cell walls are fortified to withstand increased
osmotic pressure by constructing new layers and isolating the syncytium symplastically
[49, 55, 56].
While fortifying the syncytial cell walls, the nematodes also need to manipulate
transport of nutrients into the cytosol. One crucial mechanism that has been demonstrated
recently in a close relative of SCN, the sugar beet cyst nematode, Heterodera schachtii, is the
redirection of auxin transport [57]. This is carried out through manipulating the polarities
of AUX1/LAX and PIN transmembrane auxin-transport families which control the auxin
influx and efflux, respectively [43, 57]. The accumulation of auxin in the syncytium has
been shown to be critical in its initiation and expansion; pin1 soybean mutants were found
to have 40% fewer cysts than infected wild-type soybeans [57]. A proposed model for
this process has been elegantly described by Gruenwald et al. [57].
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(a) Auxin activity in ISC (b) Potential mechanism for PIN-mediated auxin transport
Figure 2.14: SCN direct auxin accumulation in syncytia: (a) Auxin activity indicated by
the DR5 reporter and β-glucuronidase (GUS) within the ISC. The black arrowhead points
to the SCN J2 head. (b) A proposed mechanism for PIN-mediated auxin transport for
accumulation in the syncytium. Both figures reproduced from Grunewald et al. [57].
2.3 Current Methods of SCN Management are Inadequate
Currently, no practical solutions have been found that completely eliminate SCN from
infected fields. Once SCN becomes established, soybean farmers are forced to managed
their fields as though it were a chronic condition requiring indefinite care in order to
preserve their profit margin. As in all decision-making situations, adoption of pest
management practices are dictated by the economic theory of opportunity cost. Farmers,
whose livelihoods depend on profits from soybeans, are at constant odds with the
threshold of input costs and fluctuating soybean market values at the center of their
business. Intuitively, from the standpoint of the SCN life cycle, one might suggest a
long-term solution may be to replace the production of soybeans with non-host crops for
several consecutive years. However, it is economically impractical for soybean producers
to absorb the expenses of producing less profitable crops. This restriction is an added
difficulty in the pursuit of cost-effective management and detection programs.
Many methods exist for controlling SCN though only the most widely deployed inte-
grated management program (IPM) consists of rotating SCN-resistant soybean cultivars
and non-host crops. Alternative methods include the application of chemicals including
nematicides, seed treatments, applying organic amendments such as manure, biological
control (biocontrol) using antagonistic microorganisms, soil suppression, winter weed
management and cultural practices such as late season planting and cover cropping
[37, 39, 58, 59, 60]. However, most of these proposed solutions perform inconsistently,
leaving many US soybean organizations hesitant to recommend them [38, 39, 61, 62].
Fumigation agents and seed treatments are produced commercially, but are costly and
18
are even ineffective under certain conditions [1]. Biocontrol agents are currently being
investigated and show promise, but as of the time of this writing no widely accepted com-
mercial products for SCN have been developed. The following subsections discuss crop
rotations, resistant cultivars, and biocontrol in more detail as the first two are currently
widely used and the latter more promising.
2.3.1 Symptoms and Diagnosis of Infected Fields
One of the challenges in dealing with SCN is it often goes unnoticed or misdiagnosed due
to the pest’s underground life-cycle and the similarity of aboveground symptoms to other
plant pathologies. Often, SCN does not cause any obvious aboveground symptoms while
still inducing yield losses [35]. When symptoms do arise, usually plants are worsened
by a secondary affliction, such as nutrient deficiencies (i.e., potassium, nitrogen, and
iron), drought stress, and other diseases [9]. Symptoms that are exhibited are nonspecific
to SCN including stunted growth, and leaf chlorosis (Fig. 2.15). On the other hand,
soybean farmers are advised to vigilantly scout for belowground symptoms between
4-6 weeks after planting. During this time female SCN cysts are likely to appear on the
soybean roots and stunting of roots may also be apparent [61]. Limited knowledge about
SCN prevalence often results in poor utilization of disease management plans. In the
meantime, soybean producers can suffer yield losses for several years without taking
notice. Regular soil testing for both undiagnosed and diagnosed fields is therefore highly
recommended for expedient diagnosis and informed disease management [39, 61, 63].
Figure 2.15: Aeriel view of SCN infected experimental fields showing varying levels of
stunting and yellowing. Reproduced from Kurle et al. [63].
Egg assays and HG Type tests from field soil surveys can yield useful information
beyond diagnosing SCN epidemics. In general, the standard protocol involves collecting
multiple soil plugs per uniformly spaced n-acre cells, isolating cysts, releasing and
counting the SCN eggs per volume (typically 100 cc or 250 cc) of soil also known as egg
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densities [37]. SCN egg densities have been shown to be relatively good predictors of yield
loss [64, 65]. The population density of SCN at the time of initial diagnosis for a particular
field is called the action threshold. The action threshold is used to develop a customized
management strategy and acts as a benchmark for further action should SCN numbers
surpass it [9]. Furthermore, GPS tagging of sample sites can allow commercial and public
testing agencies to map population densities over the field area (Fig. 2.16). Mapping
information can be crucial for SCN management strategies because SCN population
distributions are incredibly patchy [9, 64]. With a more detailed picture of the nature
of their infestation, soybean farmers could more strategically prioritize areas of high
nematode density or more confidently determine whether their management practices
are indeed effective.
HG (Heterodera glycines) Type tests are used to determine the particular virulence
(nematode growth success on resistant plants) phenotype(s) of the population (Table 2.1)
[63]. The HG classification scheme is used to identify which of seven distinct sources
of SCN-resistance in soybeans are still susceptible to the population. This is useful for
making resistant cultivar recommendations from 100s of available SCN-resistant cultivars.
Table 2.1: Indicator lines for HG type classification of genetically diverse populations of
SCN. PI = Plant Introduced. Reproduced from [66].
Number Indicator Line
1 PI 548402
2 PI 88788
3 PI 90763
4 PI 437654
5 PI 209332
6 PI 89772
7 PI 548316
First, a bioassay is conducted in a greenhouse; SCN collected from the field are grown
on cultivars from each of the seven SCN-resistant germplasm lines [31, 67]. Female SCN
are counted for a measure known as the Female Index (FI, 2.1) is used to evaluate the
indicator lines (i.e. sources of resistance) on which the population is virulent:
FI =
Nx
Ns
× 100 (2.1)
Where Nx = average number of females on cultivar x, and Ns = average number of
females on the susceptible control cultivar. The lower the FI, the more resistant the
indicator line is to the tested population. Knowing the HG Type of an SCN population
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(a) SCN eggs (count/100 cc soil) (b) Stunting and chlorosis (c) Soybean yield (BU/acre)
Figure 2.16: SCN distribution and soybean yield are uncorrelated with aboveground
symptoms. Reprinted with permission from Annual Reviews [9].
can not only help producers choose effective SCN-resistant varieties and evaluate the
resistance strength over time [9, 37, 63]. Employing a regular program of soil sampling,
though it raises the input costs of producing soybeans, is a vital tool for controlling SCN
epidemics and contributes significantly to the success of the crop in the long run.
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2.3.2 Current Management Strategies
In general, SCN management strategy is twofold: apply methods that suppress SCN
proliferation, and maintaining strong plant vigor in order to preserve yields despite
suffering from parasitism. The latter portion involves ensuring ample nutrients and water,
adequate drainage, and control of other pests, weeds, and plant diseases [59, 63]. The
aim is that promoting vitality of the soybeans will compensate for damage caused by
persistent parasitism enough to continue to yield sizable and numerous seeds. Improving
crop health however does little if anything to reduce SCN population densities; nematode
suppression tactics, such as crop rotations and resistance are utilized in parallel [58, 60].
Commercially available soil fumigants, such as those containing methyl bromide (MBr)
are effective in reducing SCN populations, though their results are dependent on many
factors including: soil type, rainfall, and drainage [68, 69]. Thus, it is difficult for
producers to predict whether fumigation will be cost-effective. Another limitation is the
acute toxicity of their active ingredients; their use is tightly regulated due to human and
environmental health concerns [69, 70, 71]. Because they are highly damaging, broad-
spectrum, and are used in significant quantities, these fumigants need to be applied
up to three weeks before planting during which the soil may need to be tarped to
prevent releasing toxic chemicals into the atmosphere [72]. During this time, it is almost
certainly eliminating beneficial soil microbes as well. Therefore, soil fumigants are a
high-risk option and are recommended only under emergency situations; a field is heavily
compromised by numerous pests and sounder methods are unlikely helpful in a short
time frame [39, 63, 72].
Other population control tactics such as inorganic and organic soil treatments may
also be employed, but typically only to augment crop rotations and resistant cultivars.
Suppressive soils in general do not allow “the pathogen [to] establish or persist, [estab-
lish], but [cause] little or no damage..." even if the pathogen is persisting, but controlling
edaphic factors and reinforcing competitive or antagonistic soil microbiota [59]. However,
the broader ecological principles are still being investigated and the performance of man-
agement practices such as tilling have been found to perform inconsistently depending
on the soil type and the endemic microbial community of the field [73, 74, 75]. SCN
may never be eliminated from a field, but vigilant management and monitoring can keep
populations low and yields relatively high.
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2.3.3 Crop Rotations with Resistant Cultivars
Rotations are an effective means of SCN management that remove the source of sustenance
for the nematodes by replacing soybean for a non-host crop at least one growing season.
The number of juveniles and eggs decline initially in the absence of a host, leaving
behind dormant cysts [66]. When soybeans are planted in the following rotation, the SCN
population will rebound to either a smaller or greater extent if resistant or susceptible
soybeans are planted, respectively [76, 77]. In severe situations, it can take several years
of rotations to reduce population numbers below damage thresholds1 [66].
In many Midwestern states (Iowa, Illinois, Indiana, Missouri,and Minnesota), rotations
most commonly alternate between resistant cultivars and corn (Fig. 2.17) [39, 61]. How-
ever prolonged use of cultivars from the same resistance germplasm (for instance PI
88788) can result in SCN populations adapting to those sources of resistance, thereby
reducing the effectiveness of that germplasm [4, 78]. To maintain the effectiveness of
resistant germplasms, producers are advised to alternate between three different cultivars
to obstruct SCN adaption to one particular resistance [9, 16, 38, 63]. Variations of crop
rotations with resistant cultivars can improve yields by up to 30-50% and reduce egg
densities by 10-28% [76, 79, 80]. Additionally, this IPM is economically trivial and remains
the most effective method soybean producers use to control SCN.
Figure 2.17: Example of a 6-year crop rotation scheme.
1The level of SCN infestation at which yield losses are expected. The exact number varies from region
to region. This is distinguished from the action threshold, the level of SCN infestation that is first detected.
At the action threshold, growers are encouraged to develop a long-term strategy to reduce future losses.
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2.3.4 SCN Biopesticides
Although there no widely accepted commercial biocontrol agent currently exists, bio-
control is increasingly being looked at as a promising component for integrated SCN
management and as an alternative to currently registered chemical nematicides. The
application of commercial chemical agents to modify soil properties (e.g. pH, ion levels,
and salinity) such that the environment becomes obstructive to SCN propagation has
often resulted in substantial negative consequences including the collapse of non-target
populations such as insect pollinators and the accidental exposure to humans through
food [3, 81]. Likewise, the use of nematicides is expensive and controversial in terms of
environmental impact and long-term effectiveness; a prodigious amount of the agent is
needed for adequate coverage and is only justifiable for severely infested fields [38, 39, 62].
Furthermore, many states are imposing increased restrictions on nematicide application
and the end-use destinations of treated seeds to reduce exposure to humans, animals, and
the environment [82, 83, 84]. The unpleasantness of these chemical pesticides provides
impetus to seek out sustainable, more environmentally benign alternatives. Nature has
built-in regulatory agents for ecosystem population densities. Predators, parasites, and
microbial agents can be artificially introduced as surrogate enemies of target pests. When
these "biopesticides" become established, they can exert long-term regulation of pest
population densities with relatively little active management [3].
Figure 2.18: Effect of fungal culture filtrates on the development of embryonated eggs.
Left: Mature healthy SCN eggs containing J2 embryos after 10 days of incubation. Right:
Abnormal eggs 10 days after treatment with filtrate from a Lecanicillium AaF42 hybrid
strain. Reproduced from Koike et al. [85].
Microorganisms isolated from SCN eggs and cysts have been shown to be antagonis-
tic or parasitic and successfully reduce SCN populations in greenhouse experiments .
These biocontrol agents can harm SCN in the following ways: trapping or predation,
endoparasitism of vermiform SCN, parasitism of cysts and eggs, production of toxins,
and competitive and noncompetitive inhibition [58]. Examples of nematophagous fungi
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harmful to SCN are Fusarium spp., Hirsutella spp., Paecilomyces lilacinus, Lecanicillium, and
Arthrobotrys spp. [58, 85, 86, 87]. Fewer species of bacteria have been identified as potential
biocontrol agents for SCN, such as Pasteuria spp. and Bacillus spp. both of which are
endospore-forming parasites of multiple SCN life stages. Most studies focus on strains
Pasteuria penetrans which show promising levels of SCN suppression. However, many of
these organisms have difficulty colonizing SCN populations, are difficult to culture at
a commercial scale, or experience a significant delay until antagonistic activities begin
[58, 87].
Currently, a few experimentally tested commercial biocontrol products are available
such as Poncho®/VOTiVO® (Bayer CropScience), NemOut™ (ProPhyta), and Clar-
iva™ pn (Syngenta®). Though NemOut and Poncho® /VOTiVO® were not developed
specifically for SCN, studies have shown that both are able to suppress vermiform
life-stages and reduce the Female Indexes in greenhouse and field microplots [88, 89].
NemOut™uses the egg-parasite fungus P. lilacinus strain 251 (PL251) and is mainly mar-
keted for suppressing the cotten pest, Rotylenchulu reniformis or reniform nematode.
Another commercial product using PL251, MeloCon™ WG (Certis USA, LLC) is sold
as a general biocontrol agent for most plant-parasitic nematodes including Heterodera
spp. [90, 91]. Poncho®/VOTiVO® uses Bacillus firmus strain GB-126 (GB126), as its
active agent. As opposed to PL251, GB126 does not directly antagonize SCN. Instead,
GB126 compete with SCN for space surrounding soybean roots for up to 12 weeks while
also consuming root exudates that SCN are believed to rely on to locate roots [92]. A
Bayer CropScience-funded pot trials study corroborated that GB-126 can reduce SCN
cyst populations in the soil by 84% and juveniles by 91% [89]. Clariva™ Complete
Beans are a soybean seed product coated with a mixture of nutrients, chemical pesticides,
and Pasteuria nishizawae (P. nishizawae) endospores. P. nishizawae are obligately parasitic
bacteria that attach to the cuticle of SCN J2s, germinate upon the start of SCN feeding
on soybean roots, and disentegrate the SCN host by the time the SCN reach adulthood
[93]. Syngenta found in its own field trials that the Clariva™ Complete Beans improved
yields by 4.1% over resistant cultivars treated with an insecticide/fungicide check [94].
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2.4 Considerations for Biocontrol of Pest Populations
2.4.1 Introduction of a Control Agent: Concerns for Non-Target Effects
Biological control is increasingly becoming a key component in IPM for food production.
Advocates point to its limited environmental effects as well as its ability to counterbalance
the growing resistance of pests to chemical control agents and its potential to lead
to the withdrawal of these chemical agents [95]. The goal of biological control is a
sustained reduction of a target pest species to mitigate or control its negative impacts
to an ecologically or economically acceptable level. By using a natural, sometimes non-
indigenous2, enemy as a control agent, the method is often described as a promising
environmentally benign alternative to other methods such as the use of chemical control
agents [81, 98].
However in practice, past implementations of biological control for conservation pur-
poses or pest control have sometimes resulted in disastrous, irreversible, and unintended
consequences [99]. Many early projects involving invertebrate agents and pests relied
heavily on broad 2-species interaction concepts while giving community, biogeographic,
and ecosystem effects only cursory considerations [96]. Louda et al. provide an extensive
reexamination of 10 biocontrol case studies in which the introduction of a biocontrol
agent results in devastating ripple effects throughout a native ecosystem [99]. The reper-
cussions of ignoring the complexities of ecosystem dynamics has provided numerous
valuable insights into the cost-benefit considerations revolving around biocontrol-related
decisions. Progress in reducing non-target effects can also be attributed to the improved
legal infrastructure by government agencies, biocontrol decision-making and project
monitoring moving from the hands of private entities to government agencies, or interna-
tional groups assisted by available scientific expertise, better understanding of threats
to the local ecology, economy, or food security imposed by a target pest, and increased
monitoring of biodiversity in a growing number of ecosystems [97].
An important consideration for minimizing the risk of harmful ecological impacts
during the introduction of an agent is to choose an agent with high host specificity. In
these cases, the model for two-species interactions will be more representative [96]; the
predator population will be positively correlated with the target population and therefore
2The introduction of a native enemy control agent of an exotic pest constitutes classical biocontrol
whereas the introduction of a non-native enemy to attack a native pest is termed neoclassical biocontrol or
new-association biocontrol [96, 97].
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its geographic range will be limited to the range of the pest. Microbial agents3 (such as
bacteria, fungi, and viruses) have been demonstrably successful against arthropod pests
in agro-ecosystems [95, 100].
2.4.2 Commercial Considerations for Biocontrol Products
Biocontrol product development, or the prospect of production, is often compared with
the analogous process for chemical control agents [59, 95, 96, 101]. Bale et al. discuss
significant cost-benefit advantages of biocontrol product development versus its chemical
counterpart, especially in cases leading to pesticide resistance. Both types of products
are estimated (or in the case of chemical pesticides, averaged) to take approximately 10
years from the extensive research and development, US Environmental Protection Agency
approvals, to product release. On the other hand, the development of biocontrol agents is
estimated to cost much less than the development of pesticides–$180 million for a new
insecticidal chemical (tested amongst >3 million ingredients) versus $2 million for an
agent (out of 3000 microbial candidates) [95].
However, commercializing biocontrol agents presents numerous unique challenges
from the mass production of chemical pesticides. Scaling up a microbial agent may
only require large amounts of unspecific media in which case contamination of cultures
may be an issue. Other organisms need to be cultured within their prey; scaling up the
production of the prey organism creates further challenges that increase with greater
biological complexity of the prey [101]. Another challenge is the limited shelf life of
biocontrol products which is typically within days or weeks [95]. Naturally, this presents
significant difficulties maintaining the effectiveness of the organisms during transport
and storage the product before use.
Furthermore, the output of biocontrol products may have initially been slow due domi-
nance of chemical pesticides in the pest control market. As environmental regulations and
consumer demand for environmentally-friendly products have deflated the chemical pes-
ticides market, large corporations (such as Monsanto, Syngenta, and Bayer Crop Sciences)
are moving to fill subsequent gap with biocontrol products. Another prior roadblock
that is increasingly becoming moot is patenting biocontrol products [95]. Wild-type
biocontrol agents are unpatentable themselves. However, genetically modified organisms
are patentable as well as indirectly related technologies involved in the package, storage,
3As opposed to macrobial agents, such as nematodes, predatory insects against other arthropods,
herbivorous insects against weeds, and parasitoids [95].
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and application of the organism4. As the framework for commercializing and using
biocontrol products continues to mature, companies will be able to bring increasingly
more products to market.
2.5 Nematode Viruses
Despite the relative abundance and diversity of nematodes and viruses, nematode-
infecting viruses are not well studied. This is likely due to relatively limited research focus
and general clinical applications of nematode pathogens. Plant-pathogenic nematodes
have been known to vector plant-infecting viruses by consuming virus particles while
feeding from the roots of infected plants and transmitting the particles when they move
to new plant hosts [5]. Nematode-transmitted viruses belong to two taxonomic groups:
nepoviruses and tobraviruses, which are transmitted by the nematode families Longidoridae
and Trichodoridae, respectively [102, 103]. However, these previously reported findings
did not observe virus replication within the nematode vectors.
Though it was believed that viruses infecting nematodes were common given their vast
abundance, diversity of morphologies, range of known hosts, and plastic responses to
host immune systems, no virus had ever been recorded parasitizing nematodes [104].
That is, until a 2005 study conducted by Lu et al. artificially infected Caenorhabditis elegans
(C. elegans) to demonstrate the potential of nematodes as model organisms for genetic
studies of antiviral response in eukaryotic hosts [105]. Félix et al. were the first to describe
natural nematode-infecting viruses found C. elegans and its close relative Caenorhabditis
briggsae (C. briggsae). Both isolates were found to be closely related to members of the
Nodaviridae family. These novel viruses opened the doors to studying viral infections in a
convenient whole animal model organism, C. elegans [106].
The discovery of the first plant parasitic nematode viruses was made by Bekal et al.
in laboratory SCN lines that had inexplicably collapsed. Four distinct negative-sense
ssRNA viral genomes were found [7]: SCN nyavirus (ScNV), SCN rhabdovirus (ScRV),
SCN phlebovirus (ScPV), and SCN tenuivirus (ScTV)–which were named for their closest
relative according to BLASTX phylogenetic analysis. These viruses were present in both
egg and J2 stages suggesting vertical transmission occurs (Fig. 2.19). Horizontal transfer
from males to females during sexual reproduction has also been observed [KN Lambert,
personal communication]. Tenuiviruses, and phleboviruses are part of the Bunyaviridae
family, which are commonly entomopathogens. Some bunyaviruses have already been
4Assuming the technologies are sufficiently unique from previous patents.
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Figure 2.19: Transmission electron microscopy images of an SCN female co-infected with
all five viruses, though it is impossible to discern which virus corresponds to which
particle. Particles are marked by red arrows and from images A-D measure 70, 50, 70,
and 80nm in diameter, respectively. Particles in B-D can be seen budding from the cell.
Courtesy of Sadia Bekal.
incorporated into commercial biopesticides for controlling specific agricultural insect
pests; [3, 101].
The first positive-sense SCN virus (ScV5) was also discovered by Bekal et al. and was
found to be distantly related to flaviviruses and pestiviruses [8]. ScV5, as well as the
other SCN viruses have been detected in greenhouse and field nematodes, suggesting
they are common in nematode populations. However, since the discoveries are so recent,
physiopathologies, and epizootiology of these viruses in the field is unknown. It is also
likely given the geographic range of SCN in the US that many more elusive SCN viruses
exist with a wide range of pathologies.
The pathologies of the aforementioned five SCN viruses have yet to be investigated.
It is still unknown which of the viruses is responsible for collapsing SCN laboratory
cultures. The viruses were identified from inbred nematode cultures sampled over
four years, indicating sustained infections occurred over several generations. ScV5 is
expected to be the most likely candidate for a biocontrol agent due to having a positive-
polarity single-stranded genome that would be immediately infectiousness. On the other
hand, rhabdoviruses cause diseases in a wide phylogenic spectrum of hosts, including
29
vertabrates, plants, and arthropods [107, 108, 109] . In the context of biocontrol, it will be
important to understand the symptoms and reproductive costs to SCN, the impacts of
cohabiting pathogens, and transmission rates across genders and transmission modes.
2.6 Host-Pathogen Coevolution
Theoretical and experimental approaches in biocontrol are based from a cross-pollination
of epidemiological and ecological frameworks [110]. Both areas are arguably more
developed and better understood than biocontrol. The public health concerns regarding
saving human lives from and containing devastating infectious diseases5 has driven the
need to understand the mechanisms of disease spread in epidemiology. Conservation
concerns have greatly driven the need to understand how intraspecies interactions, and
dramatic augmentation of trophic levels effect the population dynamics of a species of
interest. Furthermore, the high rate of phenotype changes of pathogens vis-a-vis the
adaptive arms race against their hosts motivates the integration of ideas from evolutionary
ecology. Thus, numerical investigation of the introduction of a microbial agent into a pest
population incorporates modeling the long-term pest population dynamics with disease
spread and virulence evolution within these populations.
The system of equations most frequently adapted from to describe populations in
biological systems are the Lotka–Volterra predator–prey model (2.2). The prey and
predator are represented by x and y respectively while the constants α, β, γ, and δ
represent growth, predation, and death constants.
dx
dt
= x(α− βy) (2.2a)
dy
dt
= −y(γ− δx) (2.2b)
With microbial biocontrol agents, however, the basic epidemic system of equations–
the Susceptible-Infected-Recovered (SIR) type models–are more appropriate [111, 112].
(2.3) make up the basic framework of SIR modeling. S(t), I(t), and R(t) represent
compartmentalized portions of the total population N(t), i.e. N = S + I + R. S represents
the number of susceptible individuals, I represents the number of infected individuals
and R represents the number of recovered individuals 6. Finally, β∗ represents the rate of
5Infectious diseases are illnesses caused by an infectious agent (pathogen) that can spread between
individuals [111].
6This assumes that once an individual is cured from a disease, they will be immune from that point
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transmission 7, while ρ represents the rate of recovery by an infected individual.
dS
dt
= −β∗ IS (2.3a)
dI
dt
= β∗ IS− ρI (2.3b)
dR
dt
= ρI (2.3c)
The SIR model is often improved upon to fit to real-world data and the mechanisms
of disease spread for certain pathogens. Some additions include ordinary differential
equations describing the population of a vector, vaccination behaviors, and reinfection
of a “recovered" individual. Rock et al. give a detailed review of many mathematical
extensions used in conjunction with the SIR model for a variety of infection diseases
[111].
2.6.1 Virulence Theoretically Evolves Towards an Optimum
In theory, pathogens, including viruses, face an adaptive tradeoff between fecundity and
host resistance in what is commonly known as the trade-off theory. This phenomenon
is driven by the host’s own adaptive tradeoff between the costs of resistance (energetic
or otherwise) and risk of infection [110, 113, 114]. Exploitation of the host improves the
pathogens transmissibility, but at the cost of the host’s survival and therefore the time
available for transmission. The virulence–transmissibility tradeoff has been demonstrated
empirically in malaria models (Plasmodium spp.): transmission and virulence are positively
correlated until the benefit of increased transmission no longer outweighs the concomitant
increase in host mortality [11, 113, 115].
Following the SIR paradigm, a definition of fitness emerged called the basic reproductive
ratio, R0 (2.4):
R0 =
βS
b + v + ρ
(2.4)
where β is the transmission rate, S is the number of susceptible hosts, b is the baseline
mortality rate of the host, ρ is the recovery rate at which the infected hosts are cleared
onward.
7In some texts, β∗ is referred to as the rate of infectivity or the rate of change in infected individuals
within a population. To distinguish this β∗ from the definition of transmission rate for empirical studies as
well as for SCNSim– defined as the portion of viral burden successfully transferred to the new host–we
will denote our transmission rate simply as β.
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of the pathogen, and d is the mortality rate of infected hosts [113, 116]. Generally, R0 is
the rate of new infections emerging with respect to the rate of depletion of the existing
infections through death or recovery of the host, or through the loss of a viable pathotype.
If the rate of depletion is higher than the rate of emergence, the epidemic will attenuate
while the opposite is true if the rate of emergence is higher than or equal to the rate of
depletion (2.5).
R0
< 1 the epidemic will go extinct≥ 1 the epidemic will persist (2.5)
R0 is therefore often used to characterize the fitness of the pathogen at the epidemic level.
In theory, pathogens will evolve to maximize R0, that is, to maximize their rate of disease
spread and their duration of infection [11]. However, because R0 is defined from the
SIR model, the same assumptions apply: pathogen adaptive dynamics occur in much
shorter time scales than their evolutionary dynamics, and host populations are at or near
maximum capacity. Pathogens with high mutation rates, such as RNA viruses, violate
the former assumption [117]. Examples from empirical studies are reviewed below.
=
β
d ρ
×  S
+    b
R0
+ 
v
Figure 2.20: Tradeoff hypothesis for the evolution of virulence represented graphically.
Pathogens are hypothesized to evolve to maximize fitness (R0) which exists at some
intermediate virulence (x-axis). Adapted from Mackinnon et al. [118].
The canonical case study in support of the tradeoff hypothesis is the application of
the myxoma virus (MYXV) to control invasive Oryctolagus cuniculus (European rabbit)
populations in Australia. When MYXV was first introduced in the 1950’s, myxomatosis
rapidly spread across the entire geographic range of the rabbit and elicited a case fatality
rate (CFR) of 99.8% [119]. However within two years, the CFR of the most prevalent
strains dropped between 90-99% and over the following 30 years persisted between
70-95% [119, 120]. Phylogenetic analyses by Kerr et al. determined the average mutation
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rate of MYXV throughout that period was 9.6×10−6 nucleotide substitutions per site–
comparatively high for a dsDNA virus [120, 121].
Serial passage experiments (SPE) are a frequently used approach to monitor pathogen
adaptation. In general, SPEs consist of a culture of pathogens acclimated to a particular
host which are then passaged to a new and slightly modified (e.g. containing a resistance
gene) host culture [122]. For instance, Messenger et al. found after 8 passages of
alternating vertical and horizontal transmission between E. coli hosts, bacteriophage
F1 exhibited increased virulence alongside decreased fecundity [123]. In a review of
SPEs, Ebert found that SPEs generally supported the tradeoff hypothesis albeit some
inconsistencies found in relatively few studies [122].
Futhermore, host population structure has been shown to affect the levels of optimal
virulence in theoretical and experimental studies [113]. A well-studied system in this
regard is malaria, which has been studied using SPEs and in the field: Plasmodium
falciparum (P. falciparum) is the most antagonistic species humans and Plasmodium chabaudi
(P. chabaudi) is used in laboratory mouse studies [115, 118, 124]. In general, the Plasmodium
spp. behave according to the tradeoff hypothesis–virulence and transmissibility are initially
positively correlated until the mouse immune response adapted to the infected. However
unlike myxomatosis, where host mortality drives virus natural selection, malaria in
humans rarely results in high mortality rates with CFRs as low as 1% [118]. Morbidity is
a more important measure than mortality in systems like human-malaria. Incorporating
morbidity in the basic reproductive ratio is challenging, however, due to its highly variable
severity and impact on the individual-level.
Host population spatial structure has been known to have an effect on the optimal levels
of virulence [113, 125]. Mackinnon et al. speculated on the impact of the role of mosquito
vectors on the evolution of virulence, transmissibility, and persistence8. Vectored parasites
may experience an upward shift in optimal virulence since more virulent infections
would lower host defenses against vectors and therefore increase transmission. On the
other hand, this impact may be limited in endemic regions where CFR is low. Human
patients can have long asymptomatic periods which are unlikely to lead to changes in
host behavior or vulnerability. This upward shift may occur during a period of acute
disease, but this timeframe is relatively shorter than the asymptomatic period. Infected
humans who may ultimately survive impose a burden to the rest of the population by
contributing to the spread of malaria throughout the asymptomatic and symptomatic
infectious periods [115].
Boots et Sasaki published one of the first spatially explicit models to study the impact
8Persistence is synonymous with the clearance rate ρ, but is aligned with the parasite’s perspective[118].
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of host population structure on virulence evolution [126]. Their model was an SIR-
based time-series system of equations, which included spacial interactions in a 150× 150
lattice. Their study revealed population density or population connectedness plays a role
in instigating virulence evolution. Above a critical connectivity, low-virulent infections
experienced a moderate increase in virulence [126]. Here, transmissibility is optimized
between local extinction and the probability for long distance transfer to a new population
cluster. Below the critical connectivity, the epidemic remains at low virulence and leads to
decreased transmissibility and more isolated population clusters. Though in theoretical
studies point to the importance of spatial structure of host populations in evolutionarily
stable virulence solutions, data from real-world systems remain scant [127, 128].
One of the main criticisms of the tradeoff hypothesis is its simplicity. The mechanisms
of adaptation can be complex and nuanced, such as those resulting from phenotypic
plasticity and epigenetics. There is also tremendous variations in virulence amongst
the ever-growing number of host-pathogen systems [123]. On one hand, diseases such
as Ebola, HIV, and Rabies are almost certainly fatal in humans. Rabies and Ebola are
particularly striking cases because of their apparent lack of virulence evolution despite a
long period of coexistence with numerous communities around the world.
An experimental study with Drosophilia melanogaster (D. melanogaster) and a pathogenic
sigma virus, DMelSV, the D. melanogaster provides an example where tradeoff was not
observed [108]. An immune-sensitive strain of DMelSV was unable to overcome the
resistance gene ref(2)P in a population of 30% resistant D. melanogaster. After introducing
the insensitive DMelSV counterpart, the insensitive DMelSV completely replaced the
population of DMelSV. A possible reason provided for the inability for the sensitive
DMelSV to overcome ref(2)P is there is a fitness cost for the virus to achieve that capability.
When sensitive and insensitive DMelSV were pitted against each other in a susceptible
population of D. melanogaster, the sensitive viruses had a 20% greater transmission rate
over the insensitive type [108]. Thus, in this scenario, the pressures from the energetics of
immune-avoidance may be greater than the pressures from host immune activation or
host mortality. More studies with more host replicates and virus isolates are needed to
explore and confirm this phenomenon.
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2.6.2 Driving Forces of Host and Pathogen Evolution
In addition to host population structure and immune-avoidance, there are many possible
mechanisms that drive virulence evolution. Local adaptation9, availability of resources to
offset cost of evolving resistance, costs of inducing a response10, tritrophic interactions
(e.g., pathogen-host-plant), host heterogeneity, within-host competition, and many other
molecular-level or population-level opportunity costs factor into the shape and nature of
virulence evolution [100, 110, 113]. Galvani reviews in more depth some general effects
of different factors and selection pressures on virulence evolution [110].
Because RNA viruses undergo rapid evolution, a new framework of understand-
ing the evolutionary dynamics was recently established called quasispecies theory [129].
RNA viruses exist as a quasispecies, which are a multidimensional probability cloud of
genetically-distanced single nucleotide polymorphisms (SNPs) stemming from a single
master sequence (Fig. 2.21a). Because of their dynamic gene pool and high degree of
genetic diversity, RNA quasispecies will evolve to achieve the greatest overall fitness. To
achieve this, a high frequency of SNPs will evolve to mutation rates bordering on a critical
mutation rate µcrit which puts the quasispecies on the edge of extinction and maximized
evolvability (Fig. 2.21b) [130]. Thus, virulence evolution is suggested to be a consequence
of achieving an optimum fitness dependent on µcrit.
9Pathogen individuals exhibit higher fitness in their native locus than in other distant populations at
same site.
10To clarify, resistance refers to the host’s ability to inhibit growth of the pathogen once infected and
response refers to the host’s immune activation [113].
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(a) An expanding mutant repertoire over a few generations represented as concentric rings.
(b) Fitness distribution of quasispecies with low (top) and high (bottom) mutation rates
Figure 2.21: RNA virus quasispecies evolution is driven by highly error-prone replication.
(a) Reproduced from Lauring et Aldino [129]. (b) Reproduced with permission from Nature
Publishing Group [130].
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Chapter 3
Objectives
The overall objective of this study was to explore the potential of SCN-pathogenic
viruses as SCN biocontrol agents and determine which virulence properties are critical
for SCN suppression. Because of potential difficulties regarding adequate experimental
time scales, the nature of the SCN life cycle, and its high survivability, we have chosen
to conduct this investigation in silico with our stochastic host-pathogen model, SCNSim.
With SCNSim, we can expeditiously generate data over several years under ideal or
non-ideal conditions with a wide range of viruses. In its current state, we used the model
to draw broad conclusions surrounding the population kinetics of SCN inflicted with a
viral outbreak. In the future, we aim to continuously improve the model by incorporating
new information regarding the SCN viruses as it is uncovered as well as develop a
nematicidal soybean seed treatment using the one or more of the viruses and integrating
them with existing seed coatings.
The specific goals of this project were:
1. Simulate virus evolution in virus-nematode-soybean system.
2. Determine which virulence factors–transmissibility, mutation rate, durability, infec-
tion rate, virulence, and viral load–contribute most to SCN suppression.
3. Determine notable trends with virulence over time at different combinations of
virus properties.
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Chapter 4
Methodology
4.1 Model Description
The SCN simulation (SCNSim) framework employs a discrete time simulation method-
ology to track the evolution of nematodes and their viral pathogens as they infect a
single soybean plant. The nematodes are abstracted as state-based agents; they display
numerous phases in their life cycle as they hatch, grow, mate and reproduce. Their
survival is predicated upon a “health" parameter that is incremented as they feed upon
the plant and decremented as they progress through their life cycle. Viral infections in the
nematodes are parameterized by their intensity or “viral loads" (L), transmissibility (β),
durability (D), and virulence (v) as described in greater detail below. The environment
object implements stochastic temperature variation which can be set to either ideal green-
house conditions (practically constant temperatures), or to mimic Champaign County,
IL using monthly data available from the Illinois State Water Survey (ISWS) [10]. The
soybean class creates soybean objects within the typical soybean planting season (early
April to late August). Soybean objects are characterized by age, health, and size the
latter two of which are negatively impacted by SCN parasitism and positively affected
by optimal temperatures (80o F). Finally, the soybeans can be set for yearly planting or
alternate years as in the case of crop rotations.
Meanwhile a virus outbreak, characterized by unique combinations of scale-free viru-
lence properties, coevolves and propagates with the SCN population. Each initial property
is given random variation in the model to create a population of viruses described by a
normal distribution of the properties (Table 4.1). Viruses are transmitted according to
dynamic transmission rates, β, which are used as probabilities for the Bernoulli process that
governs the disease transition. This stochastic event applies to both vertical transmission
from females to eggs, and horizontal transmission from males to females during mating.
SCNSim uses Monte Carlo methods to simulate the random nature of viral evolution
as well as direct the population kinetics of the infected SCN. The diversity of viruses
will increase according to a mutation rate, µ. In the simulation arena, this means the
distribution of virulence properties will change over time according to the probability
distribution determined by µ. The viruses infect a fraction of the initial SCN population
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Figure 4.1: Object organization of SCN simulation. A nematode abstract class generates
a population of nematode agents based on the kinetic environment, health of the host
soybean crops, and the nature of the viral pandemic. Dotted lines indicate states that
develop under unfavorable conditions.
defined as the initial prevalence i0. As time progresses, the viruses decrement nematode
health at a rate strongly correlated with the viruses mutating virulence, v, and viral load,
L. A durability, D, factor describes the longevity of the viral infection. In SCNSim,
D increases viral load. The combined effects from the dynamic virus properties and
environmental conditions control the rate of growth the nematode population.
4.1.1 The Nematode Agent
During the growing season, the SCN agent carries out multiple simultaneous operations
to progress nematode populations through the stages of nematode life cycle (Fig. 4.1).
Though SCNSim has an adjustable initial population of 10 cysts per soybean with each
cyst capable of producing up to 500 eggs with random variation. Each transition between
states is determined by the SCN agent’s response to the environment and its own health.
Table 4.2 outlines the major environmental set points that dictate the periods of nematode
growth.
Health is measured on a percentile scale with 100% being completely healthy while
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Table 4.1: SCNSim initial virus properties.
Property Symbol Range Definition
in vivo in silico
Viral Load L 0− 1 Amount of viral particles
per host
Scalar multiplier to nematode
health decrement
Virulence V0, v R > 0 Pathogen damage inflicted
on host
Multiplier to Viral Load
Transmissibility β0, β 0− 1 Rate of infection of suscep-
tible population
Proportion of viral load sexu-
ally transmitted from infected
male to a recipient female
Prevalence i0, i 0− 1 Disease prevalence in a
population
Fraction of initial population
infected
Durability D 0− 1 Longevity of virus parti-
cles.
The complement is an ampli-
fying constant on increasing
viral load.
Mutation Rate µ 0− 1 Proportion of progeny gen-
eration with significant ge-
netic variation
Probability of virus proper-
ties undergoing mutation
when nematode health reaches 0%, they die. Starvation during the hatched J2 state and
infection cause nematodes to lose health percentage points at varying ranges depending
on the length of the starvation period and the severity of the viral infection. On the other
hand, parasitizing soybeans replenishes health at a fixed rate of 5% per day. Nematodes
with adequate health percentages are considered by SCNSim to be “healthy" enough
to advance to their next state and will advance given the success of unfair stochastic
Bernoulli trials. This probability of success equals the health percentage of the nematode
at the time of its transition; the healthier the nematode is, the more likely it is to survive to
the next molt. A failed outcome suggests the nematodes were unfit to continue maturing
or reproduce and are moved to the dead state.
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Table 4.2: SCNSim environmental set points based on figures in Schmitt et al [1].
Model Compartment Parameter Description Value
SCN Life Cycle Laws
SCN eggs per cyst 300-500 1
Minimum hatching temperature 61 oF
Maximum hatching temperature 97 oF
Cyst dormancy initialize temperature < 68 oF
Probability of hatching from egg sac 0.22
Probability of hatching from cyst 0.002 2
SCN Life Stages
Egg state 1-5 days
J1 state 1-2 days
Unhatched J2 1-3000 days
Hatched J2 1-4 days
J3 3-4 days
J4 male 5-6 days
J4 female 3-4 days
Adult male 1-21 days
Adult female 2-60 days
Range of mating 1-21 days
Gestation period 3-5 days
Egg Sac 1-3000 days
Cyst 1-3000 days
Soybean Growth
Minimum germinate temperature 55 oF
Soybean germinate date 115 days (about April 25th)
Soybean harvest date 240 days (about August 28th)
Optimal soybean growth temperature 80 oF
SCN Parasitism
Minimum soybean age for parasitism 20 days post germination3
Maximum soybean age for parasitism 100 days post germination3
Feed rate 5%
SCN parasitism on soybean crops only occurs only after the J2 state which is reached
after successful transitions from the egg → J1, J1 → J2, J2 → Hatching, and J2 → root
penetration. While soybeans are present and temperatures are between the hatching
1According to Biology and Management of Soybean Cyst Nematode 2nd ed., a female cyst growing in optimal
conditions may produce up to 600 eggs. However, the averages found in fields has been reported to be
much lower, ranging between 60 and 200, depending on the location [44].
2If hatching is allowed by environment.
3 Soybeans typically take 20 days to produce root exudates that attract SCN. After 100 days, soybeans
are usually within reproductive maturity and root development slows while a woody epidermis prevents
new SCN from penetrating.
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temperatures SCN will continue to feed off the soybean host, develop, and eventually
reproduce. At the J4 stage, the nematodes are split by gender via a 50% stochastic coin
flip. The J4s transition once more before mating. Mature females are fertilized with a
probability of success equal to their health percentage and are simultaneously filled with
up eggs. Any infection the male carries will be partially transmitted to the female. If a
female is already infected, her viral burden is compounded. The total resulting burden is
then divided equally amongst the eggs.
SCN females will transition from egg sacs to dormant, egg-containing cysts between
growing seasons or if temperatures drop below 68oF. Eventually, the cysts will release
SCN juveniles in the next spring when favorable conditions return. This dormant cyst
phase can persist for up to 3000 days or up to 8.2 years. Here in the model, we assume the
metabolism in the dormant phase occurs at a negligible rate and viruses do not mutate or
cause damage. Finally, at each sampling point, SCNSim outputs the means and standard
deviations of the nematode population distribution including values for each nematode
state as well as means and standard deviations of the dynamic virulence properties and
means of environmental variables.
4.2 Assumptions and Caveats
“Essentially, all models are wrong, but some models are useful"
–George E.P. Box [131]
Without using explicit mathematical models, SCNSim is capable of computing several
years worth of time-series data of infected SCN populations in relatively little computa-
tional time. At the time of this writing, relatively little is known about the epidemiology
of the SCN viruses, including: their pathogenesis, transmission rates, mutation rates, and
etiologies. Thus, broader definitions were needed to describe their in silico counterparts
and several assumptions were made. Those assumptions are:
• Viruses are only pathogenic to SCN; no mutualism, symbiosis, or commensalism
occurs. We also ignored competition between viruses for host cellular resources.
• Viruses begin inflicting damage immediately after infection. Many real-world
viruses, such as HIV, have an asymptomatic incubation period that can last for
between a few days to many years.
• Contact patterns between viruses and SCN are fixed. In real-world situations, it
can be presumed the different modes of transmission have independent, unequal
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success rates. For example, Mubaraka et al compared the transmission of influenza
virus via aerosols and fomites and found aerosolized virus-inoculated droplets to
be much more successful than fomites in causing an infection in guinea pigs [132].
• Contact transmission of viruses was ignored. This is simply because we have yet
to observe an occurrence in vitro though it could be a common mode of transmission.
• There is no spatial dimension in SCNSim. Distances between nematodes are not
considered. Thus, metapopulation dynamics do not influence the epizootic.
• Soybean immune responses to nematode parasitism are not represented. The
only soybean response considered is a reduction in biomass due to nematode
parasitism.
4.3 Model Calibration
Given the paucity of data it is presently difficult to precisely gauge how much damage
a nematode inflicts upon the soybean plant on any given day, or how much benefit the
SCN derives from a feeding. Based on data available from Schmitt et al, we assumed that
at the beginning of the year we would expect to see 10 nematode cysts, while the number
could grow up to 5000 at the end of the year on a particularly susceptible plant [1].
4.4 Numerical Investigation
Each unique combination of the varying initial conditions for virus properties were
simulated with 5 year monitoring durations, and 4 day sampling frequencies (Table 4.3).
The replicate iterations were then averaged for each combination at each time point. Due
to high data volume ( >1 million data points) and limited processing capability, the total
data space was reduced by removing most of the data between crop years (days 1–99, and
256–365). Further data reduction approaches varied depending on the type of analysis.
For instance, medians of each non-normally distributed variables were determined for
each within-treatment crop year for expedited qualitative analyses.
4.4.1 Statistical Approach
Exploratory data analysis using the Shapiro-Wilk test for normality found that nearly all
treatments of 20 independent variables did not follow normal distributions from between
43
Table 4.3: SCNSim parameters
Simulation Properties
Sampling Frequency 4 days
Iterations 10
Simulation duration 5 years
Virus Properties
Mutation rates 0, 0.1, 0.2, 0.4, 0.6, 0.8
Virulence 0.1, 0.5, 1, 1.5, 2, 2.5, 4
Transmissibility 0.5
Infection Rate 0.2, 0.8
Durability 0.5
Viral Load 0.5
one to all virus factor combinations (crop year, infection rate, mutation rate, and virulence)
and a significant portion had some level of heteroscedasticity. Therefore, non-parametric
significance tests were used, such as the Kruskal-Wallis test, Kolmogrov-Smirnov test, and
permutation tests for multi-factorial analysis of variance (ANOVA) using the R package
lmPerm [133].
Criteria defined below characterizing virus agent effectiveness were tested between
different treatments of viruses, or pathotypes. Typically, a pathotype describes a group
of organisms with the same type of pathogenicity towards a specific host. In our data,
we refer to each unique combination of virus properties as a pathotype. Results from
the virus treatment simulations were compared to a control simulation which were run
similarly sans any viral properties. Statistical analyses were performed using R Statistical
Software [134, 135, 136, 137].
4.4.2 Dimensionality Reduction
SCNSim produces a dataset of 31 variables, which not only complicates analysis but also
exceeds computational limits of many softwares and processing capability of commercially
available computer hardware. Scaled principle component analysis (PCA) was performed
to simplify the dataset by qualitatively reducing the number of variables using the prcomp
function in R [134]. The principle components (PCs) that made up the eigensystem
subspace accounting for up to 80% of the sample space variation were selected for further
testing. Variables were selected to each PC by examining their index of the loadings (IL,
4.1) as described in Vasco et Vieira [138]:
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ILij =
u2ij · λ2i
sj
(4.1)
where ILij is the index of loading of the ith PC and the jth variable, µij is the loading
of the jth variable in the ith PC, λi is the eigenvalue for the ith PC, and sj is the standard
deviation of the jth variable which is equal to 1 when a scaled correlation matrix is used.
PCA analysis results revealed that principle components 1-4 accounted for 81.34% of the
variance in the virus treatments data space (Table B.2). Many of the population variables
(‘J1’, ‘J2’, etc.) were found to be closely correlated and therefore redundant. Variables
‘Nematodes’ and ‘Cyst’ were chosen to represent the SCN population, ‘Virulence’ and
‘Transmissibility’ were used to describe the viral epizoology, and ‘Fraction Infected’ and
‘Death by virus’ were used to describe disease impacts on SCN.
Finally nematode mortality rates attributed to viruses, d, was calculated by dividing
‘Death by virus’ by ‘Nematodes’ at each point in time and then taking the percentage
(4.2).
d =
No. Virus - Caused Deaths
No. Nematodes
× 100% (4.2)
Mortality rate here is distinct from the baseline mortality rate, b, as well as the enhanced
mortality rate which is equivalent to the total mortality rate.
4.4.3 Replication Ratio: Modified Reproduction Ratio
We adapted the basic reproduction ratio, R0 (2.4), to the outputs from SCNSim which
we renamed the viral replication ratio, Rv (4.3), to distinguish it from R0 . Recall the basic
reproduction ratio:
R0 =
βS
b + d + ρ
(2.4)
where each of the terms is determined in the context of a population initially at
maximum capacity and birth rates are not considered. Therefore, with the exception of
the mortality rate terms b and d , the total population is relatively unchanging compared to
the nematode population in SCNSim. Thus all the terms that make up Rv are normalized
to the total nematode population:
Rv =
β · (1− i)
b + d + ρ˜95
(4.3)
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Figure 4.2: PCA correlation circle showing PC1 and PC2 for all predictors. Orange-colored
variables were selected for further analysis.
where β is the dynamic transmissibility (as opposed to β0), i is the prevalence or infected
portion of the nematode population, b is the baseline mortality rate sans any viral infection,
d is the mortality rate attributed to viral infection, and ρ˜95 is the avirulent proportion of i; the
proportion of infected nematodes with high (≥95%) health. b was derived by averaging
the 10 iterations of the fraction of dead nematodes to live nematodes in the control data
while preserving the time-scale resolution.
Since SCNSim was designed without a fitness parameter in mind, it currently does
not record the number of cured infections virus infections, we are unable to determine
an equivalent recovery ratio ρ to the one used in (2.4). Therefore an approximation, ρ˜95,
representing the proportion of nematodes with an avirulent infection was created by
taking the median of the subset of i where SCN Health ≥ 95. In future improvements of
SCNSim, either ρ or the number of cured viruses will be included in the data output.
Rv was plotted with respect to µ in order to find the critical mutation rates, µcrit, at the
error threshold. µcrit’s were determined by interpolating the mutation rate at Rv = 1
using the slope between the points straddling the threshold. The directionality of the
slope at each of these critical mutation rates was also noted.
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Chapter 5
Results
“Distinguishing the signal from the noise requires both scientific knowledge and self-knowledge:
the serenity to accept the things we cannot predict, the courage to predict the things we can, and
the wisdom to know the difference."
–Nate Silver, The Signal and the Noise
5.1 Mortality Rate: Nematode Suppression
To evaluate the extent of nematode suppression, final disease mortality rates were com-
pared across multiple factors. None of the pathotypic1 factors crossed with V0 = 0.1
with combined data from other initial parameters resulted in disease-caused mortalities;
all median mortality rates were 0.0% (IQR = 0% - 0%). Thus, in a lot of the following
discussion on mortality rates, V0 = 0.1 is omitted where it is not significantly different
from the control treatment.
5.1.1 Inundative Release of Viruses Greatly Increases Nematode
Mortality
Overall, the i0 = 0.8 treatments had significantly higher mortalities than the i0 = 0.2
treatments with medians at 1.17% (IQR = 0.06% - 2.52%) and 0.12% (IQR = 0.0% - 0.27%),
respectively (Fig. 5.1, p < 0.001, Kruskal-Wallis). The i0 = 0.2 treatments experienced
suppressed mortality rates (IQR = 0.01% - 1.17%) even as the prevalence (i) increased
above 80% in some treatments. Moreover, the final enhanced mortality rates (diseased and
baseline mortality) for pooled data between time and pathotypic factors within i0 = 0.2
were not significantly different from the baseline control mortality rates during the final
year (p = 0.295, two-sided Wilcoxon rank sum). This suggests at i0 = 0.2 (low release)
infections maintained negligible pathogenicity. There is possibly a threshold for i0 that
leads to an effective biocontrol epizootic that lies within i0 = 0.8 and i0 = 0.2. A stochastic
1To recapitulate, pathotype refers to the a group of pathogens with the same pathogenicity towards a
specific host.
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modeling study by Shea et Possingham identified the notion that a high release strategy
results in greater biocontrol with rules of thumb for [139]. However in this study, we only
tested two values for i0 though it would likely to be helpful to identify an optimal release
strategy for SCN in future testing.
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Figure 5.1: SCN mortality rates across mutation rates. Overall, high release treatments
resulted in overwhelmingly higher mortalites than the low release treatments (p < 0.001,
Kruskal-Wallis). The V0 = 0.1 treatment is omitted; no virus-attributed deaths occured
within this treatment for any values of µ.
In general, pooled treatments within each i0 experienced steady declines in i. All
combinations within i0 = 0.2 saw a 5-year 11% decrease in i to a median of i = 0.086
(IQR =0.008 - 0.605) (p<0.001, Kruskal-Wallis). On the other hand, combinations within
i0 = 0.8 saw a significant drop in median i by 16.3% to 0.496 (IQR = 0.233 - 0.903) (
p < 0.001, Kruskal-Wallis). Between the pooled i0 treatments, i0 = 0.8 was found to also
have significantly higher i than i0 = 0.2 (p < 0.001, Wilcox rank sum).
Investigation into viral load and i revealed possible underlying mechanisms for the
discrepancy in mortalities between the two i0s (Fig. 5.2). Viral load and i are inversely
related with unstable boundary behavior occurring at certain V0 × µ pathotypes. As µ
increases, the boundary appears to occur at decreasing V0s within µ. To illustrate, in
µ = 0× i0 = 0.8 the slopes appear to diverge between V0 = 4 and V0 = 2.5 while in
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µ = 0.6, the slopes appear to diverge between V0 = 1.5 and V0 = 1.
This unstable boundary behavior is observable in both i0 treatments. Above this
threshold, viral load oscillates at values greater than or equal to its initial value, 0.5, while
i decreases over time approaching (0, 0.5). Below this threshold, the data asymptotically
approach (1, 0) over time. In the i0 = 0.8 panel, behavior about the threshold is observable
in pathotypes V0 = 2.5× µ = 0.2, V0 = 2.0× µ = 0.4, and V0 = 1.5× µ = 0.6. Here,
virus load and i have a positively correlated linear relationship that is moving towards
the origin with respect to time. In the i0 = 0.2 treatment, the pathotypes “move" very
quickly towards each of the aforementioned endpoints compared to those in the i0 = 0.8
treatment.
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Figure 5.2: An unstable boundary, highlighted by the speckled region, is apparent within
the relationship between viral load and prevalence. The top panel belongs to i0 = 0.8
while the bottom figure belongs to i0 = 0.2 with panels for increasing µ from left to right.
Arrowhead were superimposed to illustrate yearly vector directions from the beginning to
the end of each year. As time increases, the opacity of the arrowheads also increases. Only
the last 3 years are shown to illustrate year-year trajectories of each treatment.
Where each pathotype falls in relation to the unstable viral load–i boundary determines
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the mechanism for the resulting mortality. The epizootics above the threshold (sans
V0 = 0.1) become extinguished as highly pathogenic viruses dampen their lifetime
transmission as evidenced by the diminished i with sustained viral load. Highly virulent
viruses may accomplish this by either killing the adult nematodes over the course of the
infection or preventing J1 nematodes from hatching. On the other hand, pathotypes with
low virulence below the threshold result in epizootics with diluting viral loads; virus fail
to suppress nematode fecundity sufficiently which causes the viruses to distribute thinly
over the quickly growing nematode population. Dilution is much more pronounced
in a population with fewer infections to begin with. With most of the population
uninfected, there are fewer, if any, chances for viruses to accumulate during sexual
contact. Meanwhile, the females who are lightly burdened will distribute those few
viruses between 100s of new nematodes–now with even lighter viral burdens. Though
SCNSim does not model nematode immune response, the effects described here echo
those predicted in virulence theory.
5.1.2 Intermediate Pathotypes Were Most Effective Nematode
Suppressors
To simplify the discussion on effects of combinations of other virulence factors, the
rest of the chapter focuses on the i0 = 0.8 treatment. The i0 = 0.2 treatment generally
follows similar trends albeit with offsets of the threshold regions and much more muted
nematode suppression.
Fig. 5.3 shows the mortality rates over time across all combinations of V0×µ pathotypes.
As initial µ increases, it is apparent from µ = 0 to µ = 0.6 that the V0 treatment with the
highest nematode mortality decreases. For instance, V0 = 4 is the most lethal pathotype
among the µ = 0 viruses, V0 = 2.5 at µ = 0.1, V0 = 2 at µ = 0.2, and so on. The exception
at V0 = 0.5× µ = 0.8, where it was expected to demonstrate the highest mortality within
µ = 0.8, is indicative of the existence of a minimum initial virulence needed for a virus to
develop into an effective epizootic between V0 = 0.5 and V0 = 1. Above this V0 boundary
at µ = 0.8, Fig. 5.3 suggests V0 and µ constrain one another and thus exhibit optimal
suppression within either factor’s intermediate values.
Most of the curves in Fig. 5.3 appear to exhibit some type of critical points either with a
local maximum or approaching quasi-steady state after the 2nd crop season. It is therefore
reasonable to speculate that SCNSim models a stable mortality rate for most pathotypes.
On the other hand, in the case of V0 = 1.5× µ = 0.4, the maximum occurs relatively later
in time (fourth crop season), than other treatments. Since our simulations ended at five
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Figure 5.3: Mortality rates over time for each V0 × µ pathotype within i0 = 0.8. V0 = 0.1 is
omitted.
years, it is difficult to determine if this pathotype does eventually approach an equilibrium
or if the mortality rate continues to drop. Furthermore, the treatments V0 = 2.5× µ = 0.1
and V0 = 2× µ = 0.2 exhibit increasing functions with no saturating or peaking behavior.
Therefore, maximums or equilibrium values and when they occur, if they exist, could
not be determined within the time scale for this dataset. Nevertheless, given the current
time scale, the most successful pathotypes in terms of nematode mortality rate are these
intermediate V0 × µ combinations.
The highest mortality rate achieved from all the data was 11.63% (IQR = 4.92% - 10.44%)
at the 3rd crop year. This datum is within 1.5× IQR for this treatment indicating it is
not an outlier. Fig. 5.4a shows the mortality rates over time at µ = 0.4 for selected V0s.
However, the impact on mortality is complicated by interactions between µ and V0. For
both i0 treatments at µ = 0.4, the decreasing i under low (V0 = 0.1) and high (V0 = 4)
indicates that each extreme V0 pathotype eventually goes extinct in the population; the
former could die out as it fails to “catch up" to the nematode population growth rate
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while the latter may be crippling nematodes too soon in their life cycle ergo prohibiting
its own capacity to proliferate.
At critical V0, prevalence was relatively constant over time
Upon closer examination of i0 = 0.8 within-treatments of µ = 0.4, and between V0s the
behavior of prevalence and time appears diverge at V0 = 1.5, or the seemingly critical V0
for µ = 0.4 (Fig. 5.4b). At V0 = 1.5, i appears relatively constant at i0 until the fourth
crop season when the data begins to slowly drop. In the corresponding mortality rate
versus time curve, fourth crop season (about 3.5 years into the simulation) is also where
the maximum mortality rate occurs (Fig. 5.4a). Thus, at the most successful pathotype,
i is sustained while mortality increases and the subsequent drop in mortality after the
maximum corresponds with a drop in prevalence. Further investigation into the average
virulence and transmissibility of viruses with V0 = 1.5 will help determine more certainly
whether and how virulence evolution contributed to the waning prevalence in the final
crop season.
The two diverging behaviors support our previous conclusions about the epizootiologies
for low and high V0. At V0 < 1.5 (with the exception of V0 = 0.1), i will steadily increase
towards i = 1 over time. The V0 = 0.1 treatment’s prevalence over time follows a similar
trend to V0 > 1.5 treatments. For V0 > 1.5, i appeared to initially crash exponentially
before saturating at a lower i until the rate of decrease slows or stops. However, in V0 = 4
this pause in decreasing i is followed by a decreasing linear trend towards i = 0 after the
third crop season. It is difficult (and perhaps meaningless) to speculate how this could
be interpreted in a real system. In SCNSim as the V0 = 4 treatment reached the third
season, the viruses appear to stop transmitting entirely causing the i to diminish at a rate
congruent with the nematode population growth rate (Fig. 5.4c).
At critical V0, transmissibility increased at a nearly constant rate while mortalities accumulated
Fig. 5.4c similarly illustrates β across V0 treatments over time within µ = 0.8× i0 = 0.8.
Interestingly, both the highest and lowest V0s show the slowest increases in β. Moreover,
similar pairs are found between the highest and lowest, and second highest and second
lowest V0s. V0 = 0.5 with a median β of 0.546 (IQR = 0.528 - 0.580), and V0 = 2.5 with
a median β of 0.552 (IQR = 0.536 - 0.574) are not significantly different (p = 0.31, one-
tailed Wilcoxon rank sum). Though V0 = 0.1 and V0 = 4 have nearly identical medians,
β = 0.500 (IQR = 0.500 - 0.500, and IQR = 0.500 - 0.507, respectively), they were not found
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to be significantly different (p < 0.001, two-tailed Wilcoxon rank sum). The discrepancy
between the diverging i versus t and the coupled β versus t behaviors points to differing
possible causes for high and low V0s having attenuated β over time. In the context of
previously discussed data, high V0 treatments may not be able to proliferate due to their
reduced lifetime transmission. Low V0 treatments increase i over time and therefore are
evidently transmitting. The relatively slow rate of transmission is potentially due to the
nematode population becoming saturated with infections due to the low mortality rate.
From Fig. 5.2, the likely overall reduction of the infection virulence is due to a rapid
decline in virus load. In these low V0 treatments, with vertical transmission is much more
dominant than horizontal transmission, in order for viruses to persist in the nematodes,
low β is positively selected.
Meanwhile, the βs of the three intermediate pathotypes, V0 = 1, 1.5, and 2, are all
increasing at much faster rates in either logistic or linear fashions. With a rapidly
saturating function, β within the V0 = 1 treatment is merely propagating throughout
the population while translating to relatively lower mortality rates. This is likely due to
the relatively more rapid dilution of viral load through vertical transmission as can be
evidenced from Fig. 5.2. On the other hand, for the V0 = 2 treatment, though the drop
in prevalence is significant initially, the rate of increase for β is sufficient to stabilize the
prevalence after the fourth crop season (Fig. 5.4b). However, the significant drop in viral
load after five years (from 0.50 to 0.20) indicates that vertical transmission is much more
dominant than horizontal transmission. Viruses that are selected for in this case will
have low virulence to support the low transmissibility; with low lifetime transmission, it
would be detrimental for the viruses to further reduce their lifetime transmission with
high virulence. The β function for V0 = 1.5 is sandwiched between the others; perhaps
being in the most medial position is indicative of an optimum relationship with β over
time.
Fig. 5.5a illustrates the same data in Figs. 5.4a and 5.4b from a new perspective: The
relationship between mortality rate and i within the µ = 0.4 treatment across V0s. At
V0 = 1.5 the correlation between d and i changes direction within the 5 year period. Up
to the 2nd crop year, the correlation is overall positive; mortality rates rise with prevalence.
However in the 3rd season, mortality rate plateaus at its maximum. The IQR during that
season is 10.44% - 11.14%, only 6.0% of its total range, compared the drop in prevalence
which has a corresponding IQR of 0.751 - 0.826, or 72.8% of its total range. Both variables
have reached their maxima during this season and begin to crash. During the final year,
mortality rate and prevalence are once again positively correlated. However in contrast
to the earlier crop seasons, as time increases, both variables decrease linearly at a rate
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Figure 5.4: SCN suppression over time at µ = 0.4, and i0 = 0.8 across V0: (a) The highest
mortality rates occur at intermediate virulences with the maximum at 11.63% in the
V0 = 1.5 treatment. (b) The V0 = 1.5 treatment exhibits an intermediate disease prevalence
while illustrating an inverse relationship between initial virulence and the final i. (c)
Transmissibility rates remain suppressed over time at V0 = 0.5 and V0 = 2.5. For the
remaining three V0 treatments, there appears to be an inverse relationship between β and
V0. The figures show median points at each crop year as well as LOESS curves.
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of 0.95 % dead/% infected (r2 = 0.79). We observed for each pathotype in i0 = 0.8 between
V0s and within µs, there is a point in time at which the mortality rate is at its peak after
which it will drop or reach quasi-steady state (Fig. 5.4a).
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Figure 5.5: Mortality rates with respect to i at µ = 0.4 and i0 = 0.8. (a) Panels are split
by decreasing V0 from top to bottom. V0 = 0.1 and V0 = 4 are both omitted again for
visual clarity. V0 = 1 maintained nearly 0% median mortality rate while both V0 = 0.1 and
V0 = 4 experienced drops in prevalence to 0 by the final year. (b) V0 = 1.5 is split further
according to crop years for visual clarity.
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5.2 Replication Ratio: Disease Fitness
The replication ratio was used to compare the disease fitness across combinations of
virulence factors. According to the tradeoff hypothesis, epizootics with high fitness are
expected to have high β and low ν. One-factor analysis determined the factors V0 and
i0 contributed significantly to the variation in Rv (p < 0.001, Kruskal-Wallis) while their
interaction effects with initial and final years were not significantly different (p = 0.332,
permutation test with MANOVA). The i0 = 0.2 IQR for Rv was 1.510 to 1.870 while the
i0 = 0.8 IQR for Rv was 0.388 to 0.905. This difference was expected: the i0 = 0.2 viruses
have many more susceptible hosts to infect and if transmission is a cost to mortality rate
then reinfecting new hosts would lower the overall fitness of the viruses. On the other
hand, i0 = 0.8 treatments may be reinfecting each other frequently. The accumulated viral
burden leads to higher mortality. Further data analysis corroborates this scenario as the
median viral burden for the final year in i0 = 0.2 is 0.276 (IQR = 0.051 - 0.500) while the
corresponding i0 = 0.8 viral burden was 0.294 (IQR = 0.140 - 0.5) (p = 0.007, Wilcoxan
rank sum). Finally, the lowest median Rv was 0.141 which occurred at the final year of
the V0 = 1 group in the i0 = 0.8 treatment and the highest median Rv was 2.176 which
occurred at the final year of the V0 = 2 group in the low release treatment.
Fig. 5.6 shows that within the V0 factor the relationship Rv as a function of mutation
rate follow approximately sinusoidal patterns. This is especially clear in V0 = 0.5 as
the peak and trough are both present within the range of mutation rates. However, the
0.5 virulence treatment is the only group to cross Rv = 1 from above the threshold to
below with increasing mutation rate. The change in shape of the waveforms between
V0 = 0.5 and V0 = 1 indicates the existence of a threshold between the two V0s. Below
this threshold, higher mutation rates leads to the disease dying out. Virus treatments with
insufficient starting virulence and high mutation rates may generate a diverse population
of harmless viruses; viruses can either persist and do little to no damage or be selected
out of the SCN population.
On the other hand, above this threshold, increasing mutation rates improves the fitness
of the epizootic. At these higher V0s, increasing mutation rates could lead to diverse
populations of viruses that are damaging, but less so at peak Rv values. Meanwhile in
each virulence treatment, the amplitudes generally increase with crop years indicating
that as time passes, the effect of mutation rate on Rv is also amplified. The pooled initial
and final Rv were found to be significantly different with median initial Rv equal to 1.337
(IQR= 0.386 - 1.536) while final Rv was 1.313 (IQR = 0.618 - 1.862) (p < 0.001, Wilcoxan
rank sum). The effects on virus fitness appear to be cumulative; viruses with high or low
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Figure 5.6: Results of Rv with respect to mutation rates reveals behavior near the error
threshold Rv = 1 within i0 = 0.8. Median Rv values are accompanied by local regression
scatterplot smoothing (LOESS) curves with 95% confidence bands. The figure is split into
separate panels grouped by initial Virulences while the coloring distinguishes crop years.
Crop years 1 and 3 are omitted to improve visual clarity and information density.
fitness will only increase or decrease respectively with time.
Not all treatments cross Rv = 1. V0 = 0.1 at either i0s remains above Rv = 1 at all
crop years. All initial Rvs at year 0 under high release are above the error threshold.
Treatments V0 ≥ 2 at high releases remain above the error threshold during all crop
years while the opposite is true for the low release treatments. Within virulence factor
treatments at different crop years cross the error threshold at similar mutation rates (Fig.
5.7). The difference in the vertical offsets between the two release types may indicate the
need to adjust the ρ˜95 criteria (Table 5.1). For i0 = 0.2 strategy, ρ˜95 could be redefined at
a higher health (for example, ρ˜97.5) such that the initial Rv(µ) waveform would be able
to cross the error threshold. The opposite could be done for the high release strategy.
In the physical arena, this could be interpreted as the lower release strategies needing
more virulent pathogens (fewer avirulent infections) to persist than the higher release
strategies.
5.2.1 V0 and µcrit are Inversely Related
Table 5.1 lists the values of the critical mutation rates for all possible treatments. In-
terestingly, with the currently defined Rv, many treatments have two critical mutation
rates as demonstrated in Fig. 5.7. Because of the difference in vertical offset between
the two release factors, the paired critical mutation rates occur at a convex curve for low
release and at a concave curve at high release. Though this pattern could simply be a
consequence of our definition of Rv (4.3), it could also imply an instability in disease
fitness between the critical mutation rates. For the low release scenario, critical mutation
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Figure 5.7: Interpolated mutation rates at error threshold. Mutation rates were interpolated
using linear regression with 2 or 3 points about Rv = 1. A LOESS curve with a 95%
confidence band for v is plotted over the mutation rates. Treatments that did not cross
Rv = 1 are not represented.
rates from a convex curve could mean more highly mutable viruses are more favored for
a persisting disease. For the high release scenario, it is more difficult to say which critical
point would be more desirable.
5.2.2 High Nematode Mortality Generally Occurs at µcrit
Finally we observed from Table 5.1 and Fig. 5.3 that in general, the V0 pathotype within
a certain µ treatment with a µcrit most similar to that initial µ value achieved the highest
mortality rates among the other V0 viruses. For instance, V0 = 4 has a µcrit = 0.006 at
the fifth crop season and is also achieving the highest mortality at µ = 0. Likewise, for
V0 = 1.5 (µcrit = 0.385 during the fifth crop season) and V0 = 1 (µcrit = 0.709 during the
fifth crop season) achieve the greatest nematode suppression in the µ = 0.4 and µ = 0.6
treatments respectively. This observation falls in line with quasispecies theory for RNA
viruses which predicts RNA quasispecies will evolve towards the error threshold more
so than virulence theory which predicts pathogens in general will evolve to achieve the
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Table 5.1: Critical mutation rates interpolated at Rv = 1 using linear regression. Paren-
theses denote the r2 goodness of fit. Treatments that remained above or below Rv = 1 are
indicated by a “+" or “–", respectively. Treatments that crossed the error threshold twice
are highlighted by the directional arrow symbolizing the slope direction at the intersection
corresponding to data in Fig. 5.6.
Crop Years
0 1 2 3 4
i0 = 0.2
V0 = 0.5 + + 0.486 (0.97) 0.422 (0.97) 0.373 (0.98)
V0 = 1.0 +
↘ 0.059 (0.87)
↗ 0.379 (0.96)
↘ 0.025 (0.95)
↗ 0.458 (0.96)
↘ 0.004 (0.98)
↗ 0.496 (0.94) 0.519 (0.91)
V0 = 1.5 +
↘ 0.063 (0.95)
↗ 0.164 (0.96)
↘ 0.038 (0.98)
↗ 0.210 (0.98)
↘ 0.026 (0.99)
↗ 0.238 (0.99)
↘ 0.021 (1.00)
↗ 0.258 (1.00)
V0 = 2.0 + +
↘ 0.083(0.92)
↗ 0.106(0.99)
↘ 0.057(0.98)
↗ 0.118(1.00)
↘ 0.044(0.99)
↗ 0.125(1.00)
V0 = 2.5 + + + + +
i0 = 0.8
V0 = 0.5 – 0.248 (0.99) 0.232 (0.99) 0.221 (1.00) 0.206 (1.00)
V0 = 1.0 – 0.776 (0.87) 0.716 (0.99) 0.708 (1.00) 0.709 (1.00)
V0 = 1.5 – 0.648 (0.90) 0.518 (0.84) 0.414 (0.90) 0.385 (0.94)
V0 = 2.0 – –
↗ 0.355 (0.94)
↘ 0.778 (0.89)
↗ 0.322 (1.00)
↘ 0.812 (0.89)
↗ 0.312 (1.00)
↘ 0.814 (0.95)
V0 = 2.5 –
↗ 0.391 (0.87)
↘ 0.414 (0.65)
↗ 0.325 (0.94)
↘ 0.540 (0.95)
↗ 0.278 (0.96)
↘ 0.578 (0.96)
↗ 0.220 (0.96)
↘ 0.598 (0.98)
V0 = 4.0 – – 0.404 (0.55) 0.297 (0.82)
↘ 0.006 (0.96)
↗ 0.258 (1.00)
highest R0 [11, 129]. According to quasispecies theory, this is because virus quasispecies
with mutations rates much greater than µcrit will mutate themselves into extinction from
lethal mutations while those with mutation rates much less than µcrit will be unable to
adapt to a changing environment.
However, V0 = 0.5, 2.0, and 2.5 do not follow this trend. In the case of V0 = 0.5
(µcrit = 0.206 at the fifth crop season), which would be expected to overcome the other V0
pathotypes within µ = 0.8, this is possibly due to the pathotype’s inability to achieve and
sustain mortality rates comparable to the other pathotypes. As mentioned earlier, there
may be a minimum V0 less than V0 = 1.0 and greater than V0 = 0.5 required to establish
a suppressive epizootic. Since V0 = 0.5 is apparently below this boundary, it may be
exempt from the µcrit pattern explained earlier. The inconsistency arising from V0 = 2.0
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and 2.5 is less explainable. One possible reason is that both pathotypes in their respective
ideal µ treatments have continuously increasing mortality rates within the five-year time
frame and neither contain a critical point nor approach equilibrium. Due to the instability
of the mortality rates for the two treatments, the nature of their intersections at the error
threshold are also unstable. This could potentially point to a weakness in SCNSim, or
perhaps with a larger time scale, those two pathotypes would have observable critical
points.
5.3 Virulence and Transmissibility: Evolution
5.3.1 Virulence and Transmissibility are Positively Correlated
Fig. 5.8 shows the parametric relationships between β and virulence for each V0 × µ
pathotype within i0 = 0.8. Each individual grid reveals a linear and positively correlated
relationship between transmissibility and virulence. However, as indicated by the time
component, in some pathotypes the relationship is not merely moving in one direction.
Fig. 5.9 highlights three distinct trends found in Fig. 5.8. For instance in V0 = 2.5× µ =
0.4, by the final crop season, both β and v have dropped uniformly along the same
rate they were rising at during the previous years. For these pathotypes, β and v are
behaving as if they are approaching an optimum or simply decreasing after reaching a
maximum. Furthermore it appears that despite varying levels of µ, V0 = 4 and V0 = 0.1
remain relatively unchanging, though Kruskal-Wallis hypothesis tests did not support
this; p = 0.002 and p < 0.001, respectively. Regardless, it is evident that the initial
conditions have a substantial impact on the temporal lability of β and v.
Fig. 5.8 also visibly confirms a previous finding; greatest nematode mortality is
achieved by intermediate pathotypes, which lay on the diagonal of the grid. Within these
intermediate pathotypes, β and v are largely increasing throughout the duration of the
simulation. This is partly in agreement and partly contrary to the tradeoff hypothesis: At
low values β and v are positively correlated, however as v→ ∞, no saturating behaviors
are observed in β [115]. This may be due to the absence of modeling the host immune
response in SCNSim. Thus, the main selection pressure for the viruses is to adjust their
β and v in order to keep up with the nematode population growth rate. If an immune
response was included in the model, we could expect the viruses becoming more virulent
in order to counteract the strengthened immune response as long as the transmission rate
remained saturated [113].
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Figure 5.8: Infection mortalities over time across treatments by mutation rates and viru-
lences for i0 = 0.8. The grid layout is marked by columns with increasing mutation rates
from left to right and rows with decreasing Virulences from top to bottom. The degree
of SCN mortality is distinguished with increasing redness: red (25% highest death rates),
yellow (middle 50% death rates), and blue (lowest 25% death rates). The area of the points
is also proportional to the crop year in which they take place.
5.3.2 Medial Pathotypes Exhibit Stable Behaviors
In order to discern the stability of virulence trends, data from one variable were plotted
with respect to another variable within a V0 × µ grid. This was meant to create figures
similar to phase plane diagrams. Each subspace was plotted sequentially over time to
maintain the direction of the trend. However, for some variable pairs discussed further
below, the relationships appeared to be nonlinear and qualitative stability analysis is
believed unreliable for those initial conditions.
Typically, the procedure following this issue is to numerically linearize the data and
analyze the phase plane diagram at the critical points. Obtaining eigenvalues from the
Jacobian of the system of equations can then classify types of stability at said critical
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Figure 5.9: Transmissibility versus virulence across three distinct V0 pathotypes from
µ = 0.4, V0 = 1.5, 2.0, and 2.5. These are isolated treatments from Fig. 5.8. The colors are
indicative of mortality rate; blue represents values 25 % or less of the maximum mortality
rate (11.63 %), yellow represents values 25% - 75% of the maximum, and red represents
values between the maximum and 75% of the maximum.
points. However, the discrete nature and SCNSim, and the complicated and changing
nature of the relationships between variables of interest prevented this approach. For
instance, at some V0 and µ threshold, the data from disease fitness or mortality rate
and β appeared to have nonlinear relationships. Thus, discriminating between which
virus treatments should be linearized and following subsequent steps is unlikely to be
worthwhile. Therefore, with the objectives of this project being qualitative in nature, I
proceeded with a qualitative approach.
Fig. 5.10 is a pseudo-phase-portrait diagram comparing mortality rates over β across
each combination of pathotypes within i0 = 0.8. Arrows were superimposed to illustrate
the vector field for the long-term trends. An encircling pattern is observable within the
center-most pathotypes from V0 = 1× µ = 0.2 to V0 = 2× µ = 0.4. This encircling
pattern is indicative of a type of stable point. An unfortunate drawback of lacking explicit
mathematical models is we are unable to perform the simple linear algebra calculations
needed to characterize this stable point.
Speculating from general behaviors of dynamical systems, the most likely type of
stability this system exhibits is a spiral sink. Within the general classes of stable behaviors
for dynamical systems, there were two possibilities: a spiral sink, and a center [140].
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Systems that exhibit centers will have a stably oscillating long-term relationship between
the two variables. From previous observations in Figs. 5.4c and 5.4a, the intermediately
virulent and mutable pathotypes generally exhibit stable long-term behaviors and do
not oscillate. Thus, we can presume that the modeled system behaves as a spiral sink at
intermediate initial conditions.
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Figure 5.10: Stability of pathotype mortality rates within i0 = 0.8. The dotted circle
encompasses pathotypes that appear to be encircling a stable solution in a behavior similar
to a spiral sink
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Chapter 6
Discussion
“The guide is definitive. Reality is frequently inaccurate."
–Douglas Adams, The Hitchhiker’s Guide to the Galaxy
SCNSim clearly encapsulates the importance of understanding evolvability in the
context of biocontrol. Initial virulence parameters are critical in determining the degree
of nematode suppression, and the nature of transmission and virulence evolution. In
accordance with the tradeoff hypothesis, we predicted that viruses at low or high states
of virulence would perform more poorly than those at intermediate levels. However,
though our mortality rate results agreed with theory, the mechanisms differed: We were
unable to show a tradeoff between high virulence and transmissibility as v → ∞ [113].
This could be due to the nature of SCNSim; the dataspace may be beyond the region of
evolvability. If the 15% range allowed for parameter mutation were increased perhaps then
the tradeoff would be observable. We demonstrated the high growth rate of nematodes
coupled with the even distribution of viral burden through vertical transmission was
a key selection pressure on marginalizing Rv. High vertical transmission of viruses to
potentially hundreds of nematode progeny was an especially intense pressure for viruses
with low starting virulences which were unable to suppress nematode reproduction.
In SCNSim the contribution of nematode population growth to virus evolution is likely
overestimated. Because SCNSim was calibrated such that the nematode population would
reach maximum capacity after ten years, in this study’s five year simulation the nematode
population was allowed to expand relatively uninhibited. If there were a population cap
programmed, we would have expected to see greater baseline mortality rates and lower
overall health. The lower nematode health in females would translate to fewer surviving
J2; those that do survive would have an increased viral load from vertical transmission.
This would likely lead to an upward shift in virulence and transmission rate evolution.
Furthermore, if SCNSim incorporates a nematode immune response, we could see an
even greater upper limit for rising virulence.
Most models of virulence evolution assume the upper limit to virulence is host death.
However, in SCNSim we have programmed additional limitations based on stochastic
events driven by the nematode Health parameter. Though these probabilities may need
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to be calibrated in the future, these stochastic events serve to give morbidity a role
in virulence evolution. As Mackinnon et Read discuss in their review, many common
systems such as P. chabaudi and influenza rarely result in mortalities, with case fatalities
as low as 1% [115]. Because morbidity manifests at the individual level, this is a crucial
advantage of agent-based modeling over the SIR mathematically explicit models.
Our fitness parameter Rv results were partly consistent some studies such as those by
Mackinnon et al. who showed Plasmodium spp. evolved to maximize R0 [115, 124]. In this
study, viruses regardless of their initial parameters amplified their initial Rv position. If Rv
is initially ≥ 1, the viruses would become more positive over time. In some of the reverse
cases where Rv < 1, viruses would become more fit in later years, though the remaining
pathotypes became even less fit over time. However, a high Rv is not necessarily desirable
for biocontrol. From our results, it appears the most desirable pathotypes exist at the
Rv = 1 threshold with mutation rates at µcrit. If the viruses described by Bekal et al.
behave according to quasispecies theory, as they are likely to as error-prone RNA viruses,
the most frequently occuring viruses should be at approximately µcrit and Rv = 1 [129].
The parameters tested in this study were chosen for the investigation of virulence
evolution in SCN hosts and were not necessarily true to the SCN system. One of these
deliberate deviations was to model annual soybean planting as opposed to rotating crops
in alternating years. Withholding soybean hosts every other year would have also served
to suppress nematode expansion. In the context of biocontrol however, it is important
to acknowledge the impact actual farming practices have on the epizootiology of the
virus-nematode system. According to our model, viruses reached their peak mortality
rates after the 2nd or 3rd crop season. However, in the real-world, where we expect
infectious activity to attenuate during non-host planting seasons, these peak mortalities
are likely to be delayed. This is concern can be worsened if the viruses turn out to be
unstable during nematode dormancy. Over time, the effectiveness of these viruses would
be greatly diminished before they could be expected to manage nematodes.
New commercial biocontrol products are suggested to be applied every planting
season by their manufacturers most commonly as seed treatments. The cumulative
effects of regular inundatory application and persistence of the viral epizootic would
likely have much more positive results than the one-time application simulated in this
study. Therefore, if viruses become commercially available as a seed treatment for SCN
management, as they already are for many insect pests, their effectiveness would be
greater improved than our study’s results predict [100].
Five viruses were discovered by Bekal and colleagues as one of the first documented
cases of nematode viruses [7, 8]. These viruses are believed to be natural enemies of
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SCN, though it is impossible to tell with the current available information the degree to
with they impact a field population of SCN. From the sample data, it is estimated 10% of
SCN in Champaign, IL are infected with some if not all five viruses simultaneously [8].
This low prevalence may explain why SCN are successful despite the presence of natural
pathogens. Our results demonstrated a possible threshold in initial prevalence for the
establishment of a successful biocontrol epizootic. Though we did not investigate this
further, we know that this minimum prevalence is greater than 20%.
This is one of only a few studies using agent-based modeling in a biocontrol or virulence
evolution study. With a complex system such as the virus-SCN-soybean system, it would
be extremely difficult to apply continuum-based models such as those adapted from the
SIR paradigm. While SCNSim is currently a bit too crude to be useful for the confident
selection of a virus biocontrol agent, it has provided us with some valuable insights
for desirable virus characteristics. We have also identified weakness that can be readily
improved upon as discussed below.
6.1 Recommendations for Future Work
One of the current major weaknesses in SCNSim stems from the lack of empirical data
from these novel SCN viruses. Specifically, we do not know which viruses are more
pathogenic, their pathophysiology, transmission rates for each transmission mode, their
host range, etc. What symptoms manifest from SCN virus infection? What are the fitness
consequences of virulence for the viruses? For instance, modeling and empirical studies
have shown that specialist pathogens evolve higher virulence than generalists [113, 141].
Boots et Sasaki found in their spatially explicit model that pathogens will evolve higher
levels of virulence in highly connected communities [126]. What can we expect from the
highly heterogeneous population structure of SCN? On one hand, SCN metapopulations
are thought to be relatively static. On the other hand, SCN can be spread as contaminated
soil is transported within and without fields via agricultural equipment and vehicles
[1]. These are all aspects of virulence that will be critical for improving our model of
virulence evolution.
With regards to modeling SCN, it would be desirable to incorporate a nematode
immune response and be able to follow changes in immune adaptability. We could
consider nematode genetic diversity with analogous properties to those we assign to
viruses, such as: mutation rates, recovery rate, feeding rate, reproductive success, etc. As
SCN is also a pathogen to soybeans, it may even be worthwhile to incorporate a more
complex SCN-soybean interaction. Furthermore, we could add complexity to the model
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by including soil moisture and pH which has shown to impact SCN population growth
[9]. However like the viruses, to more accurately consider these we would need more
reliable empirical data.
The SCN life cycle, soybean planting cycles, and varying climates throughout major
soybean growing regions provide ample opportunities to increase the complexity of the
model. However with all models, there is a tradeoff between computational time and
predictive accuracy. Certainly there will be a critical point after which increasing the
model complexity does not markedly improve its utility. As it is at the time of this writing,
SCNSim is demonstrably useful for generalizing the evolution of virus characteristics
though it will need further improvements in order to be more relevant to the novel SCN
viruses described in Bekal et al. [7, 8].
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Chapter 7
Conclusion
SCNSim, an agent-based model, has shown to be a promising approach to study
complex host-pathogen systems and is likely to improve as empirical data on SCN virus
pathogenicity arises. Currently SCNSim is capable of providing general guidelines to
selecting viral agents for biocontrol. However, there are still complexities in the real-world
system that once incorporated can allow SCNSim to become a powerful predictive tool.
The major conclusions from this thesis project can be summarized as follows:
1. High initial prevalence significantly improves nematode mortality
2. Most suppressive pathotypes have intermediate mutation rates and virulence
3. Initial virulence and critical mutation rates are negatively correlated
4. Transmissibility and virulence are positively correlated and follow a linear relation-
ship given viruses are selected upon by nematode death and fecundity
5. Mortality rates reach stable solutions at medial pathotypes
Agent-based modeling appears to be an underutilized tool for theoretical studies in
virulence evolution. In systems where the assumptions of the SIR model fall short,
individual-based models are still able to construct complex patterns on the population
level. From our results, two interesting speculations emerge: constraining virus properties
to achieve a fitness close to Rv = 1 may be a helpful guideline for designing virus-agents,
and the influence of vertical versus horizontal transmission on long-term efficacy is an
important consideration to weigh against nematode growth rates. SCNSim can be used
to direct molecular-based methods for designing and testing biocontrol candidates and
can be used to guide post-release monitoring of evolutionary changes.
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Appendix A
Translating experimental data for SCN viruses in
SCNSim: A thought experiment featuring ScRV
A.1 Motivation
The previously described agent-based model SCNSim uses abstract numerical definitions
of virus parameters to model soybean cyst nematode epizootics. Though helpful for
extracting broad trends over several years, the major limitation of SCNSim is the absence
of experimental data on the viruses and a subsequent translation of that data in silico.
If SCNSim is to be used as a guide for choosing or engineering virus biocontrol agents
for SCN management, SCNSim will need to be updated as new developments arise in
laboratory studies. Here, we explore deep-sequencing data on one of the four viruses
described by Bekal et al., SCN Rhabdovirus (ScRV), in order to determine its mutation
rate and develop a translation in silico [7].
The in silico definition of viral mutation rates is a probability of a successful increase
or decrease (within 15% of the value) of all virus parameters. Thus, in this definition,
mutation rate strictly results in changes in phenotype, which diverges with the general
definitions of experimentally derived mutation rates. In biology, mutation rates are
generally defined as mutation per replication per target [121]. Calculated mutations
(µ) nearly always include substitutions, and frameshifts and usually include insertions,
deletions and other larger changes. In addition to µ, RNA viruses are also described in
terms of their mutant frequency ( f ).
The translation from f to µ depends on the mode replication, linear (µlin) or binary
(µbin) and the reported µ is the average of the two µs. However, there are a few significant
drawbacks to these calculations: average µ is similar to µlin in some viruses while
similar to µbin in others, f takes into account the whole mutant spectrum; doesn’t exclude
synonymous mutations and provides no information to the directionality of the mutations
over generations given certain selection pressures.
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RNA viruses have been reported to have spontaneous mutation rates between 10−4-
10−6 substitutions per nucleotide per cell infection ([142]). Though this range gives us an
idea of how inherently labile RNA replication can be, it’s difficult to translate this range
into a probability of phenotype change. Furthermore, unlike eukaryotes, RNA mutation
rates include mutations throughout the entire genome as opposed to the effective genome,
that is, the portion of the genome excluding introns and repeating sequences. Though
RNA viruses do not have introns so to speak, they do have non-coding regions and
conserved sequences which may experience either neutral or lethal mutations. Both types
of mutations would not result in a noticeable phenotype change; one would result in
viable viruses similar to the prior generation while the latter would result in non-viable
viruses unable to pass on the mutation rate to future generations.
Thus, for the purposes of SCNSim, we should only consider mutation rates that
potentially impact the adaptability of the virus–the nonsynonymous mutations. Using
ScRV as an example, we can try to solve for the mutation rate using mutation data from
deep sequencing J2s. ScRV is a negative-sense (-) ssRNA virus most closely related
to Northern Ceral Mosiac Virus (NCMV), a member of Rhabdoviridae [7]. It has a
genome size of 12698 bases and five ORFs typical of rhabdoviruses: nucleoprotein (N),
phosphoprotein (P), matrix protein (M), glycoprotein (G), and the long protein (L).
A.2 Material and Methods
A.2.1 Acquiring RNA Genome and Mutation Rate data
The ScRV genome was assembled from a cDNA contig library using the CLC Genomics
Workbench and comparison to GenBank sequences using BLASTX. Methods are detailed
in Bekal et al. 2011 [7].
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A.2.2 Determination of Regions of Interest for Analysis
In another aspect of this work, the secondary structures of the ScRV genome were
predicted using the minimum free energy (MFE)–based program RNALfold (Vienna
RNA 2.0) [143]. RNALfold was preferred to RNAfold due to its greater reliability
in predicting structrues for large genomes (> 10000 bases). While RNAfold predicts
structures for entire genomes, these predictions are less accurate as large RNA strands
are decreasingly thermodynamically stable [Ivo L Hofacker personal communication].
RNALfold reconciles the lability of large RNAs by computing locally stable structures
within small (≤ 150 bases) and overlapping windows throughout the entire genome
genomes. For each fragment, a secondary structure was computed along with its MFE.
A.2.3 Ka/Ks Determination
To explore the nature of the selection pressures on various regions of the genome, the ratio
of the frequencies of nonsynonymous mutations (Ka) and synonymous mutations (Ks).
The Ka and Ks values for each region were calculated from ScRV Illumina sequencing
data by summing their respective frequencies for each fragment and taking their ratio.
The mutation frequencies were normalized to sequence coverage.
A.2.4 Mutation Rate Estimation
In SCNSim, mutation rate, µ, is merely the probability (the variability is fixed) that the
mutation will result in a change in phenotype. In general, rhabdovirus N, M, and G
proteins are directly involved in infection ergo contribute to virulence and transmission.
With the given data and ignoring intra-gene complexity, we simplified the probability
of a phenotype change as a result of a mutation to be equal to the probability of a
nonsynonymous mutation given a substitution mutation occurring in the N, G, or M
proteins. To determine µ, plugged in a few known mutation rate values from the literature
into (A.1) [121, 142].
P( fa) = P( fSNV) · P(γi)
N,G,M
∑
i
P( fa|Xi)P(Xi) (A.1)
Where fa is the frequency of nonsynonymous mutations, fSNV is the frequency of
substitution mutations, and Xi is the nucleotide fraction or portion nucleotides of gene i
with respect to the genome size.
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A.3 Results
The most frequent mutation occurred at the 672nd position found in 20% of reads (11 /55)
and was a silent substitution a threonine codon from the the 558th cytosine to uracil. For
mutations with greater than 200× coverage the most frequent mutation found occurred
at the 1209th position with 14% frequency (32/228). This was a silent substitution of the
1095th uracil with cytosine–translating to alanine.
Table A.1: A summary of the data of ScRV in SCN J2s. Fractions are the sum of the
frequencies of each type of mutation normalized to the coverage at each genome position.
ScRV Genome
Genome Size G 12698 bases
Fraction of NCRs including leading
and lagging strands
XNCR 0.0407 (517 ÷ 12698)
Fraction of ORF 1, Nucleoprotein XN 0.1366 (1735 ÷ 12698)
Fraction of ORF 2, Phosphoprotein XP 0.0697 (885 ÷ 12698)
Fraction of ORF 3, Matrix protein XM 0.0482 (612 ÷ 12698)
Fraction of ORF 4, Glycoprotein XG 0.1862 (2364 ÷ 12698)
Fraction of ORF 5, Long protein
(RdRP)
XL 0.5186 (6585 ÷ 12698)
Mutation Frequencies
Frequency of indels fi 0.0287 (24.17 ÷ 840.66)
Frequency of substitutions fSNV 0.9713 (816.49 ÷ 840.66)
Frequency of missense fa 0.6591 (538.18 ÷ 816.49)
Frequency of transversions ftv 0.6580 (537.27 ÷ 816.49)
Frequency of transitions fts 0.3420 (279.22÷ 816.49)
RNALfold identified 1890 structures along the ScRV genome . Fig. A.1 shows the Ka/Ks
results of the RNALfold fragments. Roughly, the biological counterpart of the in silico
mutation rate is the probability of nonsynonymous mutation taking place in the N, M or
G ORFs. Proteins translated from ORFs 1, 2, and 3 did not find a close match on BLASTX
[7]. According to BLASTX matching, and the relatively low occurance of nonsynonymous
mutations, it is likely that ORF 5 translates the L protein (Table A.2) [7].
On the other hand, from preliminary analyses of selection pressures, it appears unlikely
that ORF 4 transcribes the G protein due to the low Ka/Ks values throughout. In a gene
involved in host cell infiltration such as one that translates the G protein, we would expect
to see higher Ka/Ks values which would indicate the virus is able to adapt to host cell
defenses. However in our results illustrated in Fig. A.1, ORF 4 appears to be undergoing
negative selection [144].
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Figure A.1: Selection pressures across ScRV Genome. Fragments above the log(Ka/Ks) = 0
line likely experienced positive selection, while those underneath experienced negative
selection. Each point represents one of the 1890 fragments selected from RNALfold.
Orange bars highlight NCRs while black points indicate fragments within or overlapping
with an NCR. Points accented with exclamation marks have Ks = 0 as well as Ka = 0.
A possible alternative for ORF 4 would be it encodes the P protein instead; together
with the L protein, the P protein constitutes the RNA-dependent RNA polymerase (RdRP)
in rhabdoviruses [145]. The structure of RdRP is crucial to its function which in turn
is crucial to viral replication; if the P or L protein did not have conserved regions, the
viruses would experience lethal mutations. Yet when Bekal et al. reported the predicted
properties of ScRV proteins, ORF 4 was closely matched to glycoamylase from Candida
albicans [7]. Thus, below we estimated µ as if ORF 4 encoded either the G protein or the P
protein.
Table A.2: Mutation frequencies by component.
Component fa|Xi, fSNV fi|Xi fSNV |Xi ftot
N 143.54 3.95 214.01 217.96
P 64.62 3.43 81.31 84.74
M 49.13 1.25 60.1 61.35
G 113.53 1.13 154.77 155
L 167.35 0.74 203.71 204.45
NCR 0 13.67 102.6 115.27
Table A.3 shows the final estimations for µ. Drake et al. reported the range of
substitution mutations per nucleotide per cell (s/n/c) was between 10−4 to 10−6 for RNA
viruses [121]. Thus, µ was estimated using each reported endpoint as well as using the
average nucleotide substitution rate for vesicular stomatitus virus (VSV) [142].
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Table A.3: Estimation of µ from ScRV assuming ORF 4 translates to G and P.
Assumption µ s/n/c P( fa) s/c Including indels Ref.
ORF 4 codes G
10−4 0.327 0.317 [121]
3.5× 10−5 0.114 0.111 [142]
10−6 0.00327 0.00317 [121]
ORF 4 codes P
10−4 0.224 0.218 [121]
3.5× 10−5 0.0783 0.0761 [142]
10−6 0.00224 0.00218 [121]
A.3.1 Conclusions
The range of the estimates for µ varied widely since the reported range for RNA viruses
encompassed two orders of magnitude. If we presume the estimated µs are representative,
the estimates using the high frequency end point would translate to moderately mutable
viruses in SCNSim. Meanwhile, it is immediately apparent from the results in the main
study above that if the values 0.00327 and 0.00224 estimated from the lowest mutation
frequency more accurate that ScRV would result in harmless epizootics.
However, these results remain inconclusive as a number of pivotal factors are ignored.
For instance, the impact of a single basepair mutation even within an ORF is non-uniform;
some mutations may result in silent mutations while others may improve the adaptability
of the virus and still others may be lethal. Knowing the tertiary protein structures and
identifying active sites would help us better understand where substitution mutations
would have greater impacts.
With three ORFs unmatched to known proteins in BLASTX, it is difficult to confidently
determine the order of the common rhabdovirus proteins. It’s uncertain why, if ORF
4 translates the G protein, the overall region experienced negative selection. However,
Spadafora et al. has reported in a study using VSV that although mutations altering single
amino acids in the P protein active sites results in defective P-L polymerase complexes,
the P protein was still active in RNA synthesis [146]. Thus, there maybe some flexibility
in the P protein that allows for positive selection without completely nullifying its activity.
On the other hand, it has also been reported 40% of mutations in VSV are lethal [130].
Are perilously high error rates simply a characteristic of RNA viruses? If so, we may need
to expand on the effects of mutation in SCNSim to allow for wider parameter changes
as well as self extinction. More experimental values within rhabdoviridae are needed to
make more informed postulations.
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Supplementary Data
V0 = 0.1 V0  = 0.5 V0  = 1 V0  = 1.5 V0  = 2 V0  = 2.5 V0  = 4
0.00
0.25
0.50
0.00
0.25
0.50
0.00
0.25
0.50
0.00
0.25
-0.25
-0.25
-0.25
-0.25
-0.25
-0.25
0.50
0.00
0.25
0.50
0.00
0.25
0.50
µ
 =
 0.8
µ
 =
 0.6
µ
 =
 0.4
µ
 =
 0.2
µ
 =
 0.1
µ
 =
 0
-0.4 0.0 0.4 0.0 0.4 0.0 0.4 0.0 0.4 0.0 0.4 0.0 0.4 0.0 0.4
PC1, Rv + %Mortality
PC
2,
 ß
(t
) 
+
 v
1
2
3
4
Year
Crop Year
0
1
2
3
4
-0.4 -0.4 -0.4 -0.4 -0.4 -0.4
Figure B.1: Principle component scores for Rv + d (PC1) against scores for β+ v (PC2) over
a µ×V0 grid. Decreasing point size and lightening point color is indicative of increasing
time. A change in pattern is observable across the diagonal: to the left of the diagonal
(mostly low V0 and high and low µ), PC1 appears to contribute much more than PC2, on
the diagonal (intermediate V0 and µ)the spread appears minimal, and on the right of the
diagonal (mostly high V0 and low and high µ) origin-centered, and periodic behavior is
observed with a stronger influence from PC2 in the low µ pathotypes.
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Table B.1: Table of loadings for components 1-7 of original data set.
PC1 PC2 PC3 PC4 PC5 PC6 PC7
Transmissibility Mean -0.130 0.494 -0.193 0.078 -0.139 0.058 -0.269
Virulence Mean -0.174 0.298 -0.189 0.269 0.023 0.125 0.804
Virus Load -0.129 0.512 -0.169 0.041 -0.032 0.010 -0.234
Nematodes 0.299 -0.056 -0.336 -0.008 0.230 -0.071 0.009
Fraction Infected -0.118 -0.470 0.158 0.245 0.132 0.076 0.116
Death by Virus -0.107 -0.231 -0.191 0.453 -0.513 0.235 -0.209
Eggs per Container Mean -0.284 0.130 0.141 0.136 0.401 0.004 0.117
Cyst 0.287 -0.076 -0.365 0.035 0.231 -0.058 -0.005
Dead 0.308 0.124 0.129 0.103 0.038 0.056 0.026
J1 0.294 0.131 0.180 0.184 0.060 0.053 -0.032
J2 0.320 -0.008 -0.197 0.027 0.193 -0.002 0.000
J3 0.222 0.084 0.339 0.303 -0.047 0.208 -0.042
J4F 0.270 0.145 0.230 0.199 -0.045 0.217 0.080
J4M 0.298 0.105 0.212 0.092 -0.025 0.166 -0.021
M 0.328 0.075 -0.079 -0.193 -0.009 -0.019 0.042
F -0.205 0.015 0.031 0.358 0.602 0.059 -0.378
Temperature 0.073 0.078 0.171 0.368 -0.144 -0.885 0.027
Health Mean -0.097 0.145 0.485 -0.385 0.035 -0.002 -0.001
Table B.2: Correlation table from PCA of Virus treatments
Components Eigenvalues Percent of Variance Cumulative Percent
1 7.314 43.027% 43.027%
2 2.854 16.793% 59.820%
3 2.222 13.073% 72.893%
4 1.439 8.462% 81.355%
5 0.924 5.434% 86.789%
6 0.447 2.631% 89.420%
7 0.354 2.088% 91.510%
...
...
...
...
17 0.001 0.008% 100%
88
Table B.3: Scores for components 1-8 of yearly SCNSim dataset
Mutation Rate Virulence Infection Rate Crop Year PC1 PC2 PC3 PC4 PC5 PC6 PC 7 PC 8
0 0.1 0.2 0 1.056 2.408 3.111 0.027 -0.785 0.612 -0.882 -0.632
0 0.1 0.2 1 3.255 2.671 2.516 0.737 -0.579 -0.089 -0.955 -0.862
0 0.1 0.2 2 1.846 1.588 -0.089 -0.374 0.009 -0.820 -1.084 -0.387
0 0.1 0.2 3 3.562 1.743 -0.345 0.285 0.392 0.110 -1.058 0.274
0 0.1 0.2 4 5.013 1.967 -0.679 1.162 0.916 0.027 -1.070 -0.363
0 0.5 0.2 0 0.457 1.438 2.711 -0.251 -0.549 -0.426 -0.367 -0.688
0 0.5 0.2 1 3.350 1.482 2.848 0.826 -0.278 -0.409 -0.343 -0.965
0 0.5 0.2 2 2.309 0.280 0.513 -0.284 0.216 -0.605 -0.381 -0.394
0 0.5 0.2 3 3.974 0.410 0.370 0.494 0.899 0.431 -0.457 -0.634
0 0.5 0.2 4 4.624 0.342 0.278 2.059 1.551 -0.454 -0.763 -0.119
0 1 0.2 0 0.160 0.143 2.624 -0.601 -0.042 -0.120 0.084 -1.291
0 1 0.2 1 2.842 -0.291 3.151 1.160 -0.160 -1.495 0.211 -0.481
0 1 0.2 2 3.695 -0.847 2.407 0.894 0.303 0.158 0.309 -0.710
0 1 0.2 3 3.760 -1.531 1.006 0.665 0.652 -0.200 0.300 0.294
0 1 0.2 4 5.908 -1.231 1.145 2.082 1.000 -0.261 0.491 -0.351
0 1.5 0.2 0 -0.895 0.074 2.252 -0.611 -0.399 -1.033 0.207 -0.551
0 1.5 0.2 1 2.594 0.294 2.916 0.921 -0.408 -0.292 0.287 -0.955
0 1.5 0.2 2 3.288 -0.186 2.232 1.402 0.002 -0.197 0.161 -0.154
0 1.5 0.2 3 2.870 -1.032 0.124 0.337 0.307 -0.115 0.379 -0.504
0 1.5 0.2 4 4.144 -1.024 -0.403 1.114 0.784 -0.198 0.318 -0.032
0 2 0.2 0 -0.148 0.455 2.413 -0.538 -0.332 -0.462 0.396 -0.766
0 2 0.2 1 2.185 0.438 2.514 0.896 0.322 0.230 -0.023 -0.086
0 2 0.2 2 3.345 0.281 1.935 1.532 0.349 -0.450 0.094 -0.519
0 2 0.2 3 4.230 0.060 1.402 1.981 0.275 -0.489 0.249 0.273
0 2 0.2 4 4.042 -0.663 -0.636 1.008 0.686 -0.653 0.347 0.044
0 2.5 0.2 0 -0.760 1.229 1.937 -0.626 -0.743 -0.237 0.693 -0.580
0 2.5 0.2 1 1.614 0.808 1.658 0.261 -0.338 -0.902 0.434 -0.920
0 2.5 0.2 2 3.434 0.842 1.758 1.218 -0.041 0.413 0.477 -0.364
0 2.5 0.2 3 4.293 0.682 1.343 2.058 0.518 -0.019 0.260 -0.982
0 2.5 0.2 4 5.152 0.532 0.625 2.312 0.520 -0.208 0.472 0.186
0 4 0.2 0 -1.084 2.845 1.780 0.471 -0.474 0.326 1.313 0.145
0 4 0.2 1 1.686 3.238 1.371 1.101 -0.440 0.414 1.190 -0.184
0 4 0.2 2 0.863 2.445 -0.824 0.092 -0.532 -0.921 1.421 -0.221
0 4 0.2 3 3.137 2.943 -0.719 1.355 0.204 0.146 1.291 -0.052
0 0.1 0.8 0 0.063 1.770 2.325 -0.445 -0.751 -0.602 -0.704 -1.177
0 0.1 0.8 1 3.296 2.527 2.516 0.541 -0.484 0.742 -0.896 -0.913
0 0.1 0.8 2 3.090 2.067 1.189 0.832 -0.108 -0.795 -1.126 -0.728
0 0.1 0.8 3 4.138 2.040 0.247 0.641 0.330 0.574 -0.954 -0.246
0 0.1 0.8 4 5.898 2.410 0.402 1.891 0.433 -0.381 -0.976 -0.554
0 0.5 0.8 0 -0.318 0.651 2.539 -0.136 -0.476 -0.931 -0.250 -0.863
0 0.5 0.8 1 3.087 0.966 2.978 1.127 -0.087 -0.351 -0.310 -1.340
0 0.5 0.8 2 3.949 0.535 2.105 1.099 0.439 0.877 -0.361 -0.698
0 0.5 0.8 3 3.610 -0.302 0.308 0.493 0.530 0.179 -0.108 -0.420
0 0.5 0.8 4 3.912 -0.626 -0.639 0.760 1.012 -0.558 -0.167 -0.195
0 1 0.8 0 -1.061 -0.474 2.748 0.102 -0.002 -0.876 0.167 -0.370
0 1 0.8 1 1.384 -0.907 2.728 1.101 -0.358 -0.264 0.103 -0.694
0 1 0.8 2 2.346 -1.511 1.804 1.040 -0.342 0.511 0.206 -0.597
0 1 0.8 3 3.889 -1.636 1.840 1.716 -0.414 1.193 0.257 0.119
0 1 0.8 4 5.647 -1.489 1.661 3.247 0.205 0.128 0.168 -0.109
0 1.5 0.8 0 -2.240 -0.384 2.267 -0.031 0.204 -0.527 0.144 0.223
0 1.5 0.8 1 0.083 -0.632 2.076 1.189 0.105 -0.122 -0.195 -0.170
0 1.5 0.8 2 1.518 -0.828 1.625 1.377 -0.413 1.117 -0.060 0.178
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Table B.3: Continued
Mutation Rate Virulence Infection Rate Crop Year PC1 PC2 PC3 PC4 PC5 PC6 PC 7 PC 8
0 1.5 0.8 3 1.837 -1.093 0.850 1.874 -0.535 0.080 -0.129 -0.526
0 1.5 0.8 4 3.381 -0.971 0.596 2.783 -0.441 -0.059 -0.103 0.130
0 2 0.8 0 -2.899 -0.122 1.996 0.355 0.450 -1.693 0.177 0.126
0 2 0.8 1 -0.272 -0.263 1.926 1.087 -0.091 0.036 0.083 0.515
0 2 0.8 2 -0.329 -0.781 1.110 1.652 -0.102 -0.360 -0.275 0.023
0 2 0.8 3 1.464 -0.731 1.008 2.541 -0.636 -0.691 0.000 -0.139
0 2 0.8 4 2.659 -0.776 0.522 2.946 -0.363 0.478 -0.123 0.040
0 2.5 0.8 0 -3.247 0.543 2.153 0.796 0.808 -0.732 0.293 0.468
0 2.5 0.8 1 -1.426 -0.113 1.662 1.234 0.551 0.003 -0.035 0.742
0 2.5 0.8 2 -0.276 -0.352 1.018 1.366 -0.348 -0.605 0.214 -0.454
0 2.5 0.8 3 0.302 -0.680 0.415 1.997 -0.201 -0.028 0.051 -0.111
0 2.5 0.8 4 0.505 -1.106 -0.877 1.789 -0.292 -0.118 0.151 -0.451
0 4 0.8 0 -5.691 1.504 1.665 2.623 3.490 -0.317 -0.071 0.955
0 4 0.8 1 -3.875 1.582 1.205 2.966 1.507 -1.072 0.459 0.263
0 4 0.8 2 -2.946 1.421 -0.012 2.264 0.332 -0.449 0.878 -0.459
0 4 0.8 3 -2.250 1.297 -0.452 2.625 -0.265 0.036 0.983 -0.416
0 4 0.8 4 -1.208 1.315 -1.049 3.163 -0.882 -0.894 1.199 -0.953
0.1 0.1 0.2 0 -1.056 1.567 1.291 -1.692 -0.120 0.449 -1.123 -0.303
0.1 0.1 0.2 1 0.201 1.347 0.166 -1.169 -0.135 -0.337 -1.110 -0.297
0.1 0.1 0.2 2 1.046 1.313 -0.611 -0.902 0.108 -1.432 -1.212 -0.805
0.1 0.1 0.2 3 3.050 1.566 -0.597 -0.090 0.158 -0.316 -1.005 1.201
0.1 0.1 0.2 4 1.746 0.538 -3.325 -1.373 1.047 -0.757 -1.099 0.124
0.1 0.5 0.2 0 -0.742 1.682 1.433 -1.128 -0.733 -0.845 -0.753 -0.022
0.1 0.5 0.2 1 0.088 0.852 -0.522 -2.470 -0.692 0.022 -0.361 -1.023
0.1 0.5 0.2 2 0.738 0.745 -0.789 -1.092 -0.577 -2.275 -0.365 -0.190
0.1 0.5 0.2 3 1.610 0.032 -2.273 -1.892 0.878 0.167 -0.584 -0.661
0.1 0.5 0.2 4 2.661 -0.358 -3.085 -1.726 0.170 -1.490 0.279 0.130
0.1 1 0.2 0 -0.534 -1.034 2.091 -2.300 -0.443 1.062 0.519 -0.230
0.1 1 0.2 1 2.438 -1.336 2.602 -0.141 0.416 -0.109 0.214 0.083
0.1 1 0.2 2 1.479 -2.342 0.902 -0.807 0.621 -0.199 0.400 -0.808
0.1 1 0.2 3 1.345 -3.022 -0.758 -1.023 1.550 -0.333 0.210 -0.432
0.1 1 0.2 4 2.459 -3.269 -1.525 -1.150 1.419 0.443 0.590 0.409
0.1 1.5 0.2 0 -0.743 -1.153 2.077 -2.161 -0.452 0.072 0.766 -0.161
0.1 1.5 0.2 1 2.748 -1.323 2.745 -0.144 0.763 2.164 0.208 -0.242
0.1 1.5 0.2 2 3.871 -1.664 1.614 0.360 0.673 0.347 0.598 -0.325
0.1 1.5 0.2 3 1.299 -3.300 -1.106 -1.566 0.806 0.739 0.574 0.014
0.1 1.5 0.2 4 1.056 -3.756 -2.320 -0.899 1.148 -1.367 0.517 0.440
0.1 2 0.2 0 -0.044 -0.372 2.702 -0.930 -0.798 -1.146 0.720 0.066
0.1 2 0.2 1 0.178 -1.962 0.975 -1.427 0.202 0.318 0.372 0.282
0.1 2 0.2 2 1.177 -1.995 1.000 -0.011 0.203 -0.888 0.302 0.338
0.1 2 0.2 3 1.897 -2.600 -0.518 -0.234 0.674 -0.463 0.289 0.515
0.1 2 0.2 4 1.493 -3.286 -1.819 -0.375 0.567 -0.567 0.227 -0.355
0.1 2.5 0.2 0 -1.853 0.177 1.349 -1.509 -0.472 -0.370 0.513 -0.137
0.1 2.5 0.2 1 0.150 -0.760 0.918 -1.120 0.028 0.330 0.378 -0.361
0.1 2.5 0.2 2 0.718 -1.439 0.539 -0.415 0.193 -0.383 0.146 -0.255
0.1 2.5 0.2 3 0.406 -2.270 -0.921 -0.587 1.114 0.341 -0.206 0.325
0.1 2.5 0.2 4 1.946 -2.145 -0.791 0.395 0.395 -0.517 0.239 0.785
0.1 4 0.2 0 -1.670 2.497 1.335 -0.524 -0.623 0.222 1.444 0.873
0.1 4 0.2 1 0.641 2.539 0.144 -0.039 -0.115 0.361 1.109 -0.437
0.1 4 0.2 2 0.141 1.882 -1.407 -0.622 0.044 0.378 1.105 0.153
0.1 4 0.2 3 -0.255 1.365 -2.941 -0.824 0.284 -0.546 1.164 0.172
0.1 4 0.2 4 1.830 1.753 -2.870 0.325 0.611 -0.863 1.162 0.731
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Table B.3: Continued
Mutation Rate Virulence Infection Rate Crop Year PC1 PC2 PC3 PC4 PC5 PC6 PC 7 PC 8
0.1 0.1 0.8 0 -0.763 1.278 1.393 -1.411 -0.901 -0.715 -0.683 0.343
0.1 0.1 0.8 1 0.177 1.267 0.180 -0.848 0.073 -1.148 -1.220 -0.947
0.1 0.1 0.8 2 1.558 1.333 -0.414 -0.865 0.628 0.805 -1.346 0.457
0.1 0.1 0.8 3 3.040 1.562 -0.688 -0.260 -0.097 -0.511 -0.710 -0.362
0.1 0.1 0.8 4 2.388 0.875 -2.088 -0.790 -0.062 -1.110 -0.832 0.330
0.1 0.5 0.8 0 -1.908 0.792 1.243 -1.361 -0.213 -0.301 -0.554 0.398
0.1 0.5 0.8 1 0.986 0.355 0.711 -1.642 -0.232 0.552 -0.197 -1.036
0.1 0.5 0.8 2 0.956 -0.677 -0.370 -1.386 0.191 -0.313 -0.150 0.929
0.1 0.5 0.8 3 2.594 -0.920 -0.584 -0.401 0.400 -1.255 0.064 0.293
0.1 0.5 0.8 4 5.777 -0.362 0.807 1.644 1.430 0.666 -0.021 0.310
0.1 1 0.8 0 -0.698 -1.361 2.056 -1.993 -0.253 0.720 0.589 -0.322
0.1 1 0.8 1 0.015 -2.461 0.870 -1.264 0.391 -0.939 0.474 0.186
0.1 1 0.8 2 2.679 -1.957 2.131 0.775 0.542 0.174 0.453 0.736
0.1 1 0.8 3 2.968 -2.582 0.256 -0.225 0.470 -0.687 0.851 0.098
0.1 1 0.8 4 3.385 -3.122 -1.220 -0.327 1.553 0.101 0.593 0.495
0.1 1.5 0.8 0 -1.953 -1.720 1.648 -1.535 -0.065 -0.641 0.486 -0.573
0.1 1.5 0.8 1 -0.865 -2.437 1.176 -0.903 -0.154 -0.386 0.328 0.069
0.1 1.5 0.8 2 0.247 -2.500 1.114 -0.136 -0.822 -0.551 0.551 0.203
0.1 1.5 0.8 3 -1.364 -3.760 -1.867 -1.363 -0.027 -0.727 0.228 -0.347
0.1 1.5 0.8 4 -0.140 -3.697 -1.756 -0.431 0.017 0.145 0.131 -0.561
0.1 2 0.8 0 -2.170 -0.927 1.966 -0.896 -0.515 0.342 0.699 0.637
0.1 2 0.8 1 -2.672 -2.204 0.010 -1.226 -0.433 1.284 0.038 0.163
0.1 2 0.8 2 -2.273 -2.393 0.025 0.634 -1.142 -0.096 -0.119 0.439
0.1 2 0.8 3 -1.794 -2.669 -0.630 1.453 -1.760 -0.962 -0.053 0.792
0.1 2 0.8 4 -1.907 -3.138 -1.330 1.916 -2.028 0.452 -0.462 0.370
0.1 2.5 0.8 0 -2.387 0.162 2.565 0.349 -0.577 -0.568 0.721 1.242
0.1 2.5 0.8 1 -2.619 -1.248 0.872 0.566 -0.706 0.074 -0.057 0.784
0.1 2.5 0.8 2 -2.570 -1.663 0.148 1.434 -1.368 -0.464 -0.127 0.676
0.1 2.5 0.8 3 -2.129 -1.995 -0.274 2.612 -2.008 -0.752 -0.312 0.955
0.1 2.5 0.8 4 -3.722 -3.118 -2.244 1.775 -2.071 0.366 -0.746 -0.746
0.1 4 0.8 0 -7.098 1.069 0.729 1.788 4.233 0.216 -0.422 -0.139
0.1 4 0.8 1 -5.657 0.668 -0.191 0.503 1.900 2.360 0.621 -0.378
0.1 4 0.8 2 -5.361 0.713 -0.781 2.099 0.727 -1.674 0.688 -0.401
0.1 4 0.8 3 -5.282 0.050 -2.039 1.173 0.186 0.500 0.892 -1.210
0.1 4 0.8 4 -5.446 -0.480 -3.059 1.381 -0.435 -0.732 1.021 -1.920
0.2 0.1 0.2 0 -1.491 1.311 1.126 -2.334 -0.450 1.389 -0.920 0.025
0.2 0.1 0.2 1 -0.388 0.949 -0.467 -2.734 -0.994 0.118 -0.702 0.767
0.2 0.1 0.2 2 1.128 1.296 -0.613 -1.184 0.264 0.277 -1.211 0.607
0.2 0.1 0.2 3 1.956 1.074 -1.551 -1.133 0.356 0.054 -1.067 0.211
0.2 0.1 0.2 4 3.769 1.404 -1.434 0.327 0.556 -1.051 -1.084 0.567
0.2 0.5 0.2 0 -1.347 1.386 1.359 -1.429 -0.524 -0.578 -0.648 0.431
0.2 0.5 0.2 1 0.261 0.624 0.790 -0.388 -0.142 -2.750 -0.670 0.390
0.2 0.5 0.2 2 -0.515 -0.436 -1.143 -1.963 0.378 -0.540 -0.522 -0.335
0.2 0.5 0.2 3 3.998 0.658 0.131 0.029 1.097 0.887 -0.658 -0.073
0.2 0.5 0.2 4 3.414 -0.033 -1.277 0.047 0.969 -0.286 -0.293 0.241
0.2 1 0.2 0 -2.550 -1.621 1.169 -2.648 0.009 -0.174 0.173 -0.202
0.2 1 0.2 1 2.067 -1.437 2.419 -0.045 -0.206 -0.830 0.554 0.657
0.2 1 0.2 2 1.932 -2.178 0.869 -0.124 0.207 -2.225 0.516 -0.385
0.2 1 0.2 3 -0.751 -3.651 -1.545 -2.110 0.958 0.208 0.263 -0.197
0.2 1 0.2 4 3.231 -2.728 -0.456 0.559 1.241 -0.616 0.352 0.140
0.2 1.5 0.2 0 -0.965 -0.773 1.833 -1.712 0.088 0.938 0.339 -0.511
0.2 1.5 0.2 1 -1.051 -2.262 0.206 -2.458 -0.464 -0.089 0.484 -0.064
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0.2 1.5 0.2 2 0.617 -2.261 0.521 -0.294 0.171 -0.136 0.150 1.580
0.2 1.5 0.2 3 0.113 -3.071 -0.941 -1.141 0.474 1.366 0.118 -0.198
0.2 1.5 0.2 4 1.464 -3.287 -1.286 -0.119 0.607 0.750 0.029 0.278
0.2 2 0.2 0 -1.299 0.683 1.589 -1.187 -0.008 0.603 0.264 -0.467
0.2 2 0.2 1 0.373 0.064 1.056 -0.397 -0.650 -0.158 0.245 0.206
0.2 2 0.2 2 -0.903 -1.237 -0.973 -1.560 -0.504 0.035 0.102 -0.883
0.2 2 0.2 3 1.019 -1.191 -1.176 -0.400 -0.576 -1.283 0.301 -0.042
0.2 2 0.2 4 0.650 -1.907 -2.007 0.065 0.285 -1.391 -0.348 -0.320
0.2 2.5 0.2 0 -2.457 0.674 0.626 -1.201 -0.494 -1.559 0.263 0.573
0.2 2.5 0.2 1 -0.064 0.874 0.973 -0.036 -0.121 -0.008 -0.085 0.816
0.2 2.5 0.2 2 1.113 0.766 0.327 0.412 -0.778 -1.268 0.354 0.586
0.2 2.5 0.2 3 1.393 -0.160 -1.300 -0.534 0.556 1.114 -0.094 0.795
0.2 2.5 0.2 4 3.404 0.287 -0.628 1.072 -0.125 -0.404 0.281 -0.092
0.2 4 0.2 0 -2.584 1.945 0.279 -1.432 -0.644 0.694 1.444 0.392
0.2 4 0.2 1 0.908 2.616 0.351 -0.409 -0.470 1.068 1.308 0.238
0.2 4 0.2 2 0.313 2.099 -0.957 -0.117 -0.780 -1.689 1.469 -0.183
0.2 4 0.2 3 1.747 2.230 -2.538 -0.842 -0.259 0.032 1.822 0.753
0.2 0.1 0.8 0 -1.974 0.910 1.070 -1.811 -0.823 -0.784 -0.774 -0.394
0.2 0.1 0.8 1 -0.478 1.111 0.109 -1.343 -0.287 -1.143 -1.150 -0.824
0.2 0.1 0.8 2 -0.513 0.778 -1.104 -1.542 -0.259 -1.415 -1.044 -0.215
0.2 0.1 0.8 3 2.083 1.309 -0.970 -0.887 0.068 0.250 -0.902 -0.787
0.2 0.1 0.8 4 4.082 1.633 -1.196 0.056 0.716 0.442 -0.945 -1.142
0.2 0.5 0.8 0 -1.382 0.297 1.217 -1.772 -0.393 -0.273 -0.347 -0.102
0.2 0.5 0.8 1 1.312 0.284 1.350 -0.830 0.073 0.208 -0.381 0.812
0.2 0.5 0.8 2 0.008 -1.231 -1.062 -1.950 0.669 -0.503 -0.278 0.353
0.2 0.5 0.8 3 1.733 -1.319 -1.091 -0.985 1.291 -0.033 -0.275 0.668
0.2 0.5 0.8 4 2.534 -1.989 -2.481 -1.902 1.252 0.713 0.251 0.057
0.2 1 0.8 0 -2.234 -1.605 1.733 -1.635 -0.271 -0.586 0.381 0.160
0.2 1 0.8 1 0.754 -2.011 1.959 -0.172 0.086 0.336 0.158 0.757
0.2 1 0.8 2 1.006 -2.600 0.847 -0.316 -0.362 -0.318 0.563 -0.628
0.2 1 0.8 3 1.975 -2.866 0.003 0.048 0.344 0.199 0.413 0.383
0.2 1 0.8 4 2.004 -3.478 -1.548 -0.210 1.095 0.120 0.235 -0.623
0.2 1.5 0.8 0 -3.053 -1.337 0.949 -2.330 -0.062 1.991 0.491 -0.035
0.2 1.5 0.8 1 -2.277 -1.997 0.721 -0.424 0.218 2.172 -0.503 0.619
0.2 1.5 0.8 2 -2.282 -2.721 -0.268 0.163 -0.441 1.184 -0.482 0.264
0.2 1.5 0.8 3 -4.044 -3.684 -1.917 0.738 -0.608 -1.732 -1.011 -1.233
0.2 1.5 0.8 4 -0.010 -2.930 -0.228 2.466 -1.729 1.909 -0.569 0.503
0.2 2 0.8 0 -3.092 0.259 1.708 -0.138 -0.182 0.231 0.360 1.128
0.2 2 0.8 1 -3.722 -1.319 -0.444 -0.415 -1.114 1.046 -0.216 0.146
0.2 2 0.8 2 -3.720 -1.705 -0.733 1.523 -1.046 1.312 -0.890 0.129
0.2 2 0.8 3 -3.051 -2.077 -0.962 2.649 -2.398 0.276 -0.934 0.328
0.2 2 0.8 4 -4.556 -3.088 -2.694 2.494 -1.783 1.937 -1.661 -1.070
0.2 2.5 0.8 0 -5.842 0.278 0.497 0.194 1.763 -1.382 -0.304 -0.392
0.2 2.5 0.8 1 -5.017 -0.264 0.070 0.993 1.016 -1.206 -0.708 -0.179
0.2 2.5 0.8 2 -2.616 -0.468 0.426 1.292 -1.600 -0.391 0.136 0.590
0.2 2.5 0.8 3 -3.490 -1.531 -1.340 0.312 -0.684 1.025 -0.535 -0.346
0.2 2.5 0.8 4 -2.980 -1.715 -1.817 0.774 -0.760 0.986 -0.795 -0.111
0.2 4 0.8 0 -6.702 0.953 0.623 0.890 3.315 1.013 0.163 -0.248
0.2 4 0.8 1 -5.873 0.978 0.433 2.111 2.289 0.656 0.351 0.038
0.2 4 0.8 2 -5.457 0.420 -1.268 1.341 0.792 -0.501 0.586 -0.715
0.2 4 0.8 3 -5.143 0.010 -2.385 0.311 -0.589 1.034 1.384 -1.453
0.2 4 0.8 4 -5.241 -0.407 -3.115 1.211 -1.523 -1.276 1.439 -2.079
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0.4 0.1 0.2 0 -1.934 1.098 0.584 -2.215 -0.686 -0.802 -1.006 -0.116
0.4 0.1 0.2 1 1.287 1.868 1.229 -0.072 -0.086 -0.493 -1.311 -0.832
0.4 0.1 0.2 2 0.739 0.906 -1.472 -2.587 -0.011 1.610 -0.847 0.616
0.4 0.1 0.2 3 3.103 1.783 -0.155 1.034 0.464 -1.874 -1.308 1.068
0.4 0.1 0.2 4 4.977 1.829 -1.147 0.686 0.629 -0.616 -0.860 0.661
0.4 0.5 0.2 0 -2.355 -0.529 1.119 -2.264 0.096 -0.342 -0.246 -0.165
0.4 0.5 0.2 1 -0.157 -1.436 0.624 -1.987 -0.032 -0.555 0.142 0.301
0.4 0.5 0.2 2 2.870 -0.793 1.714 -0.128 0.092 0.278 0.313 0.300
0.4 0.5 0.2 3 2.922 -1.343 0.605 -0.314 0.586 -0.033 0.282 0.744
0.4 0.5 0.2 4 1.760 -2.528 -1.592 -1.137 1.323 -0.784 0.174 -1.234
0.4 1 0.2 0 -1.107 -0.416 2.174 -0.604 -0.117 -1.539 0.150 -0.058
0.4 1 0.2 1 0.782 -1.778 1.517 -1.083 0.041 0.651 0.295 0.063
0.4 1 0.2 2 0.853 -2.554 0.140 -0.670 0.687 -0.281 0.212 -0.385
0.4 1 0.2 3 3.258 -2.323 0.290 0.214 0.530 -0.076 0.391 -0.384
0.4 1 0.2 4 3.443 -2.712 -0.444 0.995 1.308 -0.039 0.139 1.276
0.4 1.5 0.2 0 -1.264 0.904 1.387 -1.142 0.083 0.688 -0.130 -0.042
0.4 1.5 0.2 1 0.377 0.056 1.139 -0.072 -0.809 -0.378 -0.043 0.517
0.4 1.5 0.2 2 0.361 -1.016 -0.213 -0.611 -0.401 -0.416 -0.011 -0.020
0.4 1.5 0.2 3 0.607 -1.979 -1.801 -1.074 0.129 -0.651 -0.030 0.048
0.4 1.5 0.2 4 3.113 -1.489 -0.770 0.716 0.585 0.649 -0.144 -0.114
0.4 2 0.2 0 -1.088 1.176 1.735 -1.295 -0.858 0.896 0.411 0.945
0.4 2 0.2 1 0.483 0.887 0.824 -0.875 -0.747 -0.428 0.318 0.616
0.4 2 0.2 2 -0.450 -0.236 -1.129 -1.193 -0.566 -1.627 0.248 0.391
0.4 2 0.2 3 4.138 0.930 0.071 0.288 -0.384 0.861 0.592 -0.471
0.4 2 0.2 4 0.554 -0.944 -3.548 -1.999 0.963 1.210 -0.007 -0.617
0.4 2.5 0.2 0 -2.429 1.844 0.487 -1.711 -1.309 -0.694 1.007 0.873
0.4 2.5 0.2 1 -1.278 1.849 -0.628 -0.696 -0.922 -1.579 0.506 0.179
0.4 2.5 0.2 2 1.206 2.481 -0.279 0.762 -0.350 -0.332 0.355 0.287
0.4 2.5 0.2 3 1.196 1.967 -2.068 -0.022 0.375 0.555 0.277 0.343
0.4 2.5 0.2 4 2.679 2.560 -1.739 1.875 0.348 -1.101 0.260 0.813
0.4 4 0.2 0 -1.045 2.549 1.292 -0.993 -1.057 1.438 1.726 -0.285
0.4 4 0.2 1 0.756 2.564 0.265 -0.306 -0.649 0.654 1.408 0.072
0.4 4 0.2 2 0.530 1.865 -1.658 -0.994 -0.374 0.283 1.443 0.438
0.4 4 0.2 3 -0.436 1.123 -3.419 -1.775 -0.418 -0.937 1.555 0.163
0.4 4 0.2 4 3.839 2.406 -1.819 0.897 0.746 1.171 1.223 0.340
0.4 0.1 0.8 0 -0.691 1.568 2.101 -0.521 -0.517 -0.798 -0.833 -0.998
0.4 0.1 0.8 1 0.627 1.344 0.303 -1.745 -0.596 0.477 -0.746 0.093
0.4 0.1 0.8 2 2.875 1.829 0.454 0.319 -0.450 -1.454 -0.733 1.371
0.4 0.1 0.8 3 1.366 0.767 -2.438 -1.586 0.744 -0.723 -1.096 0.766
0.4 0.1 0.8 4 3.565 1.243 -1.887 -0.625 0.275 -0.248 -0.770 0.206
0.4 0.5 0.8 0 -1.917 -1.647 1.669 -2.133 -0.345 -0.325 0.358 0.074
0.4 0.5 0.8 1 -0.513 -2.384 0.899 -1.705 0.229 0.009 0.206 -0.269
0.4 0.5 0.8 2 1.637 -2.193 1.450 -0.103 1.033 1.145 -0.026 0.634
0.4 0.5 0.8 3 1.612 -2.901 -0.146 -0.755 0.136 -0.628 0.722 0.543
0.4 0.5 0.8 4 1.621 -3.473 -1.868 -1.227 1.070 -0.672 0.638 -1.183
0.4 1 0.8 0 -3.017 -1.143 1.114 -1.821 -0.107 0.617 0.213 0.065
0.4 1 0.8 1 -1.546 -1.977 0.713 -0.569 -0.607 0.718 -0.070 0.976
0.4 1 0.8 2 -2.989 -3.181 -0.651 0.233 0.482 0.038 -1.228 -0.171
0.4 1 0.8 3 -1.361 -3.466 -0.932 0.415 -1.287 -0.772 -0.178 -0.032
0.4 1 0.8 4 0.620 -3.298 -0.383 1.485 -0.543 1.560 -0.660 0.329
0.4 1.5 0.8 0 -4.161 -0.087 0.880 -0.607 0.115 0.416 -0.296 0.136
0.4 1.5 0.8 1 -4.167 -0.715 0.141 0.873 -0.235 -0.141 -0.997 0.217
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0.4 1.5 0.8 2 -4.847 -1.718 -1.201 0.873 -0.936 1.117 -1.247 -0.787
0.4 1.5 0.8 3 -4.149 -1.930 -1.588 1.974 -1.528 0.437 -1.339 -0.403
0.4 1.5 0.8 4 -3.745 -2.086 -1.647 3.140 -2.543 -0.397 -1.409 -0.346
0.4 2 0.8 0 -4.474 0.558 0.910 -0.521 0.666 0.016 0.243 0.232
0.4 2 0.8 1 -2.997 0.148 0.054 -0.026 -0.957 0.265 0.067 0.693
0.4 2 0.8 2 -1.485 -0.120 -0.217 0.780 -2.259 0.041 0.149 0.623
0.4 2 0.8 3 -1.183 -0.971 -0.801 1.089 -1.926 -0.830 -0.284 0.809
0.4 2 0.8 4 1.095 -1.133 -1.271 0.888 -1.736 0.983 -0.212 0.407
0.4 2.5 0.8 0 -5.421 0.822 1.364 0.396 2.406 1.381 -0.291 0.254
0.4 2.5 0.8 1 -4.251 0.586 -0.464 -0.275 0.084 0.355 0.004 -0.062
0.4 2.5 0.8 2 -3.571 0.686 -0.998 0.735 -0.383 -1.422 -0.033 0.219
0.4 2.5 0.8 3 -2.401 0.881 -0.820 2.341 -0.156 -1.476 -0.461 0.833
0.4 2.5 0.8 4 -1.903 0.484 -2.373 1.424 -1.394 -1.676 0.570 -0.315
0.4 4 0.8 0 -5.709 1.168 1.056 1.344 2.630 -0.063 0.596 0.442
0.4 4 0.8 1 -4.899 1.045 -0.300 1.368 1.981 0.254 0.075 0.360
0.4 4 0.8 2 -3.423 0.958 -0.417 1.872 0.465 -0.130 0.601 0.593
0.4 4 0.8 3 -1.981 0.757 -1.922 0.246 -1.302 0.521 1.541 -0.207
0.4 4 0.8 4 1.835 2.246 -0.495 2.272 -1.041 -0.853 0.904 -0.726
0.6 0.1 0.2 0 0.737 2.125 2.275 -1.044 -1.343 0.106 -0.381 0.346
0.6 0.1 0.2 1 1.543 1.854 0.858 -0.295 0.463 -0.102 -1.478 0.383
0.6 0.1 0.2 2 -0.027 0.649 -1.970 -2.207 0.091 -1.016 -1.032 0.116
0.6 0.1 0.2 3 0.699 0.612 -2.457 -1.949 0.318 -0.194 -0.975 -0.185
0.6 0.1 0.2 4 3.660 1.563 -1.290 0.663 1.263 0.161 -1.368 -0.417
0.6 0.5 0.2 0 -0.662 -0.533 1.975 -2.017 -0.436 0.378 0.200 -0.111
0.6 0.5 0.2 1 2.319 -0.860 2.242 -0.813 0.142 0.964 0.423 -1.152
0.6 0.5 0.2 2 0.628 -2.359 0.322 -1.418 0.540 -0.473 0.320 -0.120
0.6 0.5 0.2 3 2.652 -2.358 0.000 -0.826 0.613 -0.149 0.657 -0.066
0.6 0.5 0.2 4 3.694 -2.402 -0.209 0.342 1.430 -0.507 0.306 -0.857
0.6 1 0.2 0 -1.730 -0.285 1.114 -2.214 -0.259 0.331 0.358 0.272
0.6 1 0.2 1 1.841 -0.748 2.124 0.489 -0.328 -0.748 0.098 0.934
0.6 1 0.2 2 0.945 -1.993 0.428 -0.298 0.440 0.028 -0.078 -0.380
0.6 1 0.2 3 1.865 -2.457 -0.586 -0.541 -0.757 -1.214 0.720 0.021
0.6 1 0.2 4 2.719 -2.919 -1.534 -0.380 1.006 1.470 0.112 -0.365
0.6 1.5 0.2 0 -1.964 1.786 1.469 0.062 -0.971 -2.418 -0.122 0.243
0.6 1.5 0.2 1 1.182 2.300 1.070 0.156 -1.146 0.934 0.082 -0.800
0.6 1.5 0.2 2 0.834 1.658 -0.533 -0.127 -0.550 0.790 -0.255 -0.233
0.6 1.5 0.2 3 2.428 1.982 -0.795 0.763 -0.665 -0.023 0.015 -0.838
0.6 1.5 0.2 4 1.198 1.180 -3.241 0.240 -0.174 -1.169 -0.152 0.703
0.6 2 0.2 0 -2.406 1.406 0.518 -1.270 -0.550 -0.959 0.037 0.291
0.6 2 0.2 1 0.641 2.160 0.174 -0.658 -0.191 1.991 -0.061 0.246
0.6 2 0.2 2 1.764 2.307 -0.281 0.255 0.042 0.240 -0.088 -0.418
0.6 2 0.2 3 1.225 1.469 -2.481 -1.497 -0.087 2.274 0.390 -0.573
0.6 2 0.2 4 -0.061 0.923 -3.711 -0.367 1.090 0.062 -0.340 -0.501
0.6 2.5 0.2 0 -2.627 1.854 0.300 -1.736 -0.443 0.688 0.383 0.220
0.6 2.5 0.2 1 -0.253 2.146 -0.231 -0.424 -0.069 -0.074 0.064 -0.709
0.6 2.5 0.2 2 1.736 2.276 -0.818 -0.651 -0.591 0.643 0.729 -0.659
0.6 2.5 0.2 3 3.410 2.675 -0.311 1.293 0.559 1.160 0.044 0.485
0.6 2.5 0.2 4 3.456 2.169 -1.647 1.208 0.609 0.387 0.314 0.332
0.6 4 0.2 0 -2.450 2.249 0.821 -0.598 -0.085 0.606 1.168 -0.284
0.6 4 0.2 1 -0.709 2.074 -0.691 -0.792 0.308 0.743 0.885 -0.290
0.6 4 0.2 2 -0.222 1.826 -1.374 -0.630 -0.296 -0.006 1.288 0.160
0.6 4 0.2 3 2.262 2.251 -1.525 0.431 0.632 0.616 1.043 1.339
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0.6 4 0.2 4 3.053 2.001 -3.023 -0.142 0.952 0.551 1.293 -0.394
0.6 0.1 0.8 0 -0.600 1.390 1.619 -1.328 -1.009 -0.409 -0.609 -0.137
0.6 0.1 0.8 1 0.661 1.315 0.128 -1.732 -0.451 0.119 -0.775 0.827
0.6 0.1 0.8 2 -0.516 0.613 -1.333 -1.657 0.439 0.023 -1.348 0.029
0.6 0.1 0.8 3 2.596 1.462 -0.641 -0.405 0.296 0.569 -0.996 -0.626
0.6 0.1 0.8 4 3.183 1.081 -2.253 -1.316 0.215 0.363 -0.619 -0.352
0.6 0.5 0.8 0 -2.302 -1.643 1.425 -2.110 0.111 0.773 0.170 0.075
0.6 0.5 0.8 1 1.529 -1.677 2.364 -0.413 -0.064 0.546 0.424 -0.001
0.6 0.5 0.8 2 1.604 -2.336 1.262 -0.137 0.840 0.652 0.067 -0.294
0.6 0.5 0.8 3 2.591 -2.625 0.448 0.390 1.092 0.335 0.217 0.280
0.6 0.5 0.8 4 3.484 -2.703 0.029 0.891 1.029 -0.100 0.420 0.352
0.6 1 0.8 0 -3.389 -0.489 1.069 -0.996 -0.741 -0.758 0.097 0.315
0.6 1 0.8 1 -2.435 -1.531 0.700 0.320 -1.440 0.476 -0.427 0.550
0.6 1 0.8 2 -0.913 -2.189 0.278 1.211 -1.704 1.377 -0.519 0.500
0.6 1 0.8 3 -0.171 -2.948 -0.026 1.924 -1.707 1.995 -0.758 0.452
0.6 1 0.8 4 1.517 -3.186 -0.071 2.629 -2.059 2.504 -0.734 0.957
0.6 1.5 0.8 0 -3.559 0.965 2.244 0.915 0.549 -0.800 -0.223 1.263
0.6 1.5 0.8 1 -3.247 -0.127 -0.633 -0.134 -0.523 1.400 -0.825 0.257
0.6 1.5 0.8 2 -1.713 -0.352 -1.345 -0.034 -2.160 0.604 -0.309 0.135
0.6 1.5 0.8 3 1.113 0.602 -0.626 0.672 -2.855 1.505 -0.097 0.257
0.6 1.5 0.8 4 0.366 -0.051 -2.578 0.476 -2.024 -0.305 -0.431 1.011
0.6 2 0.8 0 -5.316 0.737 1.264 0.511 2.815 0.767 -0.823 0.423
0.6 2 0.8 1 -4.302 0.648 0.064 0.452 0.322 -0.727 -0.313 0.195
0.6 2 0.8 2 -1.983 1.092 -0.008 1.624 -0.157 0.031 -0.549 0.193
0.6 2 0.8 3 -2.248 0.667 -1.731 0.792 -0.350 0.666 -0.356 0.430
0.6 2 0.8 4 -1.006 0.541 -2.685 0.049 -1.554 1.108 0.111 0.717
0.6 2.5 0.8 0 -6.867 0.800 1.170 2.181 3.782 -2.601 -0.989 -0.047
0.6 2.5 0.8 1 -5.790 0.413 -0.124 0.389 2.356 1.621 -0.548 -0.368
0.6 2.5 0.8 2 -4.530 0.414 -0.619 0.892 0.900 0.788 -0.357 -0.228
0.6 2.5 0.8 3 -3.539 0.386 -1.204 1.468 0.143 0.689 -0.149 0.039
0.6 2.5 0.8 4 -3.552 0.043 -2.360 1.450 -0.483 -0.161 0.032 -0.555
0.6 4 0.8 0 -5.933 0.971 0.641 0.163 2.455 1.988 0.800 -0.056
0.6 4 0.8 1 -2.710 1.628 0.493 1.671 -0.047 -0.925 0.892 1.213
0.6 4 0.8 2 -1.268 1.504 -0.142 1.734 -0.008 0.559 0.771 -0.198
0.6 4 0.8 3 -1.954 0.898 -1.738 1.763 0.012 -0.219 0.711 0.353
0.6 4 0.8 4 -1.669 0.250 -3.714 0.090 -0.268 1.720 1.145 -0.783
0.8 0.1 0.2 0 -2.153 1.128 0.523 -2.428 -0.764 -0.824 -0.681 0.107
0.8 0.1 0.2 1 1.285 1.722 0.750 -0.796 -0.654 -1.100 -0.922 -0.246
0.8 0.1 0.2 2 1.635 1.416 -0.329 -0.920 0.464 1.112 -1.351 -0.371
0.8 0.1 0.2 3 1.610 0.890 -2.093 -1.209 0.619 -0.560 -1.142 0.016
0.8 0.1 0.2 4 2.323 0.777 -2.730 -1.067 0.954 0.278 -1.157 0.878
0.8 0.5 0.2 0 -0.679 -0.724 2.182 -1.464 -0.228 0.080 0.303 -0.757
0.8 0.5 0.2 1 2.425 -1.112 2.481 -0.506 0.098 1.358 0.352 -0.813
0.8 0.5 0.2 2 3.005 -1.685 1.402 0.034 0.715 0.073 0.261 -0.584
0.8 0.5 0.2 3 0.985 -3.104 -0.816 -1.113 0.428 -0.589 0.499 0.380
0.8 0.5 0.2 4 4.020 -2.420 -0.305 0.400 1.237 0.514 0.351 1.738
0.8 1 0.2 0 -2.411 1.012 0.635 -1.591 0.064 0.202 -0.584 -0.135
0.8 1 0.2 1 0.130 1.053 0.617 -0.918 -0.473 0.486 -0.398 -0.555
0.8 1 0.2 2 2.448 1.000 0.615 -0.060 -0.550 0.618 0.082 -0.802
0.8 1 0.2 3 2.340 0.280 -0.610 -0.327 -0.444 -0.366 0.253 1.043
0.8 1 0.2 4 2.391 -0.368 -1.814 -0.063 -0.196 -2.144 0.290 0.457
0.8 1.5 0.2 0 -3.027 1.524 0.323 -1.433 -1.164 -1.226 -0.038 0.172
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Table B.3: Continued
Mutation Rate Virulence Infection Rate Crop Year PC1 PC2 PC3 PC4 PC5 PC6 PC 7 PC 8
0.8 1.5 0.2 1 0.736 2.263 -0.175 -1.005 -1.023 0.399 0.104 1.071
0.8 1.5 0.2 2 0.313 2.191 -0.836 0.022 -0.099 0.301 -0.334 -0.531
0.8 1.5 0.2 3 2.350 2.609 -0.878 0.416 -0.311 2.065 -0.063 0.307
0.8 1.5 0.2 4 1.724 1.860 -3.707 -0.413 -0.038 -0.354 0.242 -0.566
0.8 2 0.2 0 -1.572 2.025 1.078 -1.531 0.113 2.589 0.052 -0.037
0.8 2 0.2 1 -0.245 2.031 -0.008 -0.792 -0.389 0.043 -0.014 0.795
0.8 2 0.2 2 1.934 2.565 -0.230 0.197 -0.027 0.592 -0.004 -0.852
0.8 2 0.2 3 2.751 2.527 -1.034 -0.059 0.138 2.159 0.169 0.043
0.8 2 0.2 4 1.760 1.819 -2.744 0.120 0.834 0.233 -0.278 0.856
0.8 2.5 0.2 0 -2.516 1.956 0.409 -1.737 -0.809 0.783 0.663 0.023
0.8 2.5 0.2 1 0.122 2.316 -0.021 -0.224 -0.004 0.161 0.046 -0.258
0.8 2.5 0.2 2 0.902 2.262 -0.817 -0.188 -0.408 -0.336 0.475 0.461
0.8 2.5 0.2 3 0.678 1.495 -3.186 -1.293 0.439 0.032 0.331 -0.320
0.8 2.5 0.2 4 3.120 2.465 -1.825 0.795 1.084 1.921 0.038 -0.491
0.8 4 0.2 0 -3.408 1.843 0.237 -0.615 0.341 -0.446 0.581 0.468
0.8 4 0.2 1 1.223 2.757 0.540 -0.229 -0.415 1.375 1.308 -0.267
0.8 4 0.2 2 -0.248 1.612 -2.262 -2.019 -0.332 0.876 1.514 -0.509
0.8 4 0.2 3 0.936 1.663 -2.743 -0.558 0.326 -0.675 1.264 0.173
0.8 4 0.2 4 2.975 2.234 -2.242 1.058 0.613 -0.966 1.276 0.407
0.8 0.1 0.8 0 -1.230 1.186 1.562 -1.414 -1.269 -1.316 -0.423 -0.020
0.8 0.1 0.8 1 1.122 1.531 0.606 -1.105 -0.674 -0.395 -0.710 0.022
0.8 0.1 0.8 2 3.085 1.844 0.620 0.084 0.243 0.844 -1.192 1.229
0.8 0.1 0.8 3 2.291 1.045 -1.699 -1.380 0.471 0.981 -0.948 1.635
0.8 0.1 0.8 4 4.107 1.387 -1.870 0.045 0.856 -0.241 -0.918 -0.037
0.8 0.5 0.8 0 -1.829 -1.453 1.886 -0.784 -0.464 -1.554 0.196 -0.024
0.8 0.5 0.8 1 -0.484 -2.389 1.435 -0.166 -0.060 -0.819 0.108 0.024
0.8 0.5 0.8 2 2.587 -2.098 1.595 0.862 0.546 0.377 -0.013 -0.668
0.8 0.5 0.8 3 1.949 -2.961 0.057 -0.006 0.259 0.574 0.348 -0.153
0.8 0.5 0.8 4 0.420 -4.001 -2.088 -0.572 0.753 -0.984 0.089 0.164
0.8 1 0.8 0 -4.487 0.113 0.781 -0.682 0.452 -0.714 -0.430 0.061
0.8 1 0.8 1 -1.818 -0.163 0.285 0.100 -1.047 1.245 -0.528 0.166
0.8 1 0.8 2 -0.058 -0.415 0.205 1.208 -1.667 0.875 -0.582 1.419
0.8 1 0.8 3 1.468 -0.860 -0.207 1.177 -2.284 1.046 -0.236 -0.990
0.8 1 0.8 4 4.252 -0.720 -0.230 2.452 -2.213 -0.280 0.078 0.100
0.8 1.5 0.8 0 -5.982 0.338 0.540 -0.249 2.478 0.805 -1.139 -0.410
0.8 1.5 0.8 1 -2.884 0.559 0.293 -0.243 -1.053 0.659 0.067 0.547
0.8 1.5 0.8 2 -0.829 1.100 -0.336 0.136 -2.195 0.645 -0.395 0.211
0.8 1.5 0.8 3 0.828 1.413 -0.781 1.020 -1.759 0.679 -0.409 0.155
0.8 1.5 0.8 4 2.489 1.697 -1.190 1.218 -1.192 1.923 -0.440 -0.391
0.8 2 0.8 0 -6.067 0.628 0.981 0.718 2.698 -0.950 -0.658 -0.106
0.8 2 0.8 1 -4.516 0.608 0.124 0.460 1.866 1.700 -0.894 0.120
0.8 2 0.8 2 -4.129 0.524 -0.784 0.743 0.419 0.028 -0.482 0.110
0.8 2 0.8 3 -3.305 0.520 -1.258 1.992 0.046 -1.111 -0.396 -0.092
0.8 2 0.8 4 -3.655 -0.123 -2.499 1.443 -0.568 -0.881 -0.244 -0.820
0.8 2.5 0.8 0 -5.683 0.810 0.816 0.291 2.803 0.978 -0.380 0.182
0.8 2.5 0.8 1 -4.310 0.793 0.531 1.403 1.288 -0.315 -0.337 0.624
0.8 2.5 0.8 2 -4.221 0.312 -0.794 0.842 0.048 -0.368 -0.286 -0.245
0.8 2.5 0.8 3 -4.115 -0.112 -2.007 0.652 -0.439 0.115 -0.098 -0.761
0.8 2.5 0.8 4 -4.264 -0.456 -3.152 0.790 -0.222 0.637 -0.238 -1.291
0.8 4 0.8 0 -5.103 1.384 1.120 1.356 2.394 0.077 0.409 0.778
0.8 4 0.8 1 -0.416 2.172 1.492 1.655 -0.410 1.815 1.062 1.197
0.8 4 0.8 2 -1.133 1.497 -0.842 0.509 -0.410 0.083 0.822 0.332
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Table B.3: Continued
Mutation Rate Virulence Infection Rate Crop Year PC1 PC2 PC3 PC4 PC5 PC6 PC 7 PC 8
0.8 4 0.8 3 -1.540 0.952 -2.340 0.308 0.104 0.371 0.581 0.249
0.8 4 0.8 4 -1.834 0.610 -3.379 0.929 -0.404 -2.311 0.896 -0.130
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