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A b s t r a c t .  The conventional method for tomographic image reconstruc- 
tion, convolution backprojection (CBP), attempts to reduce the effects 
of measurement noise by radial smoothing with a spatially-invariant fil- 
ter. Spatially-invariant smoothing is suboptimal when the measurement 
statistics are nonstationary, and often leads to a choice between over- 
smoothing or streak artifacts. In this paper, we describe a nonstation- 
ary sinogram smoothing method that accounts for the relative variances 
between different detector measurements and for the finite width of to- 
mographic detectors. The method is based on an information-weighted 
smoothing spline, where the weights are determined from the calibration 
factors and from the measurements themselves. This weighting dimin- 
ishes the influence of high variance measurements, such as detectors with 
relatively poor efficiency, which is shown to reduce streak artifacts. Sim- 
ulations of emission and transmission tomography applications demon- 
strate qualitatively improved image noise structure and quantitative im- 
provements in the tradeoffs between bias and variance. 
1 I n t r o d u c t i o n  
The CBP method for tomographic reconstruction is derived from a mathemat i -  
cal idealization of tomographic imaging without consideration of statistical mea- 
surement errors. This idealization leads to the well-known ramp filter [1], whose 
frequency response has the unfortunate effect of amplifying high-frequency mea- 
surement noise. The conventional approach to reducing the effects of measure- 
ment  noise is to apodize the ramp filter with a window function that  at tenuates 
the high frequencies [1]. This windowing is equivalent to radially smoothing the 
projection measurements  with a spatially-invariant low-pass filter. In high reso- 
lution tomographs,  such as positron emission tomography (PET)  systems based 
on block detectors, large variations in detector efficiency lead to nonstat ionary 
variances. The equality of Poisson mean and variance also leads to an object- 
dependent variance nonuniformity. Spatially-invariant smoothing is subopt imal  
when the measurement  statistics are nonstationary, since it treats all measure- 
ments  equally. In this paper,  we describe an information-weighted spline smooth-  
ing approach that  accounts for the relative variances of different detectors. 
When applying spatially-invariant filters to projection da ta  with nonuniform 
variance, one faces two unattract ive alternatives: oversmooth most of the mea- 
surements so as to minimize the noise due to the more variable data, or under- 
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smooth the more variable data. The latter option often leads to streak artifacts 
in the reconstructed images, due to the backprojection of noise that has been 
amplified by the ramp filter. (See Fig. 8 for an example.) To remove these streak 
artifacts after reconstruction, Abidi and Davis [2] proposed a filtering method 
based on transforming the reconstructed images from rectangular to polar co- 
ordinates. Sauer and Liu [3] describe a related method for images composed 
of objects with known location, extent, and density. A fundamental difference 
between these approaches and the spline method described below is that we per- 
form nonstationary smoothing of the projection data before ramp-filtering and 
backprojecting. This approach has the advantage of "nipping in the bud" poten- 
tial streaks before they are created. It is also computationally less demanding 
since only one-dimensional operations are required. 
The method we describe is not optimal; a more principled approach to reme- 
dying the statistical shortcomings of CBP is iterative image reconstruction based 
on statistical models. In fact, our motivation for this study developed from ex- 
periences with penalized weighted least-squares reconstruction [4]. In that work 
we have compared regularized least-squares reconstruction with and without in- 
formation weighting. The noise properties of information-weighted reconstructed 
images appeared superior to those of CBP, but the noise properties of unweighted 
reconstructions were no better than those of CBP [4]. This suggests that account- 
ing for the measurement statistics, or in particular the second moments of those 
statistics, is central to the improvements in iterative methods. The spline method 
described below is an attempt to capture part of the benefits of statistical mod- 
eling in a non-iterative algorithm. 
Since computational considerations seem to still inhibit routine use of fully it- 
erative methods, several investigators have turned to partially iterative methods 
in which the projection measurements are first iteratively "restored" in sino- 
gram space, and then CBP is applied to form the image [5-7]. These methods 
are particularly useful for systems with spatially-variant detector response. Such 
restoration will require at least a partial deconvolution of the system response, 
which leads to noise amplification. In this paper we focus on applications with 
poor measurement statistics, for which noise amplification will generally be un- 
acceptable. Therefore, our goal is somewhat more modest than attempting to 
restore lost frequency components. We will accept reconstructed images whose 
resolution is somewhat below the intrinsic system resolution, but as the image 
resolution decreases, the aim is to achieve greater variance reductions than are 
yielded by ordinary CBP. 
Section 2 describes the theory of the method, and the nonstationary char- 
acteristics of the method are illustrated in Section 3. Section 4 summarizes the 
simulation results. Section 5 outlines some future directions for this study. The 




Fig. 1. Ideafized 2D projection geometry showing the ideal response lr and blurred 
response pc(r) to a point source as a function of angle r and radial position r. 
2 Theory 
2.1 P r o j e c t i o n  M o d e l  
Let g(xl ,  x2) denote the object distribution being imaged, restricted to two di- 
mensions for simplicity. The ideal line-integral projection of this object at an 
angle r and radial offset r is given by 
(r) = / g(r cos r - t sin r r sin r + t cos r dt, 1r 
as shown in Fig. 1. Assuming that  the tomographic system has a detector re- 
sponse that  is approximately depth independent, its response can be described 
by a point-spread function he(r, r~): 
= f 4(~-')h(~', r') dr'. pc( r )  
The spline smoothing method is applied independently to each radial projection, 
so for the remainder we drop the dependence on r 
All tomographic detectors have finite width, so at best the ideal response of 
the ith detector is: 
f/: Pi = p(r) dr, (1) 
where integrating over the interval [r], r[] is a simple approximation that ac- 
counts for the finite detector width. 
Actual detector measurements will fluctuate around the ideal value Pi accord- 
ing to a statistical model that  depends on the imaging modality. For PET,  an 
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approximate model for the number of coincidences measured by the ith detector 
pair is: 
yi "~ Poisson {cipi}, 
where ci is product of the effects of attenuation, detector efficiency, scan time, 
and deadtime losses. We refer to {ci} as "calibration factors" since they are 
determined through normalization scans, blank scans, transmission scans, etc. 
For simplicity we assume the ci's are known 1. For transmission tomography, an 
approximate model is: 
yi ,~ Poisson {ci exp(-pi)} ,  
where cl is calibrated by a blank scan and is also assumed known. The next 
section describes a method for estimating p(r) from the measurements {Yi}- 
After estimating p for each projection angle r we then apply ramp-filtered CBP 
to reconstruct an estimate of the image g. 
2.2 O b j e c t i v e  F u n c t i o n  
In the interest of simplicity, we seek a quadratic objective function, so the first 
step is to transform and precorrect the measurements. For emission tomogra- 
phy, let zi = yi/ci be the corrected sinogram measurement. Then zi is an un- 
biased estimate of Pi, and the variance of zi is ~r~ = pi/ci. Note that  if ci is 
small, then the variance of zi can be very large. For transmission scans, let 
z~ = log(ci) - log(y~ + 1/4), then zl is a nearly unbiased estimate of p~, and 
the variance of zi is approximately cr~ = eP'/ci. Again, if ci is small (or i fpi is 
large), then the variance of zi can be large. The statistical dependence of the 
measurement variance on both the calibration factors {ci} and the projections 
{pi} is disregarded by conventional linear smoothing methods. 
Although an iterative approach could be used to estimate /(r) from {zi}, 
our goal is the more modest one of estimating p(v). Since the detector response 
ensures that p(r) is a smooth function, it is desirable to include smoothness 
constraints in the estimator. Such smoothness constraints were also used by 
Hutchins et al. [8, 9], although without variance weighting. 
Smoothing splines are naturally suited to problems with second-order statis- 
tics and smoothness constraints. Therefore, we propose estimating p(v) using 
the the following penalized least-squares objective function: 
/~ = arg min ~ zi - p(v) dr + Z IOmp(r)/Or ml 2 dr, (2) 
where C,~ is the class of functions on [v~, r,~] whose mth derivatives are square 
integrable. This objective trades off smoothness (measured by a squared deriva- 
tive) and a weighted agreement with the measurements. The smoothing param- 
eter fl controls that  tradeoff, and is analogous to the cutoff frequency of a CBP 
1 Since we are interested primarily in the second-order statistics, the effects of acci- 
dental coincidences, scatter subtraction, noisy blank scans, etc. could all easily be 
incorporated into this framework as well. 
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filter. In fact, one can show that if the weights {wi} are identical, then spline 
smoothing approximately corresponds to a Butterworth low-pass filter of order 
2m and half-power frequency that is a function of/3 [10]. In the tomographic 
applications of interest, the weights {wi} will be nonuniform, so the "impulse 
response" of the smoothing spline will be spatially variant, as illustrated in the 
next section. 
Ideally, we would like to have w/2 = o-2,, in which case wi-2 corresponds to the 
Fisher information for zl. In practice, the variances {o -2} of {zl} are not known 
exactly, so we base the weights {w/2} on estimates of the variance computed 
from the measured data and the calibration factors. For emission tomography, 
an unbiased variance estimate is given by 5.~ = yl/c~. Since this estimate may 
be unreliable for small Yi, a sensible weighting is w~ -2 = c~/max{yi, K}, for 
some K > 0. For transmission tomography, a Taylor's expansion [11] gives the 
following variance estimate: 1/5 .2 = Yi. For robustness to small projection mea- 
surements, we use the following weights: w~ "2 = max{y/, K}. These data-based 
weightings introduce a slight nonlinearity into the estimation. If one desired lin- 
earity, for example in order to apply a generalization of Huesman's ROI formu- 
lae [12], then one could use weights determined only from the relative calibration 
factors {el}, and from the projection of a "prototypical object" such as a uni- 
form disk. For very noisy data, one could conceivably improve on this weighting 
scheme by applying iteratively reweighted least-squares [13]. 
As described in the Appendix, it follows from the Euler-Lagrange formulae for 
the variational problem (2) that its minimizer is a spline of order 2m. The spline 
has an even order because of our use of the integral model Pi = f ~  p(r) dr in (1 ). 
In the nonparametrie regression literature, a point-sample model Pi = p(r~) 
is more conventional (although see [14] for an exception). The point-sample 
model results in odd order splines, such as the popular cubic spline for m = 2. 
The integral approach more naturally captures the finite width of tomographic 
detectors. 
As outlined in the Appendix, the coefficients of the smoothing spline are 
easily computed noniteratively using fast banded-matrix operations [15]. The 
computation generally increases with m, so we focus our attention on the case 
m = 1. Despite this restriction, the simulations described in Section 4 demon- 
strate that the smoothing spline outperforms Butterworth filters over a range of 
cutoff frequencies and orders. 
The spline approach has two side benefits. In principle, one could replace 
the conventional linear interpolation associated with pixel-driven backprojection 
with exact interpolations ofp(r) computed from the spline coefficients. However, 
in high noise applications in which significant smoothing will be required, a linear 
interpolator will often suffice. More importantly, the spline approach directly 
accommodates unevenly spaced detector samples. This is desirable for circular 
PET systems and many nonstandard tomographic systems [16]. It is perhaps 
worth emphasizing in this context that we are not simply performing spline 
interpolation. The function that minimizes (2) will in general not pass through 
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Fig. 2. Kernel response functions for two sets of weights. The solid lines represent the 
case when all weights are unity. The open circles represent the case when all weights 
are unity except W2o 2 = 0.2. Note diminished response to the more variable detector. 
3 Spatially Variant Response Kernel 
Although information-weighted spline smoothing is nonlinear and nonstationary, 
the nonlinearity enters only through the dependence of the weights on the mea- 
surements. It follows from the derivation in the appendix that given/3 and the 
diagonal weight matr ix  W,  the estimate of p(r)  given the measurement vector 
Y = [Yl , . . . ,  Yn]' is a linear function: 
15(v) = <  k(r;/3, W) ,  y >, 
where < .,. > denotes the standard inner product, and the kernel function k 0 
is a vector in ~R n for each r .  Therefore, by fixing the weights and examining 
k(r;/~, W )  for various r,  one can obtain some insight into the nonstationarity 
behavior. 
Figure 2 illustrates two cases: 1) where the weights are all unity, and 2) 
where one weight is 20% of the others. Except near the edges, the response for 
uniform weights is nearly spatially invariant. In the second case the response is 
nonstationary, since the contribution of the relatively more variable measurement 
is consistently diminished. In actual practice, when each measurement has its 
own weight, the kernel response will be even more variable than those in Fig. 2, 
with each kernel tailored to the variances of the neighboring detectors. This 
tailored response is the essence of our approach. 
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4 S i m u l a t i o n  
Both ordinary CBP and information-weighted spline smoothing include param- 
eters that control the tradeoff between contrast and noise, or equivalently bias 
and variance. These parameters also influence the noise correlation structure. 
Therefore, a meaningful comparison requires examining both methods over a 
range of the parameters. In this section, we present simulation results that make 
qualitative and quantitative comparisons of the methods. 
4.1 Emiss ion  r e c o n s t r u c t i o n -  qualitative 
To illustrate the drawbacks of conventional CBP and the potential advantages 
of using nonstationary smoothing, we performed the preliminary comparison 
summarized in Figures 3 through 8. The brain-sized software phantom shown 
in Fig. 3 was forward projected including the effects of attenuation and nonuni- 
form detector efficiency, and pseudo-random Poisson noise (600,000 counts) was 
added. The sinogram dimensions were 90 bins by 100 angles, with a 3mm bin 
spacing. Figure 3 also shows an unwindowed ramp-filtered CBP reconstructed 
image, which displays severe streak artifacts due to variations in detector effi- 
ciency. The reconstructed images shown in Figs. 4 and 5 were computed using 
CBP with a 3rd order Butterworth apodizing window for various cutoff frequen- 
cies. The streak artifacts persist even when one uses a low cutoff frequency. 
Figures 6 and 7 show images that were reconstructed using ramp-filtered 
CBP of sinograms that were smoothed using the proposed information-weighted 
spline smoothing method. The streak artifacts appear to be virtually eliminated 
without loss of resolution. The noise structure in these images is markedly dif- 
ferent than the Butterworth-apodized reconstructions, but whether this noise 
structure actually improves any visual clinical task is an open question. 
The origin of the streak artifacts is apparent from examining Fig. 8, which 
displays the ramp-filtered ideal sinogram, a Butterworth-apodized ramp-filtered 
sinogram, and a spline-smoothed ramp-filtered sinogram. The bright noise spikes 
in the Butterworth-apodized ramp-filtered sinogram are due to a few detectors 
with relatively poor efficiency (small ci), and consequently poor precision. These 
spikes produce streaks when back-projected. The spline approach uses the in- 
formation in the normalization scan to diminish the effects of poor detectors by 
weighting each measurement appropriately. Since the influence of relatively poor 
detectors is reduced, the streaks are diminished. 
4.2 Transmiss ion  r e c o n s t r u c t l o n -  quan t i t a t ive  
To corroborate the above qualitative comparison, we performed the following 
comparison of bias and variance in a PET transmission simulation based on 
the attenuation distribution shown in Fig. 9. The attenuation coefficient of the 
squares is twice that of the elliptical background. Although this distribution is 
non-biological, the total attenuation is approximately that of a human thorax. 
It was chosen so that the small square could be used to examine contrast and 
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noise, and the large square could be used to assess the spatial distribution of 
variance. 
The calibration factors c~ were drawn from a log-normal distribution with 
variance 0.3, which was based on an empirical fit to the distribution of detector 
efficiencies o f  an ECAT 931. Using those calibration factors, 50 Poisson real- 
izations of transmission scans were generated, each having a mean total of 1M 
events. The sinogram size was 128 bins by 128 angles, and the image size was 
128 by 64 pixels. Each of the 50 realizations was reconstructed by Butterworth- 
apodized ramp-filtered CBP for several orders and cutoff frequencies, and by 
spline-smoothed ramp-filtered CBP for several values of/~. Typical reconstruc- 
tions are shown in Fig. 10. 
Figure 11 shows standard-deviation images for typical Butterworth and spline 
based reconstructions. Interestingly, the variance of the spline-based estimate is 
fairly uniform, while the variance of the Butterworth-based estimate is strongly 
correlated with the object density. We hypothesize that information-weighting 
acts as a "pre-whitening" transformation, thereby making the the variance more 
uniform. 
We have examined the bias-variance tradeoff as a function of smoothing 
parameter/3 and Butterworth order and cutoff frequency for several regions of 
interest (ROI). Since the bias of a point source is directly related to resolution, 
we focus on the small 3x3 square on the left of Fig. 9. For each reconstructed 
image, we applied the following mask centered on the small square: 
/2background 
-1 -1 - i  -1 - I  
I~ 116 116 116 1~ 
1~ 21 21 21 !~ 
16 16 16 16 16 
where //background is the attenuation coefficient in the background. Using this 
mask, the computed value will decrease from 1 to 0 as the resolution decreases. 
The variance of this value is directly-related to the image variance as well. 
Figure 12 shows a plot of the bias versus variance for this feature of interest for 
both spline smoothing and 1st and 9th order Butterworth filters. (The curves 
for Butterworth filters with orders higher than 2 were all indistinguishable.) Not 
surprisingly, at the extremes of very high variance or very large bias, there is 
less difference between the methods. In the typical operating range of moderate 
biases, the variance of the spline smoothing approach is significantly less than 
that of conventional Butterworth filtering. Other features such as the contrast 
at the edges of the larger square showed similar trends. 
For this study, the ramp-filtered or Butterworth-apodized CBP required ap- 
proximately 3 seconds per slice on a Kubota Pacific Titan 3000 computer. The 
spline smoothing computation increased the computing time per slice by less 
than 1 second. 
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5 D i s c u s s i o n  
We have described an information-weighting spline smoothing method that ac- 
counts for the relative variance of each detector measurement, in contrast to 
conventional CBP. The weighting diminishes the influence of relatively poor 
detectors, resulting in reduced streak artifacts and an improved bias-variance 
tradeoff in the examples studied thus far. 
This preliminary study leaves open several questions that could be investi- 
gated further. A comparison to iterative methods is in order, since most iter- 
ative methods can incorporate nonnegativity constraints and spatially-variant 
detector response. Such a comparison would be particularly meaningful if both 
methods were also compared to lower bounds. We are currently investigating 
an approach for computing bounds that is practical for tomography [17]. Fur- 
thermore, comparisons of bias and variance only explore one dimension of an 
estimator's statistics. Since our images suggest that the noise structure of ordi- 
nary CBP and spline-smoothing CBP are different, the noise autocorrelations 
should be examined and compared. 
There is also a message in this work for investigators studying iterative algo- 
rithms: realistic computer simulations should include nonuniform detector effi- 
ciencies. A few investigators have reported only small improvements using itera- 
tive reconstruction when compared to CBP in spatially invariant systems. Some 
of those conclusions might have been different if nonuniform detector efficiencies 
had been included. 
There are a plethora of reconstruction algorithms available; where does this 
method fit in? For applications where the system has stationary noise, such as in 
"projection-reconstruction" magnetic resonance imaging, information-weighted 
spline smoothing will probably not be beneficial. Since no attempt is made to 
deconvolve a spatially-variant system response, we would expect that regular- 
ized iterative algorithms should outperform the spline method for systems with 
spatially-variant detector response. However, for spatially-invariant systems, it 
should be possible to narrow the performance difference by following the spline 
smoothing with a Metz-type filter that boosts some of the attenuated midrange 
spatial frequencies. 
In conclusion, we expect that this method will be most appropriate for sys- 
tems that have nearly spatially-invariant point responses but have nonstationary 
variances. Single photon emission tomography (SPECT) and X-ray transmission 
tomography exhibit nonstationary object-dependent measurement variances; in 
PET, as the detector crystal sizes continue to shrink in the quest for higher 
resolution, the detector efficiencies will become increasingly nonuniform. In such 
cases, information-weighted spline smoothing is a noniterative method that ac- 
counts for that nonuniformity. 
6 A p p e n d i x :  S p l i n e  C a l c u l a t i o n s  
In this appendix, we show that the solution to the minimization problem posed 
in (2) is a spline composed of polynomials of order at most 2m, and then describe 
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the banded matrices that  are used to compute the polynomial coefficients. 
We first describe the objective function slightly more precisely. In low-count 
transmission applications it is possible to have detector measurements with zero 
information, in which case the corresponding weight wi would need to be infinite. 
Using a heuristically determined "large" wi could lead to numerical instabilities, 
so a more appropriate approach is simply to discard the measurements with zero 
information. Let n denote the number of measurements with nonzero informa- 
tion, and permute the measurements so that the first n are those measurements. 
Then the objective function of interest is: 
O( f )  = -~i z i -  f ( r )  dT +/3 IOmf(r)/Or~l~ dr. (3) 
i----1 
In the following, we assume the measurement intervals Iv[, i f )  do not overlap 
( f f  < r]+l), but they are allowed to be non-adjacent, i.e. when ( f f  < r[+l) , which 
adjacency accommodates discarded measurements having zero information. 
By setting the Euler-Lagrange formula for the variational problem (3) to 
zero, one can show that: 
f .  - _  
i=1 
where Ii(r)  is one for r E [ f ,  i f )  and zero elsewhere. Therefore, ] is a polynomial 
of order 2m on the measurement intervals [r[, i f ) ,  and is a polynomial of order 
2m - 1 in the gaps [if, r~+l) between intervals (if any). 
In the remainder, we focus our attention on the case m = 1, in which case the 
spline is quadratic on the measurement intervals and linear in the gaps. There 
are a multitude of potential parameterizations for this spline; for simplicity, we 
adopt the following piecewise-polynomials: 
ai lh ,  + bi(r - m,) + ci((r - 7-7)U  - h~16), r e [7-1, r / )  
]( t )  = Ai  + Bi(7- - 7-/) 7" 9 [7-/, 7-/+1) ' ( 5 )  
where h, = f f  - 7-] is the interval width, and mi = (r] + i f ) / 2  is the interval 
midpoint. The parameterization (5) is convenient because 
f ' :  1 ( , - )  = a , .  
This parameterization has 3n + 2(n - 1) unknown coefficients. The Euler 
equation (4) provides 4(n - 1) continuity conditions, and end conditions give 2 
more constraints. This leaves n degrees of freedom that are determined from 
the n measurements {zi}, as described below. For tomography, a natural end 
condition is that  ] is a constant outside of the measurement interval, which 
implies that  bl = 0 and bn + cn hn : O. Continuity of ] at the right and left sides 
of each interval implies respectively that: 
al/hi  + bihl/2 + cih~/3 = Ai 
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and 
Ai + Bigi -- ai+l/hi+l  - bi+lhi+l/2 - ci+1h~+1/6. 
Continuity of the derivative of .f at the right and left sides of each interval implies 
respectively that: 
bi + eihi - Bi and Bi = bi+l. 
Each of these equalities holds for i = 1 , . . . , n .  Combining these equations to 
eliminate Ai and Bi yields 
ci -- (bi+l - bi)/hi,  i = 1 , . . . , n  - 1, 
and 
Qa -- Tb ,  
where a = [ a l , . . . ,  an]', b = [b2,. . . ,  b,]', 
and T is an n - 1 x n - 1 symmetric banded matrix whose ith diagonal ele- 
ment is (hi + h~+t)/3 + r]+ t - r[, and whose first upper diagonal is given by 
h ~ / 6 , . . . ,  h~_1/6.  One can also show that 
f lo](r) /Orl  ~ dr  b ' T b .  
Substituting these relationships into (3), our goal is to minimize 
(z - a ) ' w - a ( z  - a) + / 3 b ' T b  
where W is diagonal with elements {w2}, subject to the constraint Qa  = Tb .  
This constrained minimization is easily performed using a trick due to Reinsch 
[18], giving the following expression for the spline coefficients: 
= z - ~ w o ' t ~ ,  
where 
(T + ~?QWQ')I~ = Qy.  
This latter system of equations is solved using a Cholesky decomposition for 
banded matrices [15], which requires only O(n) operations. Having solved for 
the coefficients of the piecewise-polynomial representation of ] ,  one can then 
evaluate ] at any point r using (5). 
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Fig. 3. Left: ideal emission distribution. Right: ramp-filtered CBP reconstruction 
from 600K event scan. 
Fig. 4.3rd order Butterworth apodization with cutoff frequency 100% of Nyquist 
(left) and 70% of Nyqnist (right). 
Fig. 5. As above but with cutoff frequency 50% of Nyquist (left) and 30% of 
Nyquist (right). Note that even with a cutoff frequency of .15 cycles per detector, 
there are still prominent streak artifacts. 
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Fig.  6. Ramp-filtered CBP reconstruction after information-weighted spline 
smoothing of the sinogram. Left:/3 = e - l~  right:/3 = e -s .  
Fig.  7. As above but with larger smoothing parameters: left: fl = e -6, right: 
fl = e -5. Note the absence of streak artifacts and the different noise structure. 
Fig. 8. Ramp-filtered sinograms immediately prior to backprojection. Left: 
ramp-filtered ideal noiseless sinogram, middle: Butterworth-apodized ramp-filtered 
noisy sinogram, right: spline-smoothed ramp-filtered noisy sinogram. The bright spikes 
in the middle sinogram are created when the ramp filter amplifies high-variance noise 
in poor efficiency detectors. 
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Fig. 9. Typical attenuation image reconstructions, left: 3rd order Butterworth 
with cutoff frequency 40% of Nyquist, right: spline-smoothed with fl = e 2. 
F i g .  10. Pixel-by-pixel s tandard deviation images, leR: 3rd order But te rwor th  with 
cutoff frequency 60% of Nyquist ,  right: spl ine-smoothed with fl = e 1. The  variance of 
the spl ine-smoothed es t imate  is luore uniform than the But te rwor th  est imates.  
80 ......................... QS .......... 
70 ................ B9 ............ ' .. 






- 1 ~  -90 -80 -70 - ~  -50 4 0  -30 -20 
% bias 
F i g .  11. Plot  of bias versus s tandard  deviation in es t imat ing the contrast  of the small 
ROI (see text) .  B1 and B9 are respectively with 1st and 9th order But te rwor th  filters 
of various cutoff fi'equencies. Q S  is with spl ine-smoothing with m = 1 and various ft. 
The  dot ted lines represent contours of constant  RMS error; closer to the lower right 
hand corner means lower RMS error. 
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