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Abstract
We introduce relative preresolving subcategories and precoresolving subcategories of
an abelian category and define homological dimensions and codimensions relative to
these subcategories respectively. We study the properties of these homological dimen-
sions and codimensions and unify some important properties possessed by some known
homological dimensions. Then we apply the obtained properties to special subcategories
and in particular to module categories. Finally we propose some open questions and
conjectures, which are closely related to the generalized Nakayama conjecture and the
strong Nakayama conjecture.
1. Introduction
In classical homological theory, homological dimensions are important and fundamental
invariants and every homological dimension of modules is defined relative to some certain
subcategory of modules. For example, projective, flat and injective dimensions of modules are
defined relative to the categories of projective, flat and injective modules respectively. When
projective, flat and injective modules are generalized to Gorenstein projective, Gorenstein
flat and Gorenstein injective modules respectively in relative homological theory, Gorenstein
projective, Gorenstein flat and Gorenstein injective dimensions emerge; and in particular,
they share many nice properties of projective, flat and injective dimensions respectively (e.g.
[AB, C, CFH, CI, DLM, EJ1, EJ2, EJL, GD, GT, HI, H2, HuH, LHX, MD, SSW, Z]). Then
a natural question is: if two homological (co)dimensions relative to a category and its subcat-
egory are defined, what is the relation between these two homological (co)dimensions? The
purpose of this paper is to study this question. We introduce relative preresolving subcate-
gories and precoresolving subcategories and define homological dimensions and codimensions
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relative to these subcategories respectively. Then we study their properties and unify some
important properties possessed by some known homological dimensions.
This paper is organized as follows.
In Section 2, we give some terminology and some preliminary results; in particular,
we give the definition of homological (co)dimension relative to a certain full and additive
subcategory of an abelian category.
In Section 3, we first give the definition of (pre)resolving subcategories of an abelian
category. Then we give some criteria for computing and comparing homological dimensions
relative to different preresolving subcategories. Let E and T be additive and full subcate-
gories of an abelian category A such that T is E -preresolving with an E -proper generator
C . Assume that 0→M → T1 → T0 → A→ 0 is an exact sequence in A with both T0 and
T1 objects in T . Then there exists an exact sequence 0→M → T → C → A→ 0 in A with
T an object in T and C an object in C ; and furthermore, if the former exact sequence is
HomA (X,−)-exact for some object X in A , then so is the latter one. As applications of this
result, we get that an object in A is an n-C -cosyzygy if and only if it is an n-T -cosyzygy;
and also get that the T -dimension of an object A in A is at most n if and only if there
exists an exact sequence 0 → Kn → Cn−1 → Cn−2 → · · · → C0 → A → 0 in A with all Ci
objects in C and Kn an object in T . In addition, we give some sufficient conditions under
which the T -dimension and the C -dimension of an object in A are identical.
Section 4 is completely dual to Section 3.
In Section 5, we apply the results in Sections 3 and 4 to special subcategories and in
particular to module categories. Some known results are generalized. Finally we propose
some questions and conjectures concerning the obtained results, which are closely related to
the generalized Nakayama conjecture and the strong Nakayama conjecture.
Throughout this paper, A is an abelian category and all subcategories of A are full and
additive.
2. Preliminaries
In this section, we give some terminology and some preliminary results.
Definition 2.1. ([Hu]) Let C be a subcategory of A and n ≥ 0.
(1) If there exists an exact sequence 0 → M → Cn−1 → Cn−2 → · · · → C0 → A → 0 in
A with all Ci objects in C , then M is called an n-C -syzygy object (of A), and A is called
an n-C -cosyzygy object (of M); in this case, we denote by M = Ωn
C
(A) and A = Ω−n
C
(M).
We denote by Ωn
C
(A ) (resp. Ω−n
C
(A )) the subcategory of A consisting of n-C -syzygy (resp.
2
n-C -cosyzygy) objects.
(2) For an object A in A , the C -dimension (resp. C -codimension), denoted by C - dimA
(resp. C - codimA), is defined as inf{n ≥ 0 | there exists an exact sequence 0→ Cn → · · · →
C1 → C0 → A→ 0 (resp. 0→ A→ C
0 → C1 → · · · → Cn → 0) in A with all Ci (resp. C
i)
objects in C }. Set C - dimA (resp. C - codimA) =∞ if no such integer exists.
Let C be a subcategory of A . We denote by C⊥ = {A is an object in A | ExtiA (C,A) = 0
for any object C in C and i ≥ 1} and ⊥C = {A is an object in A | ExtiA (A,C) = 0 for any
object C in C and i ≥ 1}.
Lemma 2.2. Let C and D be subcategories of A , and let M be an object in ⊥C and M
′
an object in Ω−n
C
(A ) such that some Ωn
C
(M
′
) is an object in D⊥. If D- dimM ≤ n(< ∞),
then ExtiA (M,M
′
) = 0 for any i ≥ 1.
Proof. By assumption, there exists an exact sequence:
0→M
′′
→ Cn−1 → · · · → C1 → C0 →M
′
→ 0
in A with all Ci objects in C and M
′′
an object in D⊥. Let M be an object in ⊥C . Then
Exti
A
(M,M
′
) ∼= Extn+i
A
(M,M
′′
) for any i ≥ 1. If D- dimM ≤ n(<∞), then there exists an
exact sequence:
0→ Dn → · · · → D1 → D0 →M → 0
in A with all Di objects in D . So Ext
n+i
A
(M,M
′′
) ∼= ExtiA (Dn,M
′′
) = 0 for any i ≥ 1 and
hence ExtiA (M,M
′
) = 0 for any i ≥ 1. 
Let E be a subcategory of A . Recall from [EJ2] that a sequence:
S : · · · → S1 → S2 → S3 → · · ·
in A is called HomA (E ,−)-exact (resp. HomA (−,E )-exact) if HomA (E,S) (resp. HomA (S, E))
is exact for any object E in E . An epimorphism (resp. a monomorphism) f in A is called
E -proper (resp. E -coproper) if it is HomA (E ,−)-exact (resp. HomA (−,E )-exact).
Proposition 2.3. Let C and E be subcategories of A and let C be closed under kernels
of (E -proper) epimorphisms. If
0→ A1 → A2 → A3 → 0 (2.1)
is a (HomA (E ,−)-exact) exact sequence in A with A3 an object in C , then C - dimA1 ≤
C - dimA2.
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Proof. Let C - dimA2 = n(<∞) and
0→ Cn → · · · → C1 → C0 → A2 → 0
be an exact sequence in A with all Ci objects in C . By [Hu, Theorem 3.2], there exist exact
sequences:
0→ Cn → · · · → C1 → C → A1 → 0
and
0→ C → C0 → A3 → 0 (2.2)
From the proof of [Hu, Theorem 3.2] we see that if (2.1) is HomA (E ,−)-exact, then so is
(2.2). Because C is closed under kernels of (E -proper) epimorphisms and A3 is an object in
C by assumption, C is an object in C and C - dimA1 ≤ n. 
Let C be a subcategory of A . We denote by C⊥C if ExtiA (C1, C2) = 0 for any objects
C1, C2 in C and i ≥ 1, and denote by C - dim
<∞ (resp. C - codim<∞) the subcategory of A
consisting of objects with finite C -dimension (resp. C -codimension).
Lemma 2.4. Let C be a subcategory of A such that C⊥C and C -dim<∞ is closed
under direct summands, and let 0 → K → C → A → 0 be an exact sequence in A with
C - dimA <∞ and C an object in C . If K is an object in C⊥, then C - dimK <∞.
Proof. Because C - dimA <∞, there exists an exact sequence:
0→M → C0 → A→ 0
in A with C0 an object in C and C - dimM <∞. Consider the following pull-back diagram:
0

0

M

M

0 // K // N

// C0

// 0
0 // K // C

// A //

0
0 0
Because C⊥C and C - dimM <∞, it is easy to get that M ∈ C⊥ by dimension shifting. So
the middle column in the above diagram splits, and hence C - dimN ≤ C - dimM < ∞ by
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[Hu, Lemma 3.1]. Because K is an object in C⊥ by assumption, the middle row in the above
diagram also splits and K is isomorphic to a direct summand of N . Thus C - dimK <∞. 
Definition 2.5. Let C ⊆ T be subcategories of A .
(1) (cf. [SSW]) C is called a generator (resp. cogenerator) for T if for any object T in
T , there exists an exact sequence 0 → T
′
→ C → T → 0 (resp. 0 → T → C → T
′
→ 0) in
T with C an object in C .
(2) Let E be a subcategory of A . C is called an E -proper generator (resp. E -coproper
cogenerator) for T if for any object T in T , there exists a HomA (E ,−) (resp. HomA (−,E ))-
exact exact sequence 0 → T
′
→ C → T → 0 (resp. 0 → T → C → T
′
→ 0) in A such that
C is an object in C and T
′
is an object in T .
Lemma 2.6. Let C ⊆ T be subcategories of A such that C is a cogenerator for T , and
let 0→ A1 → A2 → A3 → 0 be an exact sequence in A such that both A2 and A3 are objects
in T ⊥. If A1 is an object in C
⊥, then A1 is an object in T
⊥.
Proof. Let 0 → A1 → A2 → A3 → 0 be an exact sequence in A such that both A2 and
A3 are objects in T
⊥. Then ExtiA (T,A1) = 0 for any object T in T and i ≥ 2. Because C
is a cogenerator for T by assumption, there exists an exact sequence:
0→ T → C → T
′
→ 0
in A with C an object in C and T
′
an object in T , which yields an exact sequence:
ExtiA (C,A1)→ Ext
i
A (T,A1)→ Ext
i+1
A
(T
′
, A1)
for any i ≥ 1. Note that Exti+1
A
(T
′
, A1) = 0 for any i ≥ 1 by the above argument. So, if A1
is an object in C⊥, then ExtiA (T,A1) = 0 for any i ≥ 1 and A1 is an object in T
⊥. 
Lemma 2.7. Let C ⊆ T be subcategories of A such that C is a cogenerator for T and
C is closed under direct summands. Then T
⋂
T ⊥ ⊆ C .
Proof. Let T be an object in T
⋂
T ⊥. Then there exists a split exact sequence:
0→ T → C → T
′
→ 0
in A with C an object in C and T
′
an object in T . So T is isomorphic to a direct summand
of C. Because C is closed under direct summands by assumption, T is an object in C . 
Sather-Wagstaff, Sharif and White introduced the Gorenstein category G(C ) as follows.
Definition 2.8. ([SSW]) Let C be a subcategory of A . The Gorenstein subcategory
G(C ) of A is defined as G(C ) = {A is an object in A | there exists an exact sequence
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· · · → C1 → C0 → C
0 → C1 → · · · in A with all terms objects in C , which is both
HomA (C ,−)-exact and HomA (−,C )-exact, such that A ∼= Im(C0 → C
0)}.
The Gorenstein category unifies the following notions: modules of Gorenstein dimen-
sion zero ([AB]), Gorenstein projective modules, Gorenstein injective modules ([EJ1]), V -
Gorenstein projective modules, V -Gorenstein injective modules ([EJL]),W-Gorenstein mod-
ules ([GD]), and so on (see [Hu] for the details).
3. Computation and Comparison of Homological Dimensions
In this section, we introduce the notion of (pre)resolving subcategories of A . Then we
give some criteria for computing and comparing homological dimensions relative to different
preresolving subcategories.
Definition 3.1. Let E and T be subcategories of A . Then T is called E -preresolving
in A if the following conditions are satisfied.
(1) T admits an E -proper generator.
(2) T is closed under E -proper extensions, that is, for any HomA (E ,−)-exact exact
sequence 0 → A1 → A2 → A3 → 0 in A , if both A1 and A3 are objects in T , then A2 is
also an object in T .
An E -preresolving subcategory T of A is called E -resolving if the following condition is
satisfied.
(3) T is closed under kernels of E -proper epimorphisms, that is, for any HomA (E ,−)-
exact exact sequence 0 → A1 → A2 → A3 → 0 in A , if both A2 and A3 are objects in T ,
then A1 is also an object in T .
The following list shows that the class of E -(pre)resolving subcategories is rather large.
Example 3.2. (1) Let A admit enough projective objects and E the subcategory
of A consisting of projective objects. Then a subcategory of A closed under E -proper
extensions is just a subcategory of A closed under extensions. Furthermore, if C = E in the
above definition, then an E -preresolving subcategory is just a subcategory which contains
all projective objects and is closed under extensions, and an E -resolving subcategory is just
a projectively resolving subcategory in the sense of [H2].
(2) Let C be a subcategory of A with C⊥C . Then by [SSW, Corollary 4.5], the Goren-
stein subcategory G(C ) of A is a C -preresolving subcategory of A with a C -proper generator
C ; furthermore, if C is closed under kernels of epimorphisms, then G(C ) is a C -resolving
subcategory of A by [SSW, Theorem 4.12(a)].
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(3) Let R be a ring, ModR the category of left R-modules and P(ModR) the subcategory
of ModR consisting of projective modules. Recall from [EJ2] that a pair of subcategories
(X ,Y ) of ModR is called a cotorsion pair if X = {X ∈ ModR | Ext1R(X,Y ) = 0 for
any Y ∈ Y } and Y = {Y ∈ ModR | Ext1R(X,Y ) = 0 for any X ∈ X }. If (X ,Y ) is a
cotorsion pair in ModR, then X is a P(ModR)-preresolving subcategory of ModR with a
P(ModR)-proper generator P(ModR) ([EJ2]).
(4) Let R be a ring and F(ModR) the subcategory of ModR consisting of flat modules.
Then by [Hu, Lemma 3.1 and Theorem 3.2], it is not difficult to see that the subcategory
of ModR consisting of strongly Gorenstein flat modules (see [DLM] or Section 5 below for
the definition) is an F(ModR)-resolving subcategory of ModR with an F(ModR)-proper
generator P(ModR).
(5) Let R be a ring. Then, the subcategory of ModR consisting of the modules A satisfy-
ing ExtiR(A,P ) = 0 for any P ∈ P(ModR) and i ≥ 1, is a P(ModR)-resolving subcategory
of ModR with a P(ModR)-proper generator P(ModR). Let R be a left noetherian ring,
modR the category of finitely generated left R-modules and P(modR) the subcategory of
modR consisting of projective modules. Then the subcategory of modR consisting of the
modules A satisfying ExtiR(A,R) = 0 for any i ≥ 1 is a P(modR)-resolving subcategory of
modR with a P(modR)-proper generator P(modR).
Unless stated otherwise, in the rest of this section, we fix a subcategory E of A and an
E -preresolving subcategory T of A admitting an E -proper generator C . We will give some
criteria for computing the T -dimension of a given object A in A , and then compare it with
the C -dimension of A.
The following two propositions play a crucial role in this section.
Proposition 3.3. Let
0→M → T1
f
−→ T0 → A→ 0 (3.1)
be an exact sequence in A with both T0 and T1 objects in T . Then we have
(1) There exists an exact sequence:
0→M → T → C → A→ 0 (3.2)
in A with T an object in T and C an object in C .
(2) If (3.1) is HomA (X,−)-exact for some object X in A , then so is (3.2).
Proof. (1) Let
0→M → T1
f
−→ T0 → A→ 0
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be an exact sequence in A with both T0 and T1 objects in T . Because there exists a
HomA (E ,−)-exact exact sequence:
0→ T
′
0 → C → T0 → 0
in A with C an object in C and T
′
0 an object in T , we have the following pull-back diagram:
0

0

T
′
0

T
′
0

0 //W

// C

// A // 0
0 // Im f

// T0

// A // 0
0 0
Then consider the following pull-back diagram:
0

0

T
′
0

T
′
0

0 //M // T

//W

// 0
0 //M // T1

// Im f //

0
0 0
Because the middle column in the first diagram is HomA (E ,−)-exact, the first column in
the first diagram (that is, the third column in the second diagram) and the middle column
in the second diagram are also HomA (E ,−)-exact by [Hu, Lemma 2.4(1)]. Because both T
′
0
and T1 are objects in T , T is also an object in T . Connecting the middle rows in the above
two diagrams we get the desired exact sequence.
(2) If (3.1) is HomA (X,−)-exact for some object X in A , then so are the third rows in
the above two diagrams. So the middle rows in the above two diagrams and (3.2) are also
HomA (X,−)-exact by [Hu, Lemma 2.4(1)]. 
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As an application of Proposition 3.3, we get the following
Proposition 3.4. Let n ≥ 1 and
0→M → Tn−1 → Tn−2 → · · · → T0 → A→ 0
be an exact sequence in A with all Ti objects in T . Then there exist an exact sequence:
0→ N → Cn−1 → Cn−2 → · · · → C0 → A→ 0
and a HomA (E ,−)-exact exact sequence:
0→ T → N →M → 0
in A with all Ci objects in C and T an object in T . In particular, an object in A is an
n-C -cosyzygy if and only if it is an n-T -cosyzygy.
Proof. We proceed by induction on n. The case for n = 1 has been proved in the proof
of Proposition 3.3. Now suppose that n ≥ 2 and we have an exact sequence:
0→M → Tn−1 → Tn−2 → · · · → T0 → A→ 0
in A with all Ti objects in T . Put K = Ker(T1 → T0). By Proposition 3.3, we get an exact
sequence:
0→ K → T
′
1 → C0 → A→ 0
in A with T
′
1 an object in T and C0 an object in C . Put A
′
= Im(T
′
1 → C0). Then we get
an exact sequence:
0→M → Tn−1 → Tn−2 → · · · → T2 → T
′
1 → A
′
→ 0
in A . Thus the assertion follows from the induction hypothesis. 
The following corollary is an immediate consequence of Proposition 3.4.
Corollary 3.5. Let M be an object in A and n ≥ 0. If T - codimM = n. Then there
exists a HomA (E ,−)-exact exact sequence 0→ T → N →M → 0 in A with C - codimN ≤ n
and T an object in T .
Proof. Let M be an object in A with T - codimM = n. Applying Proposition 3.4 with
A = 0 we get a HomA (E ,−)-exact exact sequence 0 → T → N → M → 0 in A with
C - codimN ≤ n and T an object in T . 
We give a criterion for computing the T -dimension of an object in A as follows.
9
Theorem 3.6. The following statements are equivalent for any object A in A and n ≥ 0.
(1) T -dimA ≤ n.
(2) There exists an exact sequence:
0→ Kn → Cn−1 → Cn−2 → · · · → C0 → A→ 0
in A with all objects Ci in C and Kn an object in T .
Proof. (2)⇒ (1) is trivial.
(1) ⇒ (2) We proceed by induction on n. The case for n = 0 is trivial. If n = 1, then
there exists an exact sequence:
0→ T1 → T0 → A→ 0
in A with both T0 and T1 objects in T . Applying Proposition 3.3 with M = 0, we get an
exact sequence:
0→ K1 → C0 → A→ 0
in A with C0 an object in C and K1 an object in T .
Now suppose n ≥ 2. Then there exists an exact sequence:
0→ Tn → Tn−1 → · · · → T1 → T0 → A→ 0
in A with all Ti objects in T . Put M = Ker(T1 → T0). By Proposition 3.3, we get an exact
sequence:
0→M → T
′
1 → C0 → A→ 0
in A with C0 an object in C and T
′
1 an object in T . Put B = Im(T
′
1 → C0). Then we get
an exact sequence:
0→ Tn → Tn−1 → · · · → T
′
1 → B → 0.
By the induction hypothesis, we get the following exact sequence:
0→ Kn → Cn−1 → · · · → C1 → B → 0
in A with all Ci objects in C and Kn an object in T . Thus we get the desired exact
sequence:
0→ Kn → Cn−1 → Cn−2 → · · · → C1 → C0 → A→ 0.

The following result gives a criterion for computing the T -codimension of an object in
A . To some extent, the proof of this result is dual to that of Theorem 3.6, so we omit it.
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Theorem 3.7. The following statements are equivalent for any object M in A and
n ≥ 0.
(1) T - codimM ≤ n.
(2) There exists an exact sequence:
0→M → K0 → C1 → · · · → Cn−1 → Cn → 0
in A with K0 an object in T and all Ci objects in C , that is, there exists an exact sequence:
0→M → T → H → 0
in A with T an object in T and C - codimH ≤ n− 1.
The following result gives a sufficient condition such that the n-C -syzygy of an object in
A with T -dimension at most n is in T , in which the first assertion generalizes [AB, Lemma
3.12].
Theorem 3.8. Let T be closed under kernels of (E -proper) epimorphisms and T ⊆ C⊥,
and let n ≥ 0. Then for any object A in A with T - dimA ≤ n we have
(1) For any (HomA (E ,−)-exact) exact sequence 0 → Kn → Cn−1 → · · · → C1 → C0 →
A→ 0 in A with all Ci objects in C , Kn is an object in T .
(2) If 0 → K → C → A → 0 is a (HomA (E ,−)-exact) exact sequence in A with C an
object in C , then T - dimK ≤ n− 1.
Proof. Let T - dimA ≤ n and T ⊆ C⊥. Then there exists a HomA (C ,−)-exact exact
sequence:
0→ Tn → C
′
n−1 → · · · → C
′
1 → C
′
0 → A→ 0
in A with all C
′
i objects in C and Tn an object in T by Proposition 3.4.
(1) Let
0→ Kn → Cn−1 → · · · → C1 → C0 → A→ 0
be a (HomA (E ,−)-exact) exact sequence in A with all Ci objects in C . Then by [Hu,
Theorem 3.2] we get a (HomA (E ,−)-exact) exact sequence:
0→ Kn → Tn
⊕
Cn−1 → C
′
n−1
⊕
Cn−2 · · · → C
′
1
⊕
C0 → C
′
0 → 0.
Because T is closed under kernels of (E -proper) epimorphisms by assumption, Kn is an
object in T .
(2) Put T1 = Im(C
′
1 → C
′
0). Then we have a HomA (C ,−)-exact exact sequence:
0→ T1 → C
′
0 → A→ 0
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in A with T - dimT1 ≤ n − 1. Let 0 → K → C → A → 0 be a (HomA (E ,−)-exact) exact
sequence in A with C an object in C . Consider the following pull-back diagram:
0

0

T1

T1

0 // K // X

// C
′
0

// 0
0 // K // C

// A //

0
0 0
Because the third column in this diagram is HomA (C ,−)-exact, the middle column is also
HomA (C ,−)-exact by [Hu, Lemma 2.4(1)]. So the middle column splits and X ∼= T1
⊕
C.
Then the middle row yields an exact sequence:
0→ K → T1
⊕
C → C
′
0 → 0.
By Proposition 2.3, T - dimK ≤ T - dimT1
⊕
C ≤ n− 1. 
We use T - dim≤n to denote the subcategory of A consisting of objects with T -dimension
at most n.
Corollary 3.9. Let T be a C -resolving subcategory of A with a C -proper generator C
and T ⊆ C⊥. If T is closed under direct summands, then so is T -dim≤n for any n ≥ 0.
Proof. The case for n = 0 follows from the assumption. Now Let n ≥ 1 and let A be an
object in A with T - dimA ≤ n and A = A1
⊕
A2. Because T ⊆ C
⊥ by assumption, there
exists a HomA (C ,−)-exact exact sequence:
0→ Kn → Cn−1 → Cn−2 → · · · → C0
f0
→ A→ 0
in A with all Ci objects in C and Kn an object in T by Theorem 3.6. Note that both
0→ A2
( 0
1A2
)
−→ A
(1A1 ,0)−→ A1 → 0
and
0→ A1
(1A1
0
)
−→ A
(0,1A2 )−→ A2 → 0
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are exact and split. So both
C0
(1A1 ,0)f0−→ A1 → 0
and
C0
(0,1A2 )f0−→ A2 → 0
are HomA (C ,−)-exact exact sequences. By [Hu, Theorem 3.6], we get the following HomA (C ,−)-
exact exact sequences:
C0
⊕
C1 → C0 → A1 → 0
and
C0
⊕
C1 → C0 → A2 → 0.
Again by [Hu, Theorem 3.6], we get the following HomA (C ,−)-exact exact sequences:
C0
⊕
C1
⊕
C2 → C0
⊕
C1 → C0 → A1 → 0
and
C0
⊕
C1
⊕
C2 → C0
⊕
C1 → C0 → A2 → 0.
Continuing this procedure, we finally get the following HomA (C ,−)-exact exact sequences:
0→ Xn →
n−1⊕
i=0
Ci →
n−2⊕
i=0
Ci → · · · → C1
⊕
C0 → C0 → A1 → 0
and
0→ Yn →
n−1⊕
i=0
Ci →
n−2⊕
i=0
Ci → · · · → C1
⊕
C0 → C0 → A2 → 0.
Put Uj =
⊕j
i=0 Ci for any 0 ≤ j ≤ n− 1. Then we get a HomA (C ,−)-exact exact sequence:
0→ Xn
⊕
Yn → Un−1
⊕
Un−1 → Un−2
⊕
Un−2 → · · · → U1
⊕
U1 → U0
⊕
U0 → A→ 0.
By Theorem 3.8, Xn
⊕
Yn is an object in T . So both Xn and Yn are objects in T and
hence T - dimA1 ≤ n and T - dimA2 ≤ n. 
The following result gives some sufficient conditions such that the T -dimension and the
C -dimension of an object in A are identical.
Theorem 3.10. Let T ⊆ C⊥
⋂
⊥C and C be closed under direct summands. Then for
an object A in A , T -dimA = C - dimA if one of the following conditions is satisfied.
(1) C - dimA <∞, E = C and T is closed under kernels of C -proper epimorphisms.
(2) C - dimA <∞, E = C and C - dim<∞ is closed under direct summands.
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(3) A is an object in T ⊥ and C is a cogenerator for T .
Proof. It is trivial that C - dimA ≥ T - dimA. In the following we prove C - dimA ≤
T - dimA. Suppose T - dimA = n <∞.
(1) Let C - dimA = t(< ∞). If n < t, then consider the following HomA (C ,−)-exact
exact sequence:
0→ Ct → · · · → Cn → Cn−1 → · · · → C1 → C0 → A→ 0
in A with all Ci objects in C . Put Kn = Im(Cn → Cn−1). So Kn is an object in T by
Theorem 3.8(1), and hence an object in ⊥C by assumption. It yields that the exact sequence:
0→ Ct → · · · → Cn → Kn → 0
splits and Kn is isomorphic to a direct summand of Cn. Because C is closed under direct
summands by assumption, Kn is an object in C and C - dimA ≤ n, which is a contradiction.
So n ≥ t.
In the following, we prove (2) and (3).
Let
0→ Tn → Tn−1 → · · · → T1 → T0 → A→ 0
be an exact sequence in A with all Ti objects in T . By Proposition 3.4, we get an exact
sequence:
0→ Kn → Cn−1 → · · · → C1 → C0 → A→ 0
and a HomA (E ,−)-exact exact sequence:
0→ T → Kn → Tn → 0
in A with all Ci objects in C and T an object in T . So Kn is an object in T (⊆ C
⊥
⋂
⊥C ).
(2) Because C - dimA <∞, C - dimKn <∞ by Lemma 2.4. By assumption T ⊆
⊥C , it
is easy to see that Kn is isomorphic to a direct summand of some object in C . Since C is
closed under direct summands by assumption, Kn is an object in C and C - dimA ≤ n.
(3) Let A be an object in T ⊥ and Ki = Im(Ci → Ci−1) for any 1 ≤ i ≤ n− 1. Then all
Ki are objects in C
⊥. By Lemma 2.6, all Ki are objects in T
⊥, and in particular Kn is an
object in T ⊥. So Kn is an object in C by Lemma 2.7, and hence C - dimA ≤ n. 
The following result gives a sufficient condition such that the T -codimension and the
C -codimension of an object in A are identical.
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Theorem 3.11. Let D be a subcategory of A such that T ⊆ ⊥C
⋂
D⊥, and let
C - codim≤n be closed under direct summands for any n ≥ 0. If M is an object in A with
D- dimM <∞, then T - codimM = C - codimM .
Proof. It is clear that C - codimM ≥ T - codimM . In the following we prove T - codimM ≥
C - codimM .
Without loss of generality, assume T - codimM = n <∞. If n = 0, then M is an object
in T and there exists a HomA (E ,−)-exact exact sequence:
0→M
′
→ C →M → 0 (3.3)
in A with C an object in C and M
′
an object in T . Notice that T ⊆ ⊥C
⋂
D⊥ by
assumption, so ExtiA (M,M
′
) = 0 for any i ≥ 1 by Lemma 2.2. It follows that the exact
sequence (3.3) splits, which implies thatM is isomorphic to a direct summand of C. Because
C is closed under direct summands by assumption, M is an object in C .
Now suppose n ≥ 1. By Theorem 3.7, there exists an exact sequence:
0→M → T → H → 0
in A with T an object in T and C - codimH ≤ n− 1. It is easy to see that M is an object
in ⊥C . Because there exists a HomA (E ,−)-exact exact sequence:
0→ T
′
→ C
′
→ T → 0
in A with C
′
an object in C and T
′
an object in T , we have the following pull-back diagram:
0

0

T
′

T
′

0 // N

// C
′

// H // 0
0 //M

// T

// H // 0
0 0
By the exactness of the middle row in the above diagram, C - codimN ≤ n. Because
Ext1A (M,T
′
) = 0 by Lemma 2.2, the first column in the above diagram splits. So M is
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isomorphic to a direct summand of N . Because C - codim≤n is closed under direct sum-
mands by assumption, C - codimM ≤ n. 
In the following, we fix a subcategory C of A .
The following two corollaries give some sufficient conditions such that the G(C )-dimension
and the C -dimension of an object in A are identical. The first one is a generalization of [Z,
Theorem 2.3].
Corollary 3.12. Let C⊥C and let C be closed under direct summands. Then for any
object A in G(C )⊥, G(C )- dimA = C - dimA.
Proof. Let C⊥C . It is clear that C is a C -proper generator and a C -coproper cogenerator
for G(C ). By [SSW, Corollary 4.5], G(C ) is closed under extensions. By [Hu, Lemma 5.7],
G(C ) ⊆ C⊥
⋂
⊥C . Now the assertion follows from Theorem 3.10(3). 
The following is a generalization of [H1, Theorem 2.2] and [Z, Corollary 2.5].
Corollary 3.13. Let C⊥C and let C be closed under direct summands, and let D be a
subcategory of G(C )⊥. Then for any object A in C⊥ with D- codimA < ∞, G(C )- dimA =
C - dimA.
Proof. Let A be an object in C⊥ with D- codimA < ∞. Because D is a subcategory of
G(C )⊥, it is easy to see that A is an object in G(C )⊥ by Lemma 2.6. Then the assertion
follows from Corollary 3.12. 
The following result gives a sufficient condition such that the G(C )-dimension and the
⊥C -dimension of an object in A are identical.
Theorem 3.14. Let C⊥C and let A an object in A with G(C )- dimA < ∞. Then
G(C )- dimA = ⊥C -dimA.
Proof. By [Hu, Lemma 5.7], G(C )- dimA ≥ ⊥C - dimA. In the following we prove
G(C )- dimA ≤ ⊥C - dimA.
Suppose ⊥C - dimA = n < ∞ and G(C )- dimA = m < ∞. If n = 0, then A is an object
in ⊥C . So by [Hu, Theorem 5.8], A is an object in G(C ) and m = 0. Let n ≥ 1. Then
Extn+i
A
(A,C) = 0 for any object C in C and i ≥ 1. If m > n, then consider the following
exact sequence:
0→ Gm → · · · → Gn → Gn−1 → G1 → G0 → A→ 0
in A with all Gi objects in G(C ). Putting Kn = Im(Gn → Gn−1), then Kn is an object in
⊥C and G(C )- dimKn ≤ m − n < ∞. By the above argument, Kn is an object in G(C ).
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So G(C )- dimA ≤ n, which is a contradiction. Thus m ≤ n. It follows that G(C )- dimA ≤
⊥C - dimA. 
4. Dual Results
In this section, we introduce the notion of (pre)coresolvmg subcategories of A . Then we
give some criteria for computing and comparing homological codimensions relative to differ-
ent precoresolving subcategories. The results and their proofs in this section are completely
dual to that in Section 3, so we only list the results without proofs.
Definition 4.1. Let E and T be subcategories of A . Then T is called E -precoresolving
in A if the following conditions are satisfied.
(1) T admits an E -coproper cogenerator.
(2) T is closed under E -coproper extensions, that is, for any HomA (−,E )-exact exact
sequence 0 → A1 → A2 → A3 → 0 in A , if both A1 and A3 are objects in T , then A2 is
also an object in T .
An E -precoresolving subcategory T of A is called E -coresolving if the following condition
is satisfied.
(3) T is closed under cokernels of E -coproper monomorphisms, that is, for any HomA (−,E )-
exact exact sequence 0 → A1 → A2 → A3 → 0 in A , if both A1 and A2 are objects in T ,
then A3 is also an object in T .
The following list shows that the class of E -(pre)coresolving subcategories is rather large.
Example 4.2. (1) Let A admit enough injective objects and E the subcategory of A
consisting of injective objects. Then a subcategory of A closed under E -coproper extensions
is just a subcategory of A closed under extensions. Furthermore, if C = E in the above
definition, then an E -precoresolving subcategory is just a subcategory which contains all
injective objects and is closed under extensions, and an E -coresolving subcategory is just an
injectively coresolving subcategory in the sense of [H2].
(2) Let C be a subcategory of A with C⊥C . Then by [SSW, Corollary 4.5], the Goren-
stein subcategory G(C ) of A is a C -precoresolving subcategory of A with a C -coproper
cogenerator C ; furthermore, if C is closed under cokernels of monomorphisms, then G(C ) is
a C -coresolving subcategory of A by [SSW, Theorem 4.12(b)].
(3) Let R be a ring and I(ModR) the subcategory of ModR consisting of injective
modules. If (X ,Y ) is a cotorsion pair in ModR, then Y is an I(ModR)-precoresolving
subcategory of ModR with an I(ModR)-coproper cogenerator I(ModR) ([EJ2]).
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(4) Let R be a ring. Recall that a moduleE in ModR is called FP-injective if Ext1R(M,E) =
0 for any finitely presented left R-module M . FP-injective modules are also known as abso-
lutely pure modules. We use FI(ModR) to denote the subcategory of ModR consisting of
FP-injective modules. Then by [Hu, Lemma 3.1 and Theorem 3.4], it is not difficult to see
that the subcategory of ModR consisting of Gorenstein FP-injective modules (see [MD] or
Section 5 below for the definition) is an FI(ModR)-coresolving subcategory of ModR with
an FI(ModR)-coproper cogenerator I(ModR).
(5) Let R be a ring. We denote by cores ˜P(ModR) = {M ∈ ModR | there exists a
HomR(−,P(ModR))-exact exact sequence 0→M → P
0 → P 1 → · · · → P i → · · · in ModR
with all P i projective}. Then by [Hu, Lemma 3.1 and Theorem 3.8], it is easy to see that
cores ˜P(ModR) is a P(ModR)-coresolving subcategory of ModR with a P(ModR)-coproper
cogenerator P(ModR). Let R be a left and right noetherian ring. Then by [AB, Theorem
2.17] and [Hu, Lemma 3.1], the subcategory of modR consisting of ∞-torsionfree modules
(see [HuH] or Section 5 below for the definition) is a P(modR)-coresolving subcategory of
modR with a P(modR)-coproper cogenerator P(modR).
Unless stated otherwise, in the rest of this section, we fix a subcategory E of A and an
E -precoresolving subcategory T of A admitting an E -coproper cogenerator C . We will give
some criteria for computing the T -codimension of a given object A in A , and then compare
it with the C -codimension of A.
The following two propositions play a crucial role in this section.
Proposition 4.3. Let
0→M → T 0 → T 1 → A→ 0 (4.1)
be an exact sequence in A with both T 0 and T 1 objects in T . Then we have
(1) There exists an exact sequence:
0→M → C → T → A→ 0 (4.2)
in A with T an object in T and C an object in C .
(2) If (4.1) is HomA (−,X)-exact for some object X in A , then so is (4.2).
As an application of Proposition 4.3, we get the following
Proposition 4.4. Let n ≥ 1 and
0→M → T 0 → T 1 → · · · → T n−1 → A→ 0
be an exact sequence in A with all T i objects in T . Then there exist an exact sequence:
0→M → C0 → C1 → · · · → Cn−1 → B → 0
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and a HomA (−,E )-exact exact sequence:
0→ A→ B → T → 0
in A with all Ci objects in C and T an object in T . In particular, an object in A is an
n-C -syzygy if and only if it is an n-T -syzygy.
The following corollary is an immediate consequence of Proposition 4.4.
Corollary 4.5. Let A be an object in A and n ≥ 0. If T - dimA = n. Then there exists
a HomA (−,E )-exact exact sequence 0→ A → B → T → 0 in A with C -dimB ≤ n and T
an object in T .
We give a criterion for computing the T -codimension of an object in A as follows.
Theorem 4.6. The following statements are equivalent for any object M in A and
n ≥ 0.
(1) T - codimM ≤ n.
(2) There exists an exact sequence:
0→M → C0 → C1 → · · · → Cn−1 → Kn → 0
in A with all objects Ci in C and Kn an object in T .
The following result gives a criterion for computing the T -dimension of an object in A .
Theorem 4.7. The following statements are equivalent for any object A in A and n ≥ 0.
(1) T -dimA ≤ n.
(2) There exists an exact sequence:
0→ Cn → Cn−1 → · · · → C1 → K0 → A→ 0
in A with K0 an object in T and all Ci objects in C , that is, there exists an exact sequence:
0→ H → T → A→ 0
in A with T an object in T and C - dimH ≤ n− 1.
The following result gives a sufficient condition such that the n-C -cosyzygy of an object
in A with T -codimension at most n is in T .
Theorem 4.8. Let T be closed under cokernels of (E -coproper) monomorphisms and
T ⊆ ⊥C , and let n ≥ 0. Then for any object M in A with T - codimM ≤ n we have
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(1) For any (HomA (−,E )-exact) exact sequence 0 → M → C
0 → C1 → · · · → Cn−1 →
Kn → 0 in A with all Ci objects in C , Kn is an object in T .
(2) If 0 → M → C → K → 0 is a (HomA (−,E )-exact) exact sequence in A with C an
object in C , then T - codimK ≤ n− 1.
We use T - codim≤n to denote the subcategory of A consisting of objects with T -
codimension at most n.
Corollary 4.9. Let T be a C -coresolving subcategory of A with a C -coproper cogenera-
tor C and T ⊆ ⊥C . If T is closed under direct summands, then so is T - codim≤n for any
n ≥ 0.
The following result gives some sufficient conditions such that the T -codimension and
the C -codimension of an object in A are identical.
Theorem 4.10. Let T ⊆ C⊥
⋂
⊥C and C be closed under direct summands. Then for
an object M in A , T - codimM = C - codimM if one of the following conditions is satisfied.
(1) C - codimM <∞, E = C and T is closed under cokernels of C -coproper monomor-
phisms.
(2) C - codimM <∞, E = C and C -dim<∞ is closed under direct summands.
(3) M is an object in ⊥T and C is a generator for T .
The following result gives a sufficient condition such that the T -dimension and the C -
dimension of an object in A are identical.
Theorem 4.11. Let D be a subcategory of A such that T ⊆ C⊥
⋂
⊥D , and let C -dim≤n
be closed under direct summands for any n ≥ 0. If A is an object in A with D- codimA <∞,
then T - dimA = C - dimA.
In the following, we fix a subcategory C of A .
The following two corollaries give some sufficient conditions such that the G(C )-codimension
and the C -codimension of an object in A are identical.
Corollary 4.12. Let C⊥C and let C be closed under direct summands. Then for any
object M in ⊥G(C ), G(C )- codimM = C - codimM .
Corollary 4.13. Let C⊥C and let C be closed under direct summands, and let D be a
subcategory of ⊥G(C ). Then for any object M in ⊥C with D- dimM <∞, G(C )- codimM =
C - codimM .
The following result gives a sufficient condition such that the G(C )-codimension and the
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C⊥-codimension of an object in A are identical.
Theorem 4.14. Let C⊥C and let M an object in A with G(C )- codimM < ∞. Then
G(C )- codimM = C⊥- codimM .
5. Applications and Questions
In this section, we will apply the results in Sections 3 and 4 to special subcategories and
in particular to module categories. Finally we propose some open questions and conjectures
concerning the obtained results.
5.1. Special subcategories
We define res C˜ = {A is an object in A | there exists a HomA (C ,−)-exact exact sequence
· · · → Ci → · · · → C1 → C0 → A → 0 in A with all Ci objects in C }. Dually, we
define cores C˜ = {M is an object in A | there exists a HomA (−,C )-exact exact sequence
0→M → C0 → C1 → · · · → Ci → · · · in A with all Ci objects in C } (see [SSW]).
We have the following
Fact 5.1. (1) Note that C is a C -proper generator for res C˜ and res C˜
⋂
⊥C . By [Hu,
Lemma 3.1(1)], both res C˜ and res C˜
⋂
⊥C are closed under C -proper extensions. So both
res C˜ and res C˜
⋂
⊥C are C -preresolving. We remark that if C is a C -proper generator for
A , then res C˜ = A and res C˜
⋂
⊥C = ⊥C .
(2) If C is closed under kernels of epimorphisms, then so are both res C˜ and res C˜
⋂
⊥C
([Hu, Proposition 4.7(1)]).
Dually, we have the following
(3) Note that C is a C -coproper cogenerator for cores C˜ and C⊥
⋂
cores C˜ . By [Hu,
Lemma 3.1(2)], both cores C˜ and C⊥
⋂
cores C˜ are closed under C -coproper extensions.
So both cores C˜ and C⊥
⋂
cores C˜ are C -precoresolving. We also remark that if C is a
C -coproper cogenerator for A , then cores C˜ = A and C⊥
⋂
cores C˜ = C⊥.
(4) If C is closed under cokernels of monomorphisms, then so are both cores C˜ and
C⊥
⋂
cores C˜ ([Hu, Proposition 4.7(2)]).
Application 5.2. By Fact 5.1, we can apply the results in Section 3 in the cases for
T = res C˜ and T = res C˜
⋂
⊥C respectively, and apply the results in Section 4 in the cases
for T = cores C˜ and T = C⊥
⋂
cores C˜ respectively. We will not list these consequences in
details.
5.2. Module categories
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In this subsection, R is a ring and all subcategories of ModR are full and additive. For a
module A in ModR, we denote the projective, injective and flat dimensions of A by pdRA,
idRA and fdRA respectively.
We first give the following
Proposition 5.3. Let T be a subcategory of ModR.
(1) If T is closed under extensions and P(ModR) ⊆ T ⊆ ⊥P(ModR), then pdRA =
T - dimA for any A ∈ ModR with pdRA <∞.
(2) If T is closed under extensions and I(ModR) ⊆ T ⊆ I(ModR)⊥, then idRA =
T - codimA for any A ∈ModR with idRA <∞.
Proof. (1) Because T ⊆ ⊥P(ModR) = P(ModR)⊥
⋂
⊥P(ModR) by assumption, we
get the assertion by Theorem 3.10(2).
(2) It is dual to (1). 
Let (X ,Y ) be a cotorsion pair in ModR. Then X
⋂
Y is called the heart of (X ,Y ).
A cotorsion pair (X ,Y ) is called hereditary if X = ⊥Y and Y = X ⊥; in this case, X is
projectively resolving and Y is injectively coresolving ([GT, Lemma 2.2.10]). By Proposition
5.3 we immediately have the following
Corollary 5.4. Let (X ,Y ) be a hereditary cotorsion pair in ModR with the heart
C (= X
⋂
Y ).
(1) If C = P(ModR), then for any A ∈ModR with pdRA <∞, pdRA = X - dimA.
(2) If C = I(ModR), then for any A ∈ ModR with idRA <∞, idRA = Y - codimA.
Note that a module in G(P(ModR)) (resp. G(I(ModR))) is just a Gorenstein projective
(resp. injective) module in ModR. So G(P(ModR))- dimRA (resp. G(I(ModR))- codimRA)
is just the Gorenstein projective (resp. injective) dimension of a module A in ModR. We
denote the Gorenstein projective (resp. injective) dimension of a module A in ModR by
GpdRA (resp. GidRA).
Definition 5.5. Let A be a module in ModR.
(1) ([DLM]) A is called strongly Gorenstein flat if there exists a HomR(−,F(ModR))-
exact exact sequence · · · → P1 → P0 → P
0 → P 1 → · · · in ModR with all terms projective,
such that A ∼= Im(P0 → P
0). We use SGF(ModR) to denote the subcategory of ModR
consisting of strongly Gorenstein flat modules.
The strongly Gorenstein flat dimension SGfdRA of A is defined to be inf{n | there
exists an exact sequence 0 → Gn → · · · → G1 → G0 → A → 0 in ModR with all Gi in
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SGF(ModR)}. Set SGfdRA =∞ if no such n exists.
(2) ([MD]) A is called Gorenstein FP-injective if there exists a HomR(FI(ModR),−)-
exact exact sequence · · · → I1 → I0 → I
0 → I1 → · · · in ModR with all terms injective,
such that A ∼= Im(I0 → I
0). We use GFI(ModR) to denote the subcategory of ModR
consisting of Gorenstein FP-injective modules.
The Gorenstein FP-injective dimension GFidRA of A is defined to be inf{n | there
exists an exact sequence 0 → A → H0 → H1 → · · · → Hn → 0 in ModR with all H i in
GFI(ModR)}. Set GFidA =∞ if no such n exists.
It is trivial that there exist the following inclusions:
P(ModR) ⊆ SGF(ModR) ⊆ G(P(ModR))
{
⊆ cores ˜P(ModR),
⊆ ⊥(P(ModR)) ⊇ ⊥(F(ModR)) ⊇ SGF(ModR),
and
I(ModR) ⊆ GFI(ModR) ⊆ G(I(ModR))
{
⊆ res ˜I(ModR),
⊆ (I(ModR))⊥ ⊇ (FI(ModR))⊥ ⊇ GFI(ModR).
So for any module A in ModR, we have
pdR A ≥ SGfdR A ≥ GpdR A
{
≥ cores ˜P(ModR)- dimA,
≥ ⊥(P(ModR))- dimA ≤ ⊥(F(ModR))- dimA ≤ SGfdR A,
and
idR A ≥ GFidR A ≥ GidR A
{
≥ res ˜I(ModR)- codimA,
≥ (I(ModR))⊥- codimA ≤ (FI(ModR))⊥- codimA ≤ GFidR A.
Theorem 5.6. Let A be a module in ModR.
(1) If A ∈ (SGF(ModR))⊥, then pdRA = SGfdRA.
(2) If A ∈ (G(P(ModR)))⊥, then pdRA = SGfdRA = GpdRA.
(3) If idRA <∞, then pdRA = SGfdRA = GpdRA = cores
˜P(ModR)-dimA.
(4) If pdRA < ∞, then pdRA = SGfdRA = GpdRA =
⊥(P(ModR))-dimA =
⊥(F(ModR))- dimA.
(5) If SGfdRA <∞, then SGfdRA = GpdRA =
⊥(P(ModR))-dimA = ⊥(F(ModR))-
dimA.
(6) If GpdRA <∞, then GpdRA =
⊥(P(ModR))- dimA.
(7) If fdRA <∞, then pdRA = SGfdRA.
Proof. (1) (resp. (2)) It is clear that P(ModR) is both a P(ModR)-proper generator
and a P(ModR)-coproper cogenerator for SGF(ModR) (resp. G(P(ModR))). Note that
SGF(ModR) (resp. G(P(ModR))) is closed under extensions by [Hu, Lemma 3.1] (resp.
[H2, Theorem 2.5]). Then by putting T = SGF(ModR) (resp. T = G(P(ModR))) and
23
C = P(ModR) in Theorem 3.10(3), we have pdRA = SGfdRA (resp. pdRA = GpdRA) if
A ∈ (SGF(ModR))⊥ (resp. A ∈ (G(P(ModR)))⊥).
(3) It is clear that P(ModR) is a P(ModR)-coproper cogenerator for cores ˜P(ModR).
Note that cores ˜P(ModR) is closed under P(ModR)-coproper extensions by [Hu, Lemma
3.1]. Then by putting T = cores ˜P(ModR), C = P(ModR) and D = I(ModR) in Theorem
4.11, we have pdRA = cores
˜P(ModR)- dimA if idRA <∞.
(4) By Proposition 5.3(1), we have pdRA =
⊥(P(ModR))- dimA if pdRA <∞.
(5) Note that SGF(ModR) is closed under extensions (see the proof of (1)). Let
SGfdRA = n <∞. Then by Theorem 3.6, there exists an exact sequence:
0→ Gn → Pn−1 → Pn−2 → · · · → P0 → A→ 0
in ModR with all Pi projective and Gn strongly Gorenstein flat. Put Ki = Im(Pi → Pi−1)
for any 1 ≤ i ≤ n − 1. Suppose ⊥(P(ModR))- dimA = m < ∞. It suffices to show m ≥ n.
If m < n, then Km ∈
⊥(P(ModR)) and Kn−1 ∈
⊥(P(ModR)) by Theorem 3.8(1). Because
there exists a HomR(−,F(ModR))-exact exact sequence 0 → Gn → P → G → 0 in ModR
with P projective and G strongly Gorenstein flat, we have the following push-out diagram:
0

0

0 // Gn

// Pn−1

// Kn−1 // 0
0 // P

// G
′

// Kn−1 // 0
G

G

0 0
By using an argument similar to that in the proof of [H2, Theorem 2.5], we get that
SGF(ModR) is closed under direct summands. Because both the middle column and the
middle row in the above diagram split, G
′ ∼= Pn−1 ⊕G is strongly Gorenstein flat and Kn−1
is isomorphic to a direct summand of G
′
, which implies that Kn−1 is strongly Gorenstein
flat and SGfdRA ≤ n− 1. It is a contradiction.
(6) We get the assertion by putting C = P(ModR) in Theorem 3.14 or C = P(ModR)
and T = G(P(ModR)) in Theorem 3.10.
(7) By the definition of strongly Gorenstein flat modules, it is easy to see that A ∈
(SGF(ModR))⊥ if fdRA <∞. Then the assertion follows from (1). 
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Remark 5.7. Theorem 5.6(2) is [Z, Theorem 2.3]. Theorem 5.6(3) generalizes [H1, The-
orem 2.2] which states that for a module A in ModR, if idRA <∞, then pdRA = GpdRA.
Notice that a module in ModR with finite injective dimension is in (G(P(ModR)))⊥, so we
may also get [H1, Theorem 2.2] by Theorem 5.6(2) ([Z, Corollary 2.5]). Theorem 5.6(6) is
well known ([H2, Theorem 2.20]).
Let A be a module in ModR. Recall that A is called Gorenstein flat if there exists an
exact sequence:
· · · → F1 → F0 → F
0 → F 1 → · · ·
in ModR with all terms flat, such that A ∼= Im(F0 → F
0) and the sequence remains still
exact after applying the functor I
⊗
R− for any injective right R-module I. The Gorenstein
flat dimension of A, denoted by GfdRA, is defined as inf{n | there exists an exact sequence
0 → Hn → · · · → H1 → H0 → A → 0 with all Hi Gorenstein flat}. Set GfdRA = ∞ if no
such n exists. ([EJT, H2]).
The following is an open question: whether is every Gorenstein projective module over
any ring Gorenstein flat? Holm proved in [H2, Proposition 2.4] that if R is a right coherent
ring with finite left finitistic projective dimension, then every Gorenstein projective module
in ModR is Gorenstein flat. As an immediate consequence of Theorem 5.6, we have the
following
Corollary 5.8. Let R be a right coherent ring and A a module in ModR. Then
GpdRA ≥ GfdRA if either of the following conditions is satisfied:
(1) A ∈ (G(P(ModR)))⊥ (in particular, if pdRA <∞ or idRA <∞),
(2) SGfdRA <∞.
Proof. Let R be a right coherent ring and A a module in ModR. Then SGfdRA ≥ GfdRA
by [DLM, Proposition 2.3]. So the assertions follow from Theorem 5.6(2)(5) respectively. 
Recall from [B1] that R is called left GF-closed if the subcategory of ModR consisting
of Gorenstein flat modules is closed under extensions.
Corollary 5.9. Let A be a module in ModR and n a non-negative integer.
(1) ([CFH, Lemma 2.17]) If GpdRA = n, then there exists an exact sequence 0→ A→
B → T → 0 in ModR with pdB A = n and T Gorenstein projective.
(2) If SGfdRA = n, then there exists an exact sequence 0→ A→ B → T → 0 in ModR
with pdB A = n and T strongly Gorenstein flat.
(3) If R is left GF-closed and GfdRA = n, then there exists an exact sequence 0→ A→
B → T → 0 in ModR with fdRB = n and T Gorenstein flat.
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Proof. (1) (resp. (2)) Let GpdRA = n (resp. SGfdRA = n). By Corollary 4.5, there
exists an exact sequence 0→ A→ B → T → 0 in ModR with pdRB ≤ n and T Gorenstein
projective (resp. strongly Gorenstein flat). Then by [H2, Theorem 2.5] (resp. Example
3.2(4)) and Proposition 2.3, we have GpdRB ≥ GpdRA = n (resp. SGfdRB ≥ SGfdRA =
n). So pdRB = n by Theorem 5.6(4).
(3) Let R be left GF-closed and GfdRA = n. By Corollary 4.5, there exists an exact
sequence 0 → A → B → T → 0 in ModR with fdRB ≤ n and T Gorenstein flat. Then by
[B1, Theorem 2.3] and Proposition 2.3, we have GfdRB ≥ GfdRA = n. So fdRB = n by
[B2, Theorem 2.2]. 
Recall that the FP-injective dimension FP - idRA of A in ModR is defined to be inf{n |
there exists an exact sequence 0→ A→ E0 → E1 → · · · → En → 0 in ModR with all Ei in
FI(ModR)}. Set FP - idRA =∞ if no such n exists.
The following result is the dual of Theorem 5.6.
Theorem 5.10. Let A be a module in ModR.
(1) If A ∈ ⊥(GFI(ModR)), then idRA = GFidRA.
(2) If A ∈ ⊥(G(I(ModR))), then idRA = GFidRA = GidRA.
(3) If pdRA <∞, then idRA = GFidRA = GidRA = res
˜I(ModR)- codimA.
(4) If idRA < ∞, then idRA = GFidRA = GidRA = (I(ModR))
⊥- codimA =
(FI(ModR))⊥- codimA.
(5) If GFidRA <∞, then GFidRA = GidRA = (I(ModR))
⊥- codimA = (FI(ModR))⊥-
codimA.
(6) If GidRA <∞, then GidRA = (I(ModR))
⊥- codimA.
(7) If FP - idRA <∞, then idRA = GFidRA.
Remark 5.11. Theorem 5.10(3) generalizes [H1, Theorem 2.1] which states that for a
module A in ModR, if pdRA < ∞, then idRA = GidRA. Notice that a module in ModR
with finite projective dimension is in ⊥(G(I(ModR))), so we may also get [H1, Theorem 2.1]
by Theorem 5.10(2). Theorem 5.10(6) is well known ([H2, Theorem 2.22]).
5.3. Questions
In view of the assertions (3) and (4) in Theorem 5.6, it is natural to ask the following
Question 5.12. If A is a module in ModR with idRA < ∞, does then pdRA =
⊥(P(ModR))- dimA hold?
Question 5.13. If A is a module in ModR with pdRA < ∞, does then pdRA =
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cores ˜P(ModR)- dimA hold?
From now on, R is a left and right Noetherian ring (unless stated otherwise). We denote
by ⊥RR = {M ∈ modR | Ext
i
R(RM,RR) = 0 for any i ≥ 1} (resp.
⊥RR = {N ∈ modR
op |
ExtiRop(NR, RR) = 0 for any i ≥ 1}).
For any module A in modR, there exists a projective presentation:
P1
f
−→ P0 → A→ 0
of A in modR (note: if R is an artinian algebra, then this projective presentation of A is
chosen to be the minimal one). Then we get an exact sequence:
0→ A∗ → P ∗0
f∗
−→ P ∗1 → TrA→ 0
in modRop, where (−)∗ = Hom(−, R) and TrA = Coker f∗ is the transpose of A. Auslander
and Bridger generalized the notions of finitely generated projective modules and the projec-
tive dimension of finitely generated modules as follows. A module A in modR is said to have
Gorenstein dimension zero if A ∈ ⊥RR and TrA ∈
⊥RR ([AB]). It is well known that over
a left and right Noetherian ring, a finitely generated module is Gorenstein projective if and
only if it has Gorenstein dimension zero ([EJ2, Proposition 10.2.6]).
Let A be a module in modR. Recall from [HuH] that A is called ∞-torsionfree if
TrA ∈ ⊥RR. We use T (modR) to denote the subcategory of modR consisting of ∞-
torsionfree modules. The torsionfree dimension of A, denoted by T - dimRA, is defined as
inf{n | there exists an exact sequence 0→ Xn → · · · → X1 → X0 → A→ 0 in modR with all
Xi in T (modR)}. Set T - dimRA =∞ if no such n exists. By [AB, Theorem 2.17], a module
is in cores ˜P(modR) if and only if it is in T (modR). So cores ˜P(modR)- dimA = T - dimRA
for any module A in modR.
By Example 4.2(5) and Corollary 4.5, we immediately have the following
Corollary 5.14. ([HuH, Corollary 3.5]) Let A be a module in modR with T - dimRA = n.
Then there exists an exact sequence 0→ A→ B → T → 0 in ModR with pdRB ≤ n and T
∞-torsionfree.
The following result is analogous to Theorem 5.6(3)(4).
Theorem 5.15. Let R be a left and right Noetherian ring and A a module in modR.
(1) If idRA <∞, then pdRA = GpdRA = T - dimRA.
(2) If pdRA <∞, then pdRA = GpdRA =
⊥
RR-dimA.
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In view of the assertions in Theorem 5.15, it is natural to ask the following questions,
which are finitely generated versions of Questions 5.12 and 5.13 respectively.
Question 5.16. If A is a module in modR with idRA < ∞, does then pdRA =
⊥
RR- dimA hold? (equivalently, does then GpdRA =
⊥
RR- dimA hold?)
Question 5.17. If A is a module in modR with pdRA < ∞, does then pdRA =
T -dimRA hold? (equivalently, does then GpdRA = T - dimRA hold?)
Let R be an artinian algebra and C(R) the center of R, and let J be the Jacobson
radical of C(R) and I(C(R)/J) the injective envelope of C(R)/J . Then the Matlis duality
D(−) = HomC(R)(−, I(C(R)/J)) between modR and modR
op induces a duality between
projective (resp. injective) modules in modR and injective (resp. projective) modules in
modRop. As a special case of Question 5.16, we propose the following
Conjecture 5.18. Let R be an artinian algebra.
(1) A module A in modR is projective if A is injective and A ∈ ⊥RR.
(2) R is selfinjective if D(RR) ∈
⊥
RR.
The generalized Nakayama conjecture (GNC for short) states that over any artinian
algebra R, a module A in modR is projective if ExtiR(A ⊕ R,A ⊕ R) = 0 for any i ≥ 1
([AR]). The strong Nakayama conjecture (SNC for short) states that over any artinian
algebra R, for any 0 6= A in modR there exists an i ≥ 0 such that ExtiR(A,R) 6= 0 ([CoF]).
These two conjectures remain still open. Observe that an equivalent version of GNC states
that over any artinian algebra R, for any simple module S in modR there exists i ≥ 0 such
that ExtiR(S,R) 6= 0 ([AR]). So SNC⇒GNC. It is easy to see that GNC⇒Conjecture
5.18(1)⇒Conjecture 5.18(2).
The following result shows that Question 5.17 is closely related to SNC.
Proposition 5.19. Let R be an artinian algebra. Then the following statements are
equivalent.
(1) SNC holds for Rop.
(2) A module in modR is projective if A ∈ T (modR) and pdRA ≤ 1.
Proof. (1)⇒ (2) Let A ∈ T (modR) and pdRA ≤ 1. Then TrA ∈
⊥RR and there exists
a minimal projective presentation:
0→ P1 → P0 → A→ 0
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in modR, which induces an exact sequence:
0→ A∗ → P ∗0 → P
∗
1 → TrA→ 0
in modRop. So we get the following commutative diagram with exact rows:
0 //

P1 //
∼=

P0 //
∼=

A // 0
0 // (TrA)∗ // P ∗∗1
// P ∗∗0
Thus (TrA)∗ = 0 and ExtiR(TrA,R) = 0 for any i ≥ 0. Then TrA = 0 by (1), which implies
that A is projective by [ARS, Chapter IV, Proposition 1.7(b)].
(2)⇒ (1) Let B be a module in modRop such that ExtiRop(B,R) = 0 for any i ≥ 0. Then
B has no non-zero projective summands. So B ∼= TrTrB by [ARS, Chapter IV, Proposition
1.7(c)] and hence ExtiRop(TrTrB,R) = 0 for any i ≥ 0. So TrB ∈ T (modR). From a
minimal projective presentation Q1 → Q0 → B → 0 of B in modR
op, we get an exact
sequence:
0→ B∗ → Q∗0 → Q
∗
1 → TrB → 0
in modR with Q∗0, Q
∗
1 projective. Because B
∗ = 0, pdR TrB ≤ 1. Then TrB is projective
by (2), which implies that B is projective. Again because B∗ = 0, B = 0. Therefore SNC
holds for Rop. 
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