1. Introduction {#sec0005}
===============

Climate variability and extremes have a profound influence on agricultural systems ([@bib0070], [@bib0275], [@bib0055]). Understanding their effects represents a necessary step to assess the resilience of agricultural systems to changing climate conditions as well as to develop adequate adaptation measures ([@bib0205]). Numerous studies have investigated the link between climate and crop yields in Europe (e.g. [@bib0045], [@bib0210], [@bib0130]) providing the basis to develop a seasonal crop yield forecasting system and thus enabling a more effective and dynamic adaptation to climate variability and change. Indeed, early and reliable predictions of severe weather events and/or conditions can significantly contribute to the mitigation of adverse effects on crops and alleviate their negative impacts (e.g. [@bib0295]).

Seasonal climate forecasts have been increasingly used across a range of sectors, e.g. energy, water resources, insurance, natural hazards ([@bib0185], [@bib0190], [@bib0280], [@bib0075]). It has been shown that seasonal forecasts can represent a valuable source of information also for the agricultural management process (e.g. [@bib0120], [@bib0050]). However, seasonal crop yield forecasting in Europe poses a great challenge due to the poor seasonal climate forecast skill of some relevant local surface climate variables (e.g. precipitation), showing acceptable skill at mid-latitude regions only for particular seasons ([@bib0110], [@bib0270]). Predicting extreme events (such as the 2003 heat wave) remains challenging ([@bib0320]) in the extra-tropical regions. However, new emerging findings show the potential for a better understanding of the spatio-temporal features of these climatic events, along with associated precursors ([@bib0245], [@bib0250], [@bib0230], [@bib0255]).

Recent works have demonstrated that key aspects of European and North American winter climate and the North Atlantic Oscillation (*NAO*) are predictable months ahead ([@bib0085], [@bib0260]). Since seasonal forecasts only show modest level of skill in predicting surface climate in Europe, it is therefore important to explore different ways to use selected variables of seasonal forecasts where better skill can be observed, such as in the large-scale atmospheric circulation. Indeed, large-scale climate patterns can produce synchronous variations of local surface variables (e.g. temperature) over large areas and can be generally forecast more accurately ([@bib0080]).

The relationship between large-scale teleconnection patterns and crop yields has been widely studied in the past. ENSO-induced variability and its influence on crop yields have been investigated globally ([@bib0145]) as well as for several different regions of the world: USA ([@bib0125]), southern America ([@bib0100]), Australia ([@bib0200]) and Zimbabwe ([@bib0240]). Several local/regional studies in Europe support the existence of a relationship between crop yields and large-scale atmospheric patterns ([@bib0150], [@bib0025], [@bib0265], [@bib0235], [@bib0155], [@bib0115]). However, these studies are limited to small spatial domains.

The Euro-Atlantic region is mainly dominated by four large-scale atmospheric modes of variability: North Atlantic Oscillation (*NAO*), Eastern Atlantic (*EA*), Scandinavian (*SCAND*) and Eastern Atlantic-Western Russia (*EAWR*) patterns ([@bib0040], [@bib0035]). [@bib0030] have shown the existence of a relationship between leading winter atmospheric modes of variability and winter wheat yields in Europe. However, the link between teleconnection patterns and climate anomalies over Europe exists also in other seasons (e.g. [@bib0040], [@bib0175], [@bib0015], [@bib0290], [@bib0330]). In addition, combining observed climate information within the growing season (e.g. large-scale atmospheric modes responsible for precipitation, temperature and accumulated soil moisture) with seasonal forecasts for the rest of the crop growth period (e.g. anthesis and harvesting stages) could significantly contribute to an increase of the crop yield predictability.

Thus, the main objective of this study is to further explore and deepen our understanding of the dynamical sources of crop yield predictability in Europe originating from large-scale atmospheric circulation during the growing season for both winter wheat (October--July) and grain maize (March--September). Understanding of dynamic precursors leading to seasonal climate anomalies can significantly contribute to extending the long-range predictability of crop yields. To this aim, a statistical approach is here developed to build climate-crop yield models based on large-scale atmospheric circulation patterns that can be used to set up a seasonal forecast system.

2. Data {#sec0010}
=======

Winter wheat and grain maize yields at the national level were obtained from national statistical institutes in Europe ([@bib0095]). Fig. S1 shows the national yield time series of both crops aggregated at the national levels. The study period spans from 1980 to 2015; time series having at least 25 years of data were included in this study, as a tradeoff between having long enough time series of crop yields for statistical analysis and largest possible number of countries included in the analysis.

Leading modes of large-scale atmospheric variability in the Euro-Atlantic region were obtained from the National Oceanic and Atmospheric Administration. These indices are based on a rotated principal component analysis of monthly standardized geopotential anomalies at 500 hPa ([@bib0005]). Specifically, four leading modes of large-scale atmospheric variability over the Euro-Atlantic region have been used: *NAO*, *EA*, *EAWR* and *SCAND*.

Daily precipitation and daily mean temperature data were obtained from the MARS Crop Yield Forecasting System (MCYFS) database, established and maintained by the Joint Research Centre of the European Commission for the purpose of crop growth monitoring and forecasting ([@bib0010]). These data are available on a regular 25 km × 25 km grid covering Europe and neighboring countries.

3. Methods {#sec0015}
==========

Crop yield time series can be modelled by using two main components: a decadal trend (induced by the combined effects of changes in agro-management practices, environmental and socio-economic factors and climatic changes) and a weather-related component (driving the crop yield variability). A proper estimation of the decadal trend is important, as the influence of slowly changing factors needs to be minimized in order to more accurately capture the effect of the inter-annual climate variability. Three different methods have therefore been compared for this purpose here: polynomial (with linear and quadratic term on both *yield* and *log*(*yield*)) and LOESS ([@bib0060]). Then, de-trended yields have been correlated with large-scale circulation indices on monthly to seasonal time scales. As the differences in correlations based on different de-trending methods are only minor (not shown), the polynomial method has been applied on *log*(*yield*) to obtain yield anomalies for the subsequent analysis. Yield anomalies *Y*~*t*~ are derived as follows:$$Y_{t} = \log(Z_{t}) - \widehat{\beta_{0}} - \widehat{\beta_{1}} \cdot t - \widehat{\beta_{2}} \cdot t^{2}$$where *Z*~*t*~ denotes the original yield data at year *t* and with $\widehat{\beta_{0}}$, $\widehat{\beta_{1}}$ and $\widehat{\beta_{2}}$ being estimated by ordinary least squares. Logarithmic transformation has been selected to reduce problems with heteroscedasticity caused by large differences in yields between countries ([@bib0180]) and to normalize positively skewed crop yield distribution.

The main statistical model used in this study is:$$Y_{t} = \gamma_{0} + \sum\limits_{i}{\gamma_{i} \cdot X_{i,t}} + \epsilon_{t}$$where *X*~*i*,*t*~ represents the predictor *i* in year *t* and *ϵ*~*t*~ are the residuals. *X*~*i*,*t*~ can represent any potential predictor (*NAO*, *SCAND*, *EA* and *EAWR*) in any of the averaging periods (one, two or three months; see the next sub-section) during the crop growing season. The growing period between October and July is considered for winter wheat, while the period between March and September is considered for grain maize ([@bib0195]). As crop yields and predictor variables are standardized, *γ*~0~ is equal to zero. The standardization makes the regression results for the different regions comparable with each other. The model residuals *ϵ*~*t*~ should be normally distributed, independent and homoscedastic; therefore, these assumptions are tested by using Shapiro, Durbin--Watson and *F* tests ([@bib0325]).

3.1. Selection of relevant predictors {#sec0020}
-------------------------------------

The relevant predictors have been selected for each country separately. The potentially relevant modes of atmospheric variability (i.e. the predictors) are constructed for different time aggregation periods, from one to three months. Different aggregation periods are considered due to the varying sensitivity of crop growth to climate anomalies during different growing stages, allowing for short-term (monthly) and long-term (seasonal) influences. All predictors are included into a robust least angle regression scheme (RLARS; [@bib0090]) to evaluate and rank the ones contributing the most to the variance of the predicted yield. A bootstrap approach is applied here to improve and stabilize the results obtained by RLARS ([@bib0165]). 1000 samples are generated from the original dataset, and for each covariate the average rank is calculated over all samples. The covariates with the smallest average rank from the reduced dataset are chosen as potential predictors for the regression model.

In order to minimize the risk of overfitting, the selection procedure does not allow for overlapping indicators, e.g. winter *NAO* and *NAO* for January cannot be selected simultaneously. For each country, all possible combinations of the RLARS-selected predictors are used to build the multiple linear regression model. The final set of predictors is chosen by minimizing the corrected Akaike Information Criterion (*AICc*; [@bib0140]).

3.2. Model validation {#sec0025}
---------------------

After the final set of predictors is selected, the inferred regression models are evaluated by leave-one-out (*LOO*) cross validation, here adopted due to small sample sizes (e.g. [@bib0160]). Several measures of prediction quality are calculated: Spearman coefficient of determination (*R*^2^), normalized root mean square error (*RRMSE*) and model efficiency index (*NS*). *RRMSE* is calculated as follows:$${RRMSE} = {(Y_{{obs}_{\max}} - Y_{{obs}_{\min}})}^{- 1}\left( {\sum\limits_{t = 1}^{n}\frac{{(Y_{{obs}_{t}} - Y_{{mod}_{t}})}^{2}}{n}} \right)^{1/2},$$where $Y_{{obs}_{t}}$ and $Y_{{mod}_{t}}$ represent the observed and modeled yield anomalies for year *t*, respectively, and *n* is the number of years. This relative measure can be used to compare the model performance between different countries. The Nash-Sutcliffe efficiency index (*NS*, [@bib0220]) is defined as:$${NS} = 1 - \frac{\sum_{t = 1}^{n}{(Y_{{obs}_{t}} - Y_{{mod}_{t}})}^{2}}{\sum_{t = 1}^{n}{(Y_{{obs}_{t}} - {\overline{Y}}_{obs})}^{2}}.$$where ${\overline{Y}}_{obs}$ denotes the mean of the observed yield. *NS* normalizes the predicted errors by using the variance of the observed yield. Its values range from −∞ to 1, with 0 indicating the threshold of model efficiency. Values higher than 0 indicate better model performance than the long-term average, while values lower than 0 indicate model predictive skill inferior to the climatology.

3.3. Seasonal predictability of crop yields {#sec0030}
-------------------------------------------

The importance of the relevant large-scale atmospheric predictors as the growing season progresses is assessed. For this purpose, the derived statistical models are run by using input data from two parts of the growing season in year *t* (*m* being the dividing month):$$Y_{t}^{m} = \sum\limits_{k}{{\widehat{\gamma}}_{i} \cdot X_{k,t}} + \sum\limits_{j}{{\widehat{\phi}}_{i} \cdot X_{j,t}^{clim}},$$where the first sum is performed over all the relevant predictors from the beginning of the growing season until month *m*, whereas the second sum is performed over all the relevant predictors during the remaining part of the growing season after month *m*. The values of predictors after month *m* have been set to climatological average values. As an example, if we consider winter wheat and *m* is set to January, observed values of relevant large-scale predictors from October until January and long-term average values of relevant predictors from February until July are entering the equation. Improvements in crop yield estimation as month *m* approaches end of growing season are measured by calculating both *NS* and *RRMSE* for each month *m*.

4. Results {#sec0035}
==========

The results of the variable selection procedure using *RLARS* are presented in Sections [4.1](#sec0040){ref-type="sec"}, [4.2](#sec0060){ref-type="sec"} for winter wheat and grain maize, respectively. Standardized regression coefficients of selected large scale atmospheric patterns are shown to compare their influence on the inter-annual crop yield variability in different countries ([Fig. 1](#fig0005){ref-type="fig"}, [Fig. 2](#fig0010){ref-type="fig"} for winter wheat and grain maize, respectively). Standardized regression coefficients express how many standard deviations the crop yield changes for every standard deviation unit change in the large-scale atmospheric predictors. For both crops, the biophysical reasoning of the impact of the selected large-scale atmospheric indicators on crop yield anomalies is discussed. The link between the large-scale atmospheric circulation anomalies and the regional climate is estimated by correlating monthly precipitation and temperature anomalies with the four large-scale atmospheric indicators (Figs. S3--S10). The prevailing climate anomalies during different modes of large scale atmospheric variability are then discussed with respect to (hereafter w.r.t.) their impact on the crop yields during different periods of growing season.Fig. 1Standardized regression coefficients of the four leading atmospheric modes of variability for country-based winter wheat yield regression models. Shown are regression coefficient for the modes of atmospheric variability that are selected as influential predictors. Bounding black box indicates the aggregation period of the index; monthly, two-months and three-months aggregation periods are distinguished.Fig. 2Same as [Fig. 1](#fig0005){ref-type="fig"}, but for grain maize.

The selected large-scale atmospheric predictors are then used to derive the statistical crop yield prediction models. Their predictive power across Europe is assessed in Section [4.3](#sec0080){ref-type="sec"}. Additionally, the relevance of the crop yield decadal trend component is analyzed in Section [4.4](#sec0085){ref-type="sec"}.

The derived statistical models are then applied in a simple seasonal crop yield forecasting framework. Seasonal crop yield prediction is usually performed at different times during the growing season period. Since the explanatory variables in the inferred models can span the whole growing season, merging of observations and forecast (here based on the climatology) of the predictors is in some cases needed (Section [4.5](#sec0090){ref-type="sec"}).

4.1. Selection of the relevant predictors for winter wheat {#sec0040}
----------------------------------------------------------

### 4.1.1. Early growing season {#sec0045}

The *NAO* seems to have only a very limited influence in October and November ([Fig. 1](#fig0005){ref-type="fig"}). Stronger and more spatially coherent signal emerges for the other three modes of atmospheric variability. The *EA* influence is visible in Romania, Hungary, Austria, a group of countries surrounding the Baltic Sea, Italy and Portugal (where the influence is mainly negative). Positive *EA* anomalies are related to significant positive temperature anomaly during late autumn over these countries, while the related precipitation anomalies are spatially more varying and are significant in south-eastern Europe, Italy and Portugal (Figs. S5 and S6). In south-eastern Europe and Italy, positive *EA* anomalies lead to below-average precipitation (above-average in Portugal). Drier conditions during the sowing period might interfere with the field preparation and negatively affect the establishment of wheat crops in autumn and early winter in Romania, Hungary and Italy. The opposite effect with over-wet conditions might cause problems in the field preparation in Portugal. While in the Baltic countries, it is the strong positive temperature anomaly that might cause a faster plant development and make the build up of the resistance to negative temperature (hardening) much slower.

Positive *EAWR* anomalies in autumn have negative influence on wheat yields in Bulgaria, Romania and Hungary, whereas the opposite effect is visible in the Baltic countries. Generally, the positive phase of *EAWR* is related to negative temperature anomalies in large part of eastern and south-eastern Europe in late autumn and early winter; below-average precipitation in November and December can be observed in central, south-eastern and eastern Europe (Figs. S7 and S8). Negative precipitation and temperature anomalies can delay the crop development in the early season, consequently leading to poor crop establishment before winter. In the Baltic group of countries, winter wheat is usually fully established by the end of the year due to earlier sowing. Negative temperature anomalies help to better build up the resistance to frost kill (i.e. they accelerate hardening).

*SCAND* fingerprint in autumn can be found in several western European countries as well as in Poland and Greece. Positive *SCAND* anomalies are related to above-normal temperatures, especially in October (Fig. S10). While precipitation is negatively correlated with *SCAND* in the Benelux countries, Poland and Greece, positive anomalies prevail in Ireland, the UK and France (Fig. S9). As discussed by [@bib0045], positive rainfall anomalies often lead to over-wet conditions in France, limiting the autumn crop establishment.

### 4.1.2. Overwintering {#sec0050}

The positive phase of the *NAO* is related to positive yield anomalies in Sweden, Denmark and France, where mild winters reduce frost kill risks, enabling better survival. The *EA* influence is very limited during winter, with several exceptions ([Fig. 1](#fig0005){ref-type="fig"}). Stronger influence is, however, shown by the *EAWR* pattern during winter, especially in countries surrounding the Baltic Sea, Denmark, the Netherlands, the UK, Ireland and Italy. With the exception of Italy and the Baltic countries, the positive phase of *EAWR* is related to negative yield anomalies. As for the *SCAND* pattern, a positive influence in January and February can be detected in France, Belgium and Germany where the positive phase of *SCAND* is associated with negative precipitation anomaly. On the other hand, negative *SCAND* influence is observed in Latvia, Lithuania, Romania, Slovenia and Ukraine in February. A strong negative correlation between the *SCAND* pattern and temperatures in February over these countries is linked to the outbreak of cold spells, which might lead to frost kill.

### 4.1.3. Spring and early summer {#sec0055}

There is a clear influence of the *EA* pattern in central and eastern Europe as well as in France and Spain during this period. With the exception of Ukraine, Romania and Poland (where a positive impact is detected during spring), an increase of *EA* generally decreases yields. In May, which usually coincides with the flowering period, negative *EA* anomalies are related to above-average temperatures in central and south-eastern Europe and negative precipitation anomalies in western and northern Black Sea regions. Positive *EA* conditions might therefore negatively influence yields through higher-than-usual temperatures and below-average rainfall in Romania and Bulgaria. France and Spain are characterized by positive influence of *EA* in early summer with below-average rainfall in June and July that could trigger favorable conditions for ripening and harvesting.

The *EAWR* has limited influence on crop growth during spring and summer. Negative influence can be observed in Denmark, Finland, Slovakia and Slovenia during the summer months. In central Europe, positive *EAWR* anomalies in July mainly contribute to increasing crop yield, since they are related to below-average precipitation (favorable for ripening and harvesting).

As for the *SCAND* pattern, there is clearly a group of countries in south-eastern Europe where significant influence can be observed during spring and early summer. In these regions, positive *SCAND* anomalies generally lead to lower yields. Positive *SCAND* anomalies during spring are related to above-average temperatures, especially in May, which generally coincides with the flowering period in south-eastern Europe. For the rest of Europe, the *SCAND* influence on yields in spring and summer is identified in Poland, Belgium, Italy, the Netherlands and Spain. Positive *SCAND* anomalies lead to higher yields in Belgium, France and Spain. This could be explained by the favorable weather conditions induced by the positive *SCAND* phase, with above-average rainfall and slightly lower-than-normal temperatures.

4.2. Selection of the relevant predictors for grain maize {#sec0060}
---------------------------------------------------------

### 4.2.1. Early growing season {#sec0065}

Sowing period is highly relevant for grain maize; it has been shown that the selection of sowing dates might lead to substantially different yields at the end of the growing season (e.g. [@bib0300]). Soil temperature and soil moisture at emergence are the two most important factors for successful crop establishment. The importance of spring weather conditions (coinciding with the sowing and early vegetative growing stages) is shown by *NAO*, *EAWR* and *SCAND* ([Fig. 2](#fig0010){ref-type="fig"}).

Negative relationship between maize yields and *NAO* in spring is detected in Austria, Romania, Hungary, Belgium, Italy and Spain. The magnitude of the impact is higher for Austria, Romania and Hungary, where positive *NAO* in spring is related to below-average precipitation and above-average temperatures (Figs. S3 and S4). While these conditions might affect the sowing due to low soil moisture, the soil moisture deficit might persist during the vegetative period affecting especially the leaf area growth. Moreover, dry spring often precedes hot summer over south-eastern Europe ([@bib0215]), which is also reflected in maize crop yields. Negative rainfall anomalies are associated with positive *NAO* phase also in Spain and Italy; however, the magnitude of the influence is weaker than elsewhere, probably due to the irrigation. Regarding the *EAWR* pattern, there are two regions where significant influence is present during spring and early summer: western Europe and south-eastern Europe. In western Europe, positive *EAWR* is related to strong positive temperature anomalies. In south-eastern Europe, the influence of *EAWR* is present also in June, when the sensitive flowering period can already occur. Negative relationship between *EAWR* and yields indicates that below-average rainfall plays an important role during this period. The influence of the *SCAND* pattern is scattered in several central and south-eastern European countries, with mainly positive influence in Slovakia, the Czech Republic, Belarus and Greece, whereas negative influence can be observed in Italy, Hungary and Romania.

### 4.2.2. Period around anthesis {#sec0070}

Grain maize is most sensitive to stress factors during the anthesis period. The majority of maize varieties enter the flowering period by the end of June in southern Europe, whereas central-European varieties enter the flowering period in July ([@bib0195]). The influence of *NAO* is identified during June and July in several central-European countries (with mainly negative effect) and south-eastern Europe (with positive effect). In the latter, the positive *NAO* is related to negative temperature anomaly and weak positive rainfall anomaly, which have beneficial effect on maize crop. In addition, according to [@bib0040], the *NAO* is negatively correlated with the number of consecutive dry days and positively correlated with the number of consecutive wet days. The effect is the opposite for central-European countries, where a significant relationship is identified between yield anomalies and *NAO* during June and July. As for the other large-scale indicators, their influence is rather scattered across Europe without any prevailing spatial pattern.

### 4.2.3. Grain filling and harvesting {#sec0075}

The last part of the grain maize growing season encompasses the grain filling, ripening and harvesting period. Grain filling period usually starts at the beginning of July in southern Europe and at the beginning of August in central European countries ([@bib0195]). A stronger influence of *NAO* and *EAWR* patterns is observed during this period. The influence of *EAWR* is mainly positive across Europe. The positive phase of *EAWR* in August and September is mainly related to below-average rainfall in south-eastern Europe and above-average temperature in major part of central, south-eastern and western Europe. These conditions are beneficial for ripening and harvesting. The positive phase of *NAO* in August and September is related to below-average precipitation in most of eastern, central and western Europe, with strong positive temperature anomaly in August (Figs. S3 and S4). A negative influence of the *NAO* at the end of growing season is only detected in Italy and Belarus, whereas positive impact can be observed in Germany, Poland, Austria, Romania and Ukraine.

4.3. Predictive power assessment of empirical climate-crop yield models {#sec0080}
-----------------------------------------------------------------------

Selected predictors are used to derive the crop yield anomaly prediction models (Eq. [(2)](#eq0010){ref-type="disp-formula"}). Two quality measures (*R*^2^ and *RRMSE*) and a consistency measure (*NS*) are calculated from the *LOO* cross-validated model estimates. Concerning winter wheat yield anomalies, all derived models are statistically significant with better model performance in central, south-eastern and northern Europe ([Fig. 3](#fig0015){ref-type="fig"}). The *R*^2^ and *NS* show the highest values in Poland and Hungary. On the contrary, the lowest influence of the large-scale atmospheric variability is observed in Ukraine, the Netherlands, the UK and Greece. According to *RRMSE*, slightly worse performance is reached in Greece, Spain, Ukraine and the Netherlands. As for the modelling efficiency (*NS*), values are higher than 0 in all analyzed countries (except for Ukraine). This indicates that regression models based on large-scale atmospheric variability generally lead to better crop yield estimates than the long-term average values.Fig. 3Validation measures for winter wheat regression models based on de-trended crop yield data. Shown are Nash--Sutcliffe model efficiency index (*NS*), Spearman determination coefficient (*R*^2^) and relative root mean square error (*RRMSE*). All validations measures are calculated based on *LOO* independent predictions.

Concerning grain maize, derived models are statistically significant in all analyzed countries but Greece ([Fig. 4](#fig0020){ref-type="fig"}). Better model performance can be observed in central and eastern European countries (with the exception of Slovakia), Macedonia and Portugal. Large-scale climate variability explains around 50% of the inter-annual maize yield variability in Germany, Austria, Hungary, Ukraine, Macedonia and Portugal. Even though the explained variability is lower elsewhere, the model efficiency index *NS* suggests that the large-scale atmospheric circulation has a clear impact on crop yields. The lowest influence is detected in south-eastern Europe and Slovakia. *RRMSE* values are slightly higher in south-eastern and eastern Europe (perhaps due to the higher inter-annual variability of maize yields). Generally lower skill (with respect to winter wheat) is expected due to irrigation that alleviates the negative impacts of both drought and heat stress. Indeed, explained variability is lower in countries with higher share of irrigated cropland, such as Spain, Italy and France ([@bib0095]). It should be noted though, that lower explained variability is observed also in some countries with low share of irrigated cropland, such as Bulgaria, Romania and Slovakia.Fig. 4Same as [Fig. 3](#fig0015){ref-type="fig"}, but for grain maize. Black dot over Greece indicates that derived empirical model is not significant.

4.4. Importance of decadal trend in crop yield time series {#sec0085}
----------------------------------------------------------

When the decadal trend component is considered into the statistical model, the skill can change substantially. [Fig. 5](#fig0025){ref-type="fig"}, [Fig. 6](#fig0030){ref-type="fig"} show model efficiency (*NS*) and explained variability (*R*^2^) of regression models based on de-trended yield data (Eq. [(2)](#eq0010){ref-type="disp-formula"}) and the regression models including the decadal trend component (Eq. [(1)](#eq0005){ref-type="disp-formula"}). The distance of *NS* and *R*^2^ from 1:1 line in these graphs represents the importance of the decadal trend component with respect to the de-trended yield variability; points closer to the 1:1 line indicate that introducing the trend component does not improve substantially the models based only on the large-scale atmospheric predictors. On the contrary, points further away from this line emphasize the role of decadal trend component. In the case of winter wheat, the trend is highly relevant across most of Europe. Large-scale atmospheric variability plays only minor role in several countries (such as the UK and the Netherlands); however, when the trend term is included, the skill of prediction models increases substantially. As for grain maize, no significant influence of decadal trend component is identified in Romania, Hungary, Belarus and Morocco. There is a distinctive group of countries in western Europe (France, Spain, Belgium), central Europe, Italy and Greece, where the trend component contributes substantially to model efficiency and explained variability. This is a consequence of yield progress, which has been more pronounced in western and central European countries over the last 30 years.Fig. 5Scatterplots of *NS*~*trend*~ vs *NS*~*notrend*~ (left), *R*2~*trend*~ vs *R*2~*notrend*~ (right) for country-based winter wheat regression models. The validation metrics on *x* axis are calculated for regression models including the decadal trend component, while validation metrics on the *y*-axis are calculated for regression models based on de-trended crop yield data (therefore capturing only the influence of large-scale atmospheric variability). All validations measures are calculated based on *LOO* independent predictions.Fig. 6Same as [Fig. 5](#fig0025){ref-type="fig"}, but for grain maize.

4.5. Seasonal predictability of crop yields {#sec0090}
-------------------------------------------

Seasonal prediction of crop yields is assessed in a theoretical framework by merging observed and forecasted values of large scale atmospheric indicators to run the inferred crop yield statistical models at every month during the crop growing season. *NS* and *RRMSE* are therefore calculated for each month of the growing season, reflecting the skill of the prediction from sowing until harvesting period. As more observational data is added while approaching the maturity, the *NS* value increases, while *RRMSE* decreases. The magnitude of change of both statistical measures also reveals the importance of large scale indicators through the growing season.

The seasonal gain in *NS* and the reduction in *RRMSE* clearly show the importance of spring and summer months for both crops ([Fig. 7](#fig0035){ref-type="fig"}). However, the influence of the autumn and early winter conditions for winter wheat is evident for many countries across western, northern and south-eastern Europe. On the contrary, autumn and winter conditions only represent a weak source of predictability in several countries of central Europe, with the exception of Poland and the Czech Republic. When it comes to the impact of spring and summer conditions on predictability, important differences can be observed between countries. In south-eastern Europe, the highest prediction skill can be observed when the May predictors are included, which is the period coinciding with winter wheat flowering. For the majority of countries in central and northern Europe, also late summer conditions (July and/or August) are important, when the winter wheat grain filling period is affected. This difference is expected as maturity of winter wheat in northern-European countries is usually reached by the end of August (e.g. [@bib0225]).Fig. 7Validation measures *NS* and *RRMSE* calculated based on winter wheat yield predictions for different lead times in the season. Validation measures are calculated for each month based on crop yield model predictions using a combination of observed predictors (from the beginning of the growing season until selected month) and long term climatological average of predictors (from the selected month until the end of the growing season) (Eq. [(5)](#eq0025){ref-type="disp-formula"}). Therefore, more observed data is included in the yield prediction as the end of growing season approaches.

The highest gain in grain maize model efficiency generally occurs between spring and early summer ([Fig. 8](#fig0040){ref-type="fig"}). Over many countries, conditions in July and August contribute the most to the prediction skill, coinciding with the sensitive stages of flowering and grain filling. However, late spring conditions are important as well over most of Europe, with the exception of Portugal, Germany, Poland and Belarus. The importance of spring conditions is twofold: (a) spring weather conditions affect sowing and early growing stages, and (b) summer soil moisture conditions are dependent on preceding spring rainfall conditions. For instance, summer heat wave conditions have been shown to be linked to dry springs ([@bib0215]), which is also reflected in maize yields.Fig. 8Same as [Fig. 7](#fig0035){ref-type="fig"}, but for grain maize.

5. Discussion and conclusions {#sec0095}
=============================

The influence of large-scale atmospheric circulation on crop yield anomalies has been assessed during different phases of the crop growing season. Overall, the impact is identified especially during the sensitive phases of crop growth, capturing the response to prevailing regional weather anomalies during different phases and modes of large-scale atmospheric variability. It is worthwhile to emphasize that the tendency for extreme weather events at the sensitive crop growth stages is higher during certain large-scale atmospheric circulation regimes. [@bib0040] have shown that *SCAND*, *EA* and *EAWR* play more relevant role than other indices in spring and autumn, when it comes to precipitation extremes (consecutive wet and dry days). This is confirmed as well in our study, especially in south-eastern Europe, where *SCAND* and *EA* in late spring affect yield anomalies. A lagged relationship between the *NAO* and the drought severity has been identified as significant several months in advance in southern Europe ([@bib0310]). Likewise, our results suggest that preceding atmospheric conditions might provide an important source of predictability for maize yields in south-eastern Europe.

Differences in the explained variability and model efficiency between regression models including the decadal trend component and models based on de-trended data might be attributed to several factors. A trend can be a consequence of genetic improvements (e.g. change of varieties), technological improvements (e.g. field management, changing sowing dates), intensive fertilizer use and, in the case of grain maize, also increasing use of irrigation. In addition, changing environmental policies may have important influence as well (e.g. [@bib0105], [@bib0020]). Differences between decadal trends appear mostly between western and eastern European countries, with the trend being generally more pronounced in the former ones. Besides mean yield growth, the technological improvements can also reduce the inter-annual variability of crop yields (e.g. [@bib0045]), which further masks the climate signal in the crop yield time series. In addition, climate change and climate variability can play a substantial role ([@bib0210]). Strong positive trends in western and central European countries have been counteracted by more severe heat waves and droughts during the sensitive stages of crop growth in the last 2 decades ([@bib0020], [@bib0130]).

Overall, similar large-scale winter atmospheric patterns have been identified being relevant for winter wheat yield as in [@bib0030]. Nevertheless, when it comes to prediction accuracy of the developed statistical models, results differ quite substantially in several countries. Model prediction accuracy in this study is generally higher, especially due to the inclusion of atmospheric predictors during spring and early summer. Even though similar features of winter atmospheric circulation have been identified as relevant for winter wheat growth, our model shows rather lower predictive skill over the UK. This difference can most probably be attributed to the temporal extent of crop yield time series. While [@bib0030] have used time series ending around 2000, our analysis is based on time series ending 15 years later. This is an important factor, as winter wheat yields in many western European countries have flattened, roughly after 1995 ([@bib0020]). As yield stagnation in France has been linked to heat stress during the grain filling period, this has not been the case in the UK ([@bib0130]). A number of variables after 1996 have been identified as potentially having had an influence on yield trend and variability, such as deep soil compaction, UV-B levels, under-drainage, seed rates and others ([@bib0170]). These factors might have masked as well the large-scale climate variability signal in yields. Indeed, when the time series of the UK yields are shrunk to the period before 2000, the same analysis provides substantially more skillful winter wheat prediction models, comparable to the one observed by [@bib0030]. Additionally, the loss of skill in the UK longer time series might have been caused by non-stationarity in the NAO relationship with surface weather variables, especially w.r.t. winter precipitation ([@bib0065], [@bib0305]).

Varying skill of prediction models based on de-trended yield data depends strongly on manifestation of large-scale atmospheric variability at regional level, especially during the most sensitive growth stages of flowering and grain filling. The national level yield statistics (here used) can only reflect the yield production over large areas. In the main agricultural producers of Europe (such as France and Germany) different weather conditions can prevail over distant agricultural areas. Final crop yield estimates at national level might therefore contain mixed climate signal, which cannot be easily depicted by statistical analysis working at lower spatial resolution. Similar analysis at higher spatial scale might result in prediction models with substantially higher skills. Even though the high level of agro-management can mask the fingerprint of climate variability in crop yields (e.g. irrigation for grain maize), our analysis points to a significant influence of large-scale atmospheric variability on crop growth across Europe. The leading modes of the large-scale atmospheric variability can then be used to derive crop yield prediction models having moderate skill.

It is interesting to note that, in a regional application, the model explanatory power for winter wheat generally outperforms the one of a process-based crop model (SOM, Table S.1). Lower performance of the process-based approach might be related to several causes, such as the representation of relevant processes during the sensitive growth stages, spatial representation of crop varieties and the quality of input meteorological and soil data. In addition, the reliability of regional application of process based model is spatially highly dependent on the share of harvested area ([@bib0315]). Statistical approaches, such as the one here proposed, might therefore provide a robust framework to model national crop yields. This is surely appealing due to the substantially lower input data requirements in comparison to process based crop models. The model explanatory power for grain maize is, though, generally lower or comparable to the process based approach. The four large scale atmospheric indices are less efficient in predicting grain maize than the winter wheat yields due to higher importance of regional-to-local atmospheric phenomena during summer, which are better captured by the regional application of a process based crop model forced by observed surface climate variables. Generally, empirical studies using carefully selected surface climate variables as predictors for national crop yield resulted in comparable or higher proportion of explained inter-annual crop yield variability (e.g. [@bib0135], [@bib0130], [@bib0025]). This is somehow an expected result, since large scale atmospheric variability can explain only a portion of regional-to-local surface climate variability.

Even though the main source of predictability has been observed in summer, there are regions where weather conditions during late autumn and winter importantly contribute to the skill of the prediction models for winter wheat. With improved stratosphere--troposphere coupling and atmospheric initial conditions, high skill has been observed in predicting the leading mode of circulation in the northern hemisphere winter circulation ([@bib0285]). Moreover, the skillful dynamical model predictions of the winter *NAO* have been extended to more than a year ahead ([@bib0085]). Since the seasonal predictability of large-scale atmospheric patterns is higher than the one of surface weather variables (e.g. precipitation) in Europe, seasonal crop yield prediction could benefit from the integration of derived statistical models exploiting the dynamical seasonal forecast of large-scale atmospheric circulation. Additionally, derived empirical models could be integrated into a hybrid crop yield forecasting framework, complementing a process based crop model. The skill of such framework remains to be assessed.
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