Background: Prediction of protein three-dimensional structures from amino acid sequences is a long-standing goal in computational/molecular biology. The successful discrimination of protein folds would help to improve the accuracy of protein 3D structure prediction.
Background
Deciphering the native conformation of a protein from its amino acid sequence known as, protein folding problem is a challenging task. The recognition of proteins of similar folds and/or proteins belonging to same structural class is a key intermediate step for protein structure prediction. For the past several decades several methods have been proposed for predicting protein structural classes. These methods include discriminant analysis [1] , correlation coefficient [2] , hydrophobicity profiles [3] , amino acid index [4] , Bayes decision rule [5] , amino acid distributions [6] , functional domain occurrences [7] , supervised fuzzy clustering approach [8] , amino acid principal component analysis [9] etc. These methods showed that the sensitivity lies in the range of 70-100% for discriminating protein structural classes and the sensitivity mainly depends on the dataset. Wang and Yuan [5] developed a dataset of 674 globular protein domains belonging to different structural classes and reported that methods claiming 100% sensitivity for structural class prediction, predicted only with the sensitivity of 60% with this dataset.
On the other hand, alignment profiles have been widely used for recognizing protein folds [10, 11] . Recently, Cheng and Baldi [12] proposed a machine learning algorithm for fold recognition using secondary structure, solvent accessibility, contact map and β-strand pairing, which showed the pairwise sensitivity of 27%. On the other hand, it has been reported that the amino acid properties are the key determinants of protein folding and are used for discriminating membrane proteins [13] , identification of membrane spanning regions [14] , prediction of protein structural classes [15] , protein folding rates [16] , protein stability [17] etc. Towards this direction, Ding and Dubchak [18] proposed a method based on neural networks and support vector machines for fold recognition using amino acid composition and five other properties, and reported a cross-validated sensitivity of 45 %.
In this work, we have used the amino acid occurrence (not composition) of proteins belonging to 30 major folds for recognizing protein folds. We have developed a method based on linear discriminant analysis (LDA), which showed an accuracy of 37% in recognizing 1612 proteins from 30 different folds, which is comparable with other methods in the literature, in spite of the simplicity of our method and the large number of proteins considered.
Results and Discussion
Role of re-weighting for fold recognition We have computed the occurrence of all the 20 amino acid residues in each protein. The occurrence of 20 types of residues represents the elements of 20 dimensional vectors for each protein. We have applied LDA to these vectors for recognition. Here, we have employed two kinds of LDA, i.e., with and without reweighing. In LDA with re-weighting, i.e. W k = 1 in eq. (1), each fold equally contributes to the measure of performance irrespective of the number of proteins in each fold; i.e., even if one fold includes hundreds of proteins and another has only few proteins, LDA is optimized to achieve the highest performance equally in each fold. This re-weighting is important especially when the number of proteins included in each fold has large variations.
On the other hand, LDA without re-weighting, i.e. W k = N k in eq. (1), tends to achieve the maximum sensitivity for the whole dataset. In this case, folds with less number of proteins have a strong tendency to be ignored. In accordance with this choice, we have defined two kinds of sensitivities, (i) averaged over folding types and (ii) overall. The overall sensitivity is the ratio between the number of correctly predicted proteins (true positives) in each fold and total number of proteins. Folding type sensitivity is computed as the average of sensitivities obtained in each fold.
In Table 1 , we presented two types of sensitivities (overall and fold average) with two kinds of LDA (with and without re-weighting). We observed that re-weighting significantly changed the performance. This is due to the divergence in the number of proteins in each fold (min. 25, max. 173, mean 54, see Table 2 ). Two kinds of sensitivities differ from each other by almost 10%, without re-weighting. We achieved the sensitivity of 37%, which is the best performance to our knowledge, for large number of folds (30) and proteins (1612) considered. Further, the method is extremely simple, which indicates that the physical properties of proteins carry sufficient information instead of sequences.
Prediction of proteins belonging to different folding types
We have examined the ability of the present method for predicting proteins belonging to 30 major folds. In Table 2 , we have shown the sensitivity of recognizing 30 different folds. We observed that the sensitivity of folds with fewer proteins has increased after re-weighting. All the folds that have the sensitivity of less than 10 % without re-weighting are the ones with fewer proteins. For example, SAM domain like fold has the sensitivity of 7%, which has only 26 proteins. Similar tendency is also observed for the folds b.2, b.34, c.3, c.47, c.55, d.15 and d.17. On the other hand, many folds with less than 30 proteins have the sensitivity of more than 20% even without re-weighting (e.g., a.3, a.24, a.39 etc.). As there are 30 folds, the expected sensitivity is only 3.3 % if classification is supposed to be random. Hence the sensitivity of 20% obtained for several folds is significantly higher than that of ran-dom for fold recognition. Interestingly most of the folds, which have more than 20% sensitivity, in spite of less number of proteins, belong to either all-α or all-β. This might be due to the fact that the proteins belonging to all-α and all-β classes have different secondary structural patterns and hence they are easy to discriminate them. In addition, folds in these classes are near-by each other in amino acid occurrence vector space, which caused high sensitivity. The comparison between experimental vs predicted folds is shown in Fig. 1 . In this figure, dark block indicates the presence of relatively higher number of proteins and the data are normalized so that the total percentage of true fold is 100 %. We noticed that before re-weighting ( Fig. 1(a) ), the folds, to which many proteins are misclassified, are the ones with more number of proteins (e.g., a.4, b.1, c.1 and d.58). On the other hand, after re-weighting, the trend has been changed: the misclassified proteins mainly accommodates within the same structural class. Especially, in α + β, the block diagonal region is filled almost uniformly, which is partially caused by re-weighting. Since each fold is equally weighted, α + β class is less weighted than other classes. This causes inter-class misclassification between α+β and other classes, because α + β class includes only three folds. This problem can be clearly seen in Table 3 (a) where we have shown true vs predicted classes with re-weighting. Here, the classes are not evenly sampled and α/β class keeps almost three times as large as α + β. Further, neither all-α nor all-β are mainly misclassified into α + β.
Hierarchical re-weighting In order to resolve this problem, we proposed the scheme of hierarchical re-weighting. In this method, weight is equally distributed to 5 classes (all-α, all-β, α/β, α + β, and small) then it is re-distributed to each fold. For example, fold c.37 gets 0.02 weight since it gets one tenth of weight 0.2, which is delivered to α/β. The results obtained with hierarchical re-weighting is also included in Table 2 . The comparison of results obtained with and without reweighting showed that the folds with less number of proteins increase the sensitivity after re-weighting and vice-versa. However, the trend is different between simple and hierarchical re-weighting. For example, although all folds in all-α class have the same weight with hierarchical re-weighting only three folds (a.3, a.39, and a.118) have similar or better sensitivity compared with simple re-weighting. On the other hand, sensitivity of fold a.4 drastically decreased from 49% to 33%. This might be due to the fact that several proteins belonging to all-α, all-β and α/β proteins are misclassified into α + β. Further, the data presented in Table 3 (b) showed that folds belonging to both all-α and all-β classes are misclassified into α + β class.
Comparison among different re-weighting procedures The results presented in Tables 2 and 3 showed that the sensitivity of recognizing protein folds differs significantly between different prediction methods (without, simple and hierarchical re-weighting). Hence, it would be difficult to choose the best method for fold recognition. However, it may be selected based on the interest of the users, whether the prediction can be done for proteins that are within a specific structural class or whole dataset and/or obtaining the accuracy of each fold or overall.
Usually, training and test sets of data are obtained from sequence and structure databases and are culled with sequence identity. However, these datasets do not always reflect proper representatives of all proteins in different folds, e.g., protein population in each fold. Further, the proteins available in databases such as, PDB are biased with the proteins that can be solved experimentally, which may be different from the proportion of real proteins. Hence, considering these aspects would help to develop "good" methods for protein fold recognition in future.
In essence, based on the methods and datasets used in the present work, we suggest that the performance with simple re-weighting is better than that without and hierarchical re-weighting.
Influence of amino acid occurrence in recognizing protein folds The importance of amino acid occurrence is illustrated with Figure 2(a) . In this figure we show the occurrence of the 20 types of amino acid residues in TIM barrel fold and knottins. We noticed that TIM barrel fold has eight alpha helices and eight beta strands and hence the occurrence of all the residues except Cys is higher than that of knottins. Knottin is a small protein and hence it has lower occurrence of all the residues and due to the importance of Cys it has more number of Cys residues than TIM barrel fold. In Figure 2 (b), we have shown the distribution of residues in "amino acid occurrence" space. It is clearly seen that the two folds are separated well in this space. We observed similar results about the variation of amino acid occurrences among different folds in our data set.
In addition, we have tested the performance of the method using amino acid composition (i.e., amino acid occurrence/total number of residues) in each protein. We noticed that the overall sensitivity without re-weighting decreased to 32% indicating the importance of amino acid occurrence (unnormalized composition) in each fold (Table 1) . Similar tendency is also observed for discriminating β-barrel membrane proteins [16] . Hence, we suggest to use un-normalized composition for better prediction results. In fact, the normalization of amino acid composition produced the problem of co-linearity, i.e., diversity of vectors is not sufficient compared with the number of proteins.
Comparison with other methods
We have compared the performance of our method with other related works in the literature. Ding and Dubchak [18] introduced a combined method for predicting the folding type of a protein. They have used six parameters, amino acid composition, secondary structure, hydrophobicity, van der Waals volume, polarity and polarizability as attributes, and neural networks and support vector machines for recognition. The features have been combined with the number of votes in each method. They reported the sensitivity of 56% in a test set of 384 proteins and 10-fold cross validation sensitivity of 45% in a training set of 311 proteins from 27 folding types. We have used the same dataset of 311 proteins and assessed the performance of our method. We observed that our method could predict with the leave-one-out cross validation accuracy of 44%, which is similar to that (45%) reported in Ding and Dubchak [18] .
In addition, we have selected the proteins from the folds that are common in both the studies and tested the performance of our method (trained with our dataset of 1612 proteins) in predicting the folding types of the proteins used in Ding and Dubchak [18] . The results are presented in Table 4 . Interestingly, our method could predict the proteins belonging to cytochrome C fold to the sensitivity of 0.94. Further, our method with re-weighting could correctly identify the folding types with the sensitivity of more than 0.3 in 13 among the 19 considered folds. The average sensitivity is similar to the one that we reported with the dataset of 1612 proteins. Although our method is optimized with different dataset it has the power to predict the folding type of independent dataset of proteins with similar sensitivity.
Further, there are several advantages in our method: (i) only one feature, amino acid occurrence is sufficient for prediction rather than six features. The comparison of results obtained with only one feature showed that the performance of our method (45%) is significantly better than that of Ding and Dubchak [18] reported with amino acid composition (20-49%), (ii) voting procedure is not necessary and our method can be directly used for multi-fold classifications, (iii) our method uses LDA, which requires significantly less computational power compared with SVM. In SVM one has to diagonalize the matrix with the size of (protein number) × (protein number); on the other hand, LDA requires only diagonalization of 20 (the number of kinds of amino acid residues) × 20 matrix independent of number of proteins and (iv) although they have reported the dependency of fold specific sensitivities upon number of proteins in each fold, it is difficult to compensate this effect without modifying the complicated voting systems; our method has freedom to compensate it as shown in the previous sections.
Recently, Shen and Chou [19] reported better sensitivity for the same data set of Ding and Dubchak [18] . However, the results are biased with training set of data. We have evaluated the sensitivity of identifying proteins belonging to the folds, four helical up and down bundle (a.24) and EF hand-like (a.39) and we observed that the sensitivity is 30.5 % and 24 %, respectively. Our predicted accuracies (39 % and 44 %) are better than that of Shen and Chou [19] .
Fold recognition on the web
We have developed a web server for recognizing protein folds from amino acid sequence. It takes the amino acid sequence as input and displays the folding type in the output. Further, the server has the feasibility of selecting the method, with, without and hierarchical re-weighting. It is freely available at http://granular.com/PROLDA/ [20].
Conclusions
In this paper, we have proposed a simple method for protein fold prediction, where both the number of folds and the number of proteins are extensive. Interestingly, the simplest method is the best method for the truly complicated problems. Although complicated methods have several possibilities for tuning they generate over fitting to the data set. Further, the simple method proposed in this work is better than or comparable to other complicated methods, such as, amino acid principal principal component analysis, neural networks and support vector machines proposed in the literature for fold recognition. In addition, our method has several advantages including the less computational time and classifying the folds at a single run rather than pairwise comparisons. We have developed a web server [20] , which takes the amino acid sequence as the input and displays the folding type in the output.
Methods Dataset
We have used a dataset of 1612 globular proteins belonging to 30 major folding types obtained from SCOP database [21] for recognizing protein folds. This dataset has been constructed with the following criteria: (i) there should be at least 25 proteins in each fold and (ii) the sequence identity between any two proteins is not more than 25%. The amino acid sequences of all the proteins are available at [20] .
Linear discriminant analysis
We have employed LDA in this work and the description of it is given below. First, we compute the amino acid occurrence of each protein,
where n ij is number of jth amino acid in ith protein.
Then LDA tries to maximize
S B (S T ) is the summation of squared distance between the center of mass of all proteins and that within fold (coordinate of each protein) along axis z, i.e.,
where K is the number of folds, N k is the number of proteins belonging to kth fold andz is the center of mass along the axis z, and z k is that within kth fold, i.e.,z
where i ′ is the i ′ th protein within the kth fold. z i is the linear combination of n ij with the set of coefficients a ≡ (a 0 , a 1 , . . ., a j , . . .a 20 ),
Hence, LDA tries to find a which maximizes η 2 . In total, we can get 20 kinds of z i s which are orthogonal to each other, and discrimination is done based on these z i s. In addition one can introduce weights W k for each group using the equation:
Although we have used lda module in MASS library of R [22] , computational time is less than few seconds using Intel Pentium M processor (1.10GHz) and 1 GB memory.
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