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1. Introduction. There exist ten sequences of real polynomials [6, 10, 11] that are           
orthogonal with respect to the Pearson distributions family  
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and its symmetric analogue [10] 
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Five of them are infinitely orthogonal with respect to special cases of the two above-
mentioned distribution (weight) functions and five other ones are finitely orthogonal 
[6,10] which are limited to some parametric constraints. The following table shows the 
main properties of these ten sequences. 
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Table 1: Characteristics of ten sequences of orthogonal polynomials 
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is a basic class of symmetric orthogonal polynomials [10] satisfying the equation   
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Except the two finite orthogonal polynomial sequences 
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have been derived. In [9] the Fourier transform of Routh-Romanovski polynomials 
),,,;(),( dcbaxJ vun  has been obtained, and in [5] the Fourier transforms of finite          
orthogonal polynomials )(),( xM vun  and )()( xN un  have been calculated. In this sense, note 
that the Fourier transforms of classical Jacobi, Laguerre and Hermite polynomials are 
already known, see e.g. [3,7]. Hence, to complete the analysis of the families of         
orthogonal polynomials of table 1, only Fourier transforms of the two above-mentioned 
finite sequences remain, which should be determined. To reach this purpose, we need 
the general properties of these two sequences.   
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whose monic form is equivalent to the hypergeometric representation 
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(.)12 F  in (7) is a special case of the generalized hypergeometric functions [1,4]  
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where ( ) ( 1)...( 1)kr r r r k= + + − . 
The monic polynomials (7) satisfy the orthogonality relation                                                                                                                                        
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denotes the well-known Gamma function satisfying the equation )()1( zzz Γ=+Γ . 
 
1.2. Finite orthogonal polynomials with weight 
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whose monic form is equivalent to the hypergeometric form 
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Moreover, the orthogonality relation corresponding to these polynomials takes the form 
 
        ,)
2
1(
01
222)1()()(
,
1
)()(
1
2 2
mn
n
j
j
na
m
a
n
xa a
a
CdxxBxBex δ−Γ











 +−
−= ∏∫
=
∞
∞−
−
−
        (17)         
where [10]                                                                                                                                
                              )122)(122(
2)()1(2
01
222
−−+−
−−−−
=




 +−
ajaj
aajaC
j
j ,                               (18) 
 
and 2/1,...,1,0, −≤= aNnm  with },max{ nmN =  and 1)1( 2 =− a . 
 
It is known that some orthogonal polynomials are mapped onto each other by the  
Fourier transform. In this paper, we follow this approach for the two finite orthogonal 
polynomials ( described in sections 1.1 and 1.2 ) to obtain two new classes of finite   
orthogonal functions via Parseval’s identity.  
   
2. Fourier transform of monic polynomials )(),( xA ban  and )()( xB an  and their          
orthogonality relations 
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in terms of the monic polynomials (7) to which we shall apply the Fourier transform. 
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Notice that for both above functions the Fourier transform exists. For instance, for )(xg  
defined in (22) we have 
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where we have used the third kind of beta integral in (12).  
The last sum in (25) can be represented in terms of a hypergeometric function, so  
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gives the final form of (24) as 
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Remark 1. To prove the last equality of (30), one can use dominated convergence  
theorem (DCT) [12] so that define the sequence     
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Now, if in the left hand side of (37)          
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then according to the orthogonality relation (9) we have, 
 
Theorem 1. The special function 1 2 3 4( ; , , , )nA x p p p p  defined in (35) satisfies the finite 
orthogonality relation 
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( ) ( ) ( ) ( )( )( )1
,
(1 ( 1) ) (1 ( 1) ) 21
; , , , ; , , ,
2 2 2 2 1 2 2 2 1
( ) ( ) ( 1/ 2) ( 1/ 2)
1 1 1 1 1 1 1( ) [ ] [ ] [ ] [
2 2 2 2 2 2 2
j j
n
n m
j
n m
j p j p q
A x p q A x p q p q dx j p q j p q
q p q p
n n n nq p p q
α β α β
pi
β β δ
α α β α α β
∞
=
−∞
− + − − − − − −
− − = ×
− − + − − −
Γ Γ − Γ + − Γ − +
+ + +     Γ Γ − + + Γ + − − Γ − + + Γ + − − − −     
     
∏∫
,
1]
2
+ 
 
 
                                                                                                                                       (39) 
for 2/1},max{,...,1,0, −+≤== qpnmNnm , 2/1<p , 1)1( 2 =− p , 0>> βq , 
2/10 << α  and 2/1>+ βα . 
 
This approach can similarly be applied for the monic polynomials )()( xB an  in (16). First, 
let us define the functions 
 
1)1()1(for)()(and)()( 22)(2
1
2)(2
1
2 22
=−=−==
−
−
−
− cad
m
xcb
n
xa xBexxvxBexxu .      (40) 
  
The Fourier transform of e.g. )(xu  is computed as  
         
.
!)2/)1((
)]2/[(
!)2/)1((
)]2/[()())((
]2/[
0
222
1
]2/[
0
2
22
1
)(2
1
2
2
22
∑ ∫
∫ ∑∫
=
∞
∞−
−+−
−
−
∞
∞− =
−
+−
−
−
∞
∞−
−
−−








−+
−
=






−+
−
==
n
k
knaxisx
k
n
k
n
k
k
k
n
knaxisxb
n
xaisx
dxxee
kb
n
dx
k
x
b
n
xeedxxBexexuF
 (41)           
                                                                                                                                                                                        
Again, the following definite integral should be evaluated 
 
                                         ∫
∞
∞−
−+−
−
−
= dxxeeasR knaxisxkn
222
1
,
2);( .                                       (42) 
 
To do this, we can use the same method as we applied to ),;(
,
βαsI kn , i.e.                                                                                               
                                                                                          
,
82
3
,
2
1)
2
1(2
)
2
1(2
!)2(
)1(2
!)2(
)1(
!
)1(
!
)();(
2
20
2
1
0
2
12
0 0
2
1
2222
2
0
2222
1
2222
1
0
,2
2
22








−+−
−
−+−Γ=
−+−+−Γ−=








−
=








−
=







−
=
−+−
∞
=
−+−+−∞
=
∞ −
−+−
∞
=
∞
∞−
−+−
−∞
∞−
−+−
−
∞
=
∑∑ ∫
∑ ∫∫ ∑
s
kmaFkma
kmar
r
sdxex
r
s
dxxej
sidxxej
isx
asR
kma
r
kmarrr
r
xkmar
rr
j
kmajx
jjj
kmax
j
j
km
  
                                                                                                                                       (43) 
as well as                                                                                                                        
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.
82
5
,
2
3)
2
3(2)(
2
!)12(
)1()(
!
)1();(
2
20
2
3
0 0
2
1
22222
2
0
21222
1
,12
22








−+−
−
−+−Γ−=








+
−
−=








−
=
−+−
∞
=
∞ −
+−+−
∞
=
∞
∞−
−++−
−
+ ∑ ∫∑ ∫
s
kmaFkmais
dxex
r
sisdxxej
si
asR
kma
r
xkmar
rr
j
kmajx
jjj
km
                                                                                                                                       (44) 
Consequently we have 
                                                                                                                        
1 1 1 ( 1) 2[ ]
2 2 2
, 0 2
1 1( ; ) 2 [ ] ( ) ,( 1) 3 12 2 81 , [ ]
2 2 2
nn
a k
n
n k
n sR s a a k is F n
a k
+ − −
+ − −
 −
+   
= Γ + − − −
− +   
− − − + +   
 
                                                                                                                                       (45) 
and therefore  
       
∑
=
−−+
−−








+
++−−
−
−
−
−+
+
−−−
×−
+
−−Γ=
]2/[
0
2
20
2
)1(1]
2
1[
2
1
.
8]2
1[
2
3
,
2
)1(1!
2
)2/)1((
)]
2
1[
2
1()]
2
[(
)(2)]
2
1[
2
1())((
n
k
n
k
k
n
kk
n
a
s
nkaFkb
n
a
n
isnaxu
n
F
    (46)           
 
Now if for simplicity in (46) we define the symmetric function  
                                                                                 
1 ( 1) 2[ / 2] 1
2
1 2 0 2
0 2 1
1 1( [ ] ) ( [ ] ) 22 2 2( ; , ) ,( 1) 3 1( ( 1) / 2 ) ! 81 , [ ]
2 2 2
n kn k k
n
n n
k k
n nq
xB x q q x F nq k q k
− −
=
+  −
− − −
 
=
− + + −
− − − + + 
 
∑
   
                                                                                                                                       (47) 
then by referring to definitions (40) and applying Parseval identity we get 
                                                                                                                                       
             
2
1
2( ) ( ) ( )
( 1) ( 1)
2
1 1 1 1[ ] [ ]
2 2 2 2
2 ( ) ( )
1 1 1 1( [ ]) ( [ ])
2 2 2 2 ( ; , ) ( ; , ) .
2 2
n m
a c b dx
n m
n mn m
a c
x e B x B x dx
n m
a c
i B s a b B s c d ds
pi
−∞
− +
−∞
∞− − −
+ +
− + + − + +
−∞
+ +Γ − − Γ − −
=
∫
∫
    (48) 
 
It is sufficient in (48) to assume that cadb +==  and then refer to the finite             
orthogonality relation (17) to reach, 
 
Theorem 2. The special function 1 2( ; , )nB x q q  defined in (47) satisfies the orthogonality 
relation  
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( )( )
11 2 [ ]
2
1
,
1 2( 1) ( ) 2( ; , ) ( ; , ) 2
2 2 2 1 2 2 1
( 1/ 2)
,1 1 1 1( [ ]) ( [ ])
2 2 2 2
n jnb
n m
j
n m
j b bB x a b B x b a b dx j b j b
b
n n
a b a
pi
δ
∞ +
− + +
=
−∞
− − +
− =
− + − −
Γ −
×
+ +Γ − − Γ − − −
∏∫
      (49) 
for 
2
1},max{,...,1,0, −≤== bnmNnm , 1)1( 2 =− b  and 
2
1
2
1
−<< ba . 
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