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ABSTRACT 
We generalize the Birkhoff-Varga, Wielandt, and Donsker-Varadhan characteriza- 
tions of the spectral radius of positive operators to general cones, finite or infinite 
dimensional. 
1. INTRODUCTION 
Let A be an n X n nonnegative matrix. The Perron-Frobenius theorem 
states that p(A)-the spectral radius of A-is in the spectrum of A. This 
result has numerous applications in various branches of pure and applied 
mathematics. In 1950 Wielandt gave a very useful characterization of p(A) 
for an irreducible matrix A [13]: 
P(A) = max min 
(Ax), Ch>i 
-=min max -. (1) 
r>O l<i<n Xi x>o I<i<n xi 
The theory of positive operators has been extended to the infinite 
dimensional case and to general cones K. See for example [9, 8, 10, 111 and 
the references therein. However, the characterization (1) has been extended 
to the infinite dimensional case essentially for the cones of positive functions 
(to the best of the author’s knowledge). In fact, the deep characterization by 
Donsker and Varadhan [5] can be considered as a modified extension of (1) to 
the cone of positive functions. 
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The purpose of this paper to extend the Wielandt characterization to 
positive operators to general cones, finite or infinite dimensional. In fact, we 
have three versions of this characterization. The first one is a generalization 
of the Birkhoff-Varga characterization [2]. The second one is an extension of 
the Wielandt characterization. Both of these characterizations are stated for 
the infinite dimensional case. The third one is of the Donsker-Varadhan type. 
It is proved only for the finite dimensional case. WC apply our characteriza- 
tions to the positive operators with respect to the cone K of n x n positive 
semidefinite hermitian matrices. 
We did not try to find the best possible classes of operators for which our 
characterizations apply. We rather preferred to make our assumptions and 
proofs short, which hopefully will make our ideas more transparent. Our 
starting point is the well-known inequality 
inf sup v > sup inf *, 
rcx !,E? !, E 1’ X E x 
(2) 
which is the first step in establishing various results in game theory. In fact, 
in [3] it is shown that (1) is essentially a consequence of von Neumann’s 
theorem in game theory. 
2. BIRKHOFF-VARGA AND WIELANDT CHARACTERIZATIONS 
Let B be a real Banach space with the norm ]I ]I. Denote by B* the 
conjugate Banach space of bounded linear functionals f: B + R. For conve- 
nience of notation we set f(r) = (~,f>, x E B, f E B*. In what follows we 
assume that operators A : B + B are linear and bounded. Recall that the 
adjoint operator A* : B* + B * is given by the identity (Ax,f) = (r,A*f). 
Denote by p(A) and a(A) the spectral radius and the spectrum of A 
respectively. Let K be a closed cone in B. That is, 
K+KcK, UK c K for a > 0, K n K = {0}, closure(K) = K. 
Denote by K* the conjugate cone of all positive linear functionals f, i.e., 
(x, f) > 0 for r E K. K is called generating if B = K - K. In what follows we 
shall assume 
ASSUMPTION. The cone K c B is a closed generating cone, and the cone 
K* C B* is generating. 
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The above Assumption is satisfied in most of the interesting cases. See for 
example [8]. 
An operator A is called positive, and we write A > 0, if AK c K. For 
positive operators on the cones K satisfying our Assumption we have the 
Perron-Frobenius result: p(A) E V(A); see [8, Theorem 41. In what follows 
we shall assume that 
Au=pu, A*h = ph, p=p(A)>O, UEZZ, hEK*, (u,h)=l. (3) 
This condition is always satisfied when A is a compact irreducible 
operator with positive spectral radius (e.g. [S]). 
Denote by R, the set of nonnegative numbers. 
THEOREM 1. L..et B be a Banach space with a closed cone K such that K 
and K * are generating. Assume that A : B + B is a bounded linear positive 
operator satisfying (3). Let U and H be subsets of K and K* respectively such 
that (x,f> > 0 f or all x E U and f E H. Assume furthermore that u E U and 
hEH. Let @:R++R. Then 
(4) 
Proof. The equality (3) yields 
Combine the above inequalities with (2) to deduce the first part of (4). [It is 
possible to deduce the opposite inequalities to the above directly without 
invoking (21.1 The second part of (4) is established similarly. n 
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Consult [9], [S], [ll], and [I] for numerous examples in infinite and finite 
dimensional cases where the assumptions of Theorem 1 hold. 
An element x E K [f E K*] is called strictly positive, and we write x > 0 
]f > 01, if (x, f> > 0 f or all 0 #f E K* [0 # x E K]. Denote by K, [Kg] the 
set of strictly positive elements in K [K*]. Clearly, any interior point of K is 
a strictly positive element. Note that if x > 0 (f> O), then EX + K C K, 
(of+ K* c K,*) for any E > 0. Thus closure(K,) = K [closure(K,*)= K*] if 
K, [K,*] is nonempty. If B is separable, then K,T is nonempty [9, Theorem 
2.11. Thus, in most of the interesting examples either K,, or K,T is nonempty. 
In the finite dimensional case, K,) and the interior of K, which is never 
empty, coincide. Consult for example [l]. In the infinite dimensional case the 
above assertion can be false. Indeed, let 2 be a compact subspace of [Wk. 
Assume that /L is a positive measure on Z. For 1 < p QW let L,,(Z) be the 
Banach space of p-integrable functions. Let K be the cone of nonnegative 
functions in L,,(Z). Then, for p <CQK does not have interior points. However, 
any f > 0 almost everywhere with respect to /_L is a strictly positive element 
in K. Actually, K, is the quasiinterior of K: see [ll, Chapter 2, Section 61. A 
positive operator A is called strictly positive, and we write A > 0, 
if A(K \ {O]) c K,,. A positive operator A is called irreducible if for any 
0 # x E K there exists a positive integer n (depending on x) such that 
(A + 1)“~ > 0. Assume that (3) is satisfied and suppose that A [A*] is 
irreducible. Then u(h) > 0. We then let 
either U=K,, H= K*-(O) or U=K-{0}, H=Kz. (5) 
Thus, if K is the cone of nonnegative vectors in R”, then for an 
irreducible matrix A, Theorem 1 with the choice (5) coincides with 
Birkhoff-Varga characterization [2]. 
We now give an analog of Wielandt’s characterization: 
THEOREM 2. Let the assumptions of Theorem 1 hold. Assume further- 
more that E is a subset of H such that H lies in the w*-closure of the cone 
spanned by E. If @ is a monotonic increasing (or decreasing) continuous 
function on R +, then 
(6) 
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proof. Let f E H. Since f lies in the w*-closure of cone(E), then for 
any x E B and any positive E there exists g E cone(E) such that 
I(Ax,f)--(Ax,g)l<c Ib>f)-(x4)l<E. 
As g is a linear combination of the elements from the set E with nonnega- 
tive coeffkients, we obtain 
for all x E H. Combine the above two inequalities to get 
(h,e) 
(x,e) ’ 
XEU, feH 
Since Q is a monotonic continuous function, we deduce 
whence 
Finally, as E c H, we obviously have the reverse inequalites. That is, the 
equality signs hold in the above inequalities. Hence (6) follows from (4). n 
Let K =I%;, and assume that U and H satisfy the first part of (5). 
Clearly, E can be chosen as 
E=(e’,...,e”}, ei=(b-,6J3 i=l,...,n. (7) 
Then for an irreducible matrix A and Q(t) = t, (6) reduces to (1). 
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Let N be the real space of n X n hermitian matrices. Denote by Il the 
cone of positive semidefinite matrices. Then x > ( > )O stands for a hermitian 
matrix with positive (nonnegative) eigenvalues. For x > 0, y > 0 let p( yx ~ ‘) 
and v( yr- ‘> be the largest and the smallest eigenvalue of yx- ’ respectively. 
(y”-’ is diagonable with a real nonnegative spectrum.) Note that H is a 
Hilbert space with the inner product (x, y) = trace(xy). In particular II* = lI. 
Recall that H is the set of the self-adjoint operators on C” equipped with the 
standard inner product (5,~). Let E be the set of all rank one hermitian 
matrices with trace 1. Then II = cone(E). Denote by San-’ CC” the stan- 
dard 2n - 1 dimensional unit sphere. Then 
E = {ci’, 5 E S”“-‘}. (8) 
TIIEOREM 3. Let A : H ---) H he a positive operator with respect to the 
cone II. Then 
p(A) = inf p(A(x)x-‘) = sup ~(A(x)x-‘). 
X>O X>O 
(9) 
Proof. For x > 0 there exists a unique y > 0 such that x = y’. Let 
,$ E San-l. Then (x(,$),5) = (y(e), y(e)). Let z > 0. Consider the Rayleigh 
quotient (z(e), {)/(x(5), 5). Set 77 = y(5) to deduce 
See for example [6]. Assume first that A is irreducible. Then A* is also 
irreducible. Hence, (3) holds. Moreover, u and h are strictly positive. 
Combine the above equalities with (6) and (8) to deduce (9). The general 
case follows from the continuity argument, since a positive A can be 
approximated by irreducible operators. n 
3. DONSKER-VARADHAN CHARACTERIZATION 
Denote by Pn c R; the set of probability vectors, i.e., P,,, is the set of all 
nonnegative vectors whose sum of coordinates is equal to one. Let K = K” = 
R;, and assume that A is a nonnegative n x n matrix with positive spectral 
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radius. In [7, Theorem 3.31 we proved that for any continuous increasing 
convex function @ : R -+ R the following characterization holds: 
” 
sup inf C a,@ = @(logp(A)). (IO) 
a E p,,, X>O i=i 
This claim is valid assuming the standard convention OQ,(logO) = 0. [On the 
other hand, @(logO) = --03 is allowed.] We point out briefly the correct 
arguments, since we need them in the sequel. 
First note that if Au = p(A)u for some u > 0, then the LHS of (10) is not 
greater then its RHS. (Choose x = u.) According to [7, Theorem 3.1, (3.1411, 
if A is a positive matrix then for the probability vector w = (oi,. . , co,,) = 
(u,h,,..., u h ,,> [u and h are given in (3)] we have an inequality 
= Q’(logp(A)). 
X>O i=i 
(11) 
Assume that A is irreducible. Then (11) holds for A(E) = A + cub', E > 0. In 
particular, we deduce 
2 @(log p(A(e)) a @(log o(A)) 
for a fixed x > 0 and E > 0. The continuity argument for a fixed r > 0 yields 
the above inequality for E = 0. Thus, the LHS of (11) is not less than its 
RHS. Letting x = u, we deduce that (11) holds for an irreducible A. 
Therefore, the LHS of (10) is not less than its RHS. The previous argument 
yields that the characterization (10) holds for irreducible matrices. 
Assume that A is a nonnegative matrix with p(A) > 0. Let B be a fixed 
positive matrix, and set A(E) = A + EB. Thus, A(E) > 0 for E > 0. Replace A 
in (10) by A(E), E > 0. S’ mce @ is an increasing function, we deduce that the 
LHS of (10) is an increasing function of E. Since (10) is valid for all A(E) 
where E > 0, we deduce that the original LHS of (10) is bounded above by 
@(logP(A(e))), E > 0. Hence, the LHS of (10) is not greater than its RHS. 
The Frobenius normal form implies the existence of a principle m x m 
submatrix C of A which is irreducible and such that p(C) = p(A). Set the 
corresponding coordinates of the probability vector cy equal to zero, and let 
Y’(Y1,...> y,)’ be the projection of x > 0 on the corresponding m coordi- 
nates. Suppose that xi, = yj for j = 1,. . , m. Since C is a submatrix of A, it 
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follows that (Ax)~, /xij 2 <CY)~/Y~. As @ is an increasing function, it follows 
that the LHS of (10) corresponding to A is not less than the LHS corre- 
sponding to C. As the LHS of (10) corresponding to C is equal to 
@(log p(C)) = @(log p(A)), we deduce that the LHS of (10) is not less than 
its RHS. This proves (10) for a nonnegative matrix with positive spectral 
radius. 
The standard case Q(t) = t can be considered as the finite dimensional 
version of the Donsker-Varadhan characterization [5]. We now state a conjec- 
tural version of (10) for quite general cones in the infinite dimensional case. 
Suppose that the assumptions of Theorem 2 hold. Assume furthermore 
that E is compact with respect to w*-topology. Denote by C(E) the Banach 
algebra of all continuous functions 4: E --f R. Then the conjugate space 
C(E)* is the set of all bounded measures /..L on E. Let P(E) CC(E)* be the 
set of all probability measures. That is, P(E) is the set of all nonnegative 
measures p such that (ls,~) = 1. Here, 1, stands for the constant function 
4 = 1. 
CONJECTURE 1. Let the assumptions of Theorem 2 hold. Assume fur- 
thermore that E is a compact set with respect to w* topology, U c K,, and 
A is irreducible. Suppose that E meets each ray of K* at most once. Then, 
for any continuous increasing convex function Q : R -+ R the following equal- 
ity holds: 
sup inf 
P~~~) reu 
Note that our assumptions imply that the quotient (Ax, e)/(x, e) is always 
positive. Otherwise, A*e = 0. Since A is irreducible, the assumption (3) 
implies that u > 0. Hence (Au, e) = (u, A*e) = 0. Thus e = 0, which contra- 
dicts the assumptions of Theorem 1. 
The assumption that u E U yields 
(h,e) 
_I__ 
(r,e) 
dp < @(logp(A)). (13) 
THEOREM 4. Let K c R" be a closed generating cone. Denote by E C 
S” - ’ the closure of the restriction of the extremul rays of K * to the n - 1 
dimensional sphere S n - ‘. Assume that AK c K, with A irreducible. Then fm a 
continuous increasing convex function @ : R + 172 the characterization (12) 
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holds if one of the following conditions is satisfied: 
(a) The cone K is finitely generated, and U = K,. 
(b) A is strictly positive, and U = K,. 
(cl The set U is a compact subset of K,, and u E V. 
Proof. Assume first that K is finitely generated. Then E is a finite set 
(e, ,..., e,,,} (e.g. [ll). Note that N 2 72. Let 
A*ei = ; bijej, b,,>O, j,i=l,..., N. 
j=l 
Observe that B does not have to be unique if N > n. Moreover, the 
representation matrices B form a convex set 39. We then choose a represen- 
tation matrix B E ~8 with the maximal number of positive entries. Since A 
was assumed irreducible, it follows that A* is also irreducible. However, B 
can be a reducible N X N matrix. As A has a unique positive eigenvector 
lying in the interior of K, it follows that B has a positive eigenvector. 
Indeed, let r : K + rWy be the linear map given by r(x) = 
((x, e,),. . .,(x, e,))‘. Thus, (x, e,)= yi > 0, i = 1,. . ., N, for x E K,. Set y = 
(Y i,. . . , yN)r. Then 
As Au = p(A)u, we obtain that Ba(u)= p(A)rr(u). Since r(u) > 0, it 
follows that p(A) = p(B). Let w be a measure on E. Then for x E K, 
(14) 
for y=5&)>0. 
The equality (14) yields that the LHS side of (12) is not less than that of 
(10) for the matrix B. Hence, the equality (10) for the matrix B implies that 
the LHS of (12) is not less than its RHS. Combine this inequality with (13) 
to deduce the theorem in this case. Consult [12] for more information about 
the relations between the spectrum of A and the spectrum of B. 
Assume that E is not finite. Let E, c E be a finite set containing n 
linearly independent vectors, and denote by cone( E 1 > the cone generated by 
E,. Let C = coned E,)* be the dual cone. Clearly, &, c C,. Let B: R” + R” 
be a linear operator, and assume that BC c C. We say that A > B if 
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(Ax,f) 2 (Bx,f) f or all x E K, and f E C* = cone( E,). Assume that B is 
irreducible and A > B. We then get the following sequence of inequalities: 
a SU P inf 
PEPtE,) xeq, 
a @(log p(B)). (15) 
The last inequality follows from the validity of the theorem for the cone C 
and the observation K,, c C,,. 
Thus, (13) and (15) will imply (12) if we can show that p(B) can get as 
close as we wish to p(A). This can be done as follows if condition (b) is 
satisfied. 
Let 
H= If; f fE K*\(O), (u,f) = l}. 
Then H is a convex compact set in iw”. Let Q be the closure of the extreme 
points of H. That is, the intersection of the rays generated by Q with S’rP’ 
gives the set E. The linear operator A * induces a nonlinear operator 
A :H -+ 111 by the identity A(f) = A*(f)/(u,A*f). The assumption that 
A > 0, which is equivalent to A* > 0 (e.g. [l, (2.23)]), implies that the closed A 
set A(H) is contained in the relative interior of H. In particular, there exists 
a finite subset Q1 of 1-I such that k(N) c convhull(Q,), the convex hull 
spanned by Qi. W.1.o.g. we may assume that Q, contains n linearly 
independent vectors. Moreover, since A* is strictly positive with respect to 
K*, we may assume that Q, is chosen such that AI(H) is contained in the 
relative interior of convhull(Q,). That is, A* is strictly positive with respect 
to the cone spanned by Q,. Let E, C E be the intersection of the rays 
generated by Q, with S”-l. It therefore follows that A*K Ccone(E,). In 
particular, A*cone(E,)Ccone(E,)CK*, and A is strictly positive with 
respect to the dual of cone(E,). Hence, A > A, and the theorem follows in 
this case. 
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According to (b), (12) . 1s valid for A(E) = A + l &l, 0 < e and U = K,. 
Hence, if we let U be a compact set of K,, we deduce the inequality 
~CL a @(log p(A)) 
Since U c K,, U and E are compact, and A is irreducible, there exists a 
positive 6 such that 
Therefore, the above inequality is valid for E = 0. Hence, in case (c) the LHS 
of (12) is not less than its RHS. As u E U, we have the inequality (13) and 
the theorem follows in this case too. n 
We now apply Theorem 4 to the example discussed in Theorem 3. 
According to (S), E is isomorphic to lp”-l = S”“-l/S’ (the complex projec- 
tive space of complex dimension n - 1). Hence P(E) = P(P”‘-I>, the set of 
the probability measures on S”“- ' CC" such that p(X) = p(AX) for any 
measurable set X c San-l and lhl = 1. 
COROLLAHY. Let the ussumptions of Theorem 3 hold. Assume further- 
more that A > 0. Then 
SUP inf 
ILE$(n”-I) x>a / 
,og (A(x)(5)1 t> 
S’“_l (X(E)> 5) 
MS) = log p(A). (16) 
It is plausible that the characterizations (12) in general and (16) in 
particular are not the only possible ones. We now state a conjecture due to 
D. Petz. For 0 < x E H, denote by log x E H the unique solution of ey = x. 
Let T, be the convex hull of E, that is, the set of positive semidefinite 
hermitian matrices with trace one. 
CONJECTURE 2. Let A : H -+ H be a positive irreducible operator with 
respect to the cone II. Then 
sup inf trace{[logA(x)-logx]y}=logp(A). 
YET, r>O 
(17) 
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We claim that (17) is sharper than the first part of (9). Recall that for any 
XEH 
yap trace(rY) = *l(r)’ 
1 
where A,(x) is the maximum eigenvalue of X. See for example [6]. Inter- 
change sup with inf in (17) to deduce that the LHS of (17) is bounded above 
by inf h,(log A(r)-log x), x > 0. Use Thompson’s inequality (e.g. [4]) to 
deduce that 
h,(logA(x)-logx)<logp(A(x)r-‘). 
Hence (9) implies that the LHS of (17) does not exceed its RHS. 
Recall that T : B -+ B is called an M-operator with respect to the cone K 
if 
T=rl-Q, QKCK, r > P(Q). (18) 
The Neumann expansion implies that T-’ > 0 if Q is irreducible. 
THEOREM 5. Let K c R” be a closed generating cone. Denote by E c 
S”- ’ the closure of the restriction of the extremal rays K* to the n - 1 
dimensional sphere S”-‘. Assume furthermore that A is an inverse of an 
M-operator of the form (18) and Q is irreducible. Let q : R, + R be a 
continuous increasing concave function. Then 
(19) 
Proof. As the eigenvector u of A lies in K,, it follows that the LHS of 
(19) is no less than zIr(p(A)-‘1. To prove the equality, take first q(t)= t. 
Then 
We may assume that y = Ax, x E V, = {r; x E K,, (x, h) = 1). Set U= 
(r; r E K\(O), (x, h)= 1). Note that since A > 0, AU is a compact set in K,. 
Take the sup over x E V, and inf over all p E P(E). The resulting quantity is 
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not more than the sup over y E AU and inf over /J E P(E). Use the last part 
of the above equality and Theorem 4 for @(t ) = et with condition (c) to 
deduce that the LHS of (19) is not greater than r - p(Q) = p(A)-‘. This 
proves the theorem for Vr(t) = t. In the general case use the inequality 
‘P(l/t)Ql’(p(A)-‘)+++(A)-‘], s=*+(A)-‘)>O, t>O, 
where *‘(p(A)-‘) is the right-hand side derivative of 9 at p(A)-‘. n 
I would like to thank the referee for his helpful remarks. 
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