Abstract. Let (M, d, µ) be a uniformly discrete metric measure space satisfying space homogeneous volume doubling condition. We consider discrete time Markov chains on M symmetric with respect to µ and whose one-step transition density is comparable to (V h (d(x, y))φ(d(x, y)) −1 , where φ is a positive continuous regularly varying function with index β ∈ (0, 2) and V h is the homogeneous volume growth function. Extending several existing work by other authors, we prove global upper and lower bounds for n-step transition probability density that are sharp up to constants.
Introduction
Let (M, d, µ) be a countable, metric measure space. We assume that (M, d, µ) is uniformly discrete, that is there exists a > 0 such that any two distinct points x, y ∈ M satisfy d(x, y) > a. The main example we have in mind are connected graphs with its natural graph metric.
Further we assume that the measure µ is comparable to the counting measure in the following sense: there exists C µ ∈ [1, ∞) such that µ x = µ ({x}) satisfies
for all x ∈ M . Let B(x, r) := {y ∈ M : d(x, y) ≤ r} be the ball in M for metric d with center x and radius r ≥ 0. Let V (x, r) := µ(B(x, r)) denote the volume of the ball centered at x of radius r. We consider metric measure spaces (M, d, µ) satisfying the following uniform volume doubling assumption: there exists a non-decreasing function V h : [0, ∞) → (0, ∞) and constants C D , C h ≥ 1 such that
for all r > 0 and C
for all x ∈ M and for all r > 0. It can be easily seen from (2) that
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for all 0 < r ≤ R and for all α ≥ log 2 C D . For the rest of the work, we assume that our metric measure space (M, d, µ) is uniformly discrete satisfying (1), (2) and (3) . In this paper, we consider discrete time Markov chains {X n , n ≥ 0, P x , x ∈ M } that are reversible with respect to the measure µ. That is the transition probabilities p(x, y) satisfy p(x, y)µ x = p(y, x)µ y (5) for all x, y ∈ M . The associated Markov operator P , given by
is self-adjoint in 2 (M, µ). We assume that the walk has infinite lifetime, that is z∈M p(x, z) = 1 for all x ∈ M . For n ∈ N := {0, 1, . . .}, let p n denote the n th iterated power of p, that is p 0 (x, y) = δ x,y := 0, if x = y, 1, if x = y, and p n (x, y) = z∈M p n−1 (x, z)p(z, y), n ≥ 1.
In other words, p n (x, y) is the transition function of the random walk X n , i.e., p n (x, y) = P x (X n = y), or the kernel of the operator P n with respect to counting measure. Define the heat kernel, that is, the kernel of P n with respect to µ, or the transition density of X n , by h n (x, y) := p n (x, y) µ y .
Clearly h n is symmetric, that is, h n (x, y) = h n (y, x). As a consequence of the semigroup law P m+n = P m P n , the heat kernel satisfies the Chapman-Kolmogorov equation h n+m (x, y) = z∈M h n (x, z)h m (z, y)µ z (6) for all x, y ∈ M and for all n, m ∈ N. Define the jump kernel (or conductance) J := h 1 as the kernel of P with respect to µ. We consider random walks with unbounded range and the following conditions may be imposed on the jump kernel J. We say that J satisfies (U JP (β)) , if there exists C > 0 such that
for all x, y ∈ M . Similarly, we say J satisfies (LJP (β)) , if there exists c > 0 such that J(x, y) ≥ c (1 + d(x, y)) β V h (d(x, y)) (LJP (β)) for all x, y ∈ M . If J satisfies both (U JP (β)) and (LJP (β)), we say J satisfies JP (β). We wish to prove the following estimates for the heat kernel h n . We say h n satisfies (U HKP (β)), if there exists C > 0 such that
for all n ∈ N * and for all x, y ∈ M . Similarly, we say h n satisfies (LHKP (β)), if there exists c > 0 such that
for all n ∈ N * and for all x, y ∈ M . If h n satisfies both (U HKP (β)) and (LHKP (β)), we say h n satisfies HKP (β).
Remark 1. (a)
By (1), we may equivalently replace h n by p n in (U HKP (β)) and (LHKP (β)). (b) One of the advantages of working in the setting on uniformly discrete metric spaces (as opposed to connected graphs) is that JP (β) and HKP (β) can be easily generalized if we replace (1 + d(x, y)) β by a regularly varying function of index β. This remark will be made precise in last section (see Theorem 1.1).
Let E denote the Dirichlet form associated with P defined by E(f, f ) := (I − P )f, f = 1 2
for all x, y ∈ 2 (M, µ), where ·, · denotes the inner product in 2 (M, µ). We abbreviate E(f, f ) by E(f ). Since E is a Dirichlet form, we have
for all s, t ∈ [0, ∞) and for all f ∈ 2 (M, µ). We will frequently work with the corresponding continuous time Markov chain defined by Y t := X N (t) where N (t) is a standard Poisson process independent of (X n ) n∈N . We denote the transition probability density of Y t with respect to µ by q t , that is
By f p we denote the p-norm in p (M, µ), where 1 ≤ p ≤ ∞. The main result of this paper is the following.
, µ) be a countable, uniformly discrete, metric measure space satisfying (1), (2) and (3). Assume β ∈ (0, 2) and φ : [0, ∞) → (0, ∞) be a continuous, positive regularly varying function with index β such that φ(x) = ((1 + x)l(x)) β where l is slowly varying function. Let E be a Dirichlet form and C 1 > 0 be a constant such that the jump kernel J = h 1 with respect to µ satisfies
for all x, y ∈ M . Then there exists C 2 > 0 such that
for all n ∈ N * and for all x, y ∈ M , where l # denotes the de Bruijn conjugate of l.
Remark 2. Similar estimates can be easily obtained for the continuous time kernel q t using (8) and the above Theorem. However, in general it is not easy to obtain estimates on h n given estimates on q t .
Such estimates were first obtained in [4] for discrete time Markov chain on Z d . Other early works include [7] , [8] which concerns jump process on metric measure spaces with homogeneous volume growth that are subsets of metric spaces having a scaling structure (see (1.15) in [8] ). We do not require any such scaling structure, however we require that our metric space is uniformly discrete. The relationship between heat kernel upper bounds for jump processes and exit time estimates is explored in [3] and the relationship between parabolic Harnack inequality and heat kernel estimates for jump processes is studied in [1] . All these works with the exception of [4] are for continuous time jump processes.
In light of Remark 2, we find it advantageous to work in discrete time setting. It seems appropriate to have a detailed self-contained proof of Theorem 1.1. It is a technically interesting open problem to generalize Theorem 1.1 if we replace homogeneous volume doubling assumption given by (3) and (2) by the more general volume doubling condition: There exists
for all x ∈ M and for all r > 0.
On-diagonal upper bound
In this section, we prove a Nash inequality using 'slicing techniques' developed in [2] . This approach of proving Sobolev-type inequalities is outlined in Section 9 of [2] . We remark that different Nash inequalities developed in [7] and [8] would yield the desired on-diagonal upper bounds as well.
We say E satisfies Nash inequality (N (β)), if there exist constants α, C 1 , C 2 ∈ (0, ∞) such that
for all R > 0 and for all f ∈ 1 (M, µ). We obtain, on-diagonal upper bound on q t (x, x) and h n (x, x) as a consequence of Nash inequality (N (β)). Before proving Nash inequality, we show that Nash inequality (N (β)) implies the desired ondiagonal estimate on q t . Proposition 2.1. If the Dirichlet form E satisfies (N (β)), then there exists constant C 4 > 0 such that
for all t > 0 and for all x ∈ M .
Proof. Let C 1 and C 2 be the constants from (N (β)). Define the semigroup T R t and an operator A R by
It is easy to check that −A R is the infinitesimal generator of the semigroup T R t and that T R t is equicontinuous contraction on 1 (M, µ) and ∞ (M, µ) with sup
By (N (β)), we have
Hence by Proposition II.1 of [6] , there exists C 3 > 0 such that
which proves (10) .
to be the class of non-negative 1 functions. It is easy to check that F satisfies the following properties:
F is a cone, that is for any t > 0 and f ∈ F, we have tf ∈ F.
Let W (f ) be a semi-norm on F. We recall some properties introduced in [2] . We say W satisfies (H + ∞ ) if there exists a constant A + ∞ such that
(H + ∞ ) for all f ∈ F and for all s, t ≥ 0. For any ρ > 1, k ∈ Z and any function f ∈ F, set
which is also in F. Fix l > 0 and ρ > 1. We say that W satisfies the condition (
for all f ∈ F. The properties (H + ∞ ) and (H ρ l ) are preserved under positive linear combinations of semi-norms as shown below.
Lemma 2.2. Let N 1 and N 2 be semi-norms on F satisfying (H + ∞ ) with constants A ∞,1 , A ∞,2 such that for all f ∈ F and for all s, t ≥ 0
for all f ∈ F and s, t ≥ 0.
Proof.
Lemma 2.3. Fix ρ > 1 and l > 0. Let N 1 and N 2 be semi-norms on F satisfying (H ρ l ) with constants A l,1 (ρ), A l,2 (ρ) such that for all f ∈ F and for all s, t ≥ 0
Then for any c 1 , c 2 ≥ 0, the semi-norm
We use the two assumptions and the two elementary inequalities x+y ≥ 2 −1/l (x l + y l ) 1/l and x + y ≤ 2(x l + y l ) 1/l for x, y ≥ 0 and l > 0.
The important observation on Lemmas 2.2 and 2.3 is that the constants for properties (H (2) and (3) and let E be a Dirichlet form whose jump kernel J satisfies (LJP (β)). There exist constant C P > 0 such that
for all f ∈ 2 (M, µ) and for all r > 0, where
y∈B(x,r) f (y)µ y is the µ-average of f in B(x, r).
Proof. We have
The second line above follows from Jensen's inequality. Hence for 0 < r < ∞, we have
for all f ∈ 2 (M, µ), where W β denotes the Besov semi-norm
and (LJP (β)), there exists C 2 > 0 such that
The pseudo-Poincaré inequality (11) follows from (12) and (13).
We are now ready to prove the Nash inequality (N (β)).
Proposition 2.5 (Nash inequality). Let (M, d, µ) be a uniformly discrete, metric measure space satisfying (1), (2) and (3) and let E be a Dirichlet form whose jump kernel J satisfies (LJP (β)). Then E satisfies the Nash inequality (N (β)).
Proof. Since E(|f|) ≤ E(f ), it suffices to show (N (β)) for all f ∈ F. We fix α > max(β, log 2 C D ) where C D is from (2) . By (1), (3) and (4) there exists
for all f ∈ F and for all 0 < r ≤ R. Set τ = 1 + β 2α and let λ > 0. We now consider two cases λ small and λ large.
If
, we have
for all f ∈ F and for all λ
By (14), we have f r ∞ ≤ λ/3. Therefore by union bound and Proposition 2.4, we have
Substituting λ from (16) yields,
for all f ∈ F and for all λ > 3C 1 f 1 /V h (R). Combining (15) and (17), we obtain the following weak Sobolev-type inequality: there exist constants C 2 , C 3 > 0 such that
for all f ∈ F and for all R > 0. Set
Since β < α, we have q > 0.
Define the semi-norm on F by
Therefore by Lemmas 2.1 and 7.1 of [2] and Lemmas 2.2 and 2.3, we have that there exists ρ > 0 and constants A ∞ , A q > 0 such that
for all f ∈ F, for all R > 0 and for all s, t ≥ 0. Hence by (18), (19), Theorem 3.1 and [2, Proposition 3.5], there exists constant C 4 > 0 such that
for all f ∈ F, for all R > 0, for all r, s ∈ (0, ∞) and for all ϑ ∈ (0, 1) such that
In particular, the choice r = 2, ϑ = α/(α + β), s = 1 yields the desired Nash inequality (N (β)).
We conclude this section with a diagonal estimate on h n . We need the following standard lemma.
Proof. Let 1 x denote the indicator function at x and ·, · denote the inner product in 2 (M, µ). Since P is self-adjoint, we have
for all n ∈ N and for all x ∈ M . Since P is a contraction, we have
for all n ∈ N and for all x ∈ M . Combining the two facts concludes the proof of the first assertion.
For the second statement, we use P is self-adjoint along with Cauchy-Schwarz to obtain
Theorem 2.7. Let (M, d, µ) be a uniformly discrete, metric measure space satisfying (1), (2) and (3) and let E be a Dirichlet form whose jump kernel J satisfies (U JP (β)) and (LJP (β)). Then there exists a constant C > 0 such that
for all n ∈ N * and for all x, y ∈ M .
Proof. We first consider the case x = y. By (LJP (β)) and (1), there exists κ > 0 such that inf x∈M h 1 (x, x) ≥ κ. Therefore by Chapman-Kolmogorov equation (6) and (1) 
(23) for all n ∈ N and for all x, y ∈ M . By Chebyschev inequality
where N (·) denotes the standard Poisson process. First consider the case where n is even and n ≥ 20. By (8), we have
The third line above follows from first assertion of Lemma 2.6 and (23) and the last line follows from (24) and n ≥ 20. By Propositions 2.5 and 2.1 along with (4), (25) there exists C 1 > 0 such that
for all even n ≥ 20. The case n is odd and n ≥ 19 follows from (23) and (26). The case n < 19 follows from the observation that
for all n ∈ N, along with (U JP (β)), (1) and (4) . Combining all the cases, there exists C 2 > 0 such that
for all x ∈ M and for all n ∈ N * . By (21) and (27), we have
for all x, y ∈ M and for all n ∈ N * and n even. If n is odd, the desired estimate follows from (23).
Upper bound on continuous time kernel
In this section, we prove off-diagonal upper bound on q t using the method of [3] . As a consequence of this upper bound on q t , we obtain estimates on hitting times and exit times for X n .
The idea behind the approach of [3] is to use Meyer's construction [11] to split the jump kernel into small and large jumps and apply Davies' method for the smaller jumps (see [3, Section 3] ). We need the following estimates to show the upper bound on q t . Lemma 3.1. Let (M, d, µ) be a uniformly discrete, metric measure space satisfying (1),(2) and (3). There exist constants C 1 , C 2 > 0 such that
for all x ∈ M , r > 0 and β ∈ (0, 2).
Proof. For (28), observe that
We used (3) in the second line above and (2) in the last line. For (29), note that
In the second line above, we used that (M, d, µ) is uniformly discrete, in the fourth line we used (3) and in the last line we used (2).
We now obtain the following off-diagonal estimate using Meyer's splitting of jump kernel and Davies' method as outlined in [3] . The main difference from [3] is that the Nash inequality (N (β)) and volume growth we use are more general. Theorem 3.2. Let (M, d, µ) be a uniformly discrete, metric measure space satisfying (1),(2) and (3) and let E be a Dirichlet form whose jump kernel J with respect to µ satisfies (U JP (β)) and (LJP (β)) for some β ∈ (0, 2). Then there exists C > 0, such that the transition density q t satisfies
for all t > 0 and for all x, y ∈ M .
Proof. By Lemma 3.1 and (U JP (β)), there exists C 2 , C 3 > 0 such that
for all r > 0 and for all x ∈ M . Let J K denote the jump density J K (x, y) := J(x, y)1 d(x,y)≤K and let q K t (x, y) denote the corresponding transition density with respect to µ. Set E K , the corresponding Dirichlet form
Note that
In the last step above, we used symmetry of J and (31). By Nash inequality (Proposition 2.5) and (33), there exists α, C 4 , C 5 > 0 such that
for all K > 0 and for all f ∈ 1 (M, µ). By Davies' method ([9, Theorem 3.25]) as described in [3, Theorem 1.4], there exists a constant C 6 > 0 such that
for all x, y ∈ M , for all t > 0 and for all K > 0, where E K is given by
By Proposition 2.1 and Cauchy-Schwarz inequality q t (x, y) ≤ (q t (x, x)q t (y, y)) 1/2 , it suffices to show that there exists C 1 > 0 such that
we get
for all z ∈ M and for all λ, K > 0. It follows that
We fix
By (34) and K β ≥ t,
In the last step, we used that d(x, y) ≥ a, K = d(x, y)/θ and (4). By (U JP (β)), d(x, y) > a and (4), there exists C 9 > 0 such that
for all x, y ∈ M . Therefore by [3, Lemma 3.1(c)], there exists C 1 > 0 such that
for all x, y ∈ M , for all t > 0 such that d(x, y) β ≥ θ β t which proves (35) and hence (30).
3.1. Exit time and Hitting time estimates. In this subsection, we apply Theorem 3.2 to estimate hitting time and exit time of balls for the discrete time Markov chain X n and the corresponding continuous time chain Y t .
Notation. We denote exit time and hitting time of the ball B(x, r) by
We start with exit and hitting time estimates for continuous time Markov chain Y t . Proposition 3.3. Under the assumptions of Theorem 3.2, there exists C 1 > 0 such that
r β for all x ∈ M and for all t, r > 0.
Proof. By Theorem 3.2, there exists C 2 > 0 such that
for all x ∈ M and for all r, t > 0. The last line follows (28) of Lemma 3.1. Set τ = τ Y (x, r). There exists C 1 > 0 such that
for all x ∈ M and for all r, t > 0. The second and fifth lines follow from (37) and the third line above follows from strong Markov property.
Similarly, we have the following estimate for the hitting time T Y .
Lemma 3.4. Under the assumptions of Theorem 3.2, there exists C 1 > 0 such that
for all x, y ∈ M and for all t > 0.
Proof. By Proposition 3.3, there exists C 2 > 0 such that
for all z ∈ M and for all t > 0. By (4), it suffices to consider the case d(x, y) > 2(1 + C 2 )t 1/β . Set S = T Y (y, t 1/β ). By (38) and strong Markov property,
for all x, y ∈ M and t > 0. Therefore
for all x, y ∈ M and for all t > 0. The fourth line above follows from Theorem 3.2. The fifth line follows from d(x, z) ≥ d(x, y)/2 which is a consequence of
and triangle inequality. The last line follows from (4). Now we prove similar estimates for X n . The strategy is to compare the behavior of X n with Y t using the equation Y t = X N (t) , where N (t) is a standard Poisson process independent of (X k ) k∈N . Define T k as the arrival times of Poisson process defined by N (t) = k for all t ∈ [T k , T k+1 ) and for all k ∈ N. Then T k is an exponential random variable with mean k and independent of (X n ) n∈N . Proposition 3.5. Under the assumptions of Theorem 3.2, there exists C 1 > 0 such that d(x, y) ) β for all n ∈ N and for all x, y ∈ M with x = y.
Proof. It suffices to consider the case n ≥ 1. By Markov inequality P(T n > 2n) ≤ 1/2. Therefore by independence of (X n ) n∈N and the arrival time T n , we have 1 2 , y) ) for all x, y ∈ M with x = y and for all n ∈ N * . The last line above follows from Lemma 3.4. The conclusion then follows from (4).
We conclude the section, with an exit time estimate for X n . Proposition 3.6. Under the assumptions of Theorem 3.2, there exists γ > 0 such that
Proof. Choose γ 1 > 0 such that 2 β+1 C 1 γ 1 = 1/8, where C 1 is the constant from Proposition 3.3. By Proposition 3.3,
for all x ∈ M and for all r > 0. Therefore
for all x ∈ M R and for all r > 0. In the last line above, we used Markov's inequality P (|X| > a) ≤ EX 2 a 2 for X = T γ 1 r β − γ 1 r β . Fix r 0 so that γ 1 r β 0 = 8 and choose γ ∈ (0, γ 1 /8), so that γr β 0 < 1. If r < r 0 , then γr β < 1 and P x max s≤ γr β d(X k , x) > r/2 = 0 ≤ 1/4. If r ≥ r 0 , then by (40)
Combining the cases r < r 0 and r ≥ r 0 gives the desired result.
Parabolic Harnack inequality
In this section, we follow an iteration argument due to Bass and Levin [4] to prove a parabolic Harnack inequality.
Let T = {0, 1, 2, . . .} × M denote the discrete space-time. We will study the T -valued Markov chain (V k , X k ), where the time component V k = V 0 + k is deterministic and the space component X k is same as the discrete time Markov chain with transition density J with respect to µ. We write P (j,x) for the law of (V k , X k ) started at (j, x). Let F j = σ ((V k , X k ) : k ≤ j) denote the natural filtration associated with (V k , X k ). Given D ⊂ T , we denote by τ D the exit time
is a martingale. In other words, u satisfies the discrete time backwards heat equation 
The second equation follows from Markov property and last equation follows from Chapman-Kolmogorov equation (6) .
For (k, x) ∈ T and A ⊂ T , define N A (k, x) := P (k,x) (X 1 ∈ A(k + 1)) if (k, x) / ∈ A and 0 otherwise.
Lemma 4.3. For the T -valued Markov chain
Then J n∧T A is a martingale.
On the event {T A ≤ k}, this is 0. If T A > k, this is equal to
The next three technical lemmas are needed for the proof of parabolic Harnack inequality. They compare various hitting and exit times for the T -valued Markov chain (V k , X k ).
We introduce a few notations. Let γ be a constant satisfying (39) from Proposition 3.6. Define Q(k, x, r) := {k, k + 1, . . . , k + γr β } × B(x, r).
For the T -valued Markov chain (V k , X k ) defined above, we denote the exit time of Q(0, x, r) by τ (x, r) := min{k :
Note that τ (x, r) ≤ γr β + 1 is a bounded stopping time.
For A ⊂ T and k ∈ N, we set A(k) := {y ∈ M : (k, y) ∈ A}. Given a set A ⊂ T , we denote the hitting time by T A = min{k : (V k , X k ) ∈ A} and the cardinality of A by |A|. 
for all x ∈ M , for all r > 0 and for all A ⊂ Q(0, x, r) satisfying A(0) = ∅.
Proof. Since A(0) = ∅ and A ⊂ Q(0, x, r), it suffices to consider the case γr β ≥ 1. We abbreviate τ (x, r) by τ . Since A ⊂ Q(0, x, r), T A = τ .
By (3), (2), there exists C 1 > 0 such that
for all x ∈ M and for all r > 0. Therefore if P (0,x) (T A ≤ τ ) ≥ 1/4, we are done.
We may assume, without loss of generality that P (0,x) (T A ≤ τ ) < 1/4. Define the stopping time S = T A ∧ τ . By Lemma 4.3 and optional stopping theorem, we have
By (1) and (LJP (β)) there exists κ > 0 such that p(x, x) > κ for all x ∈ M . There exist c 1 , c 2 > 0 such that,
for all x ∈ M , r > 0 and for all (k, w) ∈ Q(0, x, r) \ A. In the second line above we used, (LJP (β)) and that d is uniformly discrete. For the last line, we used d(w, y) ≤ 2r, (2), (1) and γr β ≥ 1.
On the event that S ≥ γr β , by A(0) = ∅, A ⊂ Q(0, x, r), (41) and (42), there exists c 3 > 0 such that
Since τ ≤ γr β + 1 and T A = τ , we have
The second line follows from the union bound by observing {S < γr β } ⊆ {T A ≤ τ } ∪ {τ ≤ γr β )}. The last inequality is due to our choice of γ satisfying (39) and the assumption that P x (T A ≤ τ ) < 1/4.
Define the set U (k, x, r) = {k} × B(x, r).
Lemma 4.5. Under the assumptions of Theorem 3.2, there exists θ 2 > 0 such that, for all (k, x) ∈ Q(0, z, R/2), for all r ≤ R/2 and for all k ≥ γr β + 1, we have
Proof. Let Q = {k, k − 1, . . . , k − γr β } × B(x, r/2). By triangle inequality B(x, r/2) ⊂ B(z, R). Therefore Q ⊂ Q(0, z, R) and Q (0) = ∅. By Lemma 4.4 and (4), there exists c 1 > 0 such that
for all z ∈ M , for all R > 0 and for all r ∈ (0, R]. By the choice of γ satisfying (39), starting at a point in Q there is a probability of at least 3/4 that the chain stays in B(x, r) for at least time γr β . By strong Markov property, there is a probability of at least
V h (R)R β that the chain hits Q before exiting Q(0, z, R) and stays within B(x, r) for an additional time γr β , hence hits U (k, x, r) before exiting Q(0, z, R). Lemma 4.6. Suppose H(k, w) is nonnegative and 0 if w ∈ B(x, 2r). Under the assumptions of Theorem 3.2, there exists θ 3 (not depending on x, r, H) such that
for all y ∈ B(x, r/2).
Proof. By the linearity of expectation and the inequality 1 ≤ τ (x, r) ≤ γr β + 1, it suffices to verify (43) for indicator functions H = 1 (k,w) for all x ∈ M , for all r > 0, for all y ∈ B(x, r/2), for all w / ∈ B(x, 2r) and for all 1 ≤ k ≤ γr β + 1. Let x ∈ M, r > 0, y ∈ B(x, r/2), w / ∈ B(x, 2r) and 1 ≤ k ≤ γr β + 1. There exists c 1 > 0 such that
for all x ∈ M , for all r > 0, for all y ∈ B(x, r/2), for all w / ∈ B(x, 2r) and for all 1 ≤ k ≤ γr β + 1. The last line follows from (39), (LJP (β)), (1), (4) and the triangle inequality 3d(x, w) ≥ d(z, w) for all z ∈ B(x, r) and for all w / ∈ B(x, 2r). By (44),(U JP (β)), (4) and the triangle inequality d(z, w) ≥ d(x, w)/2 for all z ∈ B(x, r), there exists C 1 > 0 such that
for all x ∈ M , for all r > 0, for all w / ∈ B(x, 2r) and for all k ∈ N. By (45) and (46), the choice θ 3 = C 1 /c 1 satisfies (43).
We need the following exit time definition:
As before, we abbreviate τ (0, x, r) by τ (x, r). We are now ready to prove the following parabolic Harnack inequality.
Theorem 4.7 (Parabolic Harnack inequality).
Under the assumptions of Theorem 3.2, there exist C H , R 0 > 0 such that if q is bounded, non-negative on T and parabolic on {0, 1, . . . , 8γR β } × M , then
for all R ≥ R 0 , for all q and for all z ∈ M .
Proof. Let a > 0 be such that d(x, y) / ∈ (0, a) for all x, y ∈ M . Since (M, d) is uniformly discrete such a constant exists. Choose R 0 ≥ max(3a, 1) such that
for all R ≥ R 0 . Using Lemma 4.4 and (48), there exists c 1 ∈ (0, 1) such that
for all r ≥ R 0 , for all (k, x) ∈ T , for all C ⊆ Q(k + 1, x, r/3) such that
By multiplying q by a constant, we may assume that min w∈B(z,R/3)
for some v ∈ B(z, R/3). Let θ 1 , θ 2 , θ 3 be the constants from Lemmas 4.4, 4.5 and 4.6 respectively. Define the constants
Let α > 0, be a constant satisfying (4) . By (4) and (3), there exists C 1 > 0 large enough such that, for any r, R, K > 0 that satisfies
we have
We now iteratively choose points (k i , x i ) ∈ Q( γR β , z, 2R/3) for i = 1, 2, . . . follows: The sequence (k i , x i ) i∈N * is chosen such that K i = q(k i , x i ) is strictly increasing, that is K i < K i+1 for all i ∈ N * . The starting point (k 1 , x 1 ) ∈ Q( γR β , z, R/3) is chosen such that
q(k, y).
, then we have (47). Consider the case:
Let r i be defined by
Assume that q ≥ ζK i on
Therefore by Lemma 4.5,
a contradiction to (53). Therefore there exists y i ∈ B(x i , r/λ) such that q(k i , y i ) < ζK. Since ζ < 1, we have that
3 ηK i ≥ ζK i a contradiction. In the second line above, we used Lemma 4.6 and the last line follows from the definition of ζ in (50). Therefore
Define the set
and triangle inequality implies Q(k i + 1,
Therefore by Lemma 4.4, we have
This along with (52) yields
We use the bound (56) for the second term above, to obtain
Combining (55) and (49), we have
By (57), (58), (50), we get
It follows that
where
This along with (54) and (59) gives
for all i ∈ N * . We will now verify that (
and (55), we have
for all i ∈ N * . Therefore by (60) and (k 1 , x 1 ) ∈ Q( γR β , z, R/3), we have
for all i ∈ N * , where (61) and (62), we have that (
by (54), we have r 1 ≤ c 2 R and therefore (k i+1 , x i+1 ) ∈ Q( γR β , z, 2R/3) for all i ∈ N * . However (55) and (60) holds for all i ∈ N * , which is a contradiction. Therefore
Therefore (47) holds with C H = (C 1 /c 2 ) (α+β)
Heat kernel estimates
In this section, we prove the heat kernel estimates HKP (β) for β ∈ (0, 2) using the parabolic Harnack inequality (47). We start with the proof of (U HKP (β)).
Theorem 5.1. Under the assumptions of Theorem 3.2, h n satisfies (U HKP (β)).
Proof. By Proposition 3.5,
for all k ∈ N * and for all x, y ∈ M . By (63) and (3), there exists C 2 > 0 such that
for all x, y ∈ M and for all k ∈ N * . Let R > 0 be defined to satisfy γR β = n. Since we can take γ < 3 −2 ≤ 3 −β without loss of generality, we have R/3 ≥ n 1/β . By Lemma 4.2, q(k, w) = h 8n−k (x, w) is parabolic on {0, 1, . . . , 8γR β } × M . By (64) and R/3 ≥ n 1/β , we have min z∈B(y,R/3)
Since
by (65) and parabolic Harnack inequality (47), there exist C 3 , N 0 > 0 such that
for all x, y ∈ M and for all n ∈ N with n ≥ N 0 . Combining (23), (66) along with Theorem 2.7 yields (U HKP (β)). We now obtain a near diagonal lower estimate for h n using parabolic Harnack inequality. 
for all n ∈ N * and for all x, y ∈ M such that d(x, y) ≤ c 2 n 1/β .
Proof. By Proposition 3.6, there exists C 1 > 0 such that
for all x ∈ M and for all n ∈ N * . Thus
for all x ∈ M and for all n ∈ N * . Hence, there exists c 3 > 0 such that
for all x ∈ M and for all n ∈ N * . The second line above follows from CauchySchwarz and (68) and last line follows from (3) and (4). Combining (69), (23), (4) and (LJP (β)), there exists c 4 > 0 such that
for all n ∈ N * and for all x ∈ M . Let n ∈ N * and let R be defined by n = γR β . As in the proof of Theorem 5.1, we define the function q(k, w) = h 8n−k (x, w) which is parabolic on {0, 1, . . . , 8γR β } × B(x, r). By (47), (70) and (4), there exist c 5 , C 2 , N 0 > 0 such that
for all n ∈ N * with n ≥ N 0 and for all x ∈ M . Combining (23), (71) and (LJP (β)), we get the desired near diagonal lower bound (67).
Next, we prove the full lower bound (LHKP (β)). This can be done using parabolic Harnack inequality as in Theorem 5.2 of [4] . However, we prove the off-diagonal lower bound using a probabilistic argument which relies on the exit time estimate of Proposition 3.6. Proof. By Proposition 3.6, there exists C 1 > 0 such that
for all x ∈ M and for all n ∈ N * .
We will first handle the case d(x, y) ≥ 3C 1 n 1/β . Define the event
By reversibility (5) and (1),
for all r ∈ N and for all z i 's in M . By (74), there exists c 3 > 0 such that
for all n ∈ N * , for all 1 ≤ k ≤ n and for all x, y ∈ M with d(x, y) ≥ 3C 1 n 1/β . The last line follows from triangle inequality d( 
for all n ∈ N * and for all x, y ∈ M with d(x, y) ≥ 3C 1 n 1/β . Thus we get the desired lower bound for case d(x, y) ≥ 3C 1 n 1/β . Let c 2 > 0 be the constant from Lemma 5.2. By Lemma 5.2, it remains to check the case c 2 n 1/β < d(x, y) < 3C 1 n 1/β . Choose K ∈ N, so that
Then if n ∈ N * with d(x, z) ≥ c 2 n 1/β /2, we have that 
for all n ∈ N with n ≥ K and for all x, y ∈ M with c 2 n 1/β < d(x, y) < 3C 1 n 1/β . The case n < K follows from (23) along with (LJP (β)).
Generalization to Regularly varying functions
In this section, we replace (1+d(x, y)) β in (LJP (β)) and (U JP (β)) by a general regularly varying function φ of index β. For a comprehensive introduction to regular variation, we refer the reader to [5] . We generalize Theorems 5.1 and 5.3 for more general jump kernels using a change of metric argument. We change the metric d by composing it with an appropriate concave function, so that under the changed metric the jump kernel satisfies (LJP (β)) and (U JP (β)). The following Lemma provides us with the concave function we need. for all x, y ∈ M . Therefore by Theorem 5.1, there exists C 7 > 0 such that
for all n ∈ N * and for all x, y ∈ M . Combining with (80) and (4), there exists C 8 > 0 such that
for all n ∈ N * and for all x, y ∈ M . A similar argument using Theorem 5.3 gives the desired lower bound on h n .
