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We develop a general operational framework that formalizes the concept of conditional uncertainty in a
measure-independent fashion. Our formalism is built upon a mathematical relation which we call conditional
majorization. We define conditional majorization and, for the case of classical memory, we provide its thor-
ough characterization in terms of monotones, i.e., functions that preserve the partial order under conditional
majorization. We demonstrate the application of this framework by deriving two types of memory-assisted un-
certainty relations: (1) a monotone-based conditional uncertainty relation, (2) a universal measure-independent
conditional uncertainty relation, both of which set a lower bound on the minimal uncertainty that Bob has about
Alice’s pair of incompatible measurements, conditioned on arbitrary measurement that Bob makes on his own
system. We next compare the obtained relations with their existing entropic counterparts and find that they are
at least independent.
The discovery of quantum mechanics in the early twentieth
century brought about a profound change in the way we view
the physical world. Among its most counter-intuitive features
is the uncertainty principle, which states that there is a min-
imum uncertainty inherent in certain pairs of measurements
[1]. The original uncertainty relations (URs) that quantify this
phenomenon are widely known in the form of Robertson’s for-
mula which sets a state-dependent lower bound on the stan-
dard deviations of two operators as a measure of uncertainty
[2]. It was soon realized that the content of such URs can
be stated using other quantifiers of the indeterminacy of mea-
surements. Beginning with Hirschman’s formulation in terms
of entropies [3], many different entropic URs have since been
proposed in which the authors utilized the Shannon entropy
and other Re´nyi entropies as measures of uncertainty [4–8].
Among them, persuing a conjecture of Kraus [9], one of the
most well-known entropic uncertainty relations was derived
by Maassen and Uffink [10]. It states that
H(A1) +H(A2) ≥ log2
1
c
, (1)
where H(·) is the Shannon entropy of a probability distribu-
tion for an observableA1 andA2, and c = maxa1,a2 |〈a1|a2〉|,
where |a1〉 and |a2〉 are the eigenvectors ofA1 andA2, respec-
tively. Nevertheless, the entropy is merely one of many ways
to characterize uncertainty, and does not capture its complete
operational meaning.
Quite recently [11–16], a measure-independent approach
was applied to uncertainty without a memory (“non-
conditional uncertainty”) in terms of a mathematical relation
of majorization. Namely, given two probability distributions
p and q of some classical variable, the latter is said to be more
uncertain than the former only if q is majorized by p, denoted
q ≺ p [17]. Applying this operational framework on pairs
(or larger sets) of outcome distributions of quantum measure-
ments, allowed for construction of a majorization UR in the
form [12, 13]:
qA1 ⊗ qA2 ≺ ω, (2)
where qA1 (qA2 ) is the probability distribution over the out-
comes of measurement of an observable A1 (A2) applied on
an arbitrary quantum state ρ, and ω 6= (1, 0, ..., 0) is some
constant vector, independent of ρ. The left-hand side of (2) is
more uncertain than a nontrivial fixed vector ω, which carries
some uncertainty. The universality of such a relation lies in the
fact that for any measure of uncertainty MU , e.g., Shannon
entropy, one can get a lower bound on the joint uncertainty
MU (qA1⊗qA2) by evaluatingMU on the fixed argument ω.
The study of URs is significant due to their applications in
cryptographic tasks [18–21], quantum correlations and non-
locality problems [22, 23], and continuous-variable quan-
tum information processing [24–26]. In some of these, it is
important to consider the effect of a (sometimes adversari-
ally controlled) memory possibly correlated with the system.
The straightforward entropic conditional uncertainty relation
(CUR) in a presence of classical memory [27, 28]:
H(A1|R) +H(A2|R) ≥ log2
1
c
(3)
can be derived from Maassen-Uffink UR (1). The Shannon
entropy is replaced here by the conditional Shannon entropy
H(·|·), which is calculated for distributions obtained from bi-
partite state ρAB by measuring one of two observablesA1, A2
on part A, and applying arbitrary measurement on part B,
whose outcomes give rise to classical register R. The exten-
sion of inequality (3) to quantum memory case was conjec-
tured in [28], and proved in [29]. Compared to the smooth-
entropy approach of [29, 30], a more information-theoretic
treatment of CURs [8, 31–35] was developed leading to con-
ceptual and quantitative improvements. However, the recent
study was still restricted to entropic CURs. The possible
generalization of these (in the spirit of recently discovered
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2majorization-based approach to non-conditional uncertainty)
proved to be difficult due to lack of the notion of conditional
uncertainty in abstract terms.
In this work, we resolve this problem and show how to for-
mulate conditional uncertainty in a fully operational way, i.e.,
without referring to particular quantifiers of uncertainty. To
this end, we define a mathematical relation, which we call
conditional majorization, that acts as the basis for compar-
ing the conditional uncertainties of variables, analogously to
how ordinary majorization for vectors enables the compari-
son of non-conditional uncertainties [12, 13, 16]. It should
be noted that conditional majorization is a new type of ma-
jorization relation for matrices that, to our knowledge, has not
been considered so far in literature. Still, in a special case of
a 1-column matrix it simplifies to standard vector majoriza-
tion. Next, we apply our characterization of conditional un-
certainty to derive two kinds of conditional URs with a mem-
ory in a bipartite setting: a so called monotone-based CUR
and a measure-independent CUR — a counterpart to (3), but
not involving any specific measure of conditional uncertainty.
The notion of (conditional) uncertainty.— Let us first out-
line a general approach to uncertainty relations without a
memory (URs) with emphasis on the fundamental questions
and challenges that inherently arise from their structure. For
a pair of measurements of observables A1 and A2, the UR
states that the uncertainty of measurements outcomes, dis-
tributed due to probability vectors qA1 and qA2 , respectively,
is lower bounded by some constant ω(A1, A2). In order to
construct a given UR, we then necessarily need to know first,
how the uncertainty itself is defined and what class of func-
tions can be used to measure it. Note that given two prob-
ability distributions p and q, any legitimate measure of un-
certainty MU must naturally obey the following inequality:
MU (q) ≥ MU (p), whenever q is more uncertain than p.
What then remains is to answer a fundamental question: when
one can unambiguously state that q is more uncertain than p?
In [12], authors tackled this problem by introducing a par-
tial order p 7→ q as a tool for comparing the uncertainties of
two probability distributions. Namely, with a use of just two
plain axioms: i) uncertainty cannot change under permutation,
ii) uncertainty cannot decrease under convex mixture (forget-
ting information), the uncertainty was characterized through a
class of “certainty-nonincreasing” operations, called random
relabelings, given by a set of doubly stochastic matrices D
such that: p 7→ q = Dp. This relation can be equivalently
expressed in terms of vector majorization denoted as q ≺ p
(read: q is majorized by p), if q is more uncertain than p. Ac-
cordingly, any legitimate measure of uncertaintyMU , which
we call monotone, necessarily must be monotonic under a par-
tial order of majorization: q ≺ p ⇔ MU (q) ≥ MU (p).
One can easily see [17] that there is a finite set of monotones
{MkU}, given in terms of consecutive partials sums of vector
components, that is sufficient as a condition for vector ma-
jorization.
Similarly, when approaching the conditional uncertainty re-
lations in a presence of memory (CURs), we primary need to
recognize the notion of conditional uncertainty and determine
what functions can be used to quantify it. To this end, we shall
introduce a new partial order, which qualitatively and quanti-
tatively reflects the conditional uncertainty. In particular, we
need to identify the class of operations that cannot decrease
conditional uncertainty.
Classical conditional majorization.— We start with a case
of classical memory. Alice holds a system of interest, X ,
while Bob holds another system, R′, which is the classical
memory. Later on, when we apply our formalism to construct
various uncertainty relations, Alice’s system will result from
measuring the incompatible observables on part A of the ini-
tially shared quantum system ρAB , whereas Bob’s classical
register will arise due to arbitrary chosen measurement per-
formed by him on the quantum subsystem B. The classical
conditional uncertainty is really a property of emerging post-
measurement classical-classical (CC) state, and hence such
states are the objects in our formalism.
Let us then analyze a CC state of XR′, i.e., just joint
probability distributions pXR
′
composing an n × ` matrix
P = [pxr′ ]. In the presence of memory, we need to take
into account that Bob can use his register to infer about the
state of Alice’s system. To include this case, we introduce
the operations that generalize random relabelings. Namely,
Bob is allowed to perform on his classical register R′ the
arbitrary trace-nonincreasing operations (sub-stochastic maps
R(j)) that sum up to row-stochastic map, and Alice’s allowed
action (random relabeling given by n × n doubly stochastic
matrix D(j)) on X can depend on Bob’s output (j) – it can
actually be only a mental action of Bob, but it is convenient
to assign it to Alice. This results in the following general
form of a “conditional certainty-nonincreasing” operations,
which we call classical-conditioned random relabelings (cf.
Appendix I A-I D):
P 7→ Q =
∑
j
D(j)PR(j), (4)
where j can run over an arbitrary number of values. Since
the effective transformation acting on X is always doubly
stochastic, the number of rows of P stays intact, however,
the arbitrary classical channels allowed on R′ can change the
number of columns in P , possibly transformingR′ to a differ-
ent classical systemR, leading to an n×m probability matrix
Q = [qxr].
Now, whenever Q can be obtained from P as in (4), we say
that the probability matrix Q is conditionally majorized by P
denoted
Q ≺c P, (5)
which means that the variable X is more uncertain in the CC
state XR than in the state XR′, conditioned upon access to
side information. Note that the relation of conditional ma-
jorization does not constitute a total order (similarly as ordi-
nary majorization), because given two matrices, not always
the mapping of the form (4) exists. Conveniently, the rela-
tion (5) is easily checkable by linear programming methods
as shown in Appendix I E.
In this way, we have arrived at the definition of being more
conditionally uncertain: Q is more conditionally uncertain
3than P when Q ≺c P . In particular, when Q and P are both
product, then this reduces to ordinary majorization of their X
marginals. On the other hand, when P is maximally corre-
lated, then it does not exhibit conditional uncertainty at all,
and all Q’s are conditionally majorized by such P .
Quantum conditional majorization.— We can analogously
define partial order in the case of quantum memory. As be-
fore, Alice holds the classical register X , whereas Bob now
owns a quantum memory B′. Together they share a classical-
quantum (CQ) state in the form: σ=
∑n
x=1 px |x〉 〈x|X⊗σB
′
x ,
where px is the marginal probability of Alice’s outputs x,
{|x〉}x denotes an orthonormal basis consisting of “classical
outcome flags” on the classical register X and σB
′
x describes
the state of quantum memory system. The conditional ma-
jorization is then defined by a class of operations, which we
call quantum-conditioned random relabelings, that relates two
CQ states rather than two CC states (as stated for classically
correlated memory): σ 7→ τ = ∑nx,y=1∑j pxD(j)yx |y〉〈y|X ⊗
[E(j)(σB′x )]B , where E(j) represents an arbitrary quantum op-
erations and is a trace-nonincreasing completely positive map,
such that the map E(·) ≡ ∑j E(j)(·) is trace-preserving. We
then say that a CQ state τ is more conditionally uncertain than
σ, and denote it as τ ≺c σ.
Characterization of conditional majorization.— Now, we
will present necessary and sufficient conditions for classical-
conditional majorization in the form of monotones, i.e., real-
valued functions that preserve the partial order under condi-
tional majorization (see Appendix I F for more details):
Theorem 1. For joint probability distributions QXR and
PXR
′
, we have that QXR ≺c PXR′ iff for all convex sym-
metric functions Φ the following inequality holds:∑
r
qrΦ(q
X|r) ≤
∑
r′
pr′Φ(p
X|r′), (6)
where qr is the marginal probability distribution of R = r,
and qX|r is the conditional probability distribution ofX given
R = r.
The theorem implies that the proper monotonesMCU that
quantify conditional uncertainty are given by the averages of
arbitrary convex functions Φ, as seen in Eq. (6). The mini-
mal set of monotones that determines the partial order under
conditional majorization is not identified, nevertheless there
exists a set of monotones that is sufficient as a condition for
conditional majorization. It can be achieved by restricting the
functions Φ in Eq. (6) to the subset of functions ΦA in the
form (Appendix I F):
ΦA(q
X|r) ≡ max
k
(ak)
↓ • (qX|r)↓, (7)
where ak is the kth column of a row-stochastic matrix A =
[axk], and down arrow denotes the alignment of vector com-
ponents in nonincreasing order. Interestingly, there exists a
finite number of conditions for conditional majorization, pro-
vided by the standard linear programming techniques, which
are however not given in terms of monotones and are rather
nonintuitive.
The developed concept of conditional uncertainty via con-
ditional majorization allows now for the proper construction
of CURs. In particular, two different approaches are possible.
On one hand, one can derive CURs based on some mono-
tone MCU , given in the generic form: MCU (QXR) ≤ γ,
whereMCU (QXR) =
∑
r qrΦ(q
X|r) is obtained by choos-
ing a fixed function Φ (or ΦA given in Eq. (7)),QXR emerges
from quantum mechanical measurements and a bound γ de-
pends only on the observables. In the second approach, one
can use directly the very definition of conditional uncertainty
given by conditional majorization and derive the universal
(i.e., measure-independent) CUR in the form QXR ≺c Ω,
a memory-assisted generalization of (2). In the following, we
will start by choosing a single, simple monotone and derive
a CUR based on it. Subsequently, we will use the obtained
relation to provide a whole family of universal CURs.
In concrete applications, X will be register built of out-
comes of observables A1 and A2 whose uncertainty we are
going to describe. It can be given by x = (a1, a2) (giving rise
to CUR of “tensor product” type) but also by x = a where a
runs through union of the observables outputs (”direct sum”
type). Our examples below will be of the first kind.
Application 1: CUR based on a monotone.— Let us first
note that for a classical memory, a given CUR can be derived
from a corresponding UR, in a similar way as the CUR (3)
was derived from Maassen-Uffink UR (1), provided the UR is
given in terms of a convex function. Consider the UR in the
form
MU (q) ≡ Φ(qA1 ⊗ qA2) ≤ γ, (8)
where qA1
(
qA2
)
results from measuring A1 (A2) on a quan-
tum system and γ is a constant dependent only on the observ-
ables A1, A2. Then, the corresponding CUR appears as
MCU (QXR) ≡
∑
r
qrΦ(q
A1|r ⊗ qA2|r) ≤ γ (9)
with qr denoting the marginal probability distribution ofR =
r, and qA1|r (qA2|r) describing the probability distribution of
an observable A1 (A2) conditioned onR = r.
Here, the measurement scenario is established in a bipartite
setting, where two parties, Alice and Bob, initially share two
copies of a pure state: ΨA1B1 ⊗ ΨA2B2 . On the first copy,
Alice and Bob perform POVMs
{
MA1a1
}
and
{
MRr
}
, respec-
tively, whereas on the second copy Alice measures
{
MA2a2
}
and Bob repeats the measurement performed on the first copy.
The resulting measurement statistics are given by
qa1r = Tr
[(
MA1a1 ⊗MRr
)
ΨA1B1
]
, (10)
qa2r = Tr
[(
MA2a2 ⊗MRr
)
ΨA2B2
]
. (11)
By combining the Alice’s measurement outcomes into a
single variable x ≡ (a1, a2), one obtains the matrix QXR =
[qxr] with
qxr = qrqa1|rqa2|r. (12)
Then, using the result (2) and (9), we derive (see Appendix
II A) a monotone-based CUR in the form:∑
r
qrΦl(q
X|r) ≤ ηl, (13)
4QM 
UR 3 UR 2 
. UR 1 . A B 
FIG. 1. How to compare different uncertainty relations. The solid
line sets represent three distinct URs: UR1, UR2 and UR3. The
statistics allowed by a given UR are represented by points contained
in the corresponding set, whereas the excluded statistics do not be-
long to the set. The statistics originating from quantum-mechanical
measurements obey all the URs and form a dashed line subset QM of
all solid line sets. We say that UR1 is stronger than UR2 since UR1⊂
UR2, i.e., all statistics allowed by UR2 are also allowed by UR1, but
UR1 excludes some statistics allowed by UR2 (e.g., point A). On the
other hand, UR2 is independent of UR3 if UR2 ∩ UR3 6= UR2 6=
UR3, i.e., it excludes some statistics allowed by UR3 (point B), but
also allows some statistics excluded by UR3 (point A). Naturally, the
same reasoning applies to comparing different CURs.
where Φl(qX|r) is the sum of l largest probabilities of the dis-
tribution qX|r, and the functions Φl are obtained from Eq. (7)
by choosing A = (1, . . . , 1︸ ︷︷ ︸
l
, 0, . . . 0)T . For l = 1, an explicit
form of ηl in terms of observables was provided in [12, 13],
and is given by η1 = 14 (1 + c)
2 with c as in Eq. (1).
Remark. Note that in Eq. (13) one cannot take just a func-
tion that quantifies non-conditional uncertainty, and condition
on it. For example Re´nyi entropy for α > 1 is a valid quanti-
fier of non-conditional uncertainty because it is monotonic un-
der majorization, but it violates conditional majorization order
because it is not convex.
Application 2: Measure-independent CUR based on condi-
tional majorization.— The CUR obtained from monotone Φ1
will now serve as a tool to derive a family of CURs given by
a conditional majorization relation, hence independent of any
particular measure. For a previously examined measurement
scenario, we lower-bound the conditional uncertainty of X|R
in terms of conditional majorization. Namely, we construct a
“matrix-valued” upper bound on QXR = [qxr] of Eq. (12)
under the “≺c” partial order by finding some Ω ∈ CCn, such
that QXR ≺c Ω (cf. Appendix II B):
Theorem 2. Define c ≡ maxa1,a2 |〈a1|a2〉|, where a1 and a2
are eigenvectors of Alice’s A1 and A2 measurements, respec-
tively. Then for arbitrary state ρAB and an arbitrary chosen
measurement on system B we have
QXR ≺c Ω, (14)
with QXR = [qxr] defined in Eq. (12), and
Ω =
[
α 0 . . . 0
(1− α)ω1 (1− α)ω2 . . . (1− α)ωn
]T
, (15)
where ω = (β, . . . , β︸ ︷︷ ︸
l
, 1− lβ, 0 . . . 0) with l being the largest
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FIG. 2. Comparison of entropic CUR (3) with its counterpart implied
by monotone-based CUR (13). The bound for entropic CUR consti-
tutes the RHS of (3), whereas the bound for monotone-based CUR
is given by minimal conditional entropy for probability distributions
which satisfy (13), see Appendix III B for details.
integer such that βl ≤ 1 and α, β satisfy αβ ≤ 14 (1 + c)2.
The relation (14) constitutes a nontrivial CUR when
α and β are strictly less than 1. This happens for
1
4 (1 + c)
2 < α < 1. If we set α = 1, and take the systems
B to be trivial, the CUR reduces to majorization UR of (2)
with ω = (ω1, ω2, ...), where ω1 = 14 (1 + c)
2, ω2 = 1 − ω1,
and ωi = 0 for i > 2.
Comparison with existing CURs.— One might wonder
what motivation stands behind the studying of universal un-
certainty relations in the first place. Let us then delve into the
fundamental and, by all means, interesting insights of the ob-
tained universal CUR in Theorem 2. First of all, the universal
CUR is a versatile tool with which one can derive a CUR for
any arbitrary measure of conditional uncertainty, even for the
functions not yet considered in this context in literature. Sec-
ondly, it does not merely say that some measure of uncertainty
is non-trivially limited, but it gives insight into the structure
of quantum-mechanical distributions.
It might seem that the price for the universality of the
measure-independence is that the resulting CURs would come
out weaker comparing to existing CURs based on particular
measures (like entropy). However, remarkably, it is not the
case. To see it, we first explain in Fig. 1 how to compare vari-
ous (C)UR’s. It turns out that our universal CUR (14) is inde-
pendent of entropic CUR (3), see Appendix III A. In particu-
lar, it can be shown that (14) excludes statistics with too large
conditional probabilities of certain events (one for observable
A1, and the other for observable A2), while such statistics are
allowed by entropic CUR (3). Moreover, for states such that
the memory is classical, the monotone-based CUR (13) with
l = 1 appears to be stronger than (3) for some range of pa-
rameter c (Fig. 2).
Concluding remarks. In this work, we have introduced
an operational framework that through a mathematical rela-
tion “≺c” called conditional majorization defines conditional
uncertainty—that is, uncertainty of a classical variable (e.g.,
a measurement outcome) conditioned on access to a corre-
lated memory (either classical or quantum). In applications,
we focused on the case of classical memory, and constructed
two conditional uncertainty relations in a bipartite setting: a
5monotone-based CUR and a universal measure-independent
CUR. Both of them seem to beat exisiting entropic CUR to
some extent.
The framework of conditional uncertainty is however more
general and versatile, and can be used in many other scenar-
ios. Among others, our approach applied here to the “tensor
product” type majorization (8)-(9), can be easily applicable to
the direct sum majorization [14–16] as well. Also, our frame-
work opens a new path of research, with many challenges,
to mention a possible generalization to cover the case of ex-
plicit dependence on entanglement as in [29]. Another impor-
tant project to be undertaken is the application of our methods
to concrete cryptographic tasks, such as key distribution and
coin-tossing. Replacing the existing, entropy-based methods
with majorization-based methods is likely to improve the anal-
ysis of the single-shot or finite-size case of such tasks, possi-
bly beyond the improvement already afforded by the smooth
Re´nyi entropy calculus.
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APPENDIX
I. CLASSICAL-CONDITIONAL MAJORIZATION
Consider the following scheme: Alice holds a system of in-
terest,X; Bob holds another system,R′, which is the classical
memory. The state they share is a basic object of our formal-
ism and is given by a classical-classical state PXR
′ ∈ CCn,
which we will simply denote as P . Let then P = [pxr′ ] be
an n × ` matrix whose components are the joint probabili-
ties pxr′ . Hereafter, we use the notation pr′ ≡
∑
x pxr′ for
the marginal probability of R′ = r′, and pX|r′ ≡ p|r′ ≡(
px|r′
)
x
= p−1r′ (pxr′)x for the conditional distribution of X
given R′ = r′. The same notation applies to a n ×m proba-
bility matrix QXR ≡ Q = [qxr]. Denote by Rn×`+,1 the set of
all n × ` row-stochastic matrices, and by Rn×`+ the set of all
n × ` matrices with non-negative entries. Then, P ∈ Rn×`+
and Q ∈ Rn×m+ .
A. Condition for the conditional majorization
In the main text, in Eq. (4) we defined the class of opera-
tions, called classical-conditioned random relabelings (CCR),
that do not decrease classical conditional uncertainty. This led
to the following condition for the classical-conditional ma-
jorization relation Q ≺c P :
Q =
∑
j
D(j)PR(j), (A1)
where each D(j) is an n × n doubly stochastic matrix, and
each R(j) is an ` × m matrix of non-negative entries, with∑
j R
(j) row-stochastic.
Remark. Arbitrarily reordering the elements of each column
of P is a CCR: Just choose D(j) = Πj (permutations), and
R(j) = ejj , i.e., a matrix with zeros everywhere except the
(j, j) element, which is chosen to be 1.
In component-wise form it reads as:
qxr =
∑
j
∑`
r′=1
(
D(j)pr′
)
x
R
(j)
r′r. (A2)
Here (D(j)pr′)x is the xth component of the vector D(j)pr′ ,
where pr′ is the (r′)th column of P (we will similarly use qr
for the columns of Q). To simplify this relation, we denote
tr′r ≡
∑
j
R
(j)
r′r and D
(r′,r) ≡
∑
j
R
(j)
r′r
tr′r
D(j). (A3)
Note that D(r
′,r) is an n × n doubly stochastic matrix and
T = [tr′r] is an ` × m row-stochastic matrix. With these
notations the relation in (A2) becomes
qr =
∑`
r′=1
tr′rD
(r′,r)pr′ . (A4)
Lemma 3. Q ≺c P if and only if there exists a set of n × n
doubly stochastic matricesD(r
′,r) (`m in number) and an `×
m row-stochastic matrix T ≡ [tr′r] such that the columns of
P (denoted pr′) are related to those of Q (qr) through (A4).
Proof. We already proved that Q ≺c P implies the exis-
tence of D(r
′,r) and T with the desired properties, satisfy-
ing (A4). It remains to show that if such matrices exist,
then there exist D(j) and R(j) that satisfy (A1). Indeed,
since D(r
′,r) are doubly stochastic, we can write them as
D(r
′,r) =
∑
j s
(j)
r′rΠ
(j), where Π(j) are permutation matrices
and
∑
j s
(j)
r′r = 1. Hence, taking R
(j) to be the matrix whose
components are tr′rs
(j)
r′r, and D
(j) the permutation matrices
Π(j), completes the proof.
B. Standard form
In the following, we introduce the notion of a standard form
that simplifies a characterization of classical-conditional ma-
jorization.
We say thatQ and P are conditionally equivalent, and write
Q ∼c P , if Q ≺c P and Q c P . Identifying cases of
such equivalence leads to further simplification, resulting in
the following standard form:
6Definition 1 (Standard Form). Let Q = [qxr] be an n × m
joint distribution matrix. Its standard form Q↓ = [q↓xs] is an
n × m˜ matrix, where m˜ ≤ m. To obtain Q↓, we apply the
following transformations on Q:
1. Reordering within columns: Arrange the elements of
each column of Q in non-increasing order. Since this
is a reversible CCR, we can just assume WLOG that
Q has this form. That is, for all r = 1, ...,m, q1r ≥
q2r · · · ≥ qnr.
2. Combining proportional columns: If two columns of
Q, say those corresponding to r and r˜, are proportional
to each other (i.e., q|r = q|r˜), then we replace both
by a single column (qr + qr˜)q|r. We do this until no
two columns are proportional. The resulting matrix Q˜
contains m˜ ≤ m columns, each of the form q˜sq˜|s.
3. Reordering the columns: Reorder the m˜ columns of Q˜
in non-increasing order of q˜s. If there are ties, resolve
them by ranking the tied columns in non-increasing or-
der of their first component (q˜1s). If there remain ties,
we rank by non-increasing (q˜1s + q˜2s), and so on.
The resulting n× m˜ matrix is the final standard form Q↓.
Below, we show that Q↓ ∼c Q.
Lemma 4. Consider an n × m probability matrix Q =
[q1, ...,qm] such that one of the columns, say q1, is a multiple
of another column, say q2. That is, there exists non-negative
real number λ such that q1 = λq2. Then,
Q ∼c Q′ ≡ [(1 + λ)q2,q3, ...,qm], (A5)
where Q′ is n× (m− 1) probability matrix.
Proof. Let T = [t1, ..., tm−1] be the following m× (m− 1)
row stochastic matrix
T =
(
1 0 · · · 0
Im−1
)
, (A6)
where Im−1 is the (m−1)×(m−1) identity matrix. Note that
QT = Q′ and therefore Q′ ≺c Q. Let U = [u1, ...,um−1] be
the following (m− 1)×m row stochastic matrix
U =

λ
1+λ
1
1+λ 0 · · · 0
0 0 1 · · · 0
...
...
. . .
...
0 0 1
 . (A7)
Note that Q′U = Q and therefore Q ≺c Q′. Hence, Q ∼c
Q′.
C. Characterization of conditional majorization through the
lower-triangular matrix L
Hereafter, we will (often implicitly) assume all states to be
in their standard form, without loss of generality. This en-
ables an elegant characterization of conditional majorization
through the n× n lower-triangular matrix
L =

1 0 0 · · · 0
1 1 0 · · · 0
1 1 1 · · · 0
...
...
. . .
...
1 1 1 · · · 1
 . (A8)
Lemma 5. For Q and P in the standard form, Q ≺c P if and
only if there exists a row-stochastic matrix T such that
LQ ≤ LPT, (A9)
where the inequality is entry-wise.
Proof. Since all the D(r
′,r) in (A4) are doubly stochastic, we
get that
k∑
x=1
qxr ≤
∑`
r′=1
tr′r
k∑
x=1
pxr′ , ∀ k = 1, ..., n. (A10)
Note that by taking the sum over r on both sides, we get
that the marginal distributions q = (
∑
r qxr)x and p =
(
∑
r′ pxr′)x satisfy q ≺ p. Denote by Q˜ and P˜ the matri-
ces whose components are
q˜kr =
k∑
x=1
qxr and p˜kr′ =
k∑
x=1
pxr′ . (A11)
That is,
Q˜ = LQ and P˜ = LP, (A12)
with L defined in (A8). Due to Eq. (A10), if Q ≺c P then
there exists a row-stochastic matrix T such that Q˜ ≤ P˜ T .
Conversely, suppose there exists a row stochastic matrix T
satisfying (A9). Denote A ≡ PT and the components of A
by
akr =
∑`
r′=1
pkr′tr′r. (A13)
The condition Q˜ ≤ P˜ T is equivalent to qr ≺w ar, where
ar = (akr)k, and the symbol ≺w stands for weak ma-
jorization (i.e., instead of equality, we have
∑n
k=1 qkr ≤∑n
k=1 akr). It is known (see e.g., [36]) that qr ≺w ar if and
only if there exists a non-negative (entry-wise) matrix S(r)
and a doubly stochastic matrix D(r) such that qr = S(r)ar
and S(r) ≤ D(r) entry-wise. Therefore, there exists doubly
stochastic matrixD(r) such that qr ≤ D(r)ar. In components
it reads
qxr ≤
n∑
k=1
D
(r)
xk akr =
n∑
k=1
∑`
r′=1
D
(r)
xk pkr′tr′r ≡ q′xr. (A14)
However, since the components qxr and q′xr both sums to one,
the condition 0 ≤ qxr ≤ q′xr implies that qxr = q′xr. Hence,
this equation is equivalent to (A4) with D(r
′,r) ≡ D(r), and
from Lemma 3 it follows that Q ≺c P . This completes the
proof.
7Remark. Note that the proof of Lemma 5 also implies that
Q ≺c P if and only if there existm doubly stochastic matrices
D(r), and a row stochastic matrix T such that
qr = D
(r)
∑`
r′=1
tr′rpr′ , ∀ r = 1, ...,m. (A15)
This is a simpler version of (A4). For any set of m doubly
stochastic matrices D = {D(1), ..., D(m)}, and an n×m ma-
trix A, whose columns are az , we define
D[A] := [D(1)a1, ..., D(m)am]. (A16)
With these notations
Q ≺c P ⇐⇒ Q = D[PT ] (A17)
for some set of m doubly stochastic matrices D and a row
stochastic matrix T .
D. Properties of the conditional majorization relation
The standard form (see Definition 1), together with the sim-
plification afforded by Lemma 5, leads to some nice properties
of the conditional majorization relation:
Theorem 6. Let P , Q, R be three probability matrices. Then,
Reflexivity: Q ≺c Q. (A18)
Transitivity: Q ≺c P and P ≺c R ⇒ Q ≺c R. (A19)
Antisymmetry: Q ≺c P and P ≺c Q ⇒ Q↓=P ↓. (A20)
That is,≺c is a partial order with respect to the standard form.
Proof. Reflexivity (A18) and transitivity (A19) of ≺c follow
directly from its definition in (A1). To prove antisymmetry
(A20), suppose Q ≺c P and P ≺c Q (i.e., Q ∼c P ), and
suppose Q and P are given in their standard form; that is, we
assume Q = Q↓ and P = P ↓. From Lemma 5 we know that
there exist stochastic matrices T and R such that LQ ≤ LPT
and LP ≤ LQR. Combining these two inequalities gives
LQ ≤ LQRT and LP ≤ LPTR. (A21)
Since RT is a row stochastic matrix, the sum of the columns
of LQ and LQRT are the same. Therefore, we must have
LQ = LQRT , and using similar arguments we also get
LP = LPTR. Since L is invertible, this in turn gives
Q = QRT and P = PTR. (A22)
We next prove, thatRT and TRmust be the identity matrices.
Lemma 7. Let A be an m × m row stochastic matrix, and
Q = Q↓ is an n ×m matrix with non-negative components.
Then,
Q = QA ⇒ A = Im. (A23)
The proof is by induction overm. Form = 1, Q is an n×1
column matrix. Then, A is a 1× 1 row stochastic matrix, i.e.,
the number 1. Therefore the Lemma 7 holds form = 1. Next,
suppose the lemma holds for all n×m non-negative matrices
Q(m) (in their standard form); i.e., if Q(m) = Q(m)A(m) for
some m ×m row stochastic matrix A(m), then A(m) = Im.
We need to show that the same holds for all n× (m+ 1) non-
negative matricesQ(m+1) (in their standard form). Indeed, let
A(m+1) be an (m+ 1)× (m+ 1) row stochastic matrix, and
denote
Q(m+1) =
(
Q(m) qm+1
)
and A(m+1) =
(
A(m) v
uT 1−u
)
,
(A24)
where u,v ∈ Rm+ and u is the sum of the components of u.
Note that while A(m) above is non-negative it is not neces-
sarily row stochastic. More precisely, the sum of the columns
of A(m) is e − v, where e = (1, ..., 1)T . Now, suppose that
Q(m+1) = Q(m+1)A(m+1). With the notations above this is
equivalent to
Q(m) = Q(m)A(m) + qm+1u
T ,
qm+1 = Q
(m)v + (1− u)qm+1. (A25)
The second equation is equivalent to uqm+1 = Q(m)v.
Therefore, if u = 0 then v = 0 since Q(m) has no zero
columns. Clearly, in this case we also have u = 0 so that
Q(m) = Q(m)A(m) and therefore A(m) = Im from the as-
sumption of the induction. This also gives A(m+1) = Im+1.
We therefore assume now that u > 0 and thus v 6= 0. Sub-
stituting qm+1 = 1uQ
(m)v into the first equation of (A25)
gives
Q(m) = Q(m)
(
A(m) +
1
u
vuT
)
. (A26)
Since the sum of the columns of Q(m) is 1 − v we get that
A(m)+ 1uvu
T is anm×m row stochastic matrix, and therefore
from the assumption of the induction we get
A(m) +
1
u
vuT = Im. (A27)
However, since u,v, A(m) ≥ 0 the components of u and v
must satisfy
uivj = 0 for i 6= j. (A28)
Since both u 6= 0 and v 6= 0, there must exist i0 such that
ui0 6= 0, vi0 6= 0, and uj = vj = 0 for all j 6= i0. However,
in this case,
qm+1 =
1
u
Q(m)v =
vi0
ui0
qi0 . (A29)
That is, qm+1 is a multiple of another column of Q(m+1)
contrary to the assumption that Q(m+1) is given in its stan-
dard form. Therefore, we must have u = 0, and as discussed
above, this corresponds to A(m+1) = Im+1. This completes
the proof of the lemma.
8Now, using this in the relation (A22) gives that both RT =
Im and TR = I`. Hence, m = ` and R = T−1. But since
both R and T are row stochastic, we must have that they are
permutation matrices. Finally, sinceQ andP are given in their
standard form, the permutation matrices R and T must be the
identity matrices. This completes the proof of antisymmetry
(A20) of ≺c.
E. Linear programming methods
Consider the condition given in (A9) for conditional ma-
jorization, and let
t ≡

t1
t2
...
tm
 ∈ Rm`, (A30)
where t1, ..., tm are the columns of T . Let Γ be the (nm +
`)× `m real matrix
Γ =

−LP
−LP
. . .
−LP
I` I` · · · I`
 , (A31)
where I` is the `× ` identity matrix. Finally, let
b ≡

−Lq1
...
−Lqm
e
 ∈ R(nm+`), (A32)
where q1, ...,qm are the columns of Q, and e ≡ (1, ..., 1)T ∈
R`. With these notations we have the following proposition.
Proposition 8. With the same notations as above, Q ≺c P if
and only if there exists 0 ≤ t ∈ Rm` such that
Γt ≤ b. (A33)
Proof. The proof follows from Lemma 5, with the observa-
tion that if there exists a matrix T with non-negative entries
that satisfies (A9) with
∑m
k=1 tk ≤ e, then there also exists
a matrix T ′ with non-negative entries that satisfies (A9) and∑m
k=1 t
′
k = e.
F. Characterization of conditional majorization in terms of
monotones
Here we present a more general version of the Theorem 1
from the main text that introduces the sufficient conditions for
classical-conditional majorization in terms of monotones, i.e.,
convex functions that preserve the partial order under condi-
tional majorization.
Theorem 9. LetQ and P be n×m and n×` joint probability
matrices in the standard form. Then, the following conditions
are equivalent:
1. Q ≺c P .
2. For all matrices A = [a1, ...,am] ∈ Rn×m+ ,
m∑
r=1
qrΦA(q
|r) ≤
∑`
r′=1
pr′ΦA(p
|r′), (A34)
where ΦA(q|r) ≡ maxk (ak)↓ • (q|r)↓.
3. For all convex symmetric functions Φ,
m∑
r=1
qrΦ(q
|r) ≤
∑`
r′=1
pr′Φ(p
|r′). (A35)
Remark. The matrixA can be assumed to be in standard form.
Proof. We first prove that (1) ⇐⇒ (2). For any P ∈ Rn×`+ ,
denote by
E(P, k) := {Q′ ∈ Rn×k+ : Q′ ≺c P} , (A36)
which we call the Markotop of P . Note that the Markotop of
P is a compact convex set. Its vertices are the set of all matri-
ces of the form D[PT ] (see (A16)-(A17)), where D consists
of m permutation matrices and T is a matrix whose rows are
elements of the standard basis in Rm.
Lemma 10. Given an n ×m matrix Q and an n × ` matrix
P then
Q ≺c P ⇐⇒ E(Q, k) ⊆ E(P, k), ∀ k ∈ N. (A37)
Proof. Suppose Q ≺c P and let A ∈ E(Q, k). Then, by
definition, A ≺c Q and Theorem 6 gives A ≺c P ; that is,
A ∈ E(P, k). Conversely, Q ∈ E(Q,m) ⊆ E(P,m) implies
Q ≺c P .
Let now SE(P,m) : Rn×m → R be the support function of
the Markotop of P (A36) defined by
SE(P,m)(A) := max
{
Tr(ATQ) : Q ∈ E(P,m)} (A38)
for any A ∈ Rn×m. Support functions of non-empty compact
convex sets have the following property:
E(Q,m) ⊆ E(P,m) ⇐⇒ SE(Q,m) ≤ SE(P,m). (A39)
From Lemma 10, the support function provides a characteri-
zation of conditional majorization. We therefore calculate
Tr(ATQ)=
n∑
k=1
m∑
r=1
akrqkr=
m∑
r=1
∑`
r′=1
tr′r
n∑
x,k=1
D
(r)
kx akrpxr′ .
(A40)
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of the permutation matrices we get
max
D(r)
n∑
x,k=1
D
(r)
kx akrpxr′=maxpi
n∑
x=1
api(x)rpxr′= max
Π
(Πar)
Tpr′ ,
(A41)
where the second maximum is over all permutations pi, and
the last maximum is over all n × n permutation matrices Π.
Therefore,
SE(P,m)(A)=maxD,T Tr(A
TD[PT ])
=
∑`
r′=1
max
r≤m
max
Π
(Πar)
Tpr′=
∑`
r′=1
pr′ΦA(p
|r′),
(A42)
where
ΦA(p
|r′) ≡ max
r≤m
max
Π
(Πar)
Tp|r
′
= max
r≤m
(a↓r)
T
(
p|r
′)↓
.
(A43)
Note that ΦA is a convex, positively homogeneous (i.e.,
λΦA(p
|r′) = ΦA(λp|r
′
) for λ ≥ 0), and symmetric (under
permutations of p|r
′
) function.
It remains to show that (3)⇐⇒ (1). Indeed, supposeQ ≺c
P . Then, there exist family D of m n × n doubly stochastic
matrices and an `×m stochastic matrix T ≡ [t1, ..., tm] such
that
Q = D[PT ] = [D(1)P t1, ..., D(m)P tm]. (A44)
Denoting by qr ≡
∑n
x=1 qxr we therefore get that
q|r =
1
qr
D(r)P tr =
∑`
r′=1
tr′rpr′
qr
D(r)p|r
′
. (A45)
Note that the RHS of Eq. (A45) is a convex combination of
D(r)p|r
′
since qr =
∑`
r′=1 tr′rpr′ . We therefore have
m∑
r=1
qrΦ(q
|r) =
m∑
r=1
qrΦ
(∑`
r′=1
tr′rpr′
qr
D(r)p|r
′
)
≤
m∑
r=1
∑`
r′=1
tr′rpr′Φ
(
D(r)p|r
′)
≤
m∑
r=1
∑`
r′=1
tr′rpr′Φ
(
p|r
′)
=
∑`
r′=1
pr′Φ
(
p|r
′)
, (A46)
where the first inequality follows from the convexity of Φ and
the second from its Schur convexity.
Remembering that P ∈ Rn×`+ and Q ∈ Rn×m+ , we now
look at a few special cases of the matrix dimensions n, ` and
m, wherein conditional majorization simplifies instantly to or-
dinary majorization:
1. n = 1, with ` and m arbitrary: In this case P ↓ = Q↓
always holds, and therefore P ∼c Q for any (P,Q).
2. m = 1, with n and ` arbitrary: Here Q = q is a
one-column matrix equivalent to a probability vector q.
Moreover, T in Lemma 5 also have only one column,
and since it is row-stochastic, T = e = (1, ..., 1)T . De-
noting p ≡ Pe, we have
P c Q ⇐⇒ p  q. (A47)
3. ` = 1, with n and m arbitrary: In this case P = p is a
probability vector, and T = (t1, ..., tm) is a probability
row vector. We therefore get
P c Q ⇐⇒ p  q|r ∀ r = 1, ...,m. (A48)
4. ` = 2, with n and m arbitrary. This case is more in-
volved than the previous special cases. Details are pre-
sented below.
Let us assume that Q = Q↓ and P = P ↓ are 2-row joint
probability matrices. For ` = 2, Q ≺c P if and only if there
exists two m-dimensional probability vectors a and b such
that LQ ≤ LPT (A9), where
T =
(
a1 · · · am
b1 · · · bm
)
. (A49)
We denote by qr ≡
∑n
x=1 qxr for r = 1, ...,m, and similarly
by pr′ ≡
∑n
x=1 pxr′ for r
′ = 1, 2. Since p1 + p2 = 1 we
simplify the notation and denote p1 ≡ p and p2 ≡ 1−p. With
these notations the Eq. (A9) is equivalent to
qrLq
|r ≤ arpLp|1+br(1−p)Lp|2 ∀ r = 1, ...,m. (A50)
Note that the last component in the vector inequality above
reads
qr ≤ arp+ br(1− p) ∀ r = 1, ...,m. (A51)
This is possible only if
qr = arp+ br(1− p) (A52)
for all r = 1, ...,m. Substituting this into (A50) we conclude
that Q ≺c P if and only if there exists a probability vector a
satisfying the following conditions:
ar ≤ qr
p
, (A53)
arL
(
p|1 − p|2
)
≥ qr
p
L
(
q|r − p|2
)
. (A54)
Theorem 11. Let P and Q be n × 2 and n ×m probability
matrices given in their standard form. Define
µk ≡
k∑
x=1
(
px|1 − px|2
)
and ν(r)k ≡
k∑
x=1
(
qx|r − px|2
)
.
(A55)
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Denote by I+, I0, and I− the set of indices {k} for which
µk is positive, zero, and negative, respectively. Furthermore,
define p ≡ p1 =
∑
x px1, so that 1− p = p2. Also define:
αr≡qr
p
max
{
0, max
k∈I+
ν
(r)
k
µk
}
;βr≡qr
p
min
{
1, min
k∈I−
ν
(r)
k
µk
}
,
(A56)
and through these,
W0(P,Q) ≡− max
r;k∈I0
{ν(r)k }; W−(P,Q) ≡
(
m∑
r=1
βr
)
−1;
(A57)
W+(P,Q) ≡ 1−
m∑
r=1
αr; W1(P,Q) ≡ min
r∈{1,...,m}
(βr−αr).
(A58)
Then, Q ≺c P if and only if W0, W1, W+, and W− are all
non-negative.
Proof. To prove the theorem we need to show the equivalence
between conditions (A53)-(A54) ⇔ (A57)-(A58). To prove
the implication ”⇒” we assume (A53)-(A54) and express the
condition (A54) using notation introduced in (A55) in the fol-
lowing form
arµk ≥ qr
p
ν
(r)
k ∀ k, ∀r. (A59)
Next, we consider 4 cases.
(i) k ∈ I0, i.e., µk = 0.
Then for all r = 1, ...,m,
qr
p
ν
(r)
k ≤ 0 ∀ (k ∈ I0)⇒
qr
p
max
k∈I0
ν
(r)
k ≤ 0. (A60)
Since qrp is positive for all r, we get that W0(P,Q) ≡
−maxk∈I0{ν(r)k } is non-negative.
(ii) k ∈ I+, i.e., µk > 0.
Then for all r = 1, ...,m
ar − qr
p
ν
(r)
k
µk
≥ 0 ∀k ∈ I+. (A61)
But since ar ≥ 0 must also hold, we have
ar − αr ≥ 0. (A62)
Summing over r and requiring
∑m
r=1 ar = 1, we see
that W+ ≡ 1−
∑m
r=1 αr must be non-negative.
(iii) k ∈ I−, i.e., µk < 0.
Then for all r = 1, ...,m
qr
p
ν
(r)
k
µk
− ar ≥ 0 ∀k ∈ I−. (A63)
But since br ≥ 0, (A53) implies that ar ≤ qr/p must
hold. Therefore,
βr − ar ≥ 0. (A64)
Again, summing over r and requiring
∑m
r=1 ar = 1 en-
tails that W− ≡
∑m
r=1 βr − 1 be non-negative.
(iv) Combining (A62) with (A64) for all r, we obtain the
condition W1 ≡ minr∈{1,...,m} (βr − αr) ≥ 0.
That completes the first part of the proof.
To prove the other direction, define the matrices
Tmin ≡
(
α1 α2 · · · αm
q1−pα1
1−p
q2−pα2
1−p · · · qm−pαm1−p
)
;
Tmax ≡
(
β1 β2 · · · βm
q1−pβ1
1−p
q2−pβ2
1−p · · · qm−pβm1−p
)
. (A65)
These matrices satisfy all the properties desired of the ma-
trix T in (A49), except possibly row stochasticity, which they
might fail by virtue of the rows not adding up to 1 (note that
they don’t fail in the nonnegativity condition on the entries).
Now, the two row sums are continuous functions of the ma-
trix elements. Moreover, if the first row adds up to 1, so does
the second row. By the premise,
∑
r αr = 1 −W+ ≤ 1 and∑
r βr = W− + 1 ≥ 1, and βr ≥ αr for all r. The intermedi-
ate value theorem ensures the existence of a row-stochastic T
with the desired properties.
The conditions in the Theorem 11 can be simplified in spe-
cial cases:
Corollary 12. If p|2 ≺ p|1 and also q|r ≺ p|1 for all
r = 1, ...,m then Q ≺c P if and only if W+(P,Q) ≥ 0.
Furthermore, W+(P,Q) ≥ 0 if and only if
p ≥
m∑
r=1
qr max{0, hr}, where hr ≡ max
k∈I+
{
ν
(r)
k
µk
}
.
(A66)
Moreover, if p|1 = e1 ≡ (1, 0, ..., 0)T , then
hr = max
k
{∑k
x=1 qx|r − pik
1− pik
}
, with pik ≡
k∑
x=1
px|2.
(A67)
Proof. If p|2 ≺ p|1 then I− = ∅. If in addition q|r ≺ p|1
then µk ≥ ν(r)k . In this case, we always have W0 ≥ 0 and
W1 ≥ 0. Then, from Theorem 11, Q ≺c P if and only if
W+(P,Q) ≥ 0. Eq. (A66) and (A67) follow from direct
calculations, with
∑k
x=1 px|1 = 1.
Using this corollary, for any given arbitrary n-dimensional
distribution ω, we can construct a “minimal P ” (that we call
Ω) that conditionally majorizes a given Q, with the require-
ment that ω be one of the conditionals of this Ω:
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Corollary 13. For an arbitrary n-dimensional distribution
ω = (ω1, ω2, ..., ωn, 0, ..., 0)
T , define
Rω ≡ {r : q|r ≺c ω}.
If ∑
r∈Rω
qr ≥ 1− α, (A68)
then Q ≺c Ω, where
Ω =
[
α 0 . . . 0
(1− α)ω1 (1− α)ω2 . . . (1− α)ωn
]T
.
(A69)
In the next section we construct a universal CUR by pro-
viding a bound in such a form as in the Corollary 13.
G. Conditional majorization vs. ordinary majorization
In this subsection, we show the relation between the no-
tion of conditional majorization, introduced in our work, in
respect to the notion of majorization operation, developed in
the literature [37]. In the case where the reference system is
nontrivial, the two notions are completely unrelated, meaning
that none is implied by the other. However, if we consider
the reference system to be null, then conditional majorization
simplifies to ordinary majorization (see points 1–4 in the sub-
section I F).
Below, we show two examples that illustrate the indepen-
dence of conditional and ordinary majorization in a case of a
bipartite scenario, where the nontrivial reference system be-
longs to Bob.
Example 1. Let us compare two different states of Alice
and Bob:
σ = |0〉〈0|A ⊗ 1
n
IB , (A70)
σ˜ =
(
1
10
|0〉〈0|+ 9
10
|1〉〈1|
)
A
⊗ |0〉〈0|B , (A71)
using both conditional and ordinary majorization. For those
two states, the conditional majorization implies that the state
σ˜ (A71) is more conditionally uncertain than the state σ
(A70), and the conditional majorization relation reads as
σ˜ ≺c σ. This is due to the fact that having determinis-
tic probability distribution |0〉〈0| ∼ (1, 0, ..., 0)T , Alice can
always create any other probability distribution, in partic-
ular: 110 |0〉〈0| + 910 |1〉〈1| ∼ ( 910 , 110 , 0, ...0)T . However,
the ordinary majorization implies the opposite, i.e., σ ≺ σ˜,
since σ ∼ ( 12 , 12 , 0, ..., 0)T is more random (uncertain) than
( 910 ,
1
10 , 0, ...0)
T .
Example 2. Now, let us compare another two states of a
bipartite system, where the memory is held by Bob:
γ =
(
1
10
|0〉〈0|+ 9
10
|1〉〈1|
)
A
⊗ 1
n
IB , (A72)
γ˜ = |0〉〈0|A ⊗ |0〉〈0|B . (A73)
Following the same arguments as in the Example 1, we obtain
that in this case both ordinary and conditional majorization
imply the same, i.e., that the state γ (A72) is more uncertain
and conditionally uncertain than γ˜, where the respective ma-
jorization relations read as: γ ≺ γ˜ and γ ≺c γ˜.
Based, on the above two examples, one sees that con-
ditional majorization and ordinary majorization should be
treated as separate independent notions, if the reference sys-
tem is nontrivial.
II. CUR DERIVATIONS
A. Derivation of a monotone-based CUR
In the derivation of the monotone-based CUR, we use the
majorization UR stated in the main text in Eq. (2):
qA1 ⊗ qA2 ≺ ω, (A74)
where qA1 (qA2 ) denotes the probability distribution over the
outcomes of measurement of an observable A1 (A2) applied
to an arbitrary quantum state ρ. The bound ω is given in the
form:
ω = (η1, η2 − η1, ..., ηn − ηn−1, 0, ...0)T , (A75)
where
ηl = max
ρ
max
Il
∑
(a1,a2)∈Il
qa1qa2 . (A76)
In (A76), Il ⊂ [n] × [n] denotes a subset of l individ-
ual pair of indices (a1, a2), where [n] constitutes a set of
natural numbers 1, ..., n. The quantity (A76) was derived
explicitly in [12, 13] for l = 1: η1 = 14 (1 + c)
2 with
c = maxa1,a2 |〈a1|a2〉|, and for l = 2: 14 (1 + c′)2 with
c′ = max
√|〈a1|a2〉|2 + |〈a′1|a′2〉|2. For the remaining η′ls
for l = {3, ..., n} solely the upper bounds were provided.
Next, by applying to both sides of Eq. (A74) a convex func-
tion Φ that constitutes a proper measure of uncertainty, we
obtain the UR:
Φ(qA1 ⊗ qA2) ≤ γ, (A77)
where γ = Φ(ω) depends on observables A1 and A2.
Let us now consider a bipartite scenario, where parties ini-
tially share two copies of a pure state Ψ, and we allow clas-
sical memory. Bob measures the same observable R on his
two copies, obtains result r and prepares at Alice’s site a state
Ψr. Alice performs measurement of observable A1 on one of
her copies, and on the other a measurement ofA2. She obtains
the corresponding outcomes a1 and a2, which from now on we
denote as a single variable x ≡ (a1, a2). For each of the states
Ψr, the UR (A77) still holds: Φ(qA1(Ψr) ⊗ qA2(Ψr)) =
Φ(qA1|r⊗qA2|r) ≤ γ. Next, by averaging over outcomes we
get the corresponding CUR:∑
r
qrΦ(q
A1|r ⊗ qA2|r) ≤ γ. (A78)
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Let us rewrite the obtained CUR (A78) using a simplified no-
tation: ∑
r
qrΦ(q
|r) ≤ γ. (A79)
Now, we choose a particular monotone and derive a CUR
based on it. Let us take a function Φ(q|r) in Eq. (A79) to
be a function ΦA(q|r) ≡ maxk (ak)↓ • (q|r)↓ introduced in
Eq. (7) in the main text with A = (1, . . . , 1︸ ︷︷ ︸
l
, 0, . . . 0)T . There-
fore, in the LHS of Eq. (A79) the l-signed monotone is given
by the function Φl(q|r) =
∑l
x=1 q
↓
x|r. Applying the chosen
monotone on γl = Φl(ω) with ω defined in Eq. (A75) results
in the monotone-based CUR in the final form:
∑
r
qr
l∑
x=1
q↓x|r ≤ ηl (A80)
with ηl provided in [12, 13]: for l = {1, 2} explicitly, and for
l ≥ 3 upper bounded.
B. Derivation of a universal CUR
Let Q = [qxr] be a matrix of joint probability distributions
qxr = qrqx|r in the standard form. Therefore, the elements
of each column r are ordered as: qx1r ≥ qx2r ≥ · · · ≥ qxnr.
Now, let us take
∑l
x=1 q
↓
x|r and average it over probability
of columns qr:
∑
r qr
∑l
x=1 q
↓
x|r. From the monotone-based
CUR (A80) derived in the previous subsection II A, we know
that this expression is upper-bounded by ηl. Consider the
monotone-based CUR (A80) for the special case of l = 1,
where η ≡ ηl=1 is known explicitly:∑
r
qr max
x
qx|r ≤ η (A81)
with
η =
1
4
(1 + c)2. (A82)
It will be used in proving Theorem 2 from the main text, which
provides a universal CUR: Q ≺c Ω, where Ω constitutes a
bound we are looking for.
To this end, we choose Ω in the form of a two-column ma-
trix, where the first column is proportional to deterministic
probability distribution and the second column is proportional
to a vector:
ω = (β, β, β︸ ︷︷ ︸
`
, 1− `β, 0 . . . 0)T , (A83)
which results in the bound:
Ω =

α

1
0
...
0

(1− α)

β
...
β
 `
1− `β
0
...
0


, (A84)
where α is the parameter that makes the transformation Ω 7→
Q achievable, cf. Corollary 13. The state Ω (A84) can be
equivalently written as:
Ω = α|0〉〈0|A ⊗ |0〉〈0|B
+ (1− α)|ω〉〈ω|A ⊗ |1〉〈1|B . (A85)
Now it suffices to find an appropriate α.
First, we state the elementary application of Markov’s in-
equality in the form of the following lemma:
Lemma 14. Let Q ∈ CCn. Suppose that∑
r
qr max
x
qx|r ≤ η. (A86)
For arbitrary β > 0, define
Rβ ≡ {r : max
x
qx|r ≤ β}. (A87)
Then, ∑
Rβ
qr ≥ 1− η
β
. (A88)
Proof. The proof follows directly from Markov’s inequality.
Let us substitute in Eq. (A88):
∑
Rβ
qr ≡ 1 − α, which
immediately gives:
αβ ≤ η. (A89)
Then from Eqs. (A81) - (A82) we obtain the following con-
straint on the parameter α:
αβ ≤ 1
4
(1 + c)2. (A90)
Now, we divide the set of parameters r (numbering the
columns of matrix Ω) into two subsets: the subset of those
r ∈ Rβ for which maxx qx|r ≤ β, and the rest, r ∈ R˜β about
which we know nothing.
The procedure that allows the transformation Ω 7→ Q is
then the following. Bob looks at his register (see Eq. (A85)).
When he obtains |0〉, he picks r from the set R˜β with proba-
bilities qr and tells Alice which r he obtained. Then Alice cre-
ates qx|r out of |0〉〈0|A. This is always possible since from a
deterministic probability distribution e ≡ (1, 0, 0, ..., 0)T she
can produce any other probability distribution. On the other
hand, when Bob obtains |1〉, he picks r ∈ Rβ with probabil-
ities qr, and informs Alice about r. In this case Alice creates
qx|r out of |ω〉〈ω|A. This is also always possible because for
r ∈ Rβ , qx|r ≺ ω by definition of Rβ (A87).
13
III. COMPARISON WITH EXISTING CONDITIONAL
UNCERTAINTY RELATIONS
A. The universal CUR vs. entropic CUR
In this section we compare our universal CUR introduced
in the main text in Theorem 2:
Q ≺c Ω ≡

α

1
0
...
0

(1− α)

β
...
β
 `
1− `β
0
...
0


(A91)
with the entropic CUR – a classical memory-assisted version
of Maassen-Uffink UR given in Eq. (3) in the main text:
H(A1|R) +H(A2|R) ≥ log2
1
c
. (A92)
In (A91), ` denotes the largest integer such that β` ≤ 1, and
parameters α, β < 1 satisfy
αβ =
1
4
(1 + c)2, (A93)
where
1√
d
≤ c ≤ 1 (A94)
is determined by the incompatibility of the measurements, and
d is the dimension of the Hilbert space. Using (A93) and
(A94) with α, β < 1 for d→∞, we obtain that
1
4
< α < 1. (A95)
In Fig. 1 in the main text we described how to compare dif-
ferent CURs. In particular, CUR1 (here given by Eq. (A91))
and CUR2 (given by Eq. (A92)) are said to be independent
whenever CUR1 excludes some statistics allowed by CUR2,
but also allows some statistics excluded by CUR2. Let us now
show that this is the case first by finding the statistics allowed
by the universal CUR (A91) but excluded by the entropic CUR
(A92).
Assume that Alice owns the system in the pure state, then,
for the product states of Alice and Bob, our universal CUR
simplifies to the ordinary majorization UR (as in Eq. (2) in the
main text) and the conditional entropic relation (A92) reduces
to Maassen-Uffink UR (as in Eq. (1) in the main text). Then,
based on the work of Friedland et. al. [12], we know that
there exist statistics that are excluded by the latter relation but
satisfy the former.
It remains to find a counterexample, namely such Q that
satisfies the entropic CUR, but for which our universal CUR is
violated Q ⊀c Ω, in other words that there exists no protocol
providing transformation Ω 7→ Q defined in Eq. (4) in the
main text. To this end, let us choose the following matrix Q:
Q =

p2

1
0
0
0
...
0
 2p(1− p)

1
d
...
1
d
0
...
0

(1− p)2

1
d2
1
d2
1
d2
1
d2
...
1
d2


, (A96)
whose elements are given in the form qxr = qrqa1|rqa2|r. By
looking on the first columns q1 and ω1 of matrices Q (A96)
and Ω (A91), respectively, one can easily see that there is im-
possible to realize transformation ω1 7→ q1 (and so Ω 7→ Q)
if
α < p2. (A97)
Remark. We cannot take p = 12 since then we would need
α < 14 , which would not obey Eq. (A95). Hence, we can take
p = 0.51, and α such that 14 < α < p
2.
Now, we notice that from the one side we would like to
choose c small since then we could take α so close to 14 for
our universal CUR to be violated (violation is implied by
(A97)). On the other hand, we would also like to choose c
large enough for entropic CUR (A92) to be satisfied. Let us
then take:
c =
1
dγ
(A98)
for which c→ 0. This implies that α→ 14 . For such c, the en-
tropic CUR (A92) for the state (A96) reads: (1− p)22 log d+
2p(1−p) log d ≥ 2γ log d. This requires (1−p)2+p(1−p) ≥
γ, and therefore
γ ≤ 1− p. (A99)
Eventually, the entropic CUR (A92) is satisfied for
γ ∈ [0, 1− p] independently of d.
Next, let us analyze the violation of our universal CUR
(A91) determined by the condition (A97). This condition can
be reformulated with the use of Eq. (A98) and the fact that
α < 14 (1 + c)
2 (derived for β < 1 from Eq. (A93)) in the
following form:
1
dγ
< 2p− 1, (A100)
where 0 ≤ γ ≤ 1 − p. Then, for inequality (A100) our
universal CUR (A91) is violated for some p (e.g., p = 0.51),
since the LHS of (A100) goes to zero for large d.
B. Entropic CUR implied by the monotone-based CUR
Consider the monotone-based CUR for l = 1 (A81), intro-
duced in the main text as a special case of Eq. (13). In order
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FIG. 3. Graphical solution to the optimization problem (A105) under
the constraint (A106). Blue curved polyline represents the function
g(ηr). Two exemplary convex combinations: q1η1 + q2η2 = η and
q˜1η˜1 + q˜2η˜2 = η are highlighted by red and green, respectively, and
let to different values of f(η) and f˜(η). The optimal solution of
(A105) is given by black dashed polyline.
to compare it with the entropic CUR (A92), we first need to
find what entropic relation is implied by (A81). In particular,
we construct a resulting entropic CUR given in a general form
H(X|R) ≥ f(η) with H(X|R) = ∑r qrH(qX|r) and
f(η) = min
r
∑
r
qrH(q
X|r). (A101)
Let us then choose a probability vector that minimizes con-
ditional entropy:
qX|r = (ηr, ηr, ηr︸ ︷︷ ︸
`
, 1− `ηr, 0 . . . 0)T , (A102)
where
ηr = max
x
qx|r (A103)
is the highest probability from the r-signed distribution for
each r. Since (A102) is the probability vector in the standard
form, we have that
1
1 + `
≤ ηr ≤ 1
`
. (A104)
Eventually, the problem simplifies to finding a minimum of
the following function:
f(η) = min
r
∑
r
qrg(ηr), (A105)
under the constraint
min
r
∑
r
qrηr = η, (A106)
where
1
m
≤ η ≤ 1 (A107)
and m denotes the number of (measurement) outcomes. In
Eq. (A105) the function g(ηr) reads as:
g(ηr) = Hb(ηr`) + ηr` log `, (A108)
and Hb(p) = −p log(p) − (1 − p) log(1 − p) is a binary en-
tropy. When stating the constraint (A106), we used (A81) and
(A103) with (A104) being satisfied.
We solve the above problem graphically. Function g(ηr)
(see Eqs. (A105) and (A108)) is presented in Fig. 3 as a thick,
blue line. To find the minimum (A105) under the constraint
(A106), we need to find an optimal choice of free parameters
qr and ηr. We illustrate it in Fig. 3. Let us choose η satis-
fying (A107), and consider two exemplary convex combina-
tions (A106): q1η1 + q2η2 = η (marked in red in Fig. 3) and
q˜1η˜1 + q˜2η˜2 = η (marked in green). Note that f(η) < f˜(η)
and therefore the first choice is better. By considering any
other possible convex combinations (with more elements) one
can easily see that this is actually the optimal choice and that
the dashed black polyline constitutes the desired minimum
f(η) (A105).
The last step is to represent the obtained result in terms of
parameter c according to Eq. (A82). Eventually, we obtain
the thick solid line from Fig. 2 presented in the main text.
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