Abstract. Search-based software testing (SBST) has been studied a lot in the literature, lately. Since, in theory, the performance of metaheuristic search methods are highly dependent on their parameters, there is a need to study SBST tuning. In this study, we partially replicate a previous paper on SBST tool tuning and revisit some of the claims of that paper. In particular, unlike the previous work, our results show that the tuning impact is very limited to only a small portion of the classes in a project. We also argue the choice of evaluation metric in the previous paper and show that even for the impacted classes by tuning, the practical difference between the best and an average configuration is minor. Finally, we will exhaustively explore the search space of hyperparameters and show that half of the studied configurations perform the same or better than the baseline paper's default configuration.
Introduction
Since the early days of search-based software engineering (SBSE), the topic of search-based software testing (SBST) has been continuously studied and improved [20] . There are now several great publicly available SBST tools such as EvoSuite for unit testing Java programs that are continuously being maintained and improved [10] . SBST has even gone far beyond academia and started to be deployed in large scale, e.g., in Facebook [19] .
In general, SBST techniques reformulate a test generation problem, e.g., maximizing branch coverage of unit tests, to an objective function and employ a meta-heuristic search technique to optimize the objective. Examples of these meta-heuristic search techniques are hill climbing, simulated annealing, and evolutionary algorithms [17] . Evolutionary Algorithms, like Genetic Algorithm (GA), are among the most common techniques that have been used in SBST, so far. However, there are debates on whether using evolutionary algorithms or keep generation test data with random methods [22] .
A GA starts with a set of initial population to search through the search space. Then it evolves the candidate solutions by permuting the encoded solutions with genetic and natural selection operations [20] , in several iterations, until it finds the optimal solution or exhausts the search budget. Therefore, the choice of the objective function, the chromosome encoding format, and GA's input parameters (SBST's hyper-parameters) such as population size, crossover rate, mutation rate, etc. can have a significant impact on the effectiveness of the SBST technique [14] . For instance, it has been illustrated in previous work that the coverage of EvoSuite for a class varies with the values of GA's hyperparameters [4] .
Therefore, finding an optimal configuration of hyper-parameters could potentially, improve the SBST's effectiveness, significantly. In general, there are many parameters to be tuned for a GA. For example, Grefenstette used six parameters to tune its GA, namely, Population Size, Crossover Rate, Mutation Rate, Generation Gap, Scaling Window and Selection Function [16] . However, in another paper, 19 different operators or parameters are listed that contribute in the performance of a given GA and it is suggested that one should take into account the permutation of all these 19 parameters' values [14] .
Although the tuning problem is being studied in other areas frequently [5, 7, 6, 8] , there are not many successful reports of tuning techniques in SBST. Arcuri et al. tried to find a tuned setting for EvoSuite that works better than its default for a collection of classes (SF100). However, the resulting branch coverage after tuning was less than the default configuration's results [4] . Therefore, it is quite important for researchers in the field, as as well as practitioner, to know whether tuning is needed before using a SBST technique for test data generation and if so how much improvement a tuning method could potentially bring.
In this paper, we partially replicate Arcuri and Fraser's paper titled "Parameter tuning or default values? An empirical investigation in search-based software engineering", which was published in Empirical Software Engineering journal in 2013 [4] . The paper is one of the very few studies on the hyper-parameter tuning of SBST techniques. It includes three case studies, where the first one focuses on illustrating the impact of tuning. The two other case studies then investigate the effectiveness of a proposed tuning method (which showed no improvement compared to default settings). In our study, we only focus on the impact of tuning, thus only the first case study of their paper (from now on called "the baseline paper") will be (partially) replicated.
In particular, we focus on the first two research questions of the first case study, in the baseline paper, where the main findings are:
-"Different parameter settings cause very large variance in the performance" -"Default parameter settings perform relatively well, but are far from optimal".
Here we argue that the conclusions are taken from the set of 20 handed picked classes, which do not represent the entire project's classes. We exhaustively study the impact of tuning, with the similar hyper-parameter search space as the baseline paper (1,200 different configurations), on 117 classes of three random projects from the very same SF100 and show that different parameter settings do NOT have the significant impact that is claimed. We show this first by looking into all classes vs. a handpicked set and second by measuring improvements using the raw coverage (the number of extra branches covered when using a different configuration) rather than a relative measure used in the baseline paper. Together we show that the impact of tuning is much less than the reported ones. In addition, we show that the true impact is limited to the maximum improvement ranges (called "potentials" in this paper) in the project-level, which are 64% of class-level potentials. Finally, we analyze the distribution of the entire 1,200 configurations of hyper-parameters in terms of their effectiveness and show that half of the configurations are performing at least as well as the default configuration. This means that even a randomly selected configuration would have a 50% chance to be better than the default setting, but the issue is the improvements are minor (maximum 12 extra branches per project), anyways.
The main contributions and findings of this paper are as follows:
-Running an exhaustive search with over 2 million configuration/class pair evaluations, to study the impact of hyper-parameter tuning. -Replicating the previous study on tuning and showing (clarifying) that, in contrary to the reported results, on average, different parameter settings cause no change in coverage at all on most (81%) classes. -Showing that, in some cases, a relative coverage measure may not be the best metric to explain the potentials of tuning. Tuning for only 12 extra branches per project would be reported as 52% average improvement per class using the relative coverage. -Showing that half of the possible configurations perform as well or better than the default configuration, but overall, the practical improvements are insignificant in most cases.
Empirical Study
In this section, we will explain the details of our experiment design and results.
Objective and Research Questions
Our objective is to revisit the previous study on the impact of tuning on SBST, by partially replicating our baseline paper, introduced in the introduction section. Our main hypotheses are that a) not all classes in a project are significantly sensitive to parameter tuning, b) the improvement of coverage is magnified in previous studies, and c) most configurations are already good and don't leave much room for improvement in the SBST context. To investigate the above hypotheses, we design the following research questions:
-RQ1: What portion of classes in a project would be sensitive to hyperparameter tuning?
The idea of this question is to first identify classes that won't be affected at all no matter what configuration will be used. The goal of this RQ is to dig deeper into the effectiveness of different configurations and see where a default configuration sits comparing to a median setting.
Experiment Design
Subjects under study: We have selected three random projects from the SF100 Java benchmark (which is a well-known dataset in SBST and have been used in the previous work. It is also the same source for our baseline paper [4] ), namely, JSecurity, Geo-Google, and JOpenChart. We made sure that the sizes of our selected projects are around or greater than the median project size within SF100, which is 35 classes [11] , per project, so that we don't study only the trivial projects, by chance. In addition, we checked that the average number of branches per class in our selected projects are around the median value of SF100 projects, which is 18 branches (See table 2). Therefore, by considering these two measurements, we believe that our random selected classes are representative of other SF100 projects. The summary of SF100 projects' properties is available in the Table 2 : Statistics of randomly selected projects from data in [11] SBST tool: In order to evaluate the tuning techniques, we use the well-known open source SBST tool, EvoSuite [10] , [12] . EvoSuite is also the tool that was used in the baseline paper [4] . EvoSuite accepts Java bytecode of a class and creates a test suite that maximizes different criteria (e.g., branch coverage) using a Genetic Algorithm for optimization [13] . The GA parameters it employs are configurable. If no specific parameter is passed to EvoSuite, it will use a default setup that we refer to as "EvoSuite defaults" or the "baseline paper defaults". EvoSuite defaults have been selected by following guidelines, best practices, and experimentation, and have shown to be quite good and reasonable in the previous study [4] .
Measurements:
In this study, we use code (branch) coverage as our test adequacy measure, to be consistent with our baseline paper [4] . In addition to the raw coverage data (number of the covered branches as well as their percentages), we also report "Relative Coverage", which is suggested [2] and used in the baseline paper [4] . The rationale of using the relative coverage in the baseline paper was that "using the raw coverage values for parameter setting comparisons would be too noisy. Most branches are always covered regardless of the chosen parameter setting, while many others are simply infeasible". Therefore, for a given configuration with resulting branch coverage equal to b on class c, we report Relative Coverage rc(b,c) as defined below:
where b is the number of covered branches, and min and max are the minimum and maximum number of branches covered in the class c over all experimented configurations.
During the experiments, we report both raw coverage and the relative coverage and discuss this choice of metric.
Among all classes within a project, there are some classes that have the same coverage for any configuration at any iteration, and their max and min values are the same. We call them as insensitive classes.
Experiment Procedure: The experiments investigate the sensitivity of the three projects under study, in terms of branch coverage, when the GA hyperparameters changes. Basically, we define a set of limited values per GA parameter (in EvoSuite) and run an exhaustive search over this search space. We then run EvoSuite per configuration and calculate branch coverage for all classes within each project.
The search space consists of the combination of 5 most important parameters of GA in EvoSuite, i.e. population size, crossover rate, elitism rate, selection function, and parent replacement check. In the tuning literature, there are some cases in which more parameters are considered to be tuned [14, 16] . However, due to the extreme cost of exhaustive search and to be consistent with our baseline paper, we limit the tuning to these five parameters.
In the following, there is a brief explanation of the parameters of our interest to be tuned: 2. Population Size: This parameter indicates how many individuals exist in each generation and due to mutation and crossover operations the population remains constant while evolving. 3. Elitism Rate: This parameter determines how many or what percentage of top individuals are exempted from any crossover or mutation during evolution and are directly passed to the next generation without any modification. 4. Selection Function: This parameter specifies the mechanism with which individuals of a population are selected for the purpose of reproduction operations. In oppose to the other mentioned parameters, this one is not numerical and is a nominal variable. Three types of known selection methods are roulette wheel selection, tournament selection, and rank selection.
In the roulette wheel selection method, individuals with more fitness score are more probable to be selected. In tournament selection, based on the tournament size a number of individuals are selected uniformly and this method does not weight the selection probability regarding fitness score. Rank selection considers fitness score into its selection method; however, unlike roulette wheel selection, the probability is not proportional to fitness score, rather it is based on the rank of individuals. Therefore, the fittest individuals do not dominate the selection like what happens in the tournament approach. 5. Parent Replacement Check: If this parameter is considered in the genetic algorithm, it checks the two off-springs, which are generated in the reproduction phase, against their parents. If they do not show an improvement in fitness score compared to at least one of their parents, they are not included in the next generation, and the algorithm continues with the parents in the next generation [4] .
Following the baseline paper (the settings from its first case study) [4] , we also have limited the values per parameter to a small discretized sub-samples, as follows: During an experiment, we take a pair of one configuration and one class, each time, and evaluate this pair's coverage using EvoSuite, with a search budget of two minutes, which is a realistic amount in practice and was used in the baseline paper as well. In order to address randomness, we repeat each evaluation 10 times. The average coverage of these repetitions is then reported as the pair's coverage.
There are 177 classes in total, in the three projects under study. Considering 10 repetitions of evaluating these classes on a search space of 1,200 configurations, where each evaluation takes two minutes, this analysis would take 177×10×1200×2 minutes equals to more than 8 years, on a single core machine. Therefore, we used computer clusters to run this amount of computation in parallel. The clusters in use were ComputeCanada (Graham with 32-core instances and Cedar with 48-core instances) and Cybera (8-core instances), which are all Linux-based systems, summed up to 360 nodes.
Note that all the scripts and output results are publicly available 1 .
Results
In this section, we will report and explain the results of the experiments per research question.
RQ1 (Insensitive classes):
As discussed in Section 2.2, a large proportion of classes within a project may be insensitive to hyper-parameter tuning, which affects the usefulness of tuning in practice. In RQ1, we report this proportion per project in our study. Looking at highlights that although tuning SBST techniques for some classes may be useful (see RQ2), the coverage of most classes in a given project will not be affected by tuning. Thus, applying an umbrella tuning on all classes of a project may not be effective, and the impact of tuning may be only limited to a small portion of the project. This is in contrary with this generic claim from the baseline paper [4] : "Different parameter settings cause very large variance in the performance". The issue with that claim is that it is based on the 20 manually selected classes, where the tuning was indeed effective. The justification for this selection is given as "We, therefore, selected classes where EvoSuite used up its entire search budget without achieving 100% branch coverage, but still achieved more than 80% coverage." Though this might be a fine selection criterion to detect the sensitive classes, the problem is that the conclusions are generic and do not consider the significant number of insensitive classes.
In fact, our study on 177 classes shows that a blanket tuning over all classes of a project will NOT have a very large variance in the SBST technique's performance. Insensitive classes are mainly the ones that are trivial and easy for the SBST tool to evaluate. The analysis of insensitive classes in the projects under study shows that 85% (123 out of 144) of them have branch coverage more than 0.9 while 4% (6 out of 144) of them are very difficult to cover and their branch coverage is lower than 0.2, regardless of the configuration. Figure 1 summarizes the distribution of classes per project, over the coverage range. So our conclusion is that tuning will NOT make a big difference in the coverage of the entire project. So, in the SBST context, the tuning effort should be focused only on the sensitive classes. Obviously, this first requires a systematic approach to detect such classes, before tuning, and second a metric that only considers those classes when evaluating the improvements, which we discuss more in RQ2.
On average, more than 81% (144 out of 177) of classes in three projects under study were insensitive to 1,200 different configurations of GA hyper-parameters.
RQ2 (Evaluation metric):
As discussed in the RQ1 results, the coverage of most classes in a project are indifferent to the hyper-parameter configuration of the SBST technique. In this section, we will assess the potential of the remaining sensitive classes to improve their branch coverage by SBST tuning, with two metrics: number of covered branches and relative coverage. Then, we will discuss how useful are these metrics, in this context. Table 4 reports the number of total branches per class (the Branch column) and summarizes the branch coverage as the number of covered branches vs. relative coverage (explained in Section 2.2). For each category, it reports the median, Table 4 : Sensitive classes in the projects under study, and their coverage in terms of the number of covered branches and the relative coverage.
the worst, and the best numbers overall 1,200 × 10 configuration evaluations, per class. The last row of each project summarizes all columns per project. Following the relative metric, suggested in the baseline paper, we can conclude that the range of relative coverage per class is huge when looking at the best vs worst relative coverage (On average 42%, 50%, and 55% in JSecurity, Geo-Google, and JOpenChart projects, respectively). However, if we look at the raw coverage numbers the range between the best and the worst configuration, with respect to the number of covered branches are pretty small (3.7, 6 .53, and 7.48 in JSecurity, Geo-Google, and JOpenChart projects, respectively). These numbers can be minimal for some classes, e.g., in the JSecurity project, there are 8 classes (out of 15 classes) where the difference between the best and the worst configurations is less than one branch (which practically can be called an insensitive class).
In other words, although the relative coverage metric shows a great potential (52%) for improvement using a tuning technique, the actual raw numbers reveal that the practical impact is limited to a few branches (on average 6.14 extra ). This is equal to (6.14/31.14) 19.7% improvement on raw branch coverage. Although even the 6.14 extra branches might be among buggy ones and thus a good tuning would in fact result in extra bug detection, but the point we make here is that the measurement should be reflective of the real-world effect. If the raw potential is 19.7% (regardless of how many more bugs potentially can be detected by such a tuning) we should not say the potential is 52%. This artificially exaggerates expectations from a tuning method.
Another point is that the impact of tuning is not going to be on the scale of the range of coverage as reported above (The Best -The Worst). In practice, choosing the worst configuration is rare. Even a random configuration would be better than the median results in 50% of the times. Thus, a more reasonable comparison is to set the expectations for improvement between the best and the median, not the worst. Following this approach, the improvement in raw branch coverage per class would be even smaller (25.87 -23.48 = 2.39 branches, equals to 2.39/31.14 = 7.7% potential coverage improvement for each class).
Therefore, we can conclude that although using relative coverage can avoid noises in the results, in some cases, it exaggerates the effectiveness of SBST tool tuning while there are only a few extra branches to be covered.
Following the above discussion, in RQ3, we will look deeper into the distribution of configurations and their corresponding results.
Looking at relative coverage are not always helpful in terms of measuring tuning potentials. On average, an extra 6 branches on a total of 31 branches in sensitive classes would be reported as 52% improvement in relative coverage -In addition, the potential improvement on raw branch coverage when comparing the best and the median is just 2.39 branches, per class.
RQ3 (Distribution of configurations):
In RQ2, we listed the best/ worst/ median configurations for each sensitive class of projects under study. When it comes to tuning an SBST tool on a project scale, the problem changes a bit. The goal is no longer finding the best configuration per class. It is rather finding one single tuned configuration that works the best over all classes of the project. Note that these two (the class-level and the project-level best configurations) are different. In many cases, It might not be possible to have a configuration that works best for all classes. Therefore, it is obvious that it might not be possible for a tuning method to be as good as the best configuration as reported in RQ2. So, we define a "Maximum/Minimum" configuration as the best/worst possible configuration in a project-level, as the configuration that results in the highest total branch coverage over all classes in the project. This follows the baseline paper's definition of "optimal" (equal to our "Maximum") configuration, as well.
Now to see the real impact of tuning, in table 5, we report the Maximum and Minimum results per project. We also report the Best and Worst from RQ2 aggregated on a project-level to show that these two measures are different.
Overall, we can observe that the range of feasible coverage (MaximumMinimum ) of a given project is quite smaller than the range of potential coverage reported in RQ2. Looking at table 5, the feasible ranges of coverage for projects JSecurity, GeoGoogle, and JOpenChart are only 54, 86, and 52 (on average 64) percents of the potential ones, reported in RQ2, respectively.
Thus, when it comes to assessing the impact of tuning, we have to measure it with raw coverage measures and look at the feasible coverage range bounds.
In practice, a typical SBST tool would have a default configuration, which tuning's goal is to improve its performance. So the next question is to see how EvoSuite default configuration performs in comparison to the other configurations in the search space.
The current values of EvoSuite default configuration for the hyper-parameters of our interest are as follows: Table 5 : The number of branches per project, the class-level and project-level potential ranges of covered branches, and the median and default performance.
Looking at last two columns of Table 5 , we will see that although the default configuration of EvoSuite is working well and is very close to the Maximum (optimal) coverage of each project (only misses less than 11.66 branches, on average), the median covered branches of all configurations is also very close (missing only 11.86 branches, on average), and performs even better than default for the JOpenChart project. This suggests that 50% of configurations in our 1,200-member search space, i.e. 600 configurations, are working with a performance very close to or better than the default, which means one has at least 50% chance to select a configuration as good or better than the default, randomly, without any tuning. In figure 2 , the entire distribution of configurations and their yielded coverage is illustrated, for all three projects. Tuning in practice is done on the entire project level, which on average has a 36% less potential for improvement compared to what was reported in RQ2 -As the observed median coverage suggests, half of the configurations are performing as well or better than the default configuration.
Threats to Validity
In terms of construct validity, the metrics that we used in our experiments are the number of covered branches and relative coverage which both are very common metrics in the context of software search-based testing to illustrate branch coverage. In RQ2, we compared the results of these two metrics and avoided the relative coverage reported in the baseline paper. In terms of conclusion validity, we address the randomness of the SBST coverage results by repeating each experiment 10 times with different random seeds and taking averages. Note that since we do not directly compare different techniques and rather just show the ranges a statistical significant test was not applicable.
To minimize internal validity, we replicated the baseline paper as much as possible. We used the same tool, dataset, and hyper-parameters. The only part which was slightly different was that we used the current default values of EvoSuite, whereas the baseline paper used the default values at the time. Although the overall results are not that different, we wanted to make sure that we use the best default the tool comes with when comparing it with median configuration results. In addition, one possible threat is changing the default configuration from what is used in [4] to what is used in the current version of EvoSuite (i.e. 1.0.6). Our assumption is that given the wealth of projects that use EvoSuite on SF100 and beyond, over the years from the publishing time of the baseline paper, the new baseline has improved and provides even better results (or at least equal) to those reported in the baseline paper. So it is safe to focus only on the new version of EvoSuite defaults.
Regarding external validity, more empirical studies are needed to generalize the results. Our results are limited to SF100 (not even covering that all). So we need to replicate the study on more SF100 projects and beyond. In addition, we are limited to GA-based SBST (the EvoSuite implementation). Therefore, more experiments are needed where other GA or non-GA-based SBST tools are studied, with respect to the tuning impact. However, given the extreme cost of this type of study, our results are very valuable. The replication nature of the paper is also indirectly helping on the generalization of this type of studies.
Related Works
One of the most influential works in tuning in the context of search-based software testing is the empirical study of effect of tuning evolutionary algorithms on test data generation tools [3] , which was extended later on in the baseline paper for our study [4] . Their preliminary work focuses on 20 random Java classes and uses the relative coverage metric. They noted that there is a high variance of coverage when a different configuration is set for the SBST tool [3] . Later, knowing that tuning is effective for improving the coverage, they applied response surface methodology tuning method on 10 large-scale projects with 609 classes in total to assess only 280 configurations. But, the raw coverage of the tuned configuration was found to be less than default coverage. They reported that the tuning method in use was not working in the SBST context [4] . Later, Kotelyanskii et al. replicated this study using Sequential Parameter Optimization Toolbox (SPOT) method and confirmed that the default setting for EvoSuite is performing well, and tuning cannot outperform it [18] . In contrast, in our study, we studied 177 Java classes from three projects on the whole set of configurations rather than on a few configurations.
While the aforementioned papers are the closest ones in terms of the context of our study, there are many other papers that used and confirmed their finding about effectiveness of tuning in other applications of SBSE. For example, in the configuration of Software Product Lines problem based on stakeholder needs, two meta-heuristics were evaluated with different hyper-parameter settings. It was found that the performance of algorithms depends on the hyper-parameter settings [21] . Parameter tuning of machine learning approaches to solving software effort estimation problem has been also studied, and it was shown that parameter settings make a difference in the results of machine learning performance [23] . In addition, it was found that tuning machine learning defect predictors can improve the performance, and it can even change the decisions on what are the important factors of software development [15] . In another study on 6 clone detection tools that are used widely, it was shown that tool configuration can improve the performance [24] . In our study, however, we claim that this dependency to the hyper-parameter settings in the context of our interest doesn't change the results significantly and is limited to covering only a few more branches.
Conclusion and Future Work
This paper revisits the problem of hyper-parameter tuning in SBST, studied in a previous publication. Studying 177 Java classes from 3 random projects from SF100, we observed that 81% of classes are insensitive to tuning. Moreover, the evidence from this study implies that the relative coverage improvement, used in the baseline paper, may unhelpfully exaggerate the effectiveness of tuning. Exhaustively searching through 1,200 configurations in the hyper-parameters search space, we conclude that not only EvoSuite default but also half of the configurations are covering most of the branches missing only about 12 branches per project compared to the best feasible coverage.
Regardless of the low potentials for tuning observed in this study, the next main observation is that the potentials are much higher in the individual classlevels than the entire project tuning. Thus for future works, we will try to devise a tuning method that looks at the static features of classes and tunes the configurations in class-level rather than project-level. Moreover, we will try more GA-based (e.g., EvoMaster [1] ) and non-GA-based SBST (e.g., [9] ) techniques to confirm and generalize our findings and will extend our study to more Java projects from SF100 and beyond.
