This paper studies the compact coding approach to approximate nearest neighbor search. We introduce a composite quantization framework. It uses the composition of several (M) elements, each of which is selected from a different dictionary, to accurately approximate a D-dimensional vector, thus yielding accurate search, and represents the data vector by a short code composed of the indices of the selected elements in the corresponding dictionaries. Our key contribution lies in introducing a near-orthogonality constraint, which makes the search efficiency is guaranteed as the cost of the distance computation is reduced to OðMÞ from OðDÞ through a distance table lookup scheme. The resulting approach is called near-orthogonal composite quantization. We theoretically justify the equivalence between near-orthogonal composite quantization and minimizing an upper bound of a function formed by jointly considering the quantization error and the search cost according to a generalized triangle inequality. We empirically show the efficacy of the proposed approach over several benchmark datasets. In addition, we demonstrate the superior performances in other three applications: combination with inverted multi-index, inner-product similarity search, and query compression for mobile search. Index Terms-Approximate nearest neighbor search, quantization, composite quantization, near-orthogonality Ç The authors are with Microsoft Research,
INTRODUCTION
N EAREST neighbor (NN) search has been a fundamental research topic in machine learning, computer vision, and information retrieval [30] . The goal of NN search, given a query q, is to find a vector NNðqÞ whose distance to the query is the smallest from N D-dimensional reference (database) vectors.
The straightforward solution, linear scan, is to compute the distances to all the database vectors whose time cost is OðNDÞ and is very time-consuming, and thus impractical for large scale high-dimensional cases. Multi-dimensional indexing methods, such as the k-d tree [6] , have been developed to accelerate exact search. For high-dimensional cases it turns out that such approaches are not more efficient (or even less efficient) than linear scan.
Approximate nearest neighbor (ANN) search has been attracting a lot of interests because of competitive search accuracy, tractable storage and search time cost. The algorithms can be split into two main categories: (1) accelerating the search by comparing the query with a small part of reference vectors through an index structure, such as random k-d trees [18] , [31] , trinary-projection trees [17] , [39] , FLANN [26] , and neighborhood graph [18] , [33] , [37] , [38] ; and (2) accelerating the distance computation between the query and the reference vectors through the compact coding technique, i.e., converting the database vectors into short codes, with typical solutions including hashing [10] , [23] , [32] , [36] , [43] , [44] , and quantization [15] , [27] , [46] .
In this paper, we introduce a composite quantization framework to convert vectors to compact codes. The idea is to approximate a vector using the composition (addition) of M elements with each selected from one dictionary, and to represent this vector by a short code composed of the indices of the selected elements. The way of adding the selected dictionary elements is different from concatenating the selected dictionary elements (subvectors) adopted in product quantization [15] and its extensions, Cartesian k-means [27] and optimized product quantization [7] , that divide the space into partitions and conduct k-means separately over each partition to obtain the dictionaries. The advantage is that the vector approximation, and accordingly the distance approximation of a query to the database vector, is more accurate, yielding more accurate nearest neighbor search.
To efficiently evaluate the distance between a query and the short code representing the database vector, we first present a naive solution, called orthogonal composite quantization, by introducing orthogonality constraints, i.e., the dictionaries are mutually orthogonal. The benefit is that the approximated distance can be calculated from the distance of the query to each selected element, taking only a few distance table lookups, and that the time cost is reduced to OðMÞ from OðDÞ. Furthermore, we propose a better solution, called near-orthogonal composite quantization, by relaxing orthogonality constraints to near-orthogonality constraints, i.e., the summation of the inner products of all pairs of elements that are used to approximate the vector but from different dictionaries is constant. The distance computation is still efficient, while the distance approximation is more accurate, and accordingly the search accuracy is higher.
The resulting near-orthogonal composite quantization (NOCQ) approach is justified in both theory and experiments. We present a generalized triangle inequality, theoretically explaining that near-orthogonal composite quantization is equivalent to minimizing an upper bound of a function that is formed by jointly considering the quantization error and the search time cost. We also show that production quantization [15] and Cartesian k-means [27] are constrained versions of NOCQ: NOCQ relaxes the orthogonality constraint between dictionaries and does not require the explicit choice of the dimension of each subspace corresponding to each dictionary. The empirical results over several standard datasets demonstrate that the proposed approach achieves state-ofthe-art performances in approximate nearest neighbor search in terms of the Euclidean distance. In addition, we demonstrate the superior performances in other three applications: combination with inverted multi-index, inner-product similarity search, and query compression for mobile search.
RELATED WORK
A comprehensive survey on learning to hash is given in [40] , showing that the quantization algorithms [15] , [27] , [34] achieve better search quality than hashing algorithms with Hamming distance, even with optimized or asymmetric distances [12] , [35] . Thus, this paper only presents a brief review of the quantization algorithms.
Hypercubic quantization, such as iterative quantization [10] , isotropic hashing [20] , harmonious hashing [42] , angular quantization [8] , can be regarded as a variant of scalar quantization by optimally rotating the data space and performing binary quantization along each dimension in the rotated space, with the quantization centers fixed at À1 and 1 (or equivalently 0 and 1). Such a way of fixing quantization centers puts a limit on the number of possible distances in the coding space, which also limits the accuracy of distance approximation even using optimized distances [12] , [35] . Therefore, the overall search performance is not comparable to product quantization and Cartesian k-means.
Product quantization [15] divides the data space into (e.g., M) disjoint subspaces. Accordingly, each database vector is divided into M subvectors, and the whole database is also split into M sub-databases. A number of clusters are obtained by conducting k-means over each sub-database. Then a database vector is approximated by concatenating the nearest cluster center of each subspace, yielding a representation with a short code containing the indices of the nearest cluster centers. The computation of the distance between two vectors is accelerated by looking up a precomputed table.
Cartesian k-means [27] and optimized product quantization [7] improve the compositionabilty, i.e., vector approximation accuracy, by finding an optimal feature space rotation and then performing product quantization over the rotated space. Additive quantization [1] , concurrent with our work, further improves the compositionabilty by approximating a database vector using the summation of dictionary elements selected from different dictionaries, whose idea is similar to structured vector quantization [13] , a.k.a., multistage vector quantization and residual quantization.
There are other attempts to improve product quantization in other ways, such as distance-encoded product quantization [14] and locally optimized product quantization [19] , which can also be combined with our approach in the same way. The hash table scheme is studied in [25] to accelerate the linear scan over the product quantization codes. Inverted multi-index [3] applies product quantization to build an inverted index for searching a very large scale database, with the ability of efficiently retrieving the candidates from a large number of inverted lists. Bilayer product quantization [4] improves the efficiency of distance computation within the inverted multi-index framework. We will also apply the proposed approach to inverted multi-index to show its effectiveness. This paper represents a very substantial extension of our previous conference paper [46] 1 with the introduction of alternative versions of near-orthogonal composite quantization, and an additional material added from our report [5] . The main technical novelties compared with [46] lie in threefold. (1) We introduce two alternative objective functions: one is from the strict orthogonality constraint, and the other is from the generalized triangle inequality. (2) We present extensive analysis of composite quantization, including why quantization is proper for approximate nearest neighbor search, why multiple different dictionaries rather than a single dictionary are used. (3) We conduct more experiments, including inner-product similarity search and query compression for mobile search.
PRELIMINARIES
Approximate Nearest Neighbor Search. Nearest neighbor search is a problem of, given a query vector q, finding a vector from a set of N D-dimensional reference vectors X ¼ fx 1 ; . . . ; x N g, such that its distance to the query vector is minimum. Approximate nearest neighbor search aims to efficiently find a good guess of the exact nearest neighbor. In this paper, we are interested in ANN search under the Euclidean distance measure, distðq; xÞ ¼ kq À xk 2 .
Compact Coding. The search cost of the naive linear scan algorithm is OðNDÞ, where D comes from the distance evaluation distðq; xÞ. Compact coding in general is a lowdimensional embedding approach and represents an input vector x by a short descriptor y ¼ fðx; u uÞ. Here u u is the parameters, and y could be a binary representation vector or a sequence of (M) codes, e.g., y ¼ ½y 1 y 2 . . . y M > where y m is a byte-valued variable. The application of compact coding to approximate nearest neighbor search uses the distance computed in the code space, as a substitute for the distance in the input space, to rank the reference vectors. The benefit is that the distance computation cost in the compact code space is reduced to OðD 0 Þ, where D 0 ( D, and consequently the search efficiency is improved.
Quantization. Quantization is a process of mapping a large set of input vectors to a finite (smaller) set of representative vectors, e.g., C ¼ fc 1 ; . . . ; c K 0 g, called dictionary. For instance, a reference vector x n is mapped to a dictionary element, x n ¼ c k n , such that the reconstruction error is minimal, c k n ¼ arg min c2C kx n À ck 2 , and accordingly x n is represented by a short code k n . Quantization has been widely adopted in image and signal compression.
As a compact coding approach, quantization is successfully applied to approximate nearest neighbor search by using the asymmetric distance between the query q and the quantized vector x n , kq À x n k 2 , to approximate the original 1. The terminology in this paper is different from the conference paper. distance, kq À x n k 2 . The search accuracy is guaranteed by the following theorem.
Theorem 1 (Upper-bounded reconstruction error). The reconstruction error of the distance is upper-bounded according to the triangle inequality: jkq À x n k 2 À kq À x n k 2 j k x n À x n k 2 .
This suggests that the quantization error is an upper bound of the distance reconstruction error, and thus the search accuracy depends on the quantization quality: low quantization error usually leads to high search accuracy. An empirical comparison in terms of the quantization error (i.e., P N n¼1 kx n À x n k 2 2 ) versus the search accuracy among product quantization (PQ), cartesian k-means (CKM), and our approach, near-orthogonal composite quantization (NOCQ), is shown in Fig. 1 . We can see that the proposed approach is able to achieve lower quantization errors and hence better search performance.
Cartesian Quantization. The state-of-the-art approach, which we call Cartesian quantization, constructs the dictionary C from several (e.g., M) small dictionaries fC 1 ; C 2 ; . . . ; C M g, called source dictionary, where C m ¼ fc m1 ; c m2 ; . . . ; c mKm g (for simplicity, we assume
. . . ; c Mk M Þ form the composite dictionary. The benefits include that several small dictionaries generate a larger composite dictionary, with the consequence that the quantization error is smaller and that the encoding time is reduced.
In contrast to the application to compression whose goal is to reconstruct the vector from the compact code, the application to approximate nearest neighbor search aims to accelerate the distance reconstruction. Typically, the distance between a query q and a M-tuple ðc 1k 1 ; c 2k 2 ; . . . ; c Mk M Þ that approximates a vector x is computed from the M distances fdistðq; c mkm Þg M m¼1 through looking up the distance table recording the distances between the query and the elements in the source dictionary, which reduces the time cost from OðDÞ to OðMÞ.
Our proposed approach belongs to this Cartesian quantization category, which also contains the product quantization [15] and Cartesian k-means [27] (or optimized product quantization [7] ), in which the dictionaries are mutualorthogonal. The novelty of our approach lies in adopting the addition scheme to form the composite dictionary element from the M-tuples, which relaxes the mutual orthogonality constraint between the dictionaries, and introducing the near-orthogonality condition to theoretically guarantee the efficiency of the distance reconstruction.
FORMULATION
Composite Quantization. Our approach forms the composite dictionary element from the M-tuples ðc 1k 1 ; c 2k 2 ; . . . ; c Mk M Þ through an addition operation, P M m¼1 c mkm . A vector x n is approximated as
where k n m is the index of the element selected from the source dictionary C m for the nth reference vector x n . We find the dictionaries by minimizing the following objective function 2
Given the approximation through composite quantization, x % x ¼ P M m¼1 c mk m , the distance of a query q to the approximation x is
It is time-consuming to reconstruct the approximate vector x (taking OðMDÞ) and then compute the distance between q and x (taking OðDÞ). In the following, we introduce two solutions to accelerate the distance computation. Orthogonal Composite Quantization. We introduce an extra constraint, mutual orthogonality of the M subspaces, where each subspace is spanned by the corresponding dictionary
where C i is the matrix form of the ith dictionary. We show that composite quantization with this constraint, called orthogonal composite quantization (OCQ), makes the distance computation efficient. Let P m corresponds to the subspace spanned by the dictionary C m . Assume that the M subspaces cover the whole D-dimensional space. The query q is then transformed as below,
The squared distance between the query and the approximated database vector is calculated in the following way, 2. The objective function is the same to additive quantization [1] .
kq À X M
We can see that, given the query q, the second term in the right-hand side, ÀðM À 1Þkqk 2 2 , is constant for all the database vectors, and hence is unnecessary to compute for nearest neighbor search.
The first term P M m¼1 kq À c mkm k 2 2 is the summation of the squared distances of the query to the selected dictionary elements, and can be efficiently computed using a few (M) additions by looking up a distance table, where the distance table, T ¼ ½t mk MÂK , is precomputed before comparing the query with each reference vector, and stores the squared distances of the query to the MK dictionary elements,
Similarly, we build a table storing the inner products between dictionary elements,
and compute the third term using OðM 2 Þ distance table lookups. This results in the distance computation cost is changed from OðMDÞ to OðM 2 Þ, which is still large. For instance, in the case where D ¼ 128 and M ¼ 16, M 2 ¼ 256 is larger than D ¼ 128, which means that the cost is greater than that using the original vector. We notice that, if we have a near-orthogonality condition, i.e., the third term is a constant,
then the third term can be discarded for the distance computation. Consequently, we only need to compute the first term for nearest neighbor search, and the computation cost is also reduced to OðMÞ. The resulting approach is called near-orthogonal composite quantization. The goal is to minimize the quantization errors (problem (2)) subject to the near-orthogonality constraint (8) .
It can be seen that with the orthogonality constraint (4) the third term is equal to 0
This implies that near-orthogonality is a relaxation of strict orthogonality. Thus, the vector approximation with the relaxed condition, near-orthogonality, is more accurate. Empirical comparisons in Table 1 show that the vector approximation and accordingly the distance approximation of NOCQ are more accurate than OCQ. Joint Accuracy and Efficiency Optimization. We first introduce several notations. (1) The square root of the first term in the right-hand side of Equation (7) is denoted bydðq; xÞ
(2) The square root of the summation of the square of the true Euclidean distance and a query-dependent term ðM À 1Þkqk 2 2 is written aŝ
(3) Accordingly, we define the approximate version, dðq; xÞ %dðq; xÞ ¼ ðkq À xk 2 2 þ ðM À 1Þkqk 2 2 Þ 1=2 :
(4) The third term in the right-hand side of Equation (7) is denoted as
The near-orthogonal composite quantization approach usesdðq; xÞ as the distance for nearest neighbor search, which is essentially an approximation ofdðq; xÞ (with d dropped) as we have, by definition,
and thus an approximation ofdðq; xÞ. Notice thatdðq; xÞ only depends on the true distance between q and x and a query-dependent term that is a constant for the search with a specific query. Ideally, ifdðq; xÞ ¼dðq; xÞ, the search accuracy would be 100 percent.
In general, the absolute difference jdðq; xÞ Àdðq; xÞj is expected to be small to guarantee high search accuracy. We have the following theorem:
Theorem 2 (Generalized triangle inequality). The reconstruction error of the distance is upper-bounded: jdðq; xÞÀ dðq; xÞj kx À xk 2 þ jdj 1=2 . This theorem suggests a solution to minimize the distance reconstruction error by minimizing the upper-bound
which is then transformed to a minimization problem with a looser upper bound minkx À xk 2 2 þ jdj:
Accumulating the upper bounds over all the database vectors, we get min X N n¼1 ðkx n À x n k 2 2 þ jdjÞ:
The near-orthogonal composite quantization formulation divides the accumulated upper bound into two parts min X N n¼1 kx n À x n k 2 2 ; s:t:
which is essentially an approximation of (10). The upper bound in (10) consists of two terms, the quantization error term, indicating the degree of the vector approximation, and the near-orthogonality term, coming from the computation efficiency. In this sense, our approach provides a solution of jointly optimizing the search accuracy and the search efficiency.
An alternative formulation to optimize the search efficiency is to quantize the third term for each reference vector in Equation (7) into a single byte and to decrease the dictionary size for guaranteeing the whole code size not changed. We empirically compare the results of (a) composite quantization with quantizing the third query-independent term for each sample, (b) direct minimization of the upper bound (solving the problem (10)) and (c) near-orthogonal composite quantization. The comparison on the 1MSIFT and 1MGIST datasets is shown in Fig. 2 , which indicates that (a) performs slightly worse when the code sizes are smaller, and (b) and (c) performs similarly.
OPTIMIZATION
The formulation of near-orthogonal composite quantization is given as follows, min fCmg;fy n g;
Here, C m is a matrix of size D Â K, and each column corresponds to an element of the mth dictionary C m . y n is the composition vector, and its subvector y nm is an indicator vector with only one entry being 1 and all others being 0, showing which element is selected from the mth dictionary to compose the vector x n .
The problem formulated above is a mixed-binary-integer program, which consists of three groups of unknown variables: dictionaries fC m g, composition vectors fy n g, and . In addition to the binary-integer constraint over fy n g, there are near-orthogonality constraints over fC m g given in (13) .
Algorithm
To handle the near-orthogonality constraint, we propose to adopt the quadratic penalty method, and add a penalty function that measures the violation of the quadratic equality constraints into the objective function, resulting in the following objective function,
where C ¼ ½C 1 C 2 . . . C M and m is the penalty parameter. The main technique we use is the alternative optimization method, where each step updates one group of variables while fixing the others. Update fy n g. It can be easily seen that y n , the composition indicator of a vector x n , given fC m g fixed, is independent to all the other vectors fy t g t6 ¼n . Then the optimization problem (14) is decomposed into N subproblems,
where there are three constraints: y n is a binary vector, ky nm k 1 ¼ 1, and y n ¼ ½y > n1 y > n2 . . . y > nM > . Generally, this optimization problem is NP-hard. We notice that the problem is essentially a high-order Markov random field (MRF) problem. We again use the alternative optimization technique like the iterated conditional modes algorithm that is widely used to solve MRFs, and compute the M subvectors fy nm g alternatively. Given fy nl g l6 ¼m fixed, we update y nm by exhaustively checking all the elements in the dictionary C m , finding the element such that the objective value is minimized, and accordingly setting the corresponding entry of y nm to be 1 and all the others to be 0. This process is iterated several (1 in our implementation) times. The optimization is similar for solving composite quantization and orthogonal composite quantization.
Update .With fy n g and C fixed, it can be shown that the optimal solution is
Update C. Fixing fy n g and , the problem is an unconstrained nonlinear optimization problem with respect to C. There are many algorithms for such a problem. We choose the quasi-Newton algorithm and specifically the L-BFGS algorithm, the limited-memory version of the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. It only needs a few vectors to represent the approximation of the Hessian matrix instead of storing the full Hessian matrix as done in the BFGS algorithm. We adopt the publicly available implementation of L-BFGS. 3 The partial-derivative with respect to C m , the input to the L-BFGS solver, is computed as follows,
In the case of composite quantization, there is a closedform solution: C ¼ XY > ðYY > Þ À1 , where X is a matrix with each column corresponding to a database vector, and Y is a matrix composed of the composition vectors of all the database vectors, Y ¼ ½y 1 y 2 . . . y n . In our implementation, we also adopt the iterative solution for composite quantization, which empirically shows better performance. The optimization for orthogonal composite quantization is similar to that for near-orthogonal composite quantization with slight difference on the penalty part which is m
Database Encoding
Given the learned dictionaries, the database vectors X , if not the learning set, are encoded by optimizing the following objective function,
We use the schemes in the above section to update the composition vectors fyg and for a few iterations, 10 iterations in our implementation.
Implementation Details
The proposed algorithm is warm-started by using the solution of product quantization. There is a penalty parameter, m, for the near-orthogonality constraint and the orthogonality constraint. Usually the penalty method needs to solve a series of unconstrained problems by increasing the penalty parameter m into infinity to make the constraint completely satisfied. In our case, we find that the near-orthogonality term is not necessarily to be exactly constant and the search performance is still satisfactory if the deviation of the nearorthogonality term from a constant is relatively small compared with the quantization error. Therefore, our algorithm instead relaxes this constraint and selects the parameter m via validation. The validation dataset is a subset of the database (selecting a subset is only for validation efficiency, and it is fine that the validation set is a subset of the learning set as the validation criterion is not the objective function value but the search performance). The best parameter m is chosen so that the average search performance by regarding the validation vectors as queries and finding f5; 10; 15; . . . ; 100g nearest neighbors from all the database vectors is the best.
Algorithm Analysis
Complexity. We present the time complexity of each iteration for NOCQ. At the beginning of each iteration, we first compute inner product tables, fc > ir c js ji 6 ¼ j; r; s ¼ 1; 2; . . . ; Kg, between the dictionary elements, taking OðM 2 K 2 DÞ, so that computing y > ni C > i C j y nj can be completed by one table lookup. The time complexities of the three updates are given as follows.
It takes OðMKDT y Þ with T y being the number of iterations (¼ 1 in our implementation achieving satisfactory results) to update y n , i.e., optimize the objective function in (15) , and thus the time complexity of updating fy n g is OðNMKDT y Þ. It takes OðNM 2 Þ to update , which can be easily seen from Equation (16) . The cost of updating fC m g in near-orthogonal composite quantization lies in computing the partial derivatives and the objective function value that are necessary in L-BFGS. For clarity, we drop the complexity terms that are independent of N and can be neglected for a large N. Then, the time complexity for updating fC m g is OðMNDT l T c Þ with T c (50 in average in our implementation) being the number of iterations and T l (20 in our implementation) being the number of line searches in L-BFGS. In terms of runtime complexity, we report the results on 1MSIFT and 1MGIST with 64 bits. The total costs evaluated on a Windows Server with 256 GB RAM, 24 cores with each running 2.30 GHz Intel Xeon processor are 2,739 and 17,606 s over 1MSIFT and 1MGIST respectively for 30 iterations. The averaged runtime costs for each iteration for the three steps, updating codes fy n g, updating , and updating the dictionaries fC m g, are 29.5s, 0.02s, 61.8s on 1MSIFT and 197s, 0.02s, 392s on 1MGIST. We observed that updating dictionaries at later iterations takes less time than that at early iterations because the L-BFGS algorithm adaptively adjusts the number of (inner) iterations which is large in early iterations. For example on 1MGIST, the runtime cost of updating dictionary is 1,220s for the first iteration and 680s for the second iteration and then becomes about 190s for the last ten iterations. The time costs for the other two updating steps are almost the same during all the iterations.
Convergence. The objective function value at each iteration in the algorithm always weakly decreases. It can be 3. http://www.ece.northwestern.edu/$nocedal/lbfgs.html validated that the objective function value is lower-bounded (not smaller than 0). The two points indicate the convergence of our algorithm. The theoretic analysis of the rate of convergence is not easy, while the empirical results show that the algorithm takes a few iterations to converge. Fig. 3 shows an example convergence curve for near-orthogonal composite quantization.
EXPERIMENTS

Setup
Datasets. We demonstrate the performance over six datasets (with scale ranged from small to large): MNIST 4 [22] , 784D grayscale images of handwritten digits; LabelMe22K [29] , a corpus of images expressed as 512D GIST descriptors; 1MSIFT [15] , consisting of 1M 128D SIFT features as base vectors, and 10K queries; 1MGIST [15] , containing 1M 960D global GIST descriptors as base vectors, and 1K queries; 1MCNN [28] , with 1,281,167 4096D convolution neural network (CNN) features as base vectors , 100,000 CNN features as queries, extracted over the ImageNet training and validation images through AlexNet [21] ; and 1BSIFT [16] , composed of 1B SIFT features as base vectors, 100M learning vectors and 10K queries. The details of the datasets are presented in Table 2 .
Compared Methods. We compare our approach, nearorthogonality composite quantization with several state-ofthe-art methods: product quantization [15] , and Cartesian k-means [27] . It is already shown that PQ and CKM achieve better search accuracy than hashing algorithms with the same code length and comparable search efficiency. Thus, we report one result from a representative hashing algorithm, iterative quantization (ITQ) [9] . All the results were obtained with the implementations generously provided by their respective authors. Following [15] , we use the structured ordering for 1MGIST and the natural ordering for 1MSIFT and 1BSIFT to get the best performance for PQ. We choose K ¼ 256 as the dictionary size which is an attractive choice because the resulting distance lookup tables are small and each subindex fits into one byte [15] , [27] .
Evaluation. To find ANNs, all the algorithms use asymmetric distance (i.e., query is not encoded) unless otherwise stated. To compare a query with a database vector, PQ, CKM and NOCQ conduct a few distance table lookups and additions, and ITQ uses asymmetric hamming distance for better search accuracy proposed in [11] . PQ, CKM, and NOCQ takes the same time for linear scan. Their costs of computing the distance lookup table are slightly different and are negligible when handling a large scale dataset, except the scale is small which is handled in our work [47] . For instance, the cost of computing the distance lookup table in our approach takes around 4 percent of the cost of linear scan on 1MSIFT. Fig. 4 shows the average query time on 1MSIFT and 1MGIST, which shows the time costs are similar.
The search quality is evaluated using two measures: recall@R and mean average precision (MAP). Recall@R is defined as follows: for each query, we retrieve its R nearest items and compute the ratio of R to T , i.e., the fraction of T ground-truth nearest neighbors are found in the retrieved R items. The average recall score over all the queries is used as the measure. The ground-truth nearest neighbors are computed over the original features using linear scan. In addition, we report the performance with T being 1, 10, and 50. The MAP score is reported by regarding the 100 nearest ground-truth neighbors as relevant answers to the query. The average precision for a query is computed as P N t¼1 P ðtÞDðtÞ, where P ðtÞ is the precision at cut-off t in the ranked list and DðtÞ is the change in recall from items t À 1 to t. We report the mean of average precisions over all the queries under different code lengths.
Comparison
Recall@R. Fig. 5 shows the comparison on MNIST and LabelMe22K. One can see that the vector approximation algorithms, our approach (NOCQ), CKM, and PQ, outperform ITQ. It is as expected because the information loss in Hamming embedding used in ITQ is much larger. PQ also performs not so good because it does not well exploit the data information for subspace partitioning. Our approach (NOCQ) is superior over CKM, and performs the best. The improvement seems a little small, but it is actually significant as the datasets are relatively small and the search is relatively easy. Fig. 6 shows the results of large scale datasets: 1MSIFT and 1MGIST, using codes of 64 bits and 128 bits for searching 1, 10, and 50 nearest neighbors. It can be seen that the gain obtained by our approach is significant for 1MSIFT. For 4. http://yann.lecun.com/exdb/mnist/ example, the recall@10 with T ¼ 1 and 64 bits for our approach is 71.59 percent, about 11 percent better than the recall 60.45 percent of PQ, and 7 percent larger than the recall 63.83 percent of CKM. The reason of the relatively small improvement on 1MGIST for NOCQ over CKM might be that CKM already achieves very large improvement over product quantization and the improvement space is relatively small. Fig. 7 shows the performance on another large dataset, 1MCNN, of a higher dimension. We use 10,000 dataset vectors randomly sampled from the base set for efficient training. We do not show the ITQ results because ITQ performs much lower than PQ. It can be seen that our approach (NOCQ) outperforms PQ and CKM with both 64 bits and 128 bits encoding. For example, the recall@10 for our approach with T ¼ 1 and 64 bits is 36.07 percent, about 6 percent better than the recall 30.28 percent of CKM, and about 30 percent better than the recall 6.08 percent of PQ. With 128 bits encoding and T ¼ 1, the recall of our approach is 63.98 percent, about 6 percent better than the recall 58.00 percent of CKM and 47 percent better than the recall 16.85 percent of PQ. Note that CKM outperforms PQ significantly, which indicates that space partition is very important for 1MCNN. Our approach, on the other hand, still gets large improvement over CKM due to the more accurate data approximation. Fig. 8 shows the performance for a very large dataset, 1BSIFT. Similar to [27] , we use the first 1M learning vectors for efficient training. It can be seen that our approach, NOCQ, gets the best performance and the improvement is consistently significant. For example, the recall@100 from our approach on the 1B base set with 64 bits for T ¼ 1 is 70.12 percent while from CKM it is 64.57 percent. Besides the performance over all the 1B database vectors, we also show the performance on a subset of 1B base vectors, the first 10M database vectors. As we can see, the performance on 1B vectors is worse than that on 10M vectors, which is reasonable as searching over a larger dataset is more difficult. Under 128 bits and for smaller R, the improvement of our approach over Cartesian k-means on 1B database vectors is more significant than that on 10M database vectors. For example, when T ¼ 1, the recall@1 score over 10M database for our approach and CKM is 46.93 and 41.49 percent with a gap 5.44 percent; the recall@2 score over 1B database for our approach and CKM is 48.08 and 41.23 percent with a larger gap 6.85 percent.
MAP versus #bits. Fig. 9 shows the MAP performance on (a) MNIST, (b) LabelMe22K. (c) 1MSIFT, (d) 1MGIST, (e) 1MCNN and (f) 1BSIFT with various code lengths. We can see that our approach (NOCQ) performs the best on all the datasets. It is worth noting that the improvement obtained on 1BSIFT is significant since searching in 1 billion vectors is not easy. For instance, the MAP scores of 1MSIFT on 64 bits for NOCQ and PQ are 0.51 and 0.417, and the relative improvement is about 22.3 percent. The MAP scores for NOCQ and CKM are 0.51 and 0.447, and the improvement reaches 14.1 percent.
APPLICATIONS
Inverted Multi-Index
Inverted multi-index [3] performs product quantization on the database vectors to generate the cell centroids which store the list of vectors that lie in a cluster. The multisequence algorithm [3] is introduced to efficiently generate a sequence of multi-index cells ordered by the increasing distances between the query and the cell centroids, with the aim of retrieving NN candidates. After that, the retrieved candidates are often reranked based on their short codes, e.g., obtained through product quantization [16] . We follow the Multi-D-ADC scheme [3] , which, in the reranking stage, apply the compact coding algorithm to the residual displacement between each vector and its closest cell centroid obtained through the indexing stage.
PQ, CKM and NOCQ can all be applied to build inverted multi-index (coarse quantization used in the candidate retrieval stage) and compact code representation (fine quantization used in the reranking stage). On the candidate retrieval stage, the distance table between the query and the coarse codebooks is computed before performing the multi-sequence algorithm for candidate retrieval. On the reranking stage, there are two ways for distance computation: with reconstructing the database vector, and without reconstructing the database vector but through looking up distance tables like [4] . Here we show how to accelerate the distance computation without reconstructing the database vector in our approach.
Efficient Distance Computation. We adopt two dictionaries C 1 and C 2 , suggested by [4] for coarse quantization, and M dictionaries, fR 1 ; R 2 ; . . . ; R M g, for fine quantization. Let the approximation of a vector x be x ¼
The acceleration idea is inspired by [4] , and illustrated below. Expanding the approximated squared distance computation formula,
we have 8 terms on the right-hand side. The first term only depends on the query, and is not necessary to compute. The second and the third terms are the summation of the squared L 2 norms of the selected quantization centers, where the norms are offline computed, and hence the complexity is OðMÞ. In the fourth term the inner products have been computed in the candidate retrieval stage, and this complexity is Oð1Þ. The fifth term takes OðMÞ time if the inner products between the query and the dictionary elements for the fine quantizer are precomputed. The sixth term takes OðMÞ when the inner products between the elements of the coarse and fine dictionaries are precomputed offline. The last two terms are omitted because they are approximately equal to a constant (the constant equals 0 for PQ and CKM). In summary, the online time complexity is OðMÞ with precomputing the inner product table storing the inner products between the query and the fine dictionary elements.
Results. We compare the proposed approach, NOCQ, with PQ and CKM, and use them to train the coarse and fine quantizers. In addition, we also report the results of the sparse version of our approach [47] : the dictionary is sparse, thus the distance table computation is accelerated. We consider two sparsity degrees: one, termed as SNOCQ1, has the same sparse degree (i.e., the number of nonzeros ¼ KD) with PQ, and the other, SNOCQ2, in which the number of nonzeros is equal to minðKD þ D 2 ; MKDÞ, has similar distance table computation cost with CKM. Following [3] , for all the approaches, we use K ¼ 2 14 to build coarse dictionaries and M ¼ 8; 16 for compact code representation. The performance comparison in terms of recall@R (R ¼ 1; 10; 100), T 1 (query time cost for the scheme with database vector reconstruction), T 2 (query time cost for the scheme without database vector reconstruction but through distance lookup tables) with respect to the length of the retrieved candidate list L (L ¼ 10000; 30000; 100000) is summarized in Table 3 . The memory cost for all the approaches are almost the same, with negligible different cost for dictionaries.
It can be seen in terms of the search accuracy that our approach NOCQ performs the best and that our approach SNOCQ1 (SNOCQ2) performs better than PQ (CKM). As seen from the T 1 and T 2 columns, our approaches, SNOCQ1 and SNOCQ2, like PQ and CKM, are both accelerated, and according to the T 2 column, the query costs of our approaches (SNOCQ1 and SNOCQ2) are almost the same to that of the most efficient approach PQ. Considering the overall performance in terms of the query cost for the accelerated scheme (T 2) and the recall, one can see that SNOCQ2 performs the best. For example, the query cost of SNOCQ2 is 36 percent smaller than that of NOCQ when retrieving 10000 candidates with 64 bits and the recall decreases less than 2.2 percent. In other cases, the recall decrease is always less than 3 percent while the query cost is saved at least 7 percent. In summary, our approach NOCQ is the best choice if the code length, thus storage and memory cost, is top priority, or if a larger number of candidate images are needed to rerank, and its sparse version performs the best when concerning about both query time and storage cost.
Inner Product Similarity Search
In this section, we study the application of composite quantization to maximum inner product similarity search, which aims to find a database vector x Ã so that x Ã ¼ arg max x2X < q; x > . Given the approximation x % x ¼ P M m¼1 c mkm , the approximated inner product between a query q and a database vector x is computed by < q; x > % < q; x > ¼ P M m¼1 < q; c mkm > . The computation cost can be reduced to OðMÞ by looking up an inner product table storing MK inner products, f < q; c mk > j m ¼ 1; . . . ; M; k ¼ 1; . . . ; Kg.
Similar to Theorem 1 for upper-bounding the Euclidean distance approximation error, we have a property for the inner product distance approximation error, and the property is given as, Theorem 3. Given a query vector q, a data vector x and its approximation x, the absolute difference between the true inner product and the approximated inner product is upper-bounded j < q; x > À < q; x > j4kx À xk 2 kqk 2 :
The upper bound is related to the L 2 norm of q, meaning that the bound depends on the query q (in contrast, the upper bound for Euclidean distance does not depend on the query). However, the solution of inner product similarity search does not depend on the L 2 norm of the query as queries with different L 2 norms have the same solution, i.e., x Ã ¼ arg max x2X < q; x > ¼ arg max x2X < sq; x > , where s is an arbitrary positive number. In this sense, more accurate vector approximation potentially leads to better inner product similarity search.
The results of different algorithms over 1MSIFT, 1MGIST and 1BSIFT are shown in Fig. 10 . The groundtruth nearest neighbors of a given query are computed by linearly scanning all the database vectors and evaluating the inner product similarity between the query and each database vector. We can see that our approach gets the best performance on all the datasets with various code lengths. L is the length of the candidate list for reranking. 
Query Compression for Mobile Search
Mobile search is an emerging direction of image and information retrieval. It is usually expected that the object transmitted from the client to the server is as small as possible. In this section, we conduct an experiment: the database points are processed using the compact coding approach, e.g., NOCQ, PQ and CKM; the query is transformed to a compact code (in the client side); the query reconstructed (in the server side) from the transformed compact code is compared with the database points. The query is compressed in our approach using the non-orthogonal version CQ as the reconstruction quality is better, while the same coding scheme is used in both the client and server sides for other approaches.
The results are shown in Fig. 11 over 1MSIFT, 1MGIST, and 1BSIFT (its whole data is used as the search database) with 64 bits and 128 bits for 1-NN search. It is as expected that our approach consistently performs the best. In particular, the gain of our approach over the second best method, CKM, is even more significant compared with the results shown in Figs. 6 and 8 obtained without compressing the query. For example, the recall gain for 1MSIFT with 128 bits at position 1 is increased from 0.3522 to 0.4459, and the recall gain for 1BSIFT with 128 bits at position 10 is increased from 0.5224 to 0.6057.
DISCUSSIONS
Analysis and Variants
M Source Dictionaries versus a Single Dictionary. Composite quantization uses M source dictionaries fC 1 ; C 2 ; . . . ; C M g to generate an M-tuple ðc 1k 1 ; c 2k 2 ; . . . ; c Mk M Þ for vector approximation. Each element in the M-tuple is selected from a different source dictionary. In the following, we discuss two possible M-tuple choices in terms of different source dictionaries construction: (1) Merge M source dictionaries as one dictionary, and select M elements from the merged dictionary to form an M-tuple; and (2) reduce the size of the merged dictionary from MK to K (i.e., perform an M-selection 5 of a dictionary C of size K).
A Single Dictionary of Size MK. The main issue is that it increases the code length. When using M source dictionaries with each dictionary containing K elements, the compact code is ðk 1 ; k 2 ; . . . ; k M Þ and the code length is M log K. In contrast, if using the merged dictionary, which contains MK elements, the code length is changed to M log ðMKÞ, larger than M log K.
A Single Dictionary of Size K. The code length is reduced to M log K, the same to that in composite quantization, but the vector approximation is not as accurate as that in composite quantization. We denote our selection scheme as group M-selection since it selects M elements from a group of M dictionaries. It is easy to show that the M-selection from a source dictionary is equivalent to the group M-selection when the M source dictionaries are the same.
In the following, we present a property, to compare the optimal objective function values (quantization errors) of M-selection and group M-selection, which are denoted by f Ã ms and f Ã gms , respectively. Property 1. Given the same database X and the same values of K and M, we have f Ã gms 4f Ã ms . We compute the cardinalities of the composite dictionaries to show the difference in another way. Generally, the objective value would be smaller if the cardinality of the composite dictionary is larger. The cardinalities are summarized as follows. The above analysis shows that composite quantization with group M-selection can achieve more accurate vector approximation, which can be easily extended to its (near-) orthogonal version.
The Effect of . The variable in Equation (8) in our approach is learnt from the reference base. Alternatively, one can simply set it to be zero, ¼ 0. The average quantization error in the case of learning potentially can be smaller than that in the case of letting ¼ 0 as learning is more flexible, and thus the search performance with learnt can be better. The experimental results over the 1MSIFT and 1BSIFT dataset under the two schemes, shown in Fig. 12 . It can be seen that the performance when is not limited to be zero over 1MSIFT is similar but much better over 1BSIFT.
Variant Solutions to the Near-Orthogonality Constraint. We consider two alternative schemes of the near-orthogonality constraint (8) for accelerating the search process: computing the distances in the search stage by (1) discarding the third term P M i¼1 P M j¼1;j6 ¼i c > ik i c jk j in Equation (7) and (2) precomputing P M i¼1 P M j¼1;j6 ¼i c > ik i c jk j and storing it as an extra byte. Table 4 shows the results of the two alternative schemes. We use our optimization algorithm to learn the CQ model, and the search performance of CQ is obtained by using extra 4 bytes to store the value of the third term or equivalently taking higher search cost to compute the third term in the search stage. We have two observations: (1) Discarding the third term, denoted by CQ-d, leads to dramatic search quality reduction; (2) As expected, our approach NOCQ gets lower search performance than CQ, but higher than CQ-e (the third term quantized by one byte). It should be noted that CQ uses extra 4 bytes or much higher search cost.
Transform Euclidean Distance to Inner Product. The Euclidean distance between the query q and the vector x can be transformed to an inner product form, 
5.
In mathematics, an M-selection of a set S is a subset of S, not necessarily distinct elements of S.
This suggests that in the search stage computing the second term is enough and thus we can quantize the augmented data vector,x ¼ À2x
. We have shown that the inner product computation can also benefit from table lookup and thus is efficient. We report the performances of quantizing the augmented vector with the CQ approach, which performs better than PQ and CKM. The results are given in Table 5 . We can see that such a scheme performs poorly. It is because the scale of the last element kxk 2 2 is very different from the scales of other elements, and thus the optimization is hard. The possible solution of quantizing x and kxk 2 2 separately also does not lead to much improvement, implying this is not a good direction.
Connections
K-Means and Sparse Coding. Composite quantization as well as the near-orthogonal version, when only one dictionary is used (i.e., M ¼ 1), are degraded to the k-means approach. Compared with k-means, composite quantization is able to produce a larger number of quantized centers (K M ) using a few dictionary elements (MK), resulting in that the composite quantizer can be indexed in memory for large scale quantized centers.
Composite quantization is also related to coding with block sparsity [45] , in which the coefficients are divided into several blocks and the sparsity constraints are imposed in each block separately. Near-orthogonal Composite quantization can be regarded as a sparse coding approach, where the coefficients that can only be valued by 0 or 1 are divided into M groups, for each group the non-sparsity degree is 1, and an extra constraint, near-orthogonality, is considered.
Product Quantization and Cartesian k-Means. Product quantization [15] decomposes the space into M low dimensional 
Rewrite each center c mk as a D-dimensional vectorc mk so thatc mk ¼ ½0 0 > . . . ðc mk Þ > . . . 0 0 > > , i.e., all entries are zero except that the subvector corresponding to the mth subspace is equal to c mk . The approximation of a vector x using the concatenation
Similarly, it can also be shown that there is a same equivalence in Cartesian k-means [27] .
The above analysis indicates that both product quantization and Cartesian k-means can be regarded as a constrained version of near-orthogonal composition quantization, with the orthogonality constraint: C > i C j ¼ 0, i 6 ¼ j, which guarantees that the near-orthogonality constraint in our approach holds. In addition, unlike product quantization and Cartesian k-means in which each dictionary (subspace) is formed by D=M dimensions, near-orthogonal composite quantization and orthogonal composite quantization is able to automatically decide how many dimensions belong to one dictionary.
Additive Quantization. The objective function of additive quantization [1] (AQ), which was developed concurrently to our approach, is the same to composite quantization. To accelerate the search, the norm of the reconstructed vector is encoded as a 1-byte code and accordingly fewer bytes are used for encoding the vector, which is named AQ-n. This purpose is similar to our scheme, CQ-e, encoding the third term in Equation (7) .
The comparison between AQ, AQ-n, OTQ (its extension, optimized tree quantization [2] ), and our approaches, CQ, CQ-e, and NOCQ is shown in Table 6 . We have two observations. On the one hand, CQ performs better than AQ and OTQ. The reason is that our overall optimization algorithm, dictionary and code update, is better than the algorithms in AQ and OTQ. On the other hand, CQ-e and NOCQ perform better than AQ-n that takes similar search cost. There are two reasons: one is that our approaches encode the third term in Equation (7) while AQ-n encodes the norm of the reconstructed vector, and the other lies in different optimization techniques.
The search time costs of AQ, OTQ, and CQ, for the search under the widely-used Euclidean distance, are similar and much higher than those of AQ-n, CQ-e and NOCQ, which take almost the same time. OTQ performs two times slower than Cartesian k-means, as observed in [2] . Fig. 4 shows the average query time cost including the lookup table construction cost and the linear scan search cost. It can be seen that NOCQ takes slightly more time than Cartesian k-means. It can also be seen that AQ (and CQ) takes much more time than other methods because the linear scan search cost of AQ is quadratic with respect to M while that of other methods is linear in M.
Iterative Local Search for Encoding. Additive quantization [1] uses the beam search algorithm to encode the vectors. Our approach poses the encoding problem as an Markov random field problem, and simply adopts an efficient local-search algorithm, iterative conditional modes (ICM). Following our approach, local search quantization (LSQ) [24] adopts the iterative local search (ILS) algorithm, which is a stochastic version of local search and performs multiple searches with each starting from perturbed local minimum, to improve ICM for solving the MRF problem.
We also exploit the ILS encoding algorithm in our NOCQ, which is denoted as NOCQ-ILS. The comparison with LSQ is given in Table 7 , where all the three approaches use the database vectors as the learning set. It can be seen that our approach also benefits from the ILS encoding algorithm. On both datasets, NOCQ-ILS performs better than NOCQ at almost all the cases. Compared with LSQ, NOCQ-ILS performs much better under 32 bits encoding. The reason might be that for LSQ 24 bits may not be enough to learn CQ-e means the scheme using 1 byte to encode the third term in CQ. The results about AQ, AQ-e and OTQ are from the corresponding papers [1] , [2] .
the dictionaries. When the number of bits increases, NOCQ-ILS performs on par with LSQ and slightly better when evaluated using recall@100. For example, on 1MGIST with 128 bits, NOCQ-ILS gets 93.8 percent on recall@100, and LSQ gets 92.9 percent on recall@100.
CONCLUSION
In this paper, we present a compact coding approach, nearorthogonal composite quantization, to approximate nearest neighbor search. The superior search accuracy stems from that it exploits the composition of dictionary elements to approximate a vector, yielding smaller quantization errors. The search efficiency is guaranteed by imposing the nearorthogonality constraint. The empirical results suggest that near-orthogonal composite quantization outperforms existing methods for search under the Euclidean-distance and composite quantization achieves superior performance for search with the inner-product similarity. Composite quantization has been extended to supervised quantization [41] for semantic retrieval and multi-modality quantization [48] for multi-modality search. Concurrent with our approach, additive quantization [1] adopts the multi-dictionary quantization formulation (2), and differs from our approach in dictionary and code optimization. The distance computation acceleration schemes are also different: AQ encodes the norm of the reconstructed vector using extra bits, while we introduce the nearorthogonality constraint without using extra bits.
