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Abstract
The present paper is dedicated to the global large solutions and incompressible limit for
the compressible Navier-Stokes system in Rd with d ≥ 2. Motivated by the L2 work of
Danchin and Mucha [Adv. Math. 320, 904–925, 2017] in critical Besov spaces, we extend
the solution space into an Lp framework. The result implies the existence of global large
solutions initially from large highly oscillating velocity fields.
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1. Introduction
In this paper, we study the global well-posedness of the compressible Navier-Stokes
equations in the following form:
∂tρ + div(ρv) = 0 ,
∂t(ρv) + div(ρv⊗ v)− µ∆v− (µ + λ)∇ div v+∇P(ρ) = 0,
(ρ, v)|t=0 = (ρ0, v0),
(1.1)
where ρ is density, v is velocity, µ is shear viscosity coefficient and λ is volume viscosity
coefficient. Here µ and λ are subject to the standard strong parabolicity assumption:
µ > 0 and ν := λ + 2µ > 0.
The pressure P = P(ρ) is smooth function such that P′ > 0 and that P(ρ¯) = 0 for some
positive constant reference density ρ¯.
∗Corresponding author. Email address: zhaixp@szu.edu.cn
As one of the most popular fluid motion model in the field of analysis and applications,
the compressible Navier-Stokes equations system has attracted much attention and there is
a large literature important to mathematical analysis and fluid mechanics. The local well-
posedness for the system (1.1) was proved by Nash [31] for the smooth initial data being
away from vacuum. The existence of global smooth solutions was obtained by Matsumura
and Nishida [29], when the initial data is close to the equilibrium in H3(R3)× H3(R3). In
general, whether a smooth solution blows up in finite time is an open problem.
The global existence of weak solutions was proved by Hoff [22, 23] assuming discon-
tinuous initial data with small energy. The global existence of large weak solution was
established by Lions [27] under the isentropic assumption, i.e. P = Aργ for γ ≥ 95 . This γ
restriction domain was enlarged by Feireisl et al. [17] to that of γ > 32 . Motivated by Hoff
[22, 23], Huang et al. [26] obtained the existence of global strong solutions with small en-
ergy. However, the question of the regularity and uniqueness of weak solution is generally
open even in the case of two dimensional space.
As given by Fujita and Kato [19], the classical incompressible Navier-Stokes equations
has the scaling invariance property and gives rise to critical spaces. This observation was
introduced to the compressible Navier-Stokes equations by Danchin [6, 7, 8] with respect to
the scaling transformation{
(ρ0, v0) → (ρ0(ℓx), ℓv0(ℓx)),
(ρ(t, x), v(t, x)) → (ρ(ℓ2t, ℓx), ℓv(ℓ2t, ℓx)), ℓ > 0 (1.2)
by neglecting the pressure term P = P(ρ). Here a function space being critical with respect
to (1.1) means that the norm of the space is invariant with respect to the scaling transforma-
tion (1.2). For example, the product space B˙
d
p
p,1(R
d)× B˙−1+
d
q
q,1 (R
d), 1 ≤ p, q ≤ ∞, is critical
for the system (1.1).
In the critical space framework, a breakthrough was made by Danchin [6], showing
the local well-posedness of (1.1) for the initial data (ρ0 − ρ, v0) in the critical Besov space
B˙
d
2
2,1(R
d) × B˙−1+
d
2
2,1 (R
d) and the global existence of strong solutions initially in the vicinity
of an equilibrium in the space (B˙
d
2
2,1(R
d) ∩ B˙−1+
d
2
2,1 (R
d))× B˙−1+
d
2
2,1 (R
d). Inspired by Danchin
[6], Charve and Danchin [3] and Chen et al. [4] obtained the global well-posedness of (1.1)
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in the critical Lp framework. The critical Besov space, used by Charve and Danchin [3]
and Chen et al. [4], seems the largest one in which the system (1.1) is well-posed. Indeed,
Chen et al. [5] proved the ill-posedness of (1.1) in B˙
3
p
p,1(R
d) × B˙
3
p−1
p,1 (R
d) for p > 6. An
alternative proof to the results of [3, 4] was further obtained by Haspot [20] by using the
viscous effective flux. Moreover, Danchin and He [10] generalized the previous results by
allowing the incompressible part of the velocity in the space B˙
3
p−1
p,1 (R
3) with p ∈ [2, 4].
Interested readers may also refer to [13, 14, 15, 16, 18, 21, 28, 32] for stability, decay estimate
and zero Mach number limit of system (1.1).
1.1. The main result and its motivation
Recently, Danchin and Mucha [12] obtained the global existence of regular solutions to
system (1.1) with arbitrary large initial velocity v0, almost constant density ρ0, and large
volume viscosity λ. This result strongly relies on the fact that the limit velocity for λ → +∞
satisfies the incompressible Navier-Stokes equations:
Vt +V · ∇V − µ∆V +∇Π = 0,
divV = 0,
V|t=0 = Pv0,
(1.3)
with the Leray projection P = I −Q with Q = ∇∆−1 div.
More precisely, the present study is motivated by the following result in R2:
Theorem 1.1. (Danchin and Mucha [12]) Let ν ≥ µ, v0 ∈ B˙02,1(R2) and a0 := ρ0 − 1 ∈
B˙02,1(R
2) ∩ B˙12,1(R2) such that
CeC(M˜+M˜
2)
(‖a0‖B˙02,1 + ν‖a0‖B˙12,1 + ‖Qv0‖B˙02,1 + M˜2 + µ2) ≤ √µν
for a large constant C and
M˜ = C‖Pv0‖B˙02,1 exp
( C
µ4
‖Pv0‖4L2
)
.
Then there exists a unique global regular solution (ρ, v) to (1.1) such that
v ∈ C([0,∞); B˙02,1(R2)), vt,∇2v ∈ L1(0,∞; B˙02,1(R2)),
a := ρ− 1 ∈ C([0,∞); B˙02,1(R2) ∩ B˙12,1(R2)) ∩ L2([0,∞); B˙12,1(R2)).
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In addition, there holds the following estimate
‖Qv‖L∞(0,∞;B˙02,1) + ‖a‖L∞(0,∞;B˙02,1) + ν‖a‖L∞(0,∞;B˙12,1)
≤ CeC(M+M2)(‖a0‖B˙02,1 + ν‖a0‖B˙12,1 + ‖Qv0‖B˙02,1 + M˜2 + µ2).
As a byproduct, Danchin and Mucha [12] obtained the convergence (ρ, v) → (1,V) at
the order of ν− 12 . This result in the high-dimensional case d ≥ 3 was additionally given
in [12] under the condition that the incompressible Navier-Stokes equations (1.3) admit a
global large regular solution. Moreover, they [12] predicted that those results in L2 Besov
spaces be improved to the critical framework of Lp Besov spaces. The purpose of the present
paper is to give a positive answer to the prediction.
For stating our main result, a homogeneous tempered distribution z = ∑j∈Z ∆˙jz ∈
S ′(Rd) is truncated by lower and higher oscillation parts in the following sense:
zℓ := ∑
2jν≤1
∆˙jz and z
h := ∑
2jν>1
∆˙jz for z ∈ S ′(Rd). (1.4)
Sometimes, for convenience, we will use the notation:
‖z‖ℓ
B˙sp,1
:= ‖zℓ‖B˙sp,1 and ‖z‖
h
B˙sp,1
:= ‖zh‖B˙sp,1 . (1.5)
The main result of the present paper reads:
Theorem 1.2. Let 2 ≤ p ≤ min{4, 2d/(d − 2)} for d > 2, and 2 ≤ p < 4 for d = 2. As-
sume aℓ0 ∈ B˙
−1+ d2
2,1 (R
d), ah0 ∈ B˙
d
p
p,1(R
d), Pv0 ∈ B˙
−1+ dp
p,1 (R
d), Qvℓ0 ∈ B˙
−1+ d2
2,1 (R
d) and Qvh0 ∈
B˙
−1+ dp
p,1 (R
d). Suppose that (1.3) admits a unique global solution
V ∈ C([0,∞); B˙−1+
d
p
p,1 (R
d)) ∩ L1(0,∞; B˙−1+
d
p
p,1 (R
d)).
Denote
M := ‖V‖
L∞(R+;B˙
−1+ dp
p,1 )
+ µ‖V‖
L1(R+;B˙
1+ dp
p,1 )
+ ‖Vt‖
L1(R+;B˙
−1+ dp
p,1 )
.
Assume ν ≥ µ and the existence of a (large) generic constant C such that
∥∥aℓ0∥∥
B˙
−1+ d2
2,1
+ ν
∥∥aℓ0∥∥
B˙
d
2
2,1
+ ν‖ah0‖
B˙
d
p
p,1
+
∥∥Qvℓ0∥∥
B˙
−1+ d2
2,1
+ ‖Qvh0‖
B˙
−1+ dp
p,1
+M2 + µ2
≤ C√µν exp (− C(M+ M2)). (1.6)
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Then there exists a unique global regular solution (ρ, v) to (1.1) such that
Pv ∈ C(R+; B˙−1+
d
p
p,1 ) ∩ L1(R+; B˙
1+ dp
p,1 ),
aℓ ∈ C(R+; B˙−1+
d
2
2,1 ) ∩ L1(R+; B˙
1+ d2
2,1 ), a
h ∈ C(R+; B˙
d
p
p,1) ∩ L1(R+; B˙
d
p
p,1),
Qvℓ ∈ C(R+; B˙−1+
d
2
2,1 ) ∩ L1(R+; B˙
1+ d2
2,1 ), Qvh ∈ C(R+; B˙
−1+ dp
p,1 ) ∩ L1(R+; B˙
1+ dp
p,1 ).
In addition, the following estimate holds true:
∥∥aℓ∥∥
L˜∞(0,∞;B˙
−1+ d2
2,1 )
+ ν
∥∥aℓ∥∥
L˜∞(0,∞;B˙
d
2
2,1)
+
∥∥Qvℓ∥∥
L˜∞(0,∞;B˙
−1+ d2
2,1 )
+ ‖νah‖
L˜∞(0,∞;B˙
d
p
p,1)
+ ‖Qvh‖
L˜∞(0,∞;B˙
−1+ dp
p,1 )
+ ‖ah‖
L1(0,∞;B˙
d
p
p,1)
+ ν
∥∥aℓ∥∥
L1(0,∞;B˙
1+ d2
2,1 )
+ ν2
∥∥aℓ∥∥
L1(0,∞;B˙
2+ d2
2,1 )
+ ν
∥∥Qvℓ∥∥
L1(0,∞;B˙
1+ d2
2,1 )
+ ν‖Qvh‖
L1(0,∞;B˙
1+ dp
p,1 )
≤ C exp (C(M +M2))(∥∥aℓ0∥∥
B˙
−1+ d2
2,1
+ ν
∥∥aℓ0∥∥
B˙
d
2
2,1
+ ν‖ah0‖
B˙
d
p
p,1
+
∥∥Qvℓ0∥∥
B˙
−1+ d2
2,1
+ ‖Qvh0‖
B˙
−1+ dp
p,1
+ M2 + µ2
)
.
If a0 = 0, then the convergence (ρ, v) → (1,V) is obtained in the following sense:√
µ−1ν‖ρ− 1‖
L∞(0,∞;B˙
d
p
p,1)
+ ‖Pv−V‖
L∞(0,∞;B˙
−1+ dp
p,1 )
+ µ‖Pv−V‖
L1(0,∞;B˙
1+ dp
p,1 )
+ ‖Pvt −Vt‖
L1(0,∞;B˙
−1+ dp
p,1 )
≤ C
√
µν−1.
Remark 1.3. It should be noted that the zero index Besov space B˙02,1(R
2) in Theorem 1.1 has now
been extended by the Besov space B˙
−1+ dp
p,1 (R
d), which may has the negative index −1+ dp < 0. This
implies the global well-posedness of compressible Navier-Stokes equations with highly oscillatory
initial velocity field v0, of which a typical example (see [4, Proposition 2.9]) is
v0(x) = sin
(x1
ε
)
φ(x), φ(x) ∈ S(Rd), p > d and ε > 0.
This function is subject to the estimate:
‖vℓ0‖
B˙
−1+ d2
2,1
+ ‖vh0‖
B˙
−1+ dp
p,1
≤ Cε1− dp ,
for C a constant independent of ε > 0.
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Remark 1.4. If p = d = 2, Theorem 1.2 is identical to [12, Theorem 1.1]. Especially, when d = 2
and 2 ≤ p < 4, according to [25, Proposition 3.1], the quantity M in Theorem 1.2 can be expressed
precisely as
M = C‖Pv0‖
B˙
−1+ 2p
p,1
(
1+ ‖Pv0‖
B˙
−1+ 2p
p,1
)
exp
( C
µ2
‖Pv0‖2
B˙
−1+ 2p
p,1
)
.
If d ≥ 3, we can construct some examples of large initial data for (1.3) generating global smooth
solutions. One can refer for instance to [2, 30, 34] and citations therein.
Remark 1.5. Recently, Danchin and Mucha [11] derived the large volume viscosity limit to the
inhomogeneous incompressible Navier-Stokes equations from (1.1) in the two dimensional torus T 2.
In particular, they can handle large variations of density.
1.2. Decomposition of (1.1) by the Leray projection
Without loss of generality, we fix the shear viscosity µ = 1 throughout the paper.
Theorem 1.2 is based on a decomposition of (1.1) by using (1.3). Employ the Leray pro-
jection to decompose the velocity solution into the compressible part Qv and the incom-
pressible part Pv+V as
v = Qu+Pu+V for u := v−V
with V the global solution of (1.3). A simple computation implies
Qu = Qv, divQu = div u. (1.7)
For ρ = 1+ a, we rewrite the second equation of (1.1) as
vt + (1+ a)(v · ∇v)− ∆v− (λ + 1)∇ div v+ P′∇a = −avt. (1.8)
ApplyingQ to (1.8) and using (1.7) and the assumption P′(1) = 1, we get compressible part
of system (1.1):
(Compressible part)

at + divQu = − div(a(u +V)),
(Qu)t − ν∆Qu+∇a = −QH1,
a|t=0 = a0, Qu|t=0 = Qv0,
(1.9)
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with
H1 := a (Vt + Put + (Qut +∇a))︸ ︷︷ ︸
H
(1)
1
+ (1+ a)(u +V) · ∇(u+V)︸ ︷︷ ︸
H
(2)
1
+ (k(a) − a)∇a︸ ︷︷ ︸
H
(3)
1
,
and
k(a) = P′(1+ a)− P′(1) = P′(1+ a)− 1.
Applying P to the first equation of (1.3) and (1.8), respectively, and then taking the
difference between the two resultant equations, we have
(Pu)t − ∆Pu = −PH2, Pu|t=0 = 0, (1.10)
with
H2 := a (Vt +Put + (Qut +∇a))︸ ︷︷ ︸
H
(1)
2
+ (1+ a)Pu · ∇(V +Qu)︸ ︷︷ ︸
H
(2)
2
+ a(u+V) · ∇Pu︸ ︷︷ ︸
H
(3)
2
+ (u+V) · ∇Pu︸ ︷︷ ︸
H
(4)
2
+ (1+ a)(V · ∇Qu+Qu · ∇V)︸ ︷︷ ︸
H
(5)
2
+ a(Qu · ∇Qu+V · ∇V)︸ ︷︷ ︸
H
(6)
2
.
1.3. Scheme for the proof of Theorem 1.2
The proof of Theorem 1.2 lies on the observation that the flow becomes incompressible if
the volume viscosity λ is sufficiently large. This mechanism comes from strong dissipation
on the potential part of the velocity when λ is large.
In the proof of the main result, we separate the original system (1.1) into incompressible
part and compressible part. As the incompressible part satisfies a freedom heat equations,
the estimates are standard. However, much effort has to be made in the examination of
the compressible part. By careful analysis of the linear system of the compressible part, we
can find the density a has different smoothing effect in low frequency and high frequency
parts. Compared to the L2 case obtained by Danchin and Mucha [12], the Lp setting gives
rise to an extra difficulty to be overcome. In fact, we cannot get the smoothing effect of
density in the low frequency and the damping effect of density in the high frequency by
employing the traditional energy argument, which relies heavily on a cancelation, because
the cancelation is only valid in the L2 framework. To get rid of this difficulty, we shall derive
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the smoothing effect of density in the L2 setting in low frequency and the damping effect
of density in the Lp setting in the high frequency, respectively. In the low frequency, one
can follow the method used in [12] to derive the desired estimates, whereas in the high
frequency, we follow an elementary energy approach in terms of effective velocity developed
by Haspot [20], using Hoff’s viscous effective flux in [24].
As the solutions of incompressible part of (1.1) are constructed in the Lp setting, all the
estimates involved in incompressible part must work in the Lp framework, even for us to
derive the smoothing effect of density in the low frequency. For example, the nonlinear
term v · ∇v is decomposed into the following four parts:
v · ∇v = Pv · ∇Pv+Pv · ∇Qv+Qv · ∇Pv+Qv · ∇Qv. (1.11)
As the incompressible part Pv lies in an Lp-type space yet v · ∇v is estimated in the L2
setting. Hence, we need some product laws and commutators estimates (see Lemma 2.10,
(3.54) and (3.58) ) in the Besov spaces to deal with the terms involved in Pv in (1.11). A
similar difficulty arises for the compressible part in the high frequency, for example the
term Qvh · ∇Qvh.
The global solution to be obtained in Theorem 1.2 will be extended from the local solu-
tion given in the following:
Theorem 1.6. ([9, Theorem 2.2]) Let 2 ≤ d, 1 < p < 2d and v0 ∈ B˙
−1+ dp
p,1 (R
d). Assume
a0 = ρ0− 1 ∈ B˙
d
p
p,1(R
d) and infx ρ0(x) > 0. Then there exists a maximal time T
∗ > 0 so that (1.1)
has a unique solution (a, v) on [0, T∗) satisfying, for any T ∈ (0, T∗),
a ∈ C([0, T]; B˙
d
p
p,1(R
d)) ∩ L˜∞T (B˙
d
p
p,1(R
d)),
v ∈ C([0, T]; B˙−1+
d
p
p,1 (R
d)) ∩ L˜∞T (B˙
−1+ dp
p,1 (R
d)) ∩ L1T(B˙
d
p+1
p,1 (R
d)).
Moreover, continuation beyond T∗ is possible if∫ T∗
0
‖∇v‖L∞ dt < ∞, ‖a‖
L∞(0,T∗;B˙
d
p
p,1)
< ∞ and inf
(t,x)∈[0,T∗)×Rd
ρ(t, x) > 0.
Thus the existence of the global solution in Theorem 1.2 becomes to show the maximal
time T∗ to be ∞. This requires global-in-time a priori estimates. Based on the decomposition
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in the previous subsection, the estimation will be divided into three subsections in Section
3 through the estimate of the incompressible part in the critical Lp framework, the estimate
of the high frequency of the compressible part of (1.9) and the estimate of the low frequency
of the compressible part of (1.9).
2. Littlewood-Paley theory and preliminaries
In this section, we recall some basic facts on Littlewood-Paley theory (see [1] for in-
stance). Let χ and ϕ be two smooth radial functions valued in the interval [0, 1] so that the
support of χ is the ball {ξ ∈ Rd : |ξ| ≤ 43}, the support of ϕ is the annulus {ξ ∈ Rd : 34 ≤
|ξ| ≤ 83} and
∑
j∈Z
ϕ(2−jξ) = 1, ∀ξ 6= 0.
Let F be the Fourier transform. The homogeneous dyadic blocks ∆˙j and the homogeneous
low-frequency cutoff operators S˙j are defined for all j ∈ Z by
∆˙ju = F−1(ϕ(2−j·)Fu), S˙ju = F−1(χ(2−j·)Fu).
Denote by S
′
h(R
d) the space of tempered distributions subject to the condition
lim
j→−∞
S˙ju = 0.
Then we have the decomposition
u = ∑
j∈Z
∆˙ju ∀u ∈ S ′h(Rd).
Definition 2.1. Let s ∈ R and 1 ≤ p, r ≤ ∞. The homogeneous Besov space B˙sp,r(Rd) consists of
all the distributions u ∈ S ′h(Rd) such that
‖u‖B˙sp,r :=
∥∥∥(2js‖∆˙ju‖Lp) j∈Z∥∥∥ℓr < ∞.
This definition implies the following properties (see [1, p71]).
Lemma 2.2. Let s ∈ R, 1 ≤ p, r ≤ ∞ and u ∈ S ′h(Rd). Then u belongs to B˙sp,r(Rd) if and only if
there exists a sequence {cj,r}j∈Z with cj,r ≥ 0 and ‖cj,r‖ℓr = 1 such that
‖∆˙ju‖Lp ≤ Ccj,r2−js‖u‖B˙sp,r ,
for a constant C > 0. If r = 1, we set dj = cj,1.
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Lemma 2.3. For s ∈ R and 1 ≤ p, r ≤ ∞, then there hold the estimates
‖u‖B˙sp,r . ‖∇u‖B˙s−1p,r , ‖∇u‖B˙s−1p,r . ‖u‖B˙sp,r .
Here and in what follows, a . b means the inequality a ≤ Cb for a generic constant C.
Moreover, if 1 ≤ p1 < p2 ≤ ∞ and 1 ≤ r1 < r2 ≤ ∞, then we have
B˙sp1,r1(R
d) →֒ B˙s−
d
p1
− dp2
p2,r2 (R
d).
Definition 2.4. Let s ∈ R and 0 < T ≤ ∞. The norm of the Chemin-Lerner type Besov space is
defined as
‖u‖L˜qT(B˙sp,1) := ∑
j∈Z
2jrs‖∆˙ju‖Lq(0,T;Lp(Rd))
for 1 ≤ p ≤ ∞ and 1 ≤ q < ∞.
This definition implies the inequality
‖u‖LqT(B˙sp,1) ≤ ‖u‖L˜qT(B˙sp,1), for q, p ≥ 1.
and the following interpolation property.
Lemma 2.5. (see [1]) For 0 < s1 < s2, 0 ≤ θ ≤ 1 and 1 ≤ p, q1, q2 ≤ ∞, then we have
‖u‖L˜qT(B˙sp,1) ≤ ‖u‖
θ
L˜
q1
T (B˙
s1
p,1)
‖u‖1−θ
L˜
q2
T (B˙
s2
p,1)
with
1
q
=
θ
q1
+
1− θ
q2
, s = θs1 + (1− θ)s2.
Lemma 2.6. (Bernstein inequalities [1]) Let B be a ball and C an annulus of Rd centered at the
origin. For an integer 0 ≤ k ≤ 2 and reals 1 ≤ p ≤ q ≤ ∞, there hold
sup
|α|=k
‖∂αu‖Lq . σk+d(
1
p− 1q )‖u‖Lp , if SuppFu ⊂ σB,
σk‖u‖Lp . sup
|α|=k
‖∂αu‖Lp . σk‖u‖Lp , if SuppFu ⊂ σC
with respect to scaling parameter σ > 0.
The Bony decomposition is very effective in the estimate of nonlinear terms in fluid
motion equations. Here, we recall the decomposition in the homogeneous context:
uv = T˙uv+ T˙vu+ R˙(u, v),
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where
T˙uv := ∑
j∈Z
S˙j−1u∆˙jv and R˙(u, v) := ∑
j∈Z
∆˙ju
˜˙∆ jv with ˜˙∆jv := ∑
|j−j′|≤1
∆˙j′v.
The estimates of nonlinear terms of the compressible and incompressible equations are
essentially based on the following lemmas.
Lemma 2.7. (see [1]) Let s, s1, s2 ∈ R, 1 ≤ p1, p2, r1, r2 ≤ ∞, 1p = 1p1 +
1
p2
, 1r =
1
r1
+ 1r2 and
τ < 0. Then we have
‖T˙uv‖B˙sp,r . ‖u‖Lp1‖v‖B˙sp2,r , ‖T˙uv‖B˙s+τp,r . ‖u‖B˙τp1,∞‖v‖B˙sp2,r ,
‖R˙(u, v)‖
B˙
s1+s2
p,r
. ‖u‖
B˙
s1
p1,r1
‖v‖
B˙
s2
p2,r2
for s1 + s2 > 0,
‖R˙(u, v)‖B˙0p,∞ . ‖u‖B˙s1p1,r1‖v‖B˙s2p2,r2 for s1 + s2 = 0.
Lemma 2.8. (see [13, Proposition A.1]) Let d ≥ 2, 1 ≤ p, q ≤ ∞, s1 ≤ dq , s2 ≤ dmin{ 1p , 1q} and
s1 + s2 > dmax{0, 1p + 1q − 1}. Then we have, for (u, v) ∈ B˙s1q,1(Rd)× B˙s2p,1(Rd),
‖uv‖
B˙
s1+s2− dq
p,1
. ‖u‖
B˙
s1
q,1
‖v‖
B˙
s2
p,1
.
Lemma 2.9. (see [1, Lemma 2.100]) Let d ≥ 2, 1 ≤ p, q ≤ ∞, s ≤ 1+ dmin{ 1p , 1q}, v ∈ B˙sq,1(Rd)
and u ∈ B˙
d
p+1
p,1 (R
d). Assume that
s > −dmin
{
1
p
, 1− 1
q
}
, or s > −1− dmin
{
1
p
, 1− 1
q
}
i f div u = 0.
Then there holds the commutator estimate
‖[u · ∇, ∆˙j]v‖Lq . dj2−js‖u‖
B˙
d
p+1
p,1
‖v‖B˙sq,1 ,
where and in what follows, we use the commutator symbol [A, B] = AB− BA of operators A and
B.
The following estimates are implied from [35, Lemma 2.16].
Lemma 2.10. Let 2 ≤ p ≤ min{4, 2d/(d − 2)} for d > 2 and 2 ≤ p < 4 for d = 2.
Assume A(D) a zero-order Fourier multiplier. For vℓ ∈ B˙−1+
d
2
2,1 (R
d), vh ∈ B˙−1+
d
p
p,1 (R
d) and
11
∇u ∈ B˙
d
p
p,1(R
d), we have
∑
j≤j0
2(−1+
d
2 )j
∥∥∆˙j([A(D), u · ∇]v)∥∥L2 ≤ C(∥∥∇uℓ∥∥
B˙
d
2
2,1
+
∥∥∇uh∥∥
B˙
d
p
p,1
)(
∥∥vℓ∥∥
B˙
−1+ d2
2,1
+
∥∥vh∥∥
B˙
−1+ dp
p,1
),
∑
j≤j0
2(−1+
d
2 )j
∥∥∆˙j([A(D), u · ∇]v)∥∥L2 ≤ C∥∥∇u∥∥
B˙
d
p
p,1
(
∥∥vℓ∥∥
B˙
−1+ d2
2,1
+
∥∥vh∥∥
B˙
−1+ dp
p,1
), if div u = 0,
for a constant dependent on j0.
The following lemma will be used to get appropriate estimates of the solutions.
Lemma 2.11. (see [10, Lemma 6.1]) Let A(D) be a zero-order Fourier multiplier. Let j0 ∈ Z,
τ ∈ R, 1 ≤ p1, p2 ≤ ∞ and 1p = 1p1 + 1p2 . Then we have∥∥[S˙j0A(D), Tf ]g∥∥B˙τ+sp,1 ≤ C‖∇ f‖B˙s−1p1,1‖g‖B˙τp2,∞ , s < 1,∥∥[S˙j0A(D), Tf ]g∥∥B˙τ+1p,1 ≤ C‖∇ f‖Lp1‖g‖B˙τp2,1 , s=1,
for a constant C dependent on j0.
Finally, we recall a composition result and a heat flow optimal regularity estimate.
Proposition 2.12. (see [1]) Let G with G(0) = 0 be a smooth function defined on an open interval
I of R containing 0. Then the following estimates
‖G( f )‖B˙sp,1 . ‖ f‖B˙sp,1 and ‖G( f )‖L˜qT (B˙sp,1) . ‖ f‖L˜qT(B˙sp,1)
hold true for s > 0, 1 ≤ p, q ≤ ∞ and f valued in a bounded interval J ⊂ I.
Proposition 2.13. (see [1]) Let τ ∈ R, µ > 0, T > 0, 1 ≤ p ≤ ∞ and 1 ≤ q2 ≤ q1 ≤ ∞. Let u
satisfy the heat equation {
∂tu− µ∆u = f ,
u|t=0 = u0.
Then the following a priori estimate
µ
1
q1 ‖u‖
L˜
q1
T (B˙
τ+ 2q1
p,1 )
. ‖u0‖B˙τp,1 + µ
1
q2
−1‖ f‖
L˜
q2
T (B˙
τ−2+ 2q2
p,1 )
holds true.
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3. Proof of Theorem 1.2
The proof is to be completed through three subsections with respect to the incompress-
ible part, the compressible part and their combination.
Let us begin with the notation:
X :=∥∥(aℓ, ν∇aℓ,Quℓ)∥∥
L∞(0,T;B˙
−1+ d2
2,1 )
+
∥∥νah∥∥
L∞(0,T;B˙
d
p
p,1)
+
∥∥Quh∥∥
L∞(0,T;B˙
−1+ dp
p,1 )
,
Y :=∥∥(νaℓ , ν2∇aℓ, νQuℓ)∥∥
L1(0,T;B˙
1+ d2
2,1 )
+
∥∥ah∥∥
L1(0,T;B˙
d
p
p,1)
+
∥∥νQuh∥∥
L1(0,T;B˙
1+ dp
p,1 )
+
∥∥(Qut +∇a)ℓ∥∥
L1(0,T;B˙
−1+ d2
2,1 )
+
∥∥(Qut +∇a)h∥∥
L1(0,T;B˙
−1+ dp
p,1 )
,
Z :=∥∥Pu∥∥
L∞(0,T;B˙
−1+ dp
p,1 )
,
W :=∥∥Put∥∥
L1(0,T;B˙
−1+ dp
p,1 )
+
∥∥Pu∥∥
L1(0,T;B˙
1+ dp
p,1 )
,
V :=‖V‖
L∞(0,T;B˙
−1+ dp
p,1 )
+ ‖Vt‖
L1(0,T;B˙
−1+ dp
p,1 )
+ ‖V‖
L1(0,T;B˙
1+ dp
p,1 )
≤ M.
As assumed in Theorem 1.2, the system (1.3) has a unique global solution for Pv0 ∈
B˙
1+ dp
p,1 (R
d). Thus the bound M is known.
We claim that if ν is large enough then one may find some (large) η and (small) δ so that
for all T < T∗, the following bounds are valid:
X + Y ≤ η and Z +W ≤ δ. (3.1)
3.1. Estimates for the incompressible part of (1.1)
Applying ∆˙j to both side of (1.10) gives
(∆˙jPu)t − ∆∆˙jPu = −∆˙jPH2.
Taking L2 inner product with |∆˙jPu|p−2∆˙jPu to the above equation, we have
1
p
d
dt
‖∆˙jPu‖pLp + C122j‖∆˙jPu‖
p
Lp . ‖∆˙jPH2‖Lp‖∆˙jPu‖
p−1
Lp , (3.2)
in which we have used the following fact [7, Appendix]:
−
∫
Rd
∆∆˙jPu · |∆˙jPu|p−2∆˙jPudx ≥ C122j‖∆˙jPu‖pLp
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for some positive constant C1 > 0. Integrating from 0 to T and using the Ho¨lder inequality,
we get from (3.2) that
‖Pu‖
L˜∞T (B˙
−1+ dp
p,1 )
+ ‖Pu‖
L1T (B˙
1+ dp
p,1 )
.
∫ T
0
‖PH2‖
B˙
−1+ dp
p,1
dt. (3.3)
In the following, we will deal with each terms in PH2.
Firstly, by Lemma 2.8, we have
∫ T
0
∥∥PH(1)2 ∥∥
B˙
−1+ dp
p,1
dt .
∫ T
0
‖a(Vt + Put +Qut +∇a)‖
B˙
−1+ dp
p,1
dt
. ν−1‖νa‖
L∞T (B˙
d
p
p,1)
‖(Qut +∇a,Put ,Vt)‖
L1T(B˙
−1+ dp
p,1 )
. ν−1
(
‖νah‖
L∞T (B˙
d
p
p,1)
+ ‖νaℓ‖
L∞T (B˙
d
2
2,1)
)(
‖(Qut +∇a)ℓ‖
L1T(B˙
−1+ d2
2,1 )
+ ‖((Qut +∇a)h ,Put,Vt)‖
L1T(B˙
−1+ dp
p,1 )
)
. ν−1X (Y +W + V). (3.4)
Similarly, we have
∫ T
0
∥∥PH(2)2 ∥∥
B˙
−1+ dp
p,1
dt .(1+ ‖a‖
L∞T (B˙
d
p
p,1)
)
∫ T
0
(‖∇V‖
B˙
d
p
p,1
+ ‖∇Qu‖
B˙
d
p
p,1
)‖Pu‖
B˙
−1+ dp
p,1
dt, (3.5)
and
∫ T
0
∥∥PH(3)2 ∥∥
B˙
−1+ dp
p,1
dt . ν−1X (Z +X + V)W . (3.6)
By the interpolation inequality in Lemma 2.8, we get
∫ T
0
∥∥PH(4)2 ∥∥
B˙
−1+ dp
p,1
dt .
∫ T
0
‖(u+V) · ∇Pu‖
B˙
−1+ dp
p,1
dt
.
∫ T
0
(‖u‖
B˙
d
p
p,1
+ ‖V‖
B˙
d
p
p,1
)‖∇Pu‖
B˙
−1+ dp
p,1
dt
.
∫ T
0
(‖u‖
B˙
d
p
p,1
+ ‖V‖
B˙
d
p
p,1
)‖Pu‖
1
2
B˙
−1+ dp
p,1
‖Pu‖
1
2
B˙
1+ dp
p,1
dt
.ε‖Pu‖
L1T (B˙
1+ dp
p,1 )
+
∫ T
0
(‖u‖2
B˙
d
p
p,1
+ ‖V‖2
B˙
d
p
p,1
)‖Pu‖
B˙
−1+ dp
p,1
dt, (3.7)
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∫ T
0
∥∥PH(5)2 ∥∥
B˙
−1+ dp
p,1
dt
.
∫ T
0
(1+ ‖a‖
B˙
d
p
p,1
)‖Qu‖
1
2
B˙
−1+ dp
p,1
‖Qu‖
1
2
B˙
1+ dp
p,1
‖V‖
1
2
B˙
−1+ dp
p,1
‖V‖
1
2
B˙
1+ dp
p,1
dt
. (1+ ‖a‖
L∞T (B˙
d
p
p,1)
)‖Qu‖
1
2
L∞T (B˙
−1+ dp
p,1 )
‖Qu‖
1
2
L1T(B˙
1+ dp
p,1 )
‖V‖
1
2
L∞T (B˙
−1+ dp
p,1 )
‖V‖
1
2
L1T(B˙
1+ dp
p,1 )
. (1+ ν−1X )ν− 12X 12Y 12V , (3.8)
∫ T
0
∥∥PH(6)2 ∥∥
B˙
−1+ dp
p,1
dt
. ‖a(Qu · ∇Qu+V · ∇V)‖
L1T(B˙
−1+ dp
p,1 )
. ‖a‖
L∞T (B˙
d
p
p,1)
(‖Qu‖
L∞T (B˙
−1+ dp
p,1 )
‖Qu‖
L1T(B˙
1+ dp
p,1 )
+ ‖V‖
L∞T (B˙
−1+ dp
p,1 )
‖V‖
L1T(B˙
1+ dp
p,1 )
)
. ν−1X (ν−1XY + V2). (3.9)
Assuming from now on that
ν−1η ≪ 1. (3.10)
After a simple computation, it follows from definition of X and (3.1) that
‖a‖
L∞T (B˙
d
p
p,1)
. ν−1‖νaℓ‖
L∞T (B˙
d
2
2,1)
+ ν−1‖νah‖
L∞T (B˙
d
p
p,1)
. ν−1η ≪ 1. (3.11)
Inserting the estimates (3.4)–(3.9) into (3.3) and choosing ε small enough, we have
‖Pu‖
L˜∞T (B˙
−1+ dp
p,1 )
+ ‖Pu‖
L1T (B˙
1+ dp
p,1 )
.
∫ T
0
(
‖(∇V,∇Qu)‖
B˙
d
p
p,1
+ ‖u‖2
B˙
d
p
p,1
+ ‖V‖2
B˙
d
p
p,1
)
‖Pu‖
B˙
−1+ dp
p,1
dt+ ν−
1
2X 12Y 12V
+ ν−1X (Z +X + V)W + ν−1(Y +W + V)X + ν−1X (V2 + ν−1XY). (3.12)
By (1.10), we have ∥∥Put∥∥
L1T(B˙
−1+ dp
p,1 )
. ‖Pu‖
L1T (B˙
1+ dp
p,1 )
+
∫ T
0
‖PH2‖
B˙
−1+ dp
p,1
dt. (3.13)
The combination of (3.12) and (3.13) with the Gronwall inequality produces that
Z +W ≤ exp
(
C
∫ T
0
(
‖(∇V,∇Qu)‖
B˙
d
p
p,1
+ ‖u‖2
B˙
d
p
p,1
+ ‖V‖2
B˙
d
p
p,1
)
dt
){
ν−
1
2X 12Y 12V
+ ν−1X (Z + X + V)W + ν−1(Y +W + V)X + ν−1XV2
}
. (3.14)
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3.2. High frequencies for the compressible part of (1.1)
To estimate the high frequencies of (a,Qu), we follow the approach of [20] and introduce
the following “effective” velocity field
w = Qu+ ν−1(−∆)−1∇a.
Multiplying by ν−1(−∆)−1∇ on the first equation in (1.9) and then adding the resultant
equation to the second one in (1.9), we deduce that
wt − ν∆w =ν−1Qu+ ν−1Q(a(u +V))−QH1
=ν−1w− ν−2(−∆)−1∇a+ ν−1Q(a(u +V))−QH1. (3.15)
Applying the operator ∆˙j on (3.15) and multiplying by |∆˙jw|p−2∆˙jw to the resultant
equation, we get that
1
p
d
dt
‖∆˙jw‖pLp + Cν22j‖∆˙jw‖
p
Lp .ν
−1‖∆˙jw‖pLp + ‖ν−2(−∆)−1∇a‖∆˙jw‖
p−1
Lp
+ ‖(ν−1Q(a(u +V))−QH1)‖Lp‖∆˙jw‖p−1Lp . (3.16)
Hencemultiplying (3.16) by 2
(−1+ dp )j/‖∆˙jw‖p−1Lp , then integrating with respect to t and sum-
ming up the resultant equations for the high frequencies ∆˙jw only, we get
‖w‖h
L˜∞T (B˙
−1+ dp
p,1 )
+ ν‖w‖h
L1T(B˙
1+ dp
p,1 )
.‖w0‖h
B˙
−1+ dp
p,1
+ ‖ν−1w‖h
L1T(B˙
−1+ dp
p,1 )
+ ‖ν−2(−∆)−1∇a‖h
L1T(B˙
−1+ dp
p,1 )
+ ‖ν−1Q(a(u +V))‖h
L1T(B˙
−1+ dp
p,1 )
+ ‖QH1‖h
L1T(B˙
−1+ dp
p,1 )
.‖w0‖h
B˙
−1+ dp
p,1
+ ν−1‖w‖h
L1T(B˙
−1+ dp
p,1 )
+ ν−22−2j0‖ah‖
L1T(B˙
d
p
p,1)
+ ‖ν−1a(u+V)‖h
L1T(B˙
−1+ dp
p,1 )
+ ‖QH1‖h
L1T(B˙
−1+ dp
p,1 )
. (3.17)
By Lemma 2.8 and Young’s inequality, we have
‖ν−1a(u+V)‖h
L1T(B˙
−1+ dp
p,1 )
. ν−1‖a‖
L2T(B˙
d
p
p,1)
‖u+V‖
L2T(B˙
d
p
p,1)
. ‖a‖2
L2T(B˙
d
p
p,1)
+ ν−2‖(u,V)‖2
L2T(B˙
d
p
p,1)
.
∫ T
0
(
ν−1‖ah‖
B˙
d
p
p,1
+ ν−1‖νaℓ‖
B˙
1+ d2
2,1
)(
‖νah‖
B˙
d
p
p,1
+ ‖aℓ‖
B˙
−1+ d2
2,1
)
dt
+ ν−2ZW + ν−3XY + ν−2V2, (3.18)
16
where we have used the following estimate:
‖(u,V)‖2
L2T(B˙
d
p
p,1)
.
∫ T
0
(
‖Pu‖2
B˙
d
p
p,1
+ ‖Quh‖2
B˙
d
p
p,1
+ ‖Quℓ‖2
B˙
d
2
2,1
+ ‖V‖2
B˙
d
p
p,1
)
dt
.
∫ T
0
(
‖Pu‖
B˙
−1+ dp
p,1
‖Pu‖
B˙
1+ dp
p,1
+ ‖Quh‖
B˙
−1+ dp
p,1
‖Quh‖
B˙
1+ dp
p,1
+ ‖Quℓ‖
B˙
−1+ d2
2,1
‖Quℓ‖
B˙
1+ d2
2,1
+ ‖V‖
B˙
−1+ dp
p,1
‖V‖
B˙
1+ dp
p,1
)
dt
. ‖Pu‖
L˜∞T (B˙
−1+ dp
p,1 )
‖Pu‖
L1T (B˙
1+ dp
p,1 )
+ ν−1‖Quh‖
L˜∞T (B˙
−1+ dp
p,1 )
‖νQuh‖
L1T(B˙
1+ dp
p,1 )
+ ν−1‖Quℓ‖
L˜∞T (B˙
−1+ d2
2,1 )
‖νQuℓ‖
L1T(B˙
d
2+1
2,1 )
+ ‖V‖
L˜∞T (B˙
−1+ dp
p,1 )
‖V‖
L1T(B˙
1+ dp
p,1 )
. ZW + ν−1XY + V2. (3.19)
Thanks to Lemma 2.8, we obtain that
∥∥QH(1)1 ∥∥h
L1T(B˙
−1+ dp
p,1 )
. ‖a (Vt + Put + (Qut +∇a)) ‖h
L1T(B˙
−1+ dp
p,1 )
. ‖a‖
L∞T (B˙
d
p
p,1)
‖ (Put,Vt, (Qut +∇a)) ‖
L1T(B˙
−1+ dp
p,1 )
. ν−1X (W + V + Y). (3.20)
Similarly, we have
∥∥QH(2)1 ∥∥h
L1T(B˙
−1+ dp
p,1 )
. (1+ ‖a‖
L∞T (B˙
d
p
p,1)
)‖u+ V‖
L∞T (B˙
−1+ dp
p,1 )
‖∇(u+ V)‖
L1T(B˙
d
p
p,1)
. (1+ ‖a‖
L∞T (B˙
d
p
p,1)
)
{ ∫ T
0
‖(∇u,∇V)‖
B˙
d
p
p,1
(
‖Quh‖
B˙
−1+ dp
p,1
+ ‖Quℓ‖
B˙
−1+ d2
2,1
)
dt
+
∫ T
0
(
‖(∇Pu,∇Quh ,∇V)‖
B˙
d
p
p,1
+ ‖∇Quℓ‖
B˙
d
2
2,1
)
‖(Pu,V)‖
B˙
−1+ dp
p,1 )
dt
}
. (V +W)(Z + V) + ν−1Y(Z + V)
+
∫ T
0
‖(∇u,∇V)‖
B˙
d
p
p,1
(
‖Quh‖
B˙
−1+ dp
p,1
+ ‖Quℓ‖
B˙
−1+ d2
2,1
)
dt, (3.21)
after the use of the smallness assumption (3.11) on ‖a‖
L∞T (B˙
d
p
p,1)
.
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From Proposition 2.12, we get
‖(k(a) − a)∇a‖h
L1T (B˙
−1+ dp
p,1 )
.
∫ T
0
(
ν−1‖ah‖
B˙
d
p
p,1
+ ν−1‖νaℓ‖
B˙
1+ d2
2,1
)(
‖νah‖
B˙
d
p
p,1
+ ‖aℓ‖
B˙
−1+ d2
2,1
)
dt. (3.22)
Thus, the combination of (3.18)– (3.22) with (3.17) implies that
‖w‖h
L˜∞T (B˙
−1+ dp
p,1 )
+ ν‖w‖h
L1T(B˙
1+ dp
p,1 )
. ‖w0‖h
B˙
−1+ dp
p,1
+ ν−1‖w‖h
L1T(B˙
−1+ dp
p,1 )
+ ν−2‖ah‖
L1T(B˙
d
p
p,1)
+ (V +W)(Z + V)
+ ν−1Y(Z + V) + ν−1X (W + V + Y) + ν−2ZW + ν−3XY + ν−2V2
+
∫ T
0
‖(∇u,∇V)‖
B˙
d
p
p,1
(
‖Quh‖
B˙
−1+ dp
p,1 )
+ ‖Quℓ‖
B˙
−1+ d2
2,1
)
dt
+
∫ T
0
(
ν−1‖ah‖
B˙
d
p
p,1
+ ν−1‖νaℓ‖
B˙
1+ d2
2,1
)(
‖νah‖
B˙
d
p
p,1
+ ‖aℓ‖
B˙
−1+ d2
2,1
)
dt. (3.23)
We now detect damping phenomenon on the high frequencies of the density.
As divQu = divw+ ν−1a, we deduce from the first equation in (1.9) that
∂ta+ (u+V) · ∇a+ ν−1a = −a div u− divw. (3.24)
To bound the high frequencies of a, we write
∂t∆˙ja+ (u+V) · ∇∆˙ja+ ν−1∆˙ja = [(u+V) · ∇, ∆˙j]a− ∆˙j(a div u+ divw). (3.25)
Taking L2 inner product with |∆˙ja|p−2∆˙ja, using integrating by part and the Ho¨lder inequal-
ity, we thus get, for t ≥ 0,
‖∆˙ja(t)‖Lp + ν−1
∫ T
0
‖∆˙ja‖Lp dt
≤ ‖∆˙ja0‖Lp + 1p
∫ T
0
‖div(u+V)‖L∞‖∆˙ja‖Lp dt
+
∫ T
0
‖[(u+V) · ∇, ∆˙j]a‖Lp dt+
∫ T
0
‖∆˙j(a div u+ divw)‖Lp dt. (3.26)
By Lemmas 2.8 and 2.9, we get
‖a div u‖
B˙
d
p
p,1
. ‖a‖
B˙
d
p
p,1
‖div u‖
B˙
d
p
p,1
,
∑
j∈Z
2
d
p j‖[(u+V) · ∇, ∆˙j]a‖Lp ≤ C‖∇(u+V)‖
B˙
d
p
p,1
‖a‖
B˙
d
p
p,1
.
Multiplying (3.26) by 2
d
p j, using the embedding relation B˙
d
p
p,1(R
d) →֒ L∞(Rd), we have
‖ah‖
L˜∞T (B˙
d
p
p,1)
+ ν−1‖ah‖
L1T(B˙
d
p
p,1)
≤‖a0‖h
B˙
d
p
p,1
+ ‖w‖h
L1T(B˙
1+ dp
p,1 )
+ C
∫ T
0
‖(∇u,∇V)‖
B˙
d
p
p,1
‖a‖
B˙
d
p
p,1
dt,
which implies that
‖νa‖h
L˜∞T (B˙
d
p
p,1)
+ ‖ah‖
L1T(B˙
d
p
p,1)
≤‖νa0‖h
B˙
d
p
p,1
+ ν‖w‖h
L1T(B˙
1+ dp
p,1 )
+ C
∫ T
0
‖(∇u,∇V)‖
B˙
d
p
p,1
(‖νah‖
B˙
d
p
p,1
+ ‖νaℓ‖
B˙
d
2
2,1
)dt. (3.27)
By (3.23) and (3.27) and since ν is large enough ( here we use ν > 1), we get
‖νa‖h
L˜∞T (B˙
d
p
p,1)
+ ‖ah‖
L1T(B˙
d
p
p,1)
+ ‖w‖h
L˜∞T (B˙
−1+ dp
p,1 )
+ ν‖w‖h
L1T(B˙
1+ dp
p,1 )
. ‖νa0‖h
B˙
d
p
p,1
+ ‖w0‖h
B˙
−1+ dp
p,1
+ (V +W)(Z + V) + ν−1Y(Z + V)
+ ν−1X (W + V + Y) + ν−2ZW + ν−3XY + ν−2V2
+
∫ T
0
(
ν−1‖ah‖
B˙
d
p
p,1
+ ν−1‖νaℓ‖
B˙
1+ d2
2,1
)(
‖νah‖
B˙
d
p
p,1
+ ‖aℓ‖
B˙
−1+ d2
2,1
)
dt
+
∫ T
0
‖(∇u,∇V)‖
B˙
d
p
p,1
(
‖Quh‖
B˙
−1+ dp
p,1
+ ‖Quℓ‖
B˙
−1+ d2
2,1
+ ‖νah‖
B˙
d
p
p,1
+ ‖νaℓ‖
B˙
d
2
2,1
)
dt. (3.28)
Recalling that
w = Qu+ ν−1(−∆)−1∇a,
we get
‖Qu‖h
L˜∞T (B˙
−1+ dp
p,1 )
. ‖w‖h
L˜∞T (B˙
−1+ dp
p,1 )
+ ‖νa‖h
L˜∞T (B˙
d
p
p,1)
, ν‖Qu‖h
L1T(B˙
1+ dp
p,1 )
. ν‖w‖h
L1T(B˙
1+ dp
p,1 )
+ ‖ah‖
L1T(B˙
d
p
p,1)
(3.29)
and so, by (3.28) and (3.29),
‖νa‖h
L˜∞T (B˙
d
p
p,1)
+ ‖ah‖
L1T(B˙
d
p
p,1)
+ ‖Qu‖h
L˜∞T (B˙
−1+ dp
p,1 )
+ ν‖Qu‖h
L1T(B˙
1+ dp
p,1 )
. ‖νa0‖h
B˙
d
p
p,1
+ ‖w0‖h
B˙
−1+ dp
p,1
+ (V +W)(Z + V) + ν−1Y(Z + V)
+ ν−1X (W + V + Y) + ν−2ZW + ν−3XY + ν−2V2
+
∫ T
0
(
ν−1‖ah‖
B˙
d
p
p,1
+ ν−1‖νaℓ‖
B˙
1+ d2
2,1
)(
‖νah‖
B˙
d
p
p,1
+ ‖aℓ‖
B˙
−1+ d2
2,1
)
dt
+
∫ T
0
‖(∇u,∇V)‖
B˙
d
p
p,1
(
‖Quh‖
B˙
−1+ dp
p,1
+ ‖Quℓ‖
B˙
−1+ d2
2,1
+ ‖νah‖
B˙
d
p
p,1
+ ‖νaℓ‖
B˙
d
2
2,1
)
dt. (3.30)
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We employ the second equation of (1.9) to produce that∥∥(Qut +∇a)h∥∥
L1T(B˙
−1+ dp
p,1 )
.
∥∥νQuh∥∥
L1T(B˙
1+ dp
p,1 )
+
∥∥QH1∥∥
L1T(B˙
−1+ dp
p,1 )
. (3.31)
Thus, the combination of (3.30) and (3.31) implies that
‖νa‖h
L˜∞T (B˙
d
p
p,1)
+ ‖ah‖
L1T(B˙
d
p
p,1)
+ ‖Qu‖h
L˜∞T (B˙
−1+ dp
p,1 )
+ ν‖Qu‖h
L1T(B˙
1+ dp
p,1 )
+
∥∥(Qut +∇a)h∥∥
L1T(B˙
−1+ dp
p,1 )
. ‖νa0‖h
B˙
d
p
p,1
+ ‖w0‖h
B˙
−1+ dp
p,1
+ (V +W)(Z + V) + ν−1Y(Z + V)
+ ν−1X (W + V + Y) + ν−2ZW + ν−3XY + ν−2V2
+
∫ T
0
(
ν−1‖ah‖
B˙
d
p
p,1
+ ν−1‖νaℓ‖
B˙
1+ d2
2,1
)(
‖νah‖
B˙
d
p
p,1
+ ‖aℓ‖
B˙
−1+ d2
2,1
)
dt
+
∫ T
0
‖(∇u,∇V)‖
B˙
d
p
p,1
(
‖Quh‖
B˙
−1+ dp
p,1
+ ‖Quℓ‖
B˙
−1+ d2
2,1
+ ‖νah‖
B˙
d
p
p,1
+ ‖νaℓ‖
B˙
d
2
2,1
)
dt. (3.32)
3.3. Low frequencies for the compressible part of (1.1)
Now we estimate the low frequencies for the compressible part of (1.1) or (1.9), which is
rewritten as 
at + (Pu+V) · ∇a+ divQu = − div(aQu),
(Qu)t − ν∆Qu+Q((u+V) · ∇Qu) +∇a = Q f ,
a|t=0 = a0, Qu|t=0 = Qv0,
(3.33)
with
f =a (Vt + Put + (Qut +∇a)) + (1+ a)(u +V) · ∇Pu
+ (1+ a)(u +V) · ∇V + a(u+V) · ∇Qu+ (k(a) − a)∇a.
Applying ∆˙j to both side of the first two equations of (3.33), we get
∂t∆˙ja+ (Pu+Qu+V) · ∇∆˙ja+ divQ∆˙ju = ∆˙jg, (3.34)
∂tQ∆˙ju+Q((u+V) · ∇Q∆˙ju)− ν∆Q∆˙ju+∇∆˙ja = ∆˙jQ f . (3.35)
with
∆˙jg :=∆˙j(−adivQu)+[(Pu+Qu+V) · ∇, ∆˙j]a,
∆˙j f :=− [∆˙j, u+V] · ∇Qu+∆˙j
(
a (Vt+Put+(Qut+∇a))+(1+a)Qu · ∇(Pu+V)
+(1+a)(Pu+V) · ∇(Pu+V)+a(Pu+V) · ∇Qu+aQu · ∇Qu+(k(a) − a)∇a
)
.
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We follow from [12] to bound each term (∆˙ja,Q∆˙ju). More precisely, testing (3.34) and
(3.35) by ∆˙ja and Q∆˙ju, respectively, yields
1
2
d
dt
∫
Rd
(∆˙ja)
2 dx+
∫
Rd
∆˙jadivQ∆˙ju dx = 12
∫
Rd
(divQu) (∆˙ja)2 dx+
∫
Rd
∆˙jg∆˙ja dx (3.36)
and
1
2
d
dt
∫
Rd
|Q∆˙ju|2 dx+ν
∫
Rd
|∇Q∆˙ju|2 dx−
∫
Rd
∆˙ja divQ∆˙ju dx
=
1
2
∫
Rd
(divQu)|Q∆˙ju|2 dx+
∫
Rd
∆˙jQ f · Q∆˙ju dx. (3.37)
Applying the gradient operator ∇ on both side of (3.34) gives
∇aj,t + (Pu+Qu+V) · ∇∇∆˙ja+∇ divQ∆˙ju = ∇∆˙jg−∇(Pu+Qu+V) · ∇∆˙ja.
(3.38)
Taking L2 inner product with ∇∆˙ja to the above equation implies
1
2
d
dt
∫
Rd
|∇∆˙ja|2 dx+
∫
Rd
∇ divQ∆˙ju · ∇∆˙ja dx
=
1
2
∫
Rd
(divQu)|∇∆˙ja|2 dx+
∫
Rd
(∇∆˙jg−∇(Pu+Qu+V) · ∇∆˙ja) · ∇∆˙ja dx. (3.39)
The second term on the left hand side of (3.39) is troublesome in our further estimation.
We have to use some special technique to overcome the difficulty by eliminating this term,
which involves the highest order derivative. Actually, it is convenient to combine equation
(3.39) with a relation involving
∫
Rd
Q∆˙ju · ∇∆˙ja dx. Now testing (3.38) by Q∆˙ju and the
momentum equation (3.35) by∇∆˙ja, we get
d
dt
∫
Rd
Q∆˙ju · ∇∆˙ja dx+
∫
Rd
(u+V) · ∇(Q∆˙ju · ∇∆˙ja) dx− ν
∫
Rd
∆Q∆˙ju · ∇aj dx
+
∫
Rd
|∇∆˙ja|2 dx+
∫
Rd
∇ divQ∆˙ju · Q∆˙ju dx
=
∫
Rd
(∇∆˙jg−∇(Pu+Qu+V) · ∇∆˙ja) · Q∆˙ju dx+
∫
Rd
∆˙jQ f · ∇∆˙ja dx. (3.40)
Hence, multiplying (3.39) by ν and adding the resultant equation to (3.40), we use the
identity ∆Q∆˙ju ≡ ∇ divQ∆˙ju to cancel the highest order terms to obtain that
1
2
d
dt
∫
Rd
(
ν|∇∆˙ja|2 + 2Q∆˙ju · ∇∆˙ja
)
dx+
∫
Rd
(|∇∆˙ja|2 − |∇Q∆˙ju|2) dx
=
∫
Rd
(
ν
2
|∇∆˙ja|2 +Q∆˙ju · ∇∆˙ja
)
divQu dx+ν
∫
Rd
(∇∆˙jg−∇(u+V) · ∇∆˙ja) · ∇∆˙ja dx
+
∫
Rd
(∇∆˙jg−∇(u+V) · ∇∆˙ja) · Q∆˙ju dx+ ∫
Rd
∆˙jQ f · ∇∆˙ja dx. (3.41)
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After multiplying (3.41) by ν and adding the resultant equation to (3.36) and (3.37) respec-
tively, we get
1
2
d
dt
L2j + ν
∫
Rd
(
|∇Q∆˙ju|2 + |∇∆˙ja|2
)
dx
=
∫
Rd
(
2∆˙jg∆˙ja+ 2∆˙jQ f · Q∆˙ju+ ν2∇∆˙jg · ∇∆˙ja+ ν∇∆˙jg · Q∆˙ju+ ν∆˙jQ f · ∇∆˙ja
)
dx
+
1
2
∫
Rd
(2(∆˙ja)
2 + 2|Q∆˙ju|2 + 2νQ∆˙ju · ∇∆˙ja+ |ν∇∆˙ja|2)divQu dx
− ν
∫
Rd
(∇(u+V) · ∇∆˙ja) · (ν∇∆˙ja+Q∆˙ju) dx, (3.42)
where
Lj :=
(∫
Rd
(
2(∆˙ja)
2 + 2|Q∆˙ju|2 + 2νQ∆˙ju · ∇∆˙ja+ |ν∇∆˙ja|2) dx
)1/2
. (3.43)
It is readily seem that
C−1‖(Q∆˙ju, ∆˙ja, ν∇∆˙ja)‖L2 ≤ Lj ≤ C‖(Q∆˙ju, ∆˙ja, ν∇∆˙ja)‖L2 , j ∈ Z, (3.44)
and
ν
∫
(|∇Q∆˙ju|2 + |∇∆˙ja|2) dx ≥ C2ν22jL2j , j ≤ j0, (3.45)
for some constants C,C2 > 0. Therefore it follows from (3.42), (3.44) and (3.45) that, for
j ≤ j0,
1
2
d
dt
L2j + ν2
2jL2j ≤
(1
2
‖divQu‖L∞ + C‖∇(u+V)‖L∞
)
L2j + C‖[∆˙jg, ∆˙jQ f , ν∇∆˙jg]‖L2Lj.
Hence, after integration in time, we have
Lj(T) + ν2
2j
∫ T
0
Lj dt
≤ Lj(0) + C
∫ T
0
‖∇(u+V)‖L∞Lj dt+ C
∫ T
0
‖[∆˙jg, ∆˙jQ f , ν∇∆˙jg]‖L2 dt. (3.46)
Summing up (3.46) with respect to j < j0, we have∥∥(aℓ , ν∇aℓ,Quℓ)∥∥
L∞(0,T;B˙
−1+ d2
2,1 )
+
∥∥(νaℓ , ν2∇aℓ, νQuℓ)∥∥
L1(0,T;B˙
1+ d2
2,1 )
≤ ∥∥(a0, ν∇a0,Qu0)∥∥ℓ
B˙
−1+ d2
2,1
+
∫ T
0
‖∇(u+V)‖L∞‖(aℓ , ν∇aℓ,Quℓ)‖
B˙
−1+ d2
2,1
dt
+
∫ T
0
∑
j∈Z
2(−1+
d
2 )j‖(∆˙jg, ν∇∆˙jg)‖ℓL2dt+
∫ T
0
∑
j∈Z
2(−1+
d
2 )j‖∆˙jQ f‖ℓL2dt. (3.47)
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In the following, we estimate last two terms on the right hand side of the previous equality.
By Lemma 2.10, we have
∫ T
0
∑
j∈Z
2(−1+
d
2 )j‖∆˙j(−adivQu)‖ℓL2dt
.
∫ T
0
(‖Quℓ‖
B˙
1+ d2
2,1
+ ‖Quh‖
B˙
1+ dp
p,1
)(‖aℓ‖
B˙
−1+ d2
2,1
+ ‖ah‖
B˙
d
p
p,1
)dt
.
∫ T
0
ν−1(‖νQuℓ‖
B˙
1+ d2
2,1
+ ‖νQuh‖
B˙
1+ dp
p,1
)‖aℓ‖
B˙
−1+ d2
2,1
dt
+
∫ T
0
ν−2(‖νQuℓ‖
B˙
1+ d2
2,1
+ ‖νQuh‖
B˙
1+ dp
p,1
)‖νah‖
B˙
d
p
p,1
dt. (3.48)
By Lemma 2.10, we have
∫ T
0
∑
j∈Z
2(−1+
d
2 )j‖[(Pu +Qu+V) · ∇, ∆˙j]a‖ℓL2dt
. (‖(∇Pu,∇V)‖
B˙
d
p
p,1
+ ‖∇Quh‖
B˙
d
p
p,1
+ ‖∇Quℓ‖
B˙
d
2
2,1
)(‖aℓ‖
B˙
−1+ d2
2,1
+ ‖ah‖
B˙
d
p
p,1
)
.
∫ T
0
(
ν−1(‖νQuℓ‖
B˙
1+ d2
2,1
+ ‖νQuh‖
B˙
1+ dp
p,1
) + ‖(∇Pu,∇V)‖
B˙
d
p
p,1
)
‖aℓ‖
B˙
−1+ d2
2,1
dt
+
∫ T
0
(
ν−2(‖νQuℓ‖
B˙
1+ d2
2,1
+ ‖νQuh‖
B˙
1+ dp
p,1
) + ν−1‖(∇Pu,∇V)‖
B˙
d
p
p,1
)
‖νah‖
B˙
d
p
p,1
dt. (3.49)
From the above two estimates, we find that
∫ T
0
∑
j∈Z
2(−1+
d
2 )j‖∆˙jg‖ℓL2dt
.
∫ T
0
(
ν−1(‖νQuℓ‖
B˙
1+ d2
2,1
+ ‖νQuh‖
B˙
1+ dp
p,1
) + ‖(∇Pu,∇V)‖
B˙
d
p
p,1
)
‖aℓ‖
B˙
−1+ d2
2,1
dt
+
∫ T
0
(
ν−2(‖νQuℓ‖
B˙
1+ d2
2,1
+ ‖νQuh‖
B˙
1+ dp
p,1
) + ν−1‖(∇Pu,∇V)‖
B˙
d
p
p,1
)
‖νah‖
B˙
d
p
p,1
dt. (3.50)
Similarly, from Lemma 2.10, we get
ν
∫ T
0
∑
j∈Z
2(−1+
d
2 )j‖∇∆˙j(−adivQu)‖ℓL2dt
.
∫ T
0
(‖Quℓ‖
B˙
1+ d2
2,1
+ ‖Quh‖
B˙
1+ dp
p,1
)(‖νaℓ‖
B˙
d
2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
.
∫ T
0
ν−1(‖ν∇Quh‖
B˙
d
p
p,1
+ ‖ν∇Quℓ‖
B˙
d
2
2,1
)(‖νaℓ‖
B˙
d
2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt, (3.51)
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and ∫ T
0
∑
j∈Z
2(−1+
d
2 )j‖∇([(Pu +Qu+V) · ∇, ∆˙j]νa)‖ℓL2dt
.
∫ T
0
‖(∇Pu,∇V)‖
B˙
d
p
p,1
(‖νaℓ‖
B˙
d
2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
+
∫ T
0
ν−1(‖ν∇Quh‖
B˙
d
p
p,1
+ ‖ν∇Quℓ‖
B˙
d
2
2,1
)(‖νaℓ‖
B˙
d
2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt. (3.52)
Hence
ν
∫ T
0
∑
j∈Z
2(−1+
d
2 )j‖∇∆˙jg‖ℓL2dt
.
∫ T
0
‖(∇Pu,∇V)‖
B˙
d
p
p,1
(‖νaℓ‖
B˙
d
2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
+
∫ T
0
ν−1(‖ν∇Quh‖
B˙
d
p
p,1
+ ‖ν∇Quℓ‖
B˙
d
2
2,1
)(‖νaℓ‖
B˙
d
2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt. (3.53)
Now we claim that, for any p given in Theorem 1.2, there holds
‖Q(bc)‖ℓ
B˙
−1+ d2
2,1
. (‖b‖
B˙
−1+ dp
p,1
+ ‖bℓ‖
B˙
−1+ d2
2,1
)‖c‖
B˙
d
p
p,1
. (3.54)
Indeed, denoting Qℓ := S˙j0+1Q, we get
Qℓ(bc) = Qℓ(T˙bc+ R˙(b, c)) + T˙cQℓb+ [Qℓ, Tc]b. (3.55)
By Lemma 2.7, we obtain
‖T˙cQℓb‖
B˙
−1+ d2
2,1
. ‖c‖L∞‖bℓ‖
B˙
−1+ d2
2,1
.‖bℓ‖
B˙
−1+ d2
2,1
‖c‖
B˙
d
p
p,1
,
‖Qℓ(Tbc+ R˙(b, c))‖
B˙
−1+ d2
2,1
. ‖b‖
B˙
−1+ d
p∗
p∗ ,1
‖c‖
B˙
d
p
p,1
.‖b‖
B˙
−1+ dp
p,1
‖c‖
B˙
d
p
p,1
. (3.56)
By Lemma 2.11, we have
‖[Qℓ, T˙c]b‖
B˙
−1+ d2
2,1
. ‖∇c‖
B˙
−1+ d
p∗
p∗ ,1
‖b‖
B˙
−1+ dp
p,1
.‖b‖
B˙
−1+ dp
p,1
‖c‖
B˙
d
p
p,1
,
1
p
+
1
p∗ =
1
2
. (3.57)
Thus, the combination of (3.55)–(3.57) shows the validity of (3.54).
Moreover, if div b = 0, then we have Qℓb = 0 and thus
‖Q(bc)‖ℓ
B˙
−1+ d2
2,1
. ‖b‖
B˙
−1+ dp
p,1
‖c‖
B˙
d
p
p,1
. (3.58)
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Since div(Vt +Put) = 0, taking b = Vt +Put and c = a in (3.58), we have
‖Q (a(Vt +Put)) ‖ℓ
L1(0,T;B˙
−1+ d2
2,1 )
. ‖a‖
L∞(0,T;B˙
d
p
p,1)
‖(Vt,Put)‖
L1(0,T;B˙
−1+ dp
p,1 )
. ν−1X (V +W).
(3.59)
Similarly, using ‖a‖
L∞(0,T;B˙
d
2
2,1)
≪ 1, we have
‖Q ((1+ a)(Pu +V) · ∇(Pu+V)) ‖ℓ
L1(0,T;B˙
−1+ d2
2,1 )
. (V +W)(Z + V), (3.60)
‖Q (a(Pu +V) · ∇Qu) ‖ℓ
L1(0,T;B˙
−1+ d2
2,1 )
. ν−2XY(Z + V). (3.61)
Taking b = Qut +∇a and c = a in (3.54) gives
‖Q (a(Qut +∇a)) ‖ℓ
L1(0,T;B˙
−1+ d2
2,1 )
. ‖a‖
L∞(0,T;B˙
d
p
p,1)
(
‖(Qut +∇a)h‖
L1(0,T;B˙
−1+ dp
p,1 )
+ ‖(Qut +∇a)ℓ‖
L1(0,T;B˙
−1+ d2
2,1 )
)
. ν−1XY . (3.62)
Similarly, we obtain that
‖Q ((1+ a)Qu · ∇(Pu+V)) ‖ℓ
L1(0,T;B˙
−1+ d2
2,1 )
.
∫ T
0
‖(∇Pu,∇V)‖
B˙
d
p
p,1
(
‖Quh‖
B˙
−1+ dp
p,1 )
+ ‖Quℓ‖
B˙
−1+ d2
2,1
)
dt, (3.63)
and
‖Q (aQu · ∇Qu) ‖ℓ
L1(0,T;B˙
−1+ d2
2,1 )
. ν−2X 2Y . (3.64)
By Proposition 2.12, we have
‖Q ((k(a) − a)∇a) ‖ℓ
L1(0,T;B˙
−1+ d2
2,1 )
.
∫ T
0
(‖∇a‖
B˙
−1+ dp
p,1
+ ‖∇aℓ‖
B˙
−1+ d2
2,1
)‖a‖
B˙
d
p
p,1
dt
. ‖a‖2
L2(0,T;B˙
d
p
p,1)
+ ‖a‖
L2(0,T;B˙
d
p
p,1)
‖aℓ‖
L2(0,T;B˙
d
2
2,1)
. ‖ah‖
L∞(0,T;B˙
d
p
p,1)
‖ah‖
L1(0,T;B˙
d
p
p,1)
+ ‖aℓ‖
L∞(0,T;B˙
−1+ d2
2,1 )
‖aℓ‖
L1(0,T;B˙
1+ d2
2,1 )
.
∫ T
0
(
ν−1‖ah‖
B˙
d
p
p,1
+ ν−1‖νaℓ‖
B˙
1+ d2
2,1
)(
‖νah‖
B˙
d
p
p,1
+ ‖aℓ‖
B˙
−1+ d2
2,1
)
dt. (3.65)
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It follows from Lemma 2.10 that∫ T
0
∑
j∈Z
2(−1+
d
2 )j‖[∆˙j, u+V] · ∇Qu‖ℓL2dt
.
∫ T
0
(‖(∇Pu,∇Quh ,∇V)‖
B˙
d
p
p,1
+ ‖∇Quℓ‖
B˙
d
2
2,1
)(‖Quℓ‖
B˙
−1+ d2
2,1
+ ‖Quh‖
B˙
−1+ dp
p,1
)dt. (3.66)
Now we assume ν−1 ≪ 1. Inserting (3.50), (3.53), (3.59)–(3.66) into (3.47) gives∥∥(aℓ , ν∇aℓ,Quℓ)∥∥
L∞(0,T;B˙
−1+ d2
2,1 )
+
∥∥(νaℓ , ν2∇aℓ, νQuℓ)∥∥
L1(0,T;B˙
1+ d2
2,1 )
.
∥∥(a0, ν∇a0,Qu0)∥∥ℓ
B˙
−1+ d2
2,1
+
∫ T
0
‖(∇Pu,∇V)‖
B˙
d
p
p,1
(‖aℓ‖
B˙
−1+ d2
2,1
+ ‖νaℓ‖
B˙
d
2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
+
∫ T
0
(
ν−1‖ah‖
B˙
d
p
p,1
+ ν−1‖νaℓ‖
B˙
1+ d2
2,1
)
(‖aℓ‖
B˙
−1+ d2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
+
∫ T
0
(
‖Quℓ‖
B˙
1+ d2
2,1
+ ‖Quh‖
B˙
1+ dp
p,1
)
(‖aℓ‖
B˙
−1+ d2
2,1
+ ‖νaℓ‖
B˙
d
2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
+
∫ T
0
(
‖(∇Pu,∇Quh ,∇V)‖
B˙
d
p
p,1
+ ‖∇Quℓ‖
B˙
d
2
2,1
)(
‖Quh‖
B˙
−1+ dp
p,1 )
+ ‖Quℓ‖
B˙
−1+ d2
2,1
)
dt
+ ν−1X (V +W) + ν−1XY + (V +W)(Z + V) + ν−2XY(Z + V) + ν−2X 2Y . (3.67)
Form the second equation in (3.33), we deduce that∥∥(Qut +∇a)ℓ∥∥
L1(0,T;B˙
−1+ d2
2,1 )
. ‖νQu‖ℓ
L1(0,T;B˙
−1+ d2
2,1 )
+ ‖Q((u +V) · ∇Qu)‖ℓ
L1(0,T;B˙
−1+ d2
2,1 )
+ ‖Q f‖ℓ
L1(0,T;B˙
−1+ d2
2,1 )
. (3.68)
Following the derivation of (3.61) and (3.64), we get
‖Q((u+V) · ∇Qu)‖ℓ
L1(0,T;B˙
−1+ d2
2,1 )
.
(
‖Quh‖
L∞(0,T;B˙
−1+ dp
p,1 )
+ ‖Quℓ‖
L∞(0,T;B˙
−1+ d2
2,1 )
+ ‖(Pu,V)‖
L∞ (0,T;B˙
−1+ dp
p,1 )
)
‖∇Qu‖
L1(0,T;B˙
d
p
p,1)
. ν−1Y(X +Z + V). (3.69)
Combining the estimates (3.59)–(3.66), we find that
‖Q f‖ℓ
L1(0,T;B˙
−1+ d2
2,1 )
.
∫ T
0
(
ν−1‖ah‖
B˙
d
p
p,1
+ ν−1‖νaℓ‖
B˙
1+ d2
2,1
)
(‖aℓ‖
B˙
−1+ d2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
+
∫ T
0
(
‖(∇Pu,∇Quh ,∇V)‖
B˙
d
p
p,1
+ ‖∇Quℓ‖
B˙
d
2
2,1
)(
‖Quh‖
B˙
−1+ dp
p,1 )
+ ‖Quℓ‖
B˙
−1+ d2
2,1
)
dt
+ ν−1X (V +W) + ν−1XY + (V +W)(Z + V) + ν−2XY(Z + V) + ν−2X 2Y . (3.70)
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By (3.67)–(3.70), we have∥∥(aℓ, ν∇aℓ,Quℓ)∥∥
L∞(0,T;B˙
−1+ d2
2,1 )
+
∥∥(νaℓ , ν2∇aℓ, νQuℓ)∥∥
L1(0,T;B˙
1+ d2
2,1 )
+
∥∥(Qut +∇a)ℓ∥∥
L1(0,T;B˙
−1+ d2
2,1 )
.
∥∥(a0, ν∇a0,Qu0)∥∥ℓ
B˙
−1+ d2
2,1
+ ν−1X (V +W) + ν−1Y(X +Z + V)
+ (V +W)(Z + V) + ν−2XY(Z + V) + ν−2X 2Y
+
∫ T
0
(
ν−1‖ah‖
B˙
d
p
p,1
+ ν−1‖νaℓ‖
B˙
1+ d2
2,1
)
(‖aℓ‖
B˙
−1+ d2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
+
∫ T
0
‖(∇Pu,∇V)‖
B˙
d
p
p,1
(‖aℓ‖
B˙
−1+ d2
2,1
+ ‖νaℓ‖
B˙
d
2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
+
∫ T
0
(
‖Quℓ‖
B˙
1+ d2
2,1
+ ‖Quh‖
B˙
1+ dp
p,1
)
(‖aℓ‖
B˙
−1+ d2
2,1
+ ‖νaℓ‖
B˙
d
2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
+
∫ T
0
(
‖(∇Pu,∇Quh ,∇V)‖
B˙
d
p
p,1
+ ‖∇Quℓ‖
B˙
d
2
2,1
)(
‖Quh‖
B˙
−1+ dp
p,1 )
+ ‖Quℓ‖
B˙
−1+ d2
2,1
)
dt.
(3.71)
By the estimates (3.32) and (3.71), we get∥∥(aℓ, ν∇aℓ,Quℓ)∥∥
L˜∞T (B˙
−1+ d2
2,1 )
+
∥∥(νaℓ , ν2∇aℓ, νQuℓ)∥∥
L1T(B˙
1+ d2
2,1 )
+ ‖νa‖h
L˜∞T (B˙
d
p
p,1)
+ ‖ah‖
L1T(B˙
d
p
p,1)
+ ‖Qu‖h
L˜∞T (B˙
−1+ dp
p,1 )
+ ν‖Qu‖h
L1T(B˙
1+ dp
p,1 )
+
∥∥(Qut +∇a)ℓ∥∥
L1(0,T;B˙
−1+ d2
2,1 )
+
∥∥(Qut +∇a)h∥∥
L1(0,T;B˙
−1+ dp
p,1 )
.
∥∥(a0, ν∇a0,Qu0)∥∥ℓ
B˙
−1+ d2
2,1
+ ‖νa0‖h
B˙
d
p
p,1
+ ‖ν−1a0‖h
B˙
d
p
p,1
+ ‖Qu0‖h
B˙
−1+ dp
p,1
+ (V +W)(Z + V) + ν−2XY(Z + V) + ν−2X 2Y + ν−1Y(Z + V)
+ ν−1X (W + V + Y) + ν−2ZW + ν−3XY + ν−2V2
+
∫ T
0
(
ν−1‖ah‖
B˙
d
p
p,1
+ ν−1‖νaℓ‖
B˙
1+ d2
2,1
)
(‖aℓ‖
B˙
−1+ d2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
+
∫ T
0
‖(∇Pu,∇V)‖
B˙
d
p
p,1
(‖aℓ‖
B˙
−1+ d2
2,1
+ ‖νaℓ‖
B˙
d
2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
+
∫ T
0
(
‖Quℓ‖
B˙
1+ d2
2,1
+ ‖Quh‖
B˙
1+ dp
p,1
)
(‖aℓ‖
B˙
−1+ d2
2,1
+ ‖νaℓ‖
B˙
d
2
2,1
+ ‖νah‖
B˙
d
p
p,1
)dt
+
∫ T
0
(
‖(∇Pu,∇Quh ,∇V)‖
B˙
d
p
p,1
+ ‖∇Quℓ‖
B˙
d
2
2,1
)(
‖Quh‖
B˙
−1+ dp
p,1 )
+ ‖Quℓ‖
B˙
−1+ d2
2,1
)
dt.
(3.72)
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Hence, from the Gronwall inequality, we have
X + Y ≤ exp
{
C
∫ T
0
(
‖(∇Pu,∇Quh ,∇V)‖
B˙
d
p
p,1
+ ‖∇Quℓ‖
B˙
d
2
2,1
+ ν−1‖ah‖
B˙
d
p
p,1
+ ν−1‖νaℓ‖
B˙
1+ d2
2,1
)
dt
}{
X (0) + (V +W)(Z + V) + ν−2XY(Z + V) + ν−2X 2Y
+ ν−1Y(Z + V) + ν−1X (W + V + Y) + ν−2ZW + ν−3XY + ν−2V2
}
. (3.73)
3.4. Existence of the global-in-time solution
We deduce from (3.73) that
X + Y ≤ exp
(
C(W + V + ν−1Y)
){
X (0) + (V +W)(Z + V) + ν−2XY(Z + V)
+ ν−2X 2Y + ν−1Y(Z + V) + ν−1X (W + V + Y) + ν−2ZW + ν−3XY + ν−2V2
}
.
(3.74)
This together with the assumption ν−1 ≪ 1 and (3.1) yields
X + Y ≤ exp
(
C(M+ δ + ν−1η)
){
X (0) + (M+ δ)2 + ν−1η(δ +M)X + ν−1η2X
+ ν−1(M+ δ + η)X + ν−1(M+ δ)Y
}
. (3.75)
Recalling that
Z +W ≤ exp
(
C
∫ T
0
(
‖(∇V,∇Qu)‖
B˙
d
p
p,1
+ ‖u‖2
B˙
d
p
p,1
+ ‖V‖2
B˙
d
p
p,1
)
dt
){
ν−
1
2X 12Y 12V
+ ν−1X (Z +X + V)W + ν−1(Y +W + V)X + ν−1XV2
}
, (3.76)
and employing an embedding inequality and the interpolation inequality, we have
‖u‖2
B˙
d
p
p,1
+ ‖V‖2
B˙
d
p
p,1
.‖Pu‖2
B˙
d
p
p,1
+ ‖Quh‖2
B˙
d
p
p,1
+ ‖Quℓ‖2
B˙
d
2
2,1
+ ‖V‖2
B˙
d
p
p,1
.‖Pu‖
B˙
−1+ dp
p,1
‖Pu‖
B˙
1+ dp
p,1
+ ν−1‖Quh‖
B˙
−1+ dp
p,1
‖νQuh‖
B˙
1+ dp
p,1
+ ν−1‖Quℓ‖
B˙
−1+ d2
2,1
‖νQuℓ‖
B˙
1+ d2
2,1
+ ‖V‖
B˙
−1+ dp
p,1
‖V‖
B˙
1+ dp
p,1
,
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and hence, by (3.1),
∫ T
0
(
‖(∇V,∇Qu)‖
B˙
d
p
p,1
+ ‖u‖2
B˙
d
p
p,1
+ ‖V‖2
B˙
d
p
p,1
)
dt
.
∫ T
0
(
‖(∇V,∇Quh)‖
B˙
d
p
p,1
+ ‖∇Quℓ‖
B˙
d
2
2,1
+ ν−1‖Quh‖
B˙
−1+ dp
p,1
‖νQuh‖
B˙
1+ dp
p,1
+ ‖Pu‖
B˙
−1+ dp
p,1
‖Pu‖
B˙
1+ dp
p,1
+ ν−1‖Quℓ‖
B˙
−1+ d2
2,1
‖νQuℓ‖
B˙
1+ d2
2,1
+ ‖V‖
B˙
−1+ dp
p,1
‖V‖
B˙
1+ dp
p,1
)
dt
. M+ M2 + δ2 + ν−1η + ν−1η2. (3.77)
Inserting (3.77) into (3.76) and using (3.1) imply that
Z +W ≤ exp
(
C(M+ M2 + δ2 + ν−1η + ν−1η2)
){
ν−
1
2 ηM
+ ν−1η(M+ η + δ)W + ν−1(M+ η + δ)η + ν−1ηM2
}
. (3.78)
Hence, assuming in addition that
ν−1η + ν−1η2 ≤ M+M2 and δ ≤ max{M, 1}. (3.79)
We get from (3.75) and (3.78) that
Z +W ≤ exp(C(M +M2))
{
ν−
1
2 ηM+ ν−1η(M+ η)W + ν−1η2 + ν−1ηM2
}
(3.80)
and
X + Y ≤ exp(C(M +M2))
{
X (0) +M2 + 1+ ν−1(1+ η)(η + M)X + ν−1MY
}
. (3.81)
Therefore, assume that
ν−1(1+ η)(η + M)eCM ≪ 1. (3.82)
Then we get from (3.80) and (3.81) that
Z +W ≤η exp(C(M +M2))
{
ν−
1
2M+ ν−1(η +M2 + 1)
}
, (3.83)
X + Y ≤ exp(C(M + M2))(X (0) + M2 + 1). (3.84)
Actually, it is natural to set
η = C exp(C(M +M2))(X (0) + M2 + 1) and (3.85)
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δ = C exp(C(M +M2))
(X (0) + M2)(ν−1/2M+ ν−1(X (0) + M2 + 1))· (3.86)
Then take a suitably large constant C such that
C exp(C(M +M2))(X (0) + 1+M2) ≤ √ν, (3.87)
which implies the validity of the assumptions (3.10), (3.79) and (3.82).
Consequently, due to (3.87), we define η and δ according to (3.85) and (3.86) so that (3.1)
is valid for all T < T ∗ . With the use of the global estimates of a and v, we conclude that
T∗ = +∞ and hence (3.1) is satisfied for all time.
The proof of Theorem 1.2 is complete.
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