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Abstract
Graphical models provide a convenient representation for a broad class of probability dis-
tributions. Due to their powerful and sophisticated modeling capabilities, such models have
found numerous applications in machine learning and other areas. In this paper we consider the
complexity of commonly encountered tasks involving graphical models such as the computation
of the mode of a posterior probability distribution (i.e., MAP estimation), and the computation
of marginal probabilities or the partition function. It is well-known that such inference prob-
lems are hard in the worst case, but are tractable for models with bounded treewidth. We ask
whether treewidth is the only structural criterion of the underlying graph that enables tractable
inference. In other words, is there some class of structures with unbounded treewidth in which
inference is tractable? Subject to a combinatorial hypothesis due to Robertson, Seymour, and
Thomas (1994), we show that low treewidth is indeed the only structural restriction that can
ensure tractability. More precisely we show that for every growing family of graphs indexed
by tree-width, there exists a choice of potential functions such that the corresponding inference
problem is intractable. Thus even for the “best case” graph structures of high treewidth, there is
no polynomial-time inference algorithm. Our analysis employs various concepts from complexity
theory and graph theory, with graph minors playing a prominent role.
Keywords: Graphical models; Markov random fields; treewidth; graph minor; complexity;
inference
1 INTRODUCTION
Graphical models provide a powerful formalism for probabilistic modeling. They refer to probabil-
ity distributions in which the conditional independence structure is represented by a graph, and
∗Portions of this work were done while the first and third authors were at the Toyota Technological Institute in
Chicago. A preliminary version of this paper appeared in Proc. 24th Conference on Uncertainty in Artificial Intelli-
gence (UAI), 2008 (Chandrasekaran et al., 2008). Email: venkatc@mit.edu; nati@uchicago.edu; prahladh@tifr.res.in
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hence they are also known as Markov random fields (MRFs). Due to their sophisticated mod-
eling capabilities, graphical models have found application in numerous areas such as computer
vision, error-correcting codes, statistical physics, image processing, networking, game theory, and
combinatorial optimization. In many of these problems involving graphical models two inference
tasks are commonly encountered: (i) computing the mode or maximum-a-posteriori (MAP) assign-
ment of a posterior probability distribution, and (ii) computing the node marginal probabilities or
the partition function of a joint probability distribution. In this paper, we study the complexity
of these inference problems in graphical models with respect to structural properties of the un-
derlying graphs. Specifically, we consider the complexity of inference in a graphical model with
discrete-valued random variables as a function of the treewidth of the underlying graph.
The notion of treewidth was originally introduced by Robertson and Seymour in their series of
papers on graph minors, and it has played a prominent role in a number of results in graph theory
(Robertson and Seymour, 1983, 1986; Robertson et al., 1994). The treewidth of a triangulated
or chordal graph is one less than the size of the largest clique; the treewidth of a general non-
chordal graph is the minimum over the treewidths of all triangulations (see Section 2.3 for formal
definitions). Several subsequent papers considered the complexity of hard combinatorial problems
on graphs, and showed that many of these problems are tractable in graphs with bounded treewidth
(Dechter and Pearl, 1989; Freuder, 1990). These ideas extend directly to the graphical model
setting – indeed, it is well-known that inference in a graphical model is intractable in the worst-
case (Cooper, 1990; Roth, 1996), but is tractable in models with bounded treewidth (Cowell et al.,
1999).
A number of methods have been proposed for exact and approximate inference in graphical
models; see (Wainwright and Jordan, 2008) and the references therein for the large and growing
body of work on this subject. With increasing interest in this problem and in providing conditions
under which various procedures are correct and tractable, it is important to understand whether
there is indeed some structural property, other than treewidth, which can guarantee tractable
inference. For example one recent proposal for exact inference in graphical models is based on
an enumeration over so-called “generalized loops” in a graph (Chertkov and Chernyak, 2006),
suggesting that inference is tractable in models with a small number of such loops. Another
procedure develops conditions based on transformations resulting in perfect graphs under which
MAP estimation in a graphical model is tractable (Jebara, 2009). In this paper we consider whether
there might be an alternate structural property of graphs, which does not imply low treewidth, but
which guarantees tractable inference. In other words, we ask if inference remains hard even in the
“easiest” high-treewidth graph structures? We focus purely on structural properties, and consider
algorithms that operate with any choice of the potentials.
It is easily seen that inference is hard in models in which the underlying graph is triangulated
and has large treewidth, as such a graph contains a large clique as a subgraph. However for models
with large treewidth that are not triangulated, it is not apparent whether inference must remain
hard. Indeed there are sparse graphs such as the grid that have very large treewidth, but where
many edges need to be added to triangulate the graph. In such graphs one might imagine the
possibility of efficient procedures that directly take advantage of structure in the graph, rather
than first triangulating the graph and then employing the junction-tree algorithm or other similar
methods (Cowell et al., 1999).
Recently, Marx showed that constraint satisfaction problems (CSP) defined on any class of
graphs with unbounded treewidth cannot be solved in polynomial-time unless the exponential time
hypothesis1 fails (Marx, 2007a). This in turn implies that exact inference is hard in every family
1The exponential time hypothesis (Impagliazzo et al., 2001) is a commonly believed assumption from complexity
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of graphs with unbounded treewidth. However, it is to be noted that Marx’s result refers only
to algorithms for CSPs involving variables of unbounded cardinality (i.e., an unbounded number of
states), and hence to inference problems in graphical models in which the cardinality of the variables
grows in an unbounded manner with the size of the graphs. Thus, Marx’s result is arguably of
limited interest for typical inference problems that involve variables with low cardinality or even
binary states. Indeed we usually think of the complexity of inference, or even of representation
of a graphical model with discrete-valued variables, as growing exponentially with the number of
states.
We focus on the complexity of inference in models consisting of binary or ternary variables
defined on any class of graphs with unbounded treewidth. Our main result in this paper is that
a hardness result can be obtained even for these models if in addition to the standard complexity
assumptions, we assume the well-known grid-minor hypothesis from graph minor theory. A minor
of a graph G is a graph H that can be obtained from G by a sequence of vertex/edge deletions
and/or edge contractions (see Section 2.4 for a precise definition). In a series of over twenty papers,
Robertson and Seymour shed light on various aspects of graph minors and proved important results
in graph theory. The theorem of greatest relevance to this paper is one that relates graph minors
and treewidth: for each g × g grid-structured graph G, there exists a finite κGM(g) such that G
is a minor of all graphs with treewidth greater than κGM(g). The best known lower-bound and
upper-bound for κGM(g) are Ω(g
2 log g) and 2O(g
5) respectively. The grid-minor hypothesis states
that κGM(g) is polynomially bounded with respect to g. The hypothesis is based on the belief that
κGM(g) is closer to Ω(g
2 log g) than 2O(g
5) (Robertson et al., 1994); further evidence in support of
this hypothesis is provided by Demaine et al. (2009), and by Reed and Wood (2008).
Main results: We show that it is intractable to compute (even approximately) the MAP as-
signment and the partition function in unbounded treewidth graphical models with discrete-valued
random variables:
1. MAP estimation: We prove that there is no algorithm to compute the MAP assign-
ment with runtime polynomial in treewidth assuming the grid-minor hypothesis and NP 6⊆
P/poly.2 Furthermore, if we replace theNP 6⊆ P/poly assumption by the stronger exponential-
time hypothesis (Impagliazzo et al., 2001), we can show that there is no (1+ε)-approximation
scheme for the MAP estimation problem with runtime 2O((
1
ε
)1−δ)poly(tw) in a graphical model
with treewidth tw for any δ > 0. Here, a (1 + ε)-approximation scheme refers to a method to
compute an assignment whose log-posterior value approximates the log-posterior value of the
MAP assignment3 to within a multiplicative factor of 1± ε. These results hold for graphical
models with pairwise interactions and binary-valued random variables.
2. Partition function: The hardness of MAP estimation directly implies that the exact compu-
tation of the partition function is intractable in graphical models with unbounded treewidth.
We further prove that unless either the NP ⊆ P/poly assumption or the grid-minor hy-
pothesis fails, there is no fully-polynomial randomized approximation scheme (FPRAS) to
compute the partition function in unbounded treewidth graphical models with pairwise inter-
actions and with ternary variables. That is, there is no probabilistic procedure to compute
theory, which states that there exists no algorithm that solves arbitrary instance of n-variable 3-SAT in time 2o(n).
2The assumption NP 6⊆ P/poly is the non-uniform version of the more popular NP 6= P assumption. For more
details on uniform vs. non-uniform algorithms, see Section 2.2.1.
3Note that obtaining estimates of the log of the maximum posterior value is easier than obtaining estimates of
the maximum posterior value; our result states that it is intractable to approximately solve even this easier problem.
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the partition function to within a multiplicative factor of 1± ε with success probability 1− δ
that has runtime polynomial in treewidth, in ε−1, and in log(1δ ).
Note that our results demonstrate that the MAP assignment and partition function are hard to
compute not only in the exactly, but also approximately.
For the case of planar graphs, all these results hold without requiring the grid-minor hypoth-
esis assumption. Our results imply that the treewidth of a graphical model is the key structural
parameter that governs the tractability of inference – inference is tractable in all classes of models
with bounded treewidth, while inference is intractable in every family of models with unbounded
treewidth. We also consider the complexity of inference in graphical models with respect to some
arbitrary graph parameter α(G); since treewidth is the critical parameter that governs the complex-
ity of inference, one can answer such questions based on the relationship between the parameter
α(G) and treewidth. We elaborate more precisely on this point later in the paper.
Organization: The rest of this paper is organized as follows. Section 2 provides a brief back-
ground on inference in graphical models, treewidth, and graph minors. Section 3 presents the
formal statement of the problem addressed in this paper. Section 4 describes some combinatorial
optimization problems; we prove a reduction from such problems to inference in graphical models,
which plays a key role in our analysis. Section 5 provides the main results of this paper. We
conclude with a brief discussion in Section 6, and describe some open questions in Section 7.
Relation to previous version of paper: A subset of the results in this paper was presented by
Chandrasekaran et al. (2008), who primarily addressed the hardness of exactly computing the parti-
tion function. A weak inapproximability result was also presented in (Chandrasekaran et al., 2008),
which proved that there exists no randomized polynomial-time scheme to approximate the partition
function to within an additive constant. In this paper, we expand upon these results to address
the tractability of both MAP estimation and computation of the partition function. We also prove
stronger hardness-of-approximation results for these problems that guarantee inapproximability to
within multiplicative factors.
2 BACKGROUND
2.1 GRAPHICAL MODELS AND INFERENCE
A graph G = (V, E) consists of a set of vertices V and associated edges E ⊂ (V2), where (V2) is the
set of all unordered pairs of vertices. A graphical model (Lauritzen, 1996) is a collection of random
variables indexed by the vertices of a graph; each vertex v ∈ V corresponds to a random variable
xv, and where for any A ⊂ V , xA = {xv|v ∈ A}. We assume that each of the variables xv is
discrete-valued with cardinality q. Of interest in this paper are distributions that factor according
to a graph G = (V, E) as follows:
p(xV ) =
1
Z(ψ)
∏
v∈V
ψv(xv)
∏
E∈E
ψE(xE). (2.1)
Here, each ψE (or ψv) is only a function of the variables xE (or variable xv). The functions ψv
and ψE are non-negative and are also known as potential or compatibility functions. We denote the
collection of these potentials by ψ = {ψv, v ∈ V } ∪ {ψE , E ∈ E}. The function Z(ψ) is called the
4
partition function and serves to normalize the distribution:
Z(ψ) =
∑
xV ∈{0,··· ,q−1}|V |
∏
v∈V
ψv(xv)
∏
E∈E
ψE(xE). (2.2)
The mode of a distribution is given by
x̂MAP = arg-max
xV ∈{0,··· ,q−1}|V |
p(xV )
= arg-max
xV ∈{0,··· ,q−1}|V |
∏
v∈V
ψv(xv)
∏
E∈E
ψE(xE), (2.3)
and we denote the optimal value achieved by x̂MAP by
ψMAP = max
xV ∈{0,··· ,q−1}|V |
∏
v∈V
ψv(xv)
∏
E∈E
ψE(xE) (2.4)
=
∏
v∈V
ψv(x̂
MAP
v )
∏
E∈E
ψE(x̂
MAP
E ).
Given a posterior distribution composed of potential functions that factors according to a graph
as described above, the following two inference tasks are of interest in many applications:
1. MAP estimation: The goal here is to compute a configuration of the variables that maxi-
mizes the posterior distribution, i.e., to compute x̂MAP.
2. Partition function computation: Another goal is to compute the marginal distribution at
some vertex. It is well-known that the complexity of computing the marginal distribution at
an arbitrary vertex is comparable to that of computing the partition function. A polynomial-
time procedure to solve one of these problems can be used to construct a polynomial-time
algorithm for the other. Thus, we consider the complexity of computing the partition Z(ψ).
The intractability of inference arises due to the fact that there are exponentially many terms
in the optimization (2.4) and in the sum (2.2). We study the complexity of these inference tasks
as a function of structural properties of the underlying graph.
2.2 COMPLEXITY THEORY PRELIMINARIES
We briefly outline some concepts from complexity theory that play an important role in our analysis.
2.2.1 UNIFORM VS. NON-UNIFORM ALGORITHMS
The classical notion of algorithms refers to “uniform algorithms” in which one has a single algorithm
that works for all input lengths. A “non-uniform algorithm” on the other hand refers to a family
of algorithms, one for each input length. An alternative view of such non-uniform algorithms is
that the algorithm is allowed to receive some arbitrary advice that depends only on the input
length (but not on the actual input). In the theory of computation literature such “non-uniform
algorithms” are usually referred to as fixed-input-size “circuits”, where for each input length a
different circuit is used (Karp and Lipton, 1980). The class P is the class of problems that have
polynomial time uniform algorithms while P/poly is its non-uniform counterpart, i.e., the class of
problems that have polynomial time non-uniform algorithms (circuits). Clearly, P ⊂ P/poly. The
non-uniform version of the assumption NP 6= P is NP 6⊆ P/poly, and (though slightly weaker) is
equally believed to be true. We need to work with the latter assumption since our proof proceeds
by reducing the inference problem on the easiest high-treewidth graphs to a non-uniform algorithm
for NP (see Section 5 for more details).
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Figure 1: A non-triangulated graph G, and a triangulated supergraph H of G.
2.2.2 EXPONENTIAL-TIME HYPOTHESIS
Typical hardness results stated with respect to assumptions such as NP 6= P lead to conclusions
that certain problems do not have polynomial-time algorithms, i.e., every algorithm must have a
super-polynomial runtime. To obtain sharper results, we will use the non-uniform version of the
so-called “Exponential-Time Hypothesis” (Impagliazzo et al., 2001):
Exponential-time hypothesis (ETH): There exists no non-uniform algorithm4 that can
solve arbitrary instances of n-variable 3-SAT in time 2o(n).
The SAT problem will be discussed in greater detail in Section 4. Note that NP 6⊆ P/poly
would merely state that there exists no polynomial-time (non-uniform) algorithm for arbitrary n-
variable instances of 3-SAT (since 3-SAT is NP-complete). Thus, the ETH is a stronger assumption
than NP 6⊆ P/poly, and consequently, allows us to obtain sharper bounds on the runtime of
inference algorithms (see Section 5 for more details).
2.3 GRAPH TREEWIDTH
A graph is said to be triangulated if every cycle of length greater than three contains an edge
between two non-adjacent vertices. The treewidth tw(G) of a triangulated graph G is one less than
the size of the largest clique. The treewidth of a general graph is defined
tw(G) = min
H⊇G,H triangulated
tw(H).
Here, H ⊇ G denotes that H is a supergraph of G. In words, the treewidth of a graph G is the
minimum over the treewidths of all triangulated supergraphs of G.
Figure 1 shows an example of a non-triangulated graph G, which has a 4-cycle with no edge
connecting non-adjacent vertices. The graphH is a triangulated supergraph of G, and has treewidth
3 as the largest clique is {2, 5, 6, 8}. Thus, the treewidth of G is also 3.
The complexity of a graphical model is often measured by the treewidth of the underlying graph,
and efficient algorithms are typically known if the underlying graph has low (or constant) treewidth.
For instance distributions defined on trees, which have a treewidth equal to one, permit very
efficient linear-time inference algorithms. For loopy graphs that have low treewidth the junction-
tree method (Cowell et al., 1999) provides an efficient inference algorithm. However, for general
loopy graphs the junction-tree method might be intractable because its runtime scales exponentially
with the treewidth. As a result considerable effort is being devoted to the development of inference
algorithms, and our focus here is on analyzing the computational complexity of both exact and
approximate inference.
4Impagliazzo et al. (2001) refer to the uniform version of ETH, but their results equally apply to the above-stated
non-uniform version of the hypothesis, which is also widely believed to be true.
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Figure 2: A graph G, and three of its minors H1, H2, H3 obtained by edge deletion, followed by
vertex deletion, and finally edge contraction.
2.4 GRAPH MINORS
The theory of graph minors plays a key role in our analysis. Specifically, we show in Section 5.1
that the complexity of inference in a minor of G is bounded by the complexity of inference in G. A
minor of a graph is obtained by any sequence of the following operations:
• Vertex deletion: Given a graph (V, E), a vertex v ∈ V is deleted, as are all the edges
Ev = {E ∈ E : v ∈ E} incident on v, to obtain the graph (V \v, E\Ev).
• Edge deletion: Given a graph (V, E), an edge E ∈ E is deleted to obtain the graph (V, E\E).
• Edge contraction: Given a graph (V, E), an edge {u, v} ∈ E is contracted to form a single
vertex u′ with edges to every vertex in V \{u, v} that previously had an edge to either u or
v. In particular the new vertex set becomes V ′ = [V \{u, v}] ∪ {u′} and the new edge set
becomes E ′ = [E\{Eu ∪ Ev}] ∪ {{u′, w} | w previously neighbor of u or v} Thus, the resulting
graph has one less vertex than the original graph.
Figure 2 gives an example of each of these operations. The graph H1 is a minor of G, and is
obtained from G by deleting the edge {5, 6}. Next, H2 is obtained from H1 by deleting the vertex
7, and the corresponding edges {4, 7}, {7, 8} that are incident on 7. Thus, H2 is a minor of both
H1 and G. Finally, H3 is obtained from H2 by contracting the edge {5, 8} to form the new vertex
8′, which now has an edge to vertices 2, 4, and 9. The graph H3 is a minor of each of the graphs
G, H1, and H2.
In a series of over twenty papers, Robertson and Seymour investigated various aspects of graph
minors and proved several important results in graph theory. The following theorem played a key
role in proving many of these results; it provides a connection between treewidth and graph minors,
and forms a critical component of our analysis.
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Theorem 2.1 (Robertson et al. (1994)) Let G be a g × g grid. There exists a finite κGM(g)
such that G is a minor of all graphs with treewidth greater than κGM(g). Further, the best known
bounds on κGM(g) are c1g
2 log g ≤ κGM(g) ≤ 2c2g5, where c1 and c2 are universal constants
(i.e., they are independent of g).
Thus, each grid-structured graph is a minor of all graphs with sufficiently large treewidth.
Robertson et al. (1994) expressed the belief that κGM(g) is closer to c1g
2 log g than 2c2g
5
, and may
even be on the order of g2 log g. In addition, several recent results build further support for this
conjecture. For example, it is conjectured by Demaine et al. (2009) that κGM(g) ∼ g3. Recently,
it was also shown that a graph with polynomial treewidth has a large “grid-like” minor (Reed and
Wood, 2008). Consequently, we have the following grid-minor hypothesis.
Grid-minor hypothesis: κGM(g), as defined in Theorem 2.1, is a polynomial function of g.
This hypothesis is a key assumption in the proofs of our ‘Main Results’ as stated in the intro-
duction.
Next, we state a restricted result that relates graph minors and treewidth for planar graphs. A
planar graph (Bolloba´s, 1998) is one that can be drawn on a plane with no two edges intersecting
each other.
Theorem 2.2 (Robertson et al. (1994)) There exist universal constants c3 and c4 such that
the following holds. Let G be a g × g grid. Then, (a) G is a minor of all planar graphs with
treewidth greater than c3g. Further, (b) all planar graphs of size (number of vertices) less than c4g
are minors of G.
Hence, Theorem 2.2 states that κGM(g) is actually linear in g for planar graphs.
3 PROBLEM STATEMENT
LetM(G, q) refer to the set of all possible choices for potential functions on the vertices and edges of
G = (V, E), with the variables having maximum cardinality q. That is, each ψ ∈M(G, q) is specified
as ψ = {ψv, v ∈ V } ∪ {ψE , E ∈ E}. Let Tf (I) denote the runtime of an algorithm f on input I.
We consider exact and approximate inference algorithms that take as input a graph G = (V, E) and
an element of M(G, q), and try to compute either the partition function Z(ψ) (2.2) or the MAP
estimate x̂MAP (2.3) (or the maximum value ψMAP (2.4)). We would like to investigate the impact
of the treewidth tw(G) of the graph G on the required runtime of any inference algorithm.
Typical complexity analysis studies the worst case, or maximum, runtime of an algorithm over
all inputs. Since inference in a graphical model is NP-hard, and assuming NP 6= P, we know that
the worst case runtime of any inference algorithm must scale super-polynomially with the size of
the graph. That is, the maximum runtime over all graphs is super-polynomial. One can conclude
from this that inference is intractable with respect to treewidth in the worst case, as one could
simply consider the sequence of complete graphs.
Our focus in this paper is on studying the “best case” complexity of inference. We ask whether
there is any sequence of graphs {Gk} indexed by treewidth k in which inference runtime scales
polynomially with respect to k. We formalize this question as follows. Given a graph G, let
βf (G, q) = max
ψ∈M(G,q)
Tf (G, ψ) (3.1)
denote the complexity of inference in models defined with respect to G. Given a family of graphs
{Gk} indexed by treewidth k, one can consider the quantity βf (Gk, q) and ask how it scales with k.
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Main Question: Is there a family of graphs {Gk}∞k=1 indexed by treewidth k and an inference
algorithm f for which βf (Gk, q) scales polynomially with respect to k?
Since we are primarily concerned with bounds that are independent of the cardinality q, we
will specifically consider the cases q = 2, 3. If there exists an f such that βf (Gk, q) is polynomial
in k, then there exists a class of structures with unbounded treewidth in which inference would be
tractable. Alternatively, if βf (Gk, q) is not polynomial in k for any procedure f and for any family
of graphs {Gk}, then bounding the treewidth is the only structural restriction on graphical models
that leads to tractable inference.
The quantity βf in the ‘Main Question’ refers to a uniform algorithm, i.e., a single algorithm
that should work for graphs of all treewidths. However, to answer this question we will actually
study a slightly harder question, where we allow non-uniform algorithms specialized to a sequence
of graphs of increasing treewidths. Given a sequence of graphs {Gk}∞k=1 with tw(Gk) = k, we will
analyze the runtime of any (non-uniform) sequence f = {fk}∞k=1 of algorithms (i.e. a “non-uniform
algorithm”), where fk solves the inference problem on Gk. For any such sequence, we study how the
runtime increases (taking worst case over potential functions) with k, i.e., maxψ∈M(Gk) Tfk(Gk, ψ)
as a function of k.
Our ‘Main Question’ pertains to both exact and approximate inference. For the approximate
inference problem, we consider inference algorithms that provide a (1 + ε)-approximation either
to the log-optimal value logψMAP or to the partition function Z(ψ). A (1 + ε)-approximation
procedure for MAP estimation provides an assignment with log-posterior value log ψ̂ such that
(1 − ε) logψMAP ≤ log ψ̂ ≤ (1 + ε) logψMAP. Similarly a (1 + ε)-approximation algorithm for
the partition function provides an approximate result Ẑ to within a multiplicative factor of 1 ± ε
of Z(ψ), i.e., (1 − ε)Z(ψ) ≤ Ẑ ≤ (1 + ε)Z(ψ); such an approximation algorithm for the partition
function can equivalently be viewed as providing additive-factor approximations to the log-partition
function. Inference methods that scale polynomially with both the treewidth and the inverse of
the approximation factor ε−1 are called fully-polynomial time approximation schemes (FPTAS).
We also study randomized approximation schemes parametrized by an additional parameter δ > 0
that provide the above approximation guarantees with a success probability greater than 1 − δ.
Randomized methods in which the runtime scales polynomially with treewidth, the inverse of the
approximation factor ε−1, and log(1δ ) are called fully-polynomial time randomized approximation
schemes (FPRAS).
The additional parameters ε and δ can be naturally incorporated into the definition of βf above
for a procedure f that provides an approximate result. Thus, the approximation version of our main
question asks whether there exists a sequence of graphs {Gk} and a (non-uniform) approximation
algorithm f = {fk} for which βf (Gk, q, ε) (or βf (Gk, q, ε, δ)) scales polynomially with k and ε−1 (or
with k, ε−1, and log(1δ )).
Remark: As inference in arbitrary graphical models is NP-hard, one can construct a sequence of
graphs {Gk} indexed by treewidth in which inference is intractable (assuming NP 6= P). Indeed as
described previously the sequence of complete graphs is one such sequence. Using this reasoning,
it is clear that inference is intractable in any sequence of triangulated graphs {Gk} parametrized by
treewidth. The reason for this is that a triangulated graph with treewidth equal to k must contain
a clique of size k+ 1. Therefore, candidates for families of graphs of unbounded treewidth in which
inference might be tractable must be far from being triangulated. For example grid-structured
graphs provide a candidate family – a k × k grid has treewidth equal to k, but is far from being
triangulated and many edges need to be added in order to triangulate the grid as it is very sparse.
Another interesting family is the class of hypercube graphs, where a d-dimensional hypercube
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consists of 2d vertices and 2d−1d edges, and the treewidth is lower-bounded by Ω(2
d
d ) (Chandran
and Subramanian, 2003). Such graphs are also far from being triangulated, as the triangulation of
a d-dimensional hypercube would consist of Ω(2
2d
d2
) edges (while the original graph has just 2d−1d
edges). For such families of very sparse, structured graphs with large treewidth, one can imagine
specialized inference procedures that directly take advantage of special structure in the graphs as
opposed to first triangulating and then using standard procedures such as the junction-tree method
(Cowell et al., 1999). Our ‘Main Question’ asks whether there exists any family of graphs, perhaps
with some special structure, of unbounded treewidth in which inference is tractable.
4 COMBINATORIAL OPTIMIZATION AND INFERENCE
Combinatorial optimization problems provide a rich source of intractable problems, and proving the
hardness of a problem is often done by demonstrating a reduction from one of the hard combinatorial
optimization problems. Many combinatorial optimization problems are defined with respect to
graphs, and can often be expressed as a constraint satisfaction problem (CSP). A CSP is defined as
a set of constraints specified on subsets of a collection of discrete-valued variables. Each constraint
is said to be satisfied for some stipulated configurations of the variables in the constraint. The
problem is to identify a configuration of the variables that satisfies all the constraints (i.e., find a
satisfying assignment). We will mostly be concerned with 2-CSPs: CSPs in which each constraint
involves only two variables. Note that one can associate a graph with an instance of a 2-CSP, with
the vertices representing the variables and edges present only between those vertices that appear in
the same constraint. Of interest to us will be two important variants of a CSP. The first is MAXCSP
in which one wants to find an assignment that maximizes the number of satisfied constraints. We
describe how such problems can be transformed into a MAP estimation problem in a graphical
model. The second is #CSP in which one wants to count the number of assignments that satisfy
all the constraints; such problems are more naturally related to computing the partition function.
An important special case of a CSP is the SAT problem, in which disjunctive constraints are
specified on binary variables. Although polynomial time algorithms exist for 2-SAT, the MAX-2-
SAT problem is NP-complete. In fact we have that planar MAX-2-SAT, in which instances are
restricted to those defined on planar graphs, is also NP-complete (Guibas et al., 1993).
We will also make use of hardness results for the independent set problem and the colorability
problem. An independent set of a graph is a subset of the vertices of the graph such that no two
vertices are adjacent. A 3-coloring of a graph is a mapping from the vertex set to three “colors”
{R,G,B} such that no two adjacent vertices are assigned the same color. Both these problems
can be expressed as 2-CSPs, with a constraint for each edge of the graph specifying either that the
“colors” assigned to the two vertices in the edge must not be the same, or that at most one of the
vertices in the edge is chosen in the independent set.
4.1 CONSTRAINT SATISFACTION TO INFERENCE
In order to translate hardness results for CSPs and MAXCSPs to the problem of inference in
graphical models, we describe transformations from instances of 2-CSPs to inference problems in
graphical models. We begin by showing that a MAXCSP problem can be reduced to a MAP
estimation problem as follows.
Lemma 4.1 There exists a polynomial time reduction mapping instances I = (x1, . . . , xn;R) of
a MAX-2-CSP problem (here x1, . . . , xn are discrete valued variables of cardinality q and R is a
set of constraints) to a set of potentials ψ ∈ M(G, q) where G = (V, E) denotes the graph that
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represents the instance I such that the following holds: At least d constraints in R can be satisfied
simultaneously if and only if logψMAP ≥ d.
Proof Let G = (V, E) denote the graph which represents the instance I. Here |V | = n with
each variable being assigned to a vertex and E contains only those pairs of vertices for which the
corresponding variables appear in the same relation, so that |E| = |R|. For each E ∈ R, define
ψE(xE) =
{
e, xE satisfies E
1, otherwise.
Define vertex potentials similarly for each vertex constraint, and set ψv = 1 for other vertices. It
is clear that ψMAP ≥ ed if and only if at least d constraints can be simultaneously satisfied in I.
Remark: The maximum independent set problem can be transformed to a MAP estimation
problem in a graphical model (with binary variables) using a slightly different construction to the
one presented in this lemma. Specifically, given a graph G = (V, E) consider the following set of
potentials for each v ∈ V and for each E ∈ E :
ψv(xv) = e
xv
ψE(xE) =
{
1, xE = (1, 1)
0, otherwise.
Here each variable takes on the values {0, 1}. It is then easily seen that logψMAP ≥ d if and only
if there is an independent set of size at least d in G.
In Section 5.2, we use this lemma along with the hardness of planar maximum independent set
to conclude that MAP estimation is intractable in models with unbounded treewidth. One can
also transform instances of #CSP to an instance of computing the partition function in a graphical
model.
Lemma 4.2 There exists a polynomial time reduction mapping instances I = (x1, · · · , xn;R) of a
#2-CSP problem (here x1, · · · , xn are discrete-valued variables of cardinality q and R is a set of
constraints) to a set of potentials ψ ∈M(G, q) where G = (V, E) denotes the graph that represents the
instance I such that the following holds: There exist at least d distinct satisfying assignments (i.e., d
distinct assignments of the variables that satisfy all the constraints) if and only if bZ(ψ)c ≥ d.
Proof As with the previous proof, let G = (V, E) denote the graph which represents the instance
I. Hence, |V | = n with each variable being assigned to a vertex and E contains only those pairs of
vertices for which the corresponding variables appear in the same relation, so that |E| = |R|. For
each E ∈ R, define
ψE(xE) =
{
1, xE satisfies E
α, otherwise.
Define vertex potentials similarly for each vertex constraint, and set ψv = 1 for other vertices. Here,
we choose α ∈
(
0, 1qn
)
. If there are at least d satisfying assignments, it is clear that bZ(ψ)c ≥ d.
Alternatively if there are fewer than d satisfying assignments, we have that
Z(ψ) =
∑
xV ∈{0,··· ,q−1}n
ψ(x) ≤ (d− 1) +
∑
xV ∈{0,··· ,q−1}n
α ≤ d− 1 + qnα < d.
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Consequently, we have that bZ(ψ)c < d as d is an integer.
In Section 5.3, we use this lemma along with the hardness of counting the number of 3-colorings
in planar graph to conclude the hardness of computing the partition function in models with
unbounded treewidth. By setting d equal to the total number of constraints in R in Lemma 4.1,
one can transform a decision version of the CSP problem to a particular decision version of the
MAP estimation problem. By setting d = 1 in Lemma 4.2, one can do the same with the partition
function computation.
4.2 HARDNESS OF INFERENCE IN UNBOUNDED CARDINALITY MOD-
ELS
Next, we translate recent hardness results by Marx (2007a) for 2-CSPs to a complexity result for
inference.
Theorem 4.3 (Marx (2007a)) 5 Let {Gk}∞k=1 be any sequence of graphs indexed by treewidth.
Suppose that there exists an algorithm g for instances of 2-CSPs, with variables of arbitrary cardi-
nality, defined on the graphs Gk. Let q(ψ) be the maximum cardinality of a variable referred to by
the constraints ψ. If Tg(Gk, ψ) = q(ψ)o(
k
log k
)
, then the ETH fails.
Corollary 4.4 Let f be any algorithm that can perform inference on graphical models defined on
a family of graphs {Gk}∞k=1 indexed by treewidth with variables of arbitrary cardinality. Under the
ETH, for any r(k) = o(k/ log k) there exist q, k such that βf (Gk, q) > qr(k).
Proof From Lemma 4.1, we have that arbitrary instances of 2-CSP can be transformed to a
decision version of an inference problem in a graphical model in polynomial-time. Consequently,
we have that if there exists an inference algorithm that can perform inference in time q
o( k
log k
)
, then
the ETH fails.
A consequence of this corollary is that the junction-tree algorithm (Cowell et al., 1999), which
scales as qk, is in a sense near-optimal (assuming the ETH). However, as we noted in the introduction
this result provides an asymptotic lower bound only for sufficiently large cardinalities. It does not
provide a lower bound for any fixed cardinality q. This restriction plays an important role in the
reductions of Marx (2007a), in which large sets of variables in an intermediate model are represented
using a single high-cardinality variable. In the following section, we describe our main results for the
complexity of inference in graphical models with binary and ternary variables, which are typically
of most interest to the machine learning community.
5 MAIN RESULTS
We present our main results for graphical models with binary-valued and ternary-valued variables
in this section. We begin by analyzing the complexity of inference in a graphical model defined on
graph G in terms of the complexity of inference in models defined on minors of G. Next, we analyze
the complexity of MAP estimation and of partition function computation in families of models with
unbounded treewidth. Finally, we also consider the restricted case of inference in planar graphs
of unbounded treewidth for which we prove complexity bounds without recourse to the grid-minor
hypothesis. We consider both the exact and approximate versions of these tasks.
5The statement here is actually the non-uniform variant of the result of Marx (2007a).
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5.1 INFERENCE AND GRAPH MINORS
In the following two propositions, we relate the complexity of inference in a minor of a graph G to
inference in G. First, we show that the problem of computing the partition function in a minor of
a graph G can be transformed to a problem in G.
Proposition 5.1 Let H be a minor of G, and let ψH ∈ M(H, q). There exists a ψG ∈ M(G, q)
such that Z(ψH) = Z(ψG). Moreover, ψG can be computed in linear time given ψH and the sequence
of minor operations that transform G to H.
Proof All we need to show is that if a graph H = (VH, EH) is obtained from another graph
G = (VG , EG) by just a single application of one of the standard minor operations, then we can
transform a given ψH ∈M(H, q) into a ψG ∈M(G, q) with Z(ψG) = Z(ψH).
Vertex deletion: Suppose that v ∈ VG as well as edges Ev ⊆ EG that are incident on v in G
are deleted. Let ψv =
1
q and let ψE = 1, ∀E ∈ Ev. Letting ψG = ∪E∈EvψE ∪ψv ∪ψH, one can check
that Z(ψG) = Z(ψH).
Edge deletion: Suppose that E ∈ EG is deleted. Setting ψE = 1, and ψG = ψH ∪ ψE , one can
check that Z(ψG) = Z(ψH).
Edge contraction: Suppose that {u, v} ∈ EG is contracted to form the new vertex u′ ∈ VH.
We define ψ{u,v}(xu, xv) = δ(xu − xv), where δ(·) is the Kronecker delta function that evaluates
to 1 if the argument is 0, and 0 otherwise. For the edge potentials, if a vertex w ∈ VG\{u, v} is
originally connected in G by an edge to only one of u or v, then we set the corresponding ψ{u,w} or
ψ{v,w} to be equal to ψ{u′,w}. If both u and v are originally connected by edges to w in G, then we
define ψ{u,w} = ψ{u′,w} and ψ{v,w} = 1. Finally, we define the vertex potentials as ψu = ψu′ and
ψv = 1. Letting all the other vertex and edge potentials in G be the same as those in H, it is easily
seen that Z(ψG) = Z(ψH).
Next, we prove a similar result for the MAP estimation problem.
Proposition 5.2 Let H be a minor of G, and let ψH ∈ M(H, q). There exists a ψG ∈ M(G, q)
such that ψMAPH = ψ
MAP
G . Moreover, ψG can be computed in linear time given ψH and the sequence
of minor operations that transform G to H.
Proof This proof proceeds in a similar manner to the previous proof. We show that if a graph
H = (VH, EH) is obtained from another graph G = (VG , EG) by just a single application of one of
the standard minor operations, then we can transform a given ψH ∈M(H, q) into a ψG ∈M(G, q)
with ψMAPG = ψ
MAP
H .
Vertex deletion: Suppose that v ∈ VG as well as edges Ev ⊆ EG that are incident on v in G
are deleted. Let ψv = 1 and let ψE = 1, ∀E ∈ Ev. Letting ψG = ∪E∈EvψE ∪ψv ∪ψH, one can check
that ψMAPG = ψ
MAP
H .
Edge deletion: Suppose that E ∈ EG is deleted. Setting ψE = 1, and ψG = ψH ∪ ψE , one can
check that ψMAPG = ψ
MAP
H .
Edge contraction: Suppose that {u, v} ∈ EG is contracted to form the new vertex u′ ∈ VH.
Defining the potentials in the same manner as in the partition function case above, it is easily seen
that ψMAPG = ψ
MAP
H .
Thus, these results allow us to establish hardness of inference in a graph G, by establishing
hardness of inference in a minor of G, provided we know the sequence of minor operations that
transform G to its minor.
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5.2 MAP ESTIMATION
In this section we consider the hardness of exact and approximate inference in families of graphical
models with unbounded treewidth. Our analysis proceeds by using Theorems 2.1 and 2.2 along
with the grid-minor hypothesis to show that all graphs with sufficiently large treewidth contain
every planar graph up to a certain size as a minor. Consequently, we conclude that MAP estimation
is hard in graphical models with unbounded treewidth by appealing to the intractability of MAP
estimation in planar graphs and the grid-minor hypothesis.
Theorem 5.3 Let {Gk}∞k=1 be an infinite sequence of graphs indexed by treewidth. Let f = {fk}∞k=1
be any (possibly non-uniform) sequence of algorithms that solves the decision version of the MAP
estimation problem on {Gk} with binary variables, i.e., deciding whether logψMAP ≥ c for a set of
potentials ψ and for any c.
(a) Assuming that NP 6⊆ P/poly and that the grid-minor hypothesis holds, βf (Gk, 2) is super-
polynomial in k.
(b) Assuming that κGM(g) = O(g
r) in the grid-minor hypothesis and the ETH, we have that
βf (Gk, 2) = 2Ω(k1/2r).
Proof (a) Suppose for the sake of a contradiction that there exists a (possibly non-uniform)
polynomial time algorithm f that solves the inference problem on {Gk}∞k=1. More precisely, let
f = {fk}∞k=1 be a sequence of algorithms such that fk solves the inference problem on Gk in
polynomial time. Assuming the grid-minor hypothesis, we will demonstrate that this implies a
non-uniform polynomial time algorithm for the inference problem on any planar graph. Recall that
planar MAX-2-SAT is NP-complete (Guibas et al., 1993), and polynomial-time reducible to the
inference problem on planar graphs (Lemma 4.1). This provides a (non-uniform) polynomial time
algorithm for an NP-complete problem, contradicting the NP 6⊆ P/poly assumption.
Given an instance (G, ψ) of the inference problem on planar graphs, we proceed as follows: Let
|G| = s. By Theorem 2.2, G is a minor of the s/c4× s/c4 grid. Furthermore, the sequence of minor
operations that transform a s/c4×s/c4 grid to G can be obtained in polynomial time (Tamassia and
Tollis, 1989). Thus, using Lemma 5.2 the inference problem (G, ψ) can be reduced to an inference
problem on the s/c4 × s/c4 grid in time linear in s. By Theorem 2.1, the s/c4 × s/c4 grid is a
minor of GκGM(s/c4). We will now use as “non-uniform advice” the sequence of minor operations
that transform GκGM(s/c4) to the s/c4 × s/c4 grid. Note that this depends only on the input size s
and not on the actual instance (G, ψ). Using Lemma 5.2 again, we can reduce the inference problem
on the s/c4× s/c4 grid to an inference problem on GκGM(s/c4) in linear time. We now use fκGM(s/c4)
to solve the inference problem on GκGM(s/c4), thus solving the original inference problem (G, ψ).
The fact that βf (Gk, 2), and thus also the size of the graph Gk, is at most polynomial in k and the
grid-minor hypothesis (i.e, κGM(g) = poly(g)) imply that the above algorithm is a polynomial time
(non-uniform) algorithm for the inference problem on planar graphs.
(b) We obtain the tighter hardness result by carefully analyzing the running time of the infer-
ence algorithm on planar graphs suggested in (a). It can be easily checked that the above algorithm
runs in time βf (GκGM(s/c4), 2), which is βf (GO(sr), 2) if κGM(g) = O(gr). Combining this with the
reduction from 3-SAT to planar MAX-2-SAT (Litchenstein, 1982; Guibas et al., 1993), which blows
up the instance size by a quadratic factor, we obtain a βf (GO(k2r), 2) time non-uniform algorithm for
k-variable instances of 3-SAT. Recall that the ETH states there exists no (non-uniform) algorithm
for arbitrary k-variable instances of 3-SAT that has running time 2o(k). Hence, assuming the grid-
minor hypothesis and the ETH, we must have that βf (GO(k2r), 2) is at least 2Ω(k) or equivalently
that βf (Gk, 2) is at least 2Ω(k1/2r).
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Notice that the ETH assumption enables a sharper performance bound instead of the simpler
result that βf (k, 2) is super-polynomial in k (of part (a)). Theorem 5.3 provides an answer to the
hardness of exact MAP estimation. Next, we consider the hardness of approximate MAP estimation
in graphical models.
Theorem 5.4 Let {Gk}∞k=1 be an infinite sequence of graphs indexed by treewidth. Let f = {fk}∞k=1
be any (possibly non-uniform) sequence of approximate algorithms operating on models defined on
{Gk} with binary variables that compute an approximation to the log-optimal value logψMAP to
within a multiplicative factor of 1 ± ε, i.e., compute an assignment with posterior value ψ̂ such
that (1 − ε) logψMAP ≤ log ψ̂ ≤ (1 + ε) logψMAP. Assuming the exponential-time hypothesis, the
procedure f cannot have runtime 2O((
1
ε
)1−δ)poly(k) for any δ > 0. In particular, f cannot be a
fully-polynomial time approximation scheme, i.e., βf (Gk, 2) cannot be polynomial in both k and
ε−1.
Proof This proof proceeds in a similar manner to the proof above. We use the fact that under
the exponential-time hypothesis there is no procedure with runtime 2O((
1
ε
)1−δ)poly(n) to compute
a (1+ε)-approximation to the maximum independent set in planar graphs of size n (Marx, 2007b).
See the remark following Lemma 4.1 to transform an instance of the maximum independent set
problem to an instance of the MAP estimation problem.
5.3 PARTITION FUNCTION COMPUTATION
The results in the previous section show that even approximate MAP estimation is intractable in
any family of graphical models with unbounded treewidth. In this section we study the hardness
of computing the partition function both exactly and approximately. Based on the hardness of
exact/approximate MAP estimation, it is clear that exactly computing the partition function in
unbounded treewidth graphical models is also intractable. We state the following result without
proof.
Theorem 5.5 Let {Gk}∞k=1 be an infinite sequence of graphs indexed by treewidth. Let f = {fk}∞k=1
be any (possibly non-uniform) sequence of algorithms that solve a decision version of the partition
function computation problem in models defined on {Gk} with binary variables, i.e., deciding whether
Z(ψ) ≥ c for a set of potentials ψ and any c.
(a) Assuming that NP 6⊆ P/poly and that the grid-minor hypothesis holds, βf (Gk, 2) is super-
polynomial in k.
(b) Assuming that κGM(g) = O(g
r) in the grid-minor hypothesis and the ETH, we have that
βf (Gk, 2) = 2Ω(k1/2r).
It is possible to derive the results in this theorem using weaker assumptions. Specifically the
first part can be proved by making the weaker assumption that there do not exist non-uniform
polynomial time algorithms for solving counting problems in #P . Similarly the second part can
be proved by assuming that there is no non-uniform procedure to count the number of satisfying
assignments of arbitrary n-variable instances of 3-SAT in time 2o(n). Next we consider the hardness
of approximately computing the partition function in models with unbounded treewidth. In par-
ticular we show that it is intractable to approximate the partition function up to a multiplicative
factor in graphical models with unbounded treewidth consisting of ternary variables. The proof
proceeds by using a reduction from planar 3-colorability, which is known to be NP-complete.
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Theorem 5.6 Let {Gk}∞k=1 be an infinite sequence of graphs indexed by treewidth. Let f = {fk}∞k=1
be any (possibly non-uniform) sequence of randomized algorithms that compute the partition func-
tion Z(ψ) to within a multiplicative factor of 1±ε with probability greater than 1−δ, i.e., compute a
Ẑ such that (1−ε)Z(ψ) ≤ Ẑ ≤ (1+ε)Z(ψ). Assuming that NP 6⊆ P/poly and that the grid-minor
hypothesis holds, the procedure f cannot have runtime polynomial in the treewidth k, ε−1, and in
log(1δ ), i.e., f cannot be a fully-polynomial time randomized approximation scheme.
Proof We have that planar 3-colorability is NP-complete (Stockmeyer, 1973). Consequently, there
is no fully-polynomial time randomized approximation scheme to count the number 3-colorings in
a planar graph (Jerrum, 2003). Using Lemma 4.2 to reduce a counting problem to a partition
function computation problem, we can prove the statement of this theorem by following a similar
proof to that of Theorem 5.3. It is to be noted that following the same proof structure leads to a
randomized polynomial time non-uniform algorithm for an NP-complete problem and not a deter-
ministic polynomial time non-uniform algorithm as in the previous case. However, this suffices to
complete the proof as the existence of such a randomized algorithm implies that NP ⊆ BPP/poly6
which when combined with the fact that BPP/poly = P/poly contradicts the NP 6⊆ P/poly
assumption.
Note that unlike all of our previous results, we only show the hardness of (approximate) partition
function computation for ternary variables. Although the number of variables is still finite in our
result unlike that in Marx’s result (which also only deals with exact inference), proving such a
result with binary variables is of interest. A proof of a similar result for binary variables could take
several forms. One technique might be to show the hardness of approximate counting for some
problem in a planar graph that can be transformed easily into a partition function computation
problem in a binary (planar) graphical model. Alternatively, one could use some result on the
NP-completeness of a binary decision problem on planar graphs that can be transformed easily to
an inference problem. Note that while problems with binary variables such as planar 3-SAT are
NP-complete, they are not defined on pairwise graphs, i.e., graphs with pairwise edges that are of
most interest in graphical modeling.
5.4 INFERENCE IN PLANAR GRAPHS
Next, we consider the hardness of inference in graphical models defined on planar graphs. The
grid-minor hypothesis played a key role in the results in the previous sections. However if we
restrict our attention to planar graphs, we do not need to appeal to the grid-minor hypothesis
due to Theorem 2.2. We have the following theorem on the hardness of exact and approximate
inference in models defined on families of planar graphs.
Theorem 5.7 Let {Gk}∞k=1 be an infinite sequence of planar graphs indexed by treewidth. Let
f = {fk}∞k=1 be any (possibly non-uniform) sequence of algorithms that perform certain tasks as
specified below. Then we have the following results.
(a) Suppose f solves a decision version of the MAP estimation problem in binary graphical
models defined on {Gk}, i.e., deciding whether logψMAP ≥ c for any given c. Assuming that
NP 6⊆ P/poly, we have that βf (Gk, 2) is super-polynomial with respect to k. Further, assuming
the exponential-time hypothesis we have that βf (Gk, 2) = 2Ω(k1/2).
6The class BPP/poly refers to the class of problems which are solvable by a randomized polynomial time non-
uniform algorithm. It is well-know in complexity theory, that randomness is not required if the underlying algorithms
are non-uniform or equivalently BPP/poly = P/poly.
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(b) Suppose f approximately computes the log-optimal value logψMAP to within a multiplicative
factor of 1±ε in binary graphical models defined on {Gk}. Assuming the exponential-time hypothesis,
we have that βf (Gk, 2) cannot be polynomial in both k and ε−1, i.e., f cannot be a fully-polynomial
time approximation scheme.
(c) Suppose f solves a decision version of the partition function computation problem in binary
graphical models defined on {Gk}, i.e., deciding whether Z(ψ) ≥ c for any given c. Assuming that
NP 6⊆ P/poly, we have that βf (Gk, 2) is super-polynomial with respect to k. Further, assuming
the exponential-time hypothesis we have that βf (Gk, 2) = 2Ω(k1/2).
(d) Suppose f approximately computes the partition function Z(ψ) to within a multiplicative
factor of 1 ± ε in graphical models with ternary variables defined on {Gk}. Assuming that NP 6⊆
P/poly, we have that f cannot have runtime polynomial in the treewidth k, ε−1, and in log(1δ ),
i.e., f cannot be a fully-polynomial time randomized approximation scheme.
Proof The proofs of these statements are similar to those of Theorems 5.3, 5.4, 5.5, and 5.6, but
the grid-minor hypothesis is not required due to Theorem 2.2.
Results by Demaine et al. (2005) show that the grid-minor hypothesis actually holds for bounded-
genus graphs, of which planar graphs are a special case (planar graphs have genus 0). Therefore,
Theorem 5.7 holds more generally for the inference problem in families of graphical models defined
on bounded-genus graphs that have unbounded treewidth.
6 IMPLICATIONS
Our results show that inference is intractable in any family of graphical models with unbounded
treewidth. An interesting point to note here is that we measure complexity with respect to the
treewidth parameter rather than with respect to graph size. The following example will make this
distinction clear: suppose that one considers a family of graphs {Gk} indexed by treewidth k such
that the size of each graph Gk is exponential with respect to the treewidth k. In such a family of
graphical models, the junction tree algorithm provides an inference procedure that is polynomial
with respect to graph size (see also (Becker and Geiger, 2001) for more details). However this
conclusion does not contradict our analysis, as the runtime is still super-polynomial with respect
to treewidth. More generally, suppose that there exists a graph parameter α(G) for a graph G such
that inference is tractable with respect to α in some family of models defined on graphs {Gk} with
unbounded treewidth – that is, the runtime of inference is polynomial with respect to α. Our results
allow us to conclude that α must be super-polynomial with respect to treewidth for graphs in the
family {Gk}. Otherwise, one would have a family of graphical models with unbounded treewidth
in which inference is tractable with respect to treewidth.
Our results state that treewidth is the key structural parameter that dictates the complexity of
inference – inference is easy in all families of models with bounded treewidth, and it is intractable in
every family of models with unbounded treewidth. Therefore, one can relate treewidth to the other
graph parameters and deduce the complexity of inference with respect to these parameters. For
example, another notion of “width” considered by graph theorists is branchwidth (Robertson and
Seymour, 1991), and one can show that the branchwidth of a graph is linearly bounded above and
below by the treewidth of a graph; consequently inference is tractable only in bounded branchwidth
models and is intractable in all families of models with unbounded branchwidth.
17
7 CONCLUSION
Graphical models have been widely used in numerous applications throughout machine learning, as
well as in image processing, statistical physics, and networking. In many of these areas inference
problems such as MAP estimation and marginal/partition function computation are commonly
encountered. As a result several exact and approximate inference procedures have been proposed,
and it is important to understand conditions under which these procedures are tractable. In this
paper we studied the question of whether there is any structural property of a graphical model,
other than treewidth, that enables tractable inference. In other words, we investigated whether
there is some class of models with unbounded treewidth in which inference is tractable. Using
various concepts and recent results from complexity theory and graph theory, we conclude that
it is unlikely that an alternate structural property exists, i.e., inference is hard in every family of
models with unbounded treewidth.
We believe that providing analysis that is conditional on the grid-minor hypothesis of Robertson
et al. (1994) gives compelling evidence for our results. Contradicting these results would imply that
the grid-minor hypothesis of Robertson and Seymour is false. Nevertheless it would be of great
interest to prove the results of this paper without resorting to the grid-minor hypothesis. Indeed,
recent work by Reed and Wood (2008) has shown the existence of grid-like minors in all graphs
with polynomial treewidth. More refined analysis than that presented in this paper could perhaps
be employed to use these recent developments to prove our results without resorting to the grid-
minor hypothesis. Finally, our conclusions are based purely on structural properties of the graph
and assume worst-case potentials in the graphical model. Measures of “hardness of potentials”
have also been proposed and studied in some contexts; one prominent example is the dynamic
range of a potential function (Ihler et al., 2005). An interesting question for future investigation is
the complexity of inference with respect to both structural aspects of the graphical model such as
treewidth as well as some measure of hardness of the potentials.
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