Abstract. We establish the Airy curve case of a conjecture of Gukov and Su lkowski by reducing to Dijkgraaf-Verlinde-Verlinde Virasoro constraints satisfied by the intersection numbers on moduli spaces of algebraic curves.
Introduction
In this paper we will establish the Airy curve case of a conjecture of Gukov and Su lkowski [5] . By the Airy curve we mean the plane algebraic curve defined by the following equation: (1) A(u, v) = 1 2 v 2 − u = 0.
(This differs from the form used in [5] by a factor of 2.) This curve has the following parametrization:
By the Eynard-Orantin recursion [3] , one can define from this curve a family of differentials: (4) W g,n (p 1 , . . . , p n ) = W g,n (p 1 , . . . , p n )dp 1 · · · dp n .
Motivated by the matrix model origin of this construction, or a definition of the Baker-Akhiezer function in [3] , Gukov and Su lkowski [5] define
where S n are defined by:
S 1 (p) = − 1 2 log du dp ,
S n (p) = 2g−1+k
We use a different sign convention from that in [5] . We will prove the following: Theorem 1.1. The function Z satisfies the following differential equation: This is a special case of the general conjecture made by GukovSu lkowski [5] on quantizable algebraic curves. We prove this result by reducing to the Dijikgraaf-Verlinde-Verlinde recursion relation [2] . In a subsequent work [9] , we will treat the case of the local mirror curve for C 3 and the resolved conifold. In [4, §10] , Eynard and Orantin claimed that for the curve
the differentials W g,n (z 1 , . . . , z n ) encodes higher Weil-Petersson volumes, and one can also construct F g that encodes intersection numbers τ d 1 . . . τ dn g . See also [3, §10.4.1] . In [3, §10] , the Eynard-Orantin recursion for the Airy curve was discussed and the relationship between W g,n the Tracy-Widom kernel was recalled. It was also stated that "The fact that the Baker-Akhiezer function is Ai(x) and satisfies the differential equation Ai ′′ = xAi can be seen as a consequence of the Hirota equation theorem 9.2." The authors of [1] established the equivalence of the Eynard-Orantin recursion of the Airy curve to the DVV recursion relations via the Laplace transform of a recursion relation for the symplectic volumes of the moduli spaces. In [8] , the author established the equivalence of the DVV recursion relations to a Eynard-Orantin type recursions, but unfortunately, the starting point of that paper was to rewrite the DVV recursion relation using residues and a kernel function, not necessarily on an algebraic curve, so the relationship with the Airy curve was missed. After the author came across [1] in June 2012 on the internet, it became clear that it is possible to combine the ideas in [1] and [8] to directly establish the equivalence between the DVV relations and the Eynard-Orantin recursion for the Airy curve. A consequence of this result and Theorem 1.1 is that one can then relate the intersection numbers on M g,n to the Airy functions Ai(x) and Bi(x).
The rest of the paper is arranged as follows. In §2 we recall the Eynard-Orantin recursion for the Airy curve and present a direct proof that it is equivalent to the DVV recursion. We then change coordinate in §3 and combine an observation in an earlier work [8] to derive a simple recursion relation for a suitably defined n-point polynomial functions
of intersection numbers on the Deligne-Mumford moduli spaces. It has a very simple form:
In §4 we consider the antiderivatives Ω g,n of ω g,n :
Ω g,n (w 1 , . . . , w n ) = a 1 ,...,an≥0
and integrate the above recursion relation to get a recursion relation
is a linear operator defined by:
In §5 we use this result in §4 to present a proof of Theorem 1. 
Hence the vertex is given by:
2 dp.
Since the Airy curve has genus 0, under the parametrization (2) and (3), the line-propagator (Bergmann kernel) on the Airy curve is given by [3, §3.2]:
(14) B(p 1 , p 2 ) = dp 1 dp 2
The arrow-propagator is
Hence the recursion kernel is:
The Eynard-Orantin recursion has as initial values:
and in general:
Here we have used the following notations:
Here are some examples obtained by applying (20).
2.2.
Relationship with intersection numbers on moduli spaces of curves. Consider the intersection numbers on Deligne-Mumford moduli spaces:
and the following generating function
By evaluating the correlators by Witten-Kontsevich Theorem [7, 6] , one can find explicit expressions ofW g,n for small g and n. For example, etc.
Indeed,W g,n 's satisfy the initial values and Eynard-Orantin recursion relations (17)-(19).
As mentioned in the Introduction, this result was due to [1] . In that work, the result was established via an equivalent recursion relations for the symplectic volumes of the moduli spaces [1, Theorem 1.1]. Here we present a direct proof.
Proof. Recall the DVV recursion relations [2] are:
In the above formula,
means the summation is taken over the "stable cases", i.e.:
Multiply both sides of (24) by
and take summations over a 0 , a 1 , . . . , a n :
so the above equality an be rewritten as follows:
The proof is completed by setting:
Polynomial Reformulations
In this section we will show that in different coordinates the recursion relations in the preceding section can be reformulated as operations on polynomials.
3.1. Change of variable. In §2.1 and 2.2 we have presented some examples of W g,n (z 1 , . . . , z n ). From these examples, it is clear that after the following change of variables
One gets polynomial expressions:
(27) ω g,n (w 1 , . . . , w n ) = W g,n (z 1 , . . . , z n ).
By (22),
The following are some examples. 
3.2.
Recursion relations for ω g,n .
Theorem 3.1. Except for the case of (g, n) = (0, 2), the following recursion relations hold:
where for m ≥ 0,
Proof. By (28), (29) is equivalent to (24).
The (g, n) = (0, 2) case is exceptional and can be treated separately as follows.
A complicated residue calculation by Maple yields:
This is a match with (23).
Examples.
3.3.1. The (g, n) = (0, 3) case. This is the first case of (29): 
Derivation of (29).
Let us explain how (29) was derived originally. In [8] , the author has shown that the DVV recursion relations are equivalent to Eynard-Orantin type recursion with initial value
2 ) 2 and kernel function:
.
It is easy to check that the same holds for
In the w coordinates, we have
(w 1 − w 2 ) 2 . and we have ω g,n+1 (w 0 , w 1 , . . . , w n )
The first line on the right-hand side of the last equality is:
The third line on the right-hand side of the last equality is:
The second line on the right-hand side of the last equality is more complicated. Recall that if f (z) is holomorphic at z = z 0 , then one has
So we have
Now we introduce a linear operator
defined as follows:
With this operator, we have:
Proof. This is elementary:
4. Recursion Relations for the Antiderivatives of ω g,n 4.1. The antiderivatives of ω g,n . These are defined by:
Here we use the following convention:
For example,
Lemma 4.1. The functions ω g,n and Ω g,n are related by:
Proof. This is easy to see from (28) and (34).
4.2.
Recursion relations for Ω g,n . We need the following easy observation.
Lemma 4.2. The following identity holds:
Proof. By (28),
and so
With the above two Lemmas, it is easy to derive from Theorem Theorem 4.3. Except for the case of (g, n) = (0, 2), the following recursion relations hold:
(39) 4.3. Examples. yields the following differential operator:
we have
and
where
Choose z = u 1/2 or z = −u 1/2 , one then expresses S n in the ucoordinates. For example,
Therefore,
It follows that the equation
is equivalent to the following sequence of equations:
where n > 2. One can plug in (50)-(52) to check that (56)-(58) hold and one can rewrite (59) as follows:
It suffices to prove this for n ≥ 3.
5.2.
The reformulation in w-coordinates. Because
Hence one can rewrite (61)
Hence (63) can be rewritten as follows (after taking care of the ± signs): 
We now show that this can be derived from (39). We first set n = k − 1 on both sides of (39) to get: (k − 1)! k 1 !k 2 ! ∂ w Ω g 1 ,k 1 (w, . . . , w) · ∂ w Ω g 2 ,k 2 (w 0 , . . . , w)
2 Ω g,k−1 (x, w, . . . , w)| x=w .
Dividing both sides by 1 (k−1)! and take 2g−1+k=n , one gets (68). This completes the proof.
