I n this paper, we introduce a general formulation for wavefront curvature correction in spotlight-mode S A R images formed using the polar-formatting algorithm (PFA 
I. INTRODUCTION AND FORMULATION
The classic approach to SAR image formation from phase history data collected in the spotlight-mode has been the polar-formatting algorithm (PFA). In polar formatting, the collected phase history data are described in terms of a slice of the three-dimensional Fourier transform of the scene reflectivity data, obtained on a polar raster [l-31. An inverse Fourier transform of these data (as projected onto a chosen two-dimensional plane) forms the SAR image. The derivation of this technique relies upon the unrealistic assumption of strictly planar wavefronts in the transmitted microwave pulses. Any actual amount of curvature present in these wavefronts introduces two forms of distortion into the SAR image, as formed by the polar-format processor. First, there is a geometric distortion, which takes on the 'The authors are with the Sandia National Laboratories, MS0572, P. 0. Box 5800, Albuquerque form of a keystone'. This distortion can be rectified in a straightforward manner by appropriate post-warping of the image. The second form of distortion is a quadratic, spacevariant defocusing effect. The magnitude of this defocus effect is a function of the range and cross-range position of the target, and becomes greater for those targets placed further in range and cross-range from the scene center. This effect is not removable via post-warping, but instead requires space-variant refocusing of the formed image. The usual approach to this situation has been simply to limit the size of the scene reconstructed, so that the effects of wavefront curvature are not realized. That is, it can be shown that by limiting the reconstructed image size to
where L is the radius of the scene, ro is the range from the radar to the scene center, pz is the cross-range resolution, and X is the radar wavelength, the quadratic defocus effect for any target in the scene will be held to less than n/4 radians, resulting in only a negligible amount of smearing'.
In this paper, we show that the computational burden involved in performing the space-variant restoration to remove the wavefront curvature defocusing effects is not particularly severe. For a certain set of imaging scenarios, it can be shown to be as small as 30% of the polarformat image formation time. The idea is to implement a space-variant image-domain filter, based upon an analytical derivation of the phase error that is induced by the curved wavefronts.
In [l] , it is shown that the defocus effect of wavefront curvature on a spotlight-mode SAR image formed with polar formatting is a space-varying one that occurs in the cross-range (azimuth) direction only, at least for the condition wherein the radar is operating at a range that is large In our general formulation for calculating quadratic phase error due to wavefront curvature, we remove the restriction that requires the operating range to be large compared to diameter of the scene reconstructed, thereby producing an exact solution for all standoff ranges and patch diameters. It is a general solution that takes into account not only broadside collection scenarios, but also squint-mode collections, where at mid-aperture, the radar platform is looking either backwards or forwards towards the center of the scene. This formulation is accomplished by first creating a geometric model of the imaged scene with respect to the radar's flight path, and subsequently deriving an equation for the phase return from an arbitrary point in the scene back to the radar platform. Next, the phase equation is represented as a polynomial via a two-dimensional Taylor series expansion. The linear, first order terms of this series represent the position of the target in the scene, and include residual terms that induce the keystone warping. The second order terms, known as the quadratic phase error terms, account for the nonlinear defocus, or wavefront curvature effect, of targets in the imaged scene. Higher order terms are ignored, since they are typically small in magnitude and have a negligible effect on the image distortion. Even for squint-mode collections, regardless of the degree of squint, all second order phase error terms reduce to zero, except the one associated with the cross-range (azimuth) direction. The value of this quadratic phase term is found to be
t a n 2 ( 8 ) ro rcko + where rc N TO -yo + 1/2(zi/r0) is the distance from the target to the platform at mid-aperture, and 0 is the squint angle at aperture midpoint. Thus, even for an exact solution that considers squint-mode collection scenarios, the filter required to remove quadratic phase error remains onedimensional, in the azimuth direction. This is significant in that the additional computational overhead associated with implementing a two-dimensional filter is completely avoided. If we again assume that the imaged patch size is much smaller than the standoff range, then equation (3) can be approximated by
where ~0 , y o << ro. While this approximation may not be sufficiently accurate for extreme close-in collections, its simplified form gives us clearer insight into the effects of standoff range and squint angle on quadratic phase errors.
Note that when 8 = 0, this equation reduces to that of (2).
That is, for a squint angle of zero, the general case reduces to the more specific case of a broadside collection. While each term of (4) contributes to the overall quadratic phase error, the sum of the terms is complicated in nature. For example, when xo = yo for some arbitrary nonzero value of ZO, the first term of (4) contributes nothing to the error, while the next two terms contribute significantly, if 0 # 0.
Conversely, when xo = 0, the first term contributes to the phase error for a nonzero yo, while the next two terms contribute nothing. In practice, we have found that the peak quadratic phase error over an imaged scene is comparable between squinted and non-squinted collections, when all other parameters remain unchanged. However, it is quite apparent that the peak phase error increases inversely with the standoff range or radar center frequency. This increases the rate of change of the quadratic phase over the imaged patch, which tends to increase the computational burden. This increase is not significant except in extreme cases of close-in imaging or very low frequency radars.
FILTER IMPLEMENTATION
By applying an appropriate spatially-varying filter to the image that is formed by the polar-format processor, the defocus effects induced by (3) can be compensated. The filter kernel is constructed by calculating the quadratic phase error over the region of support covered by the filter, using the image location residing at the filter's center, (20, yo), as the reference point for calculating the error. This data is then conjugate multiplied, point by point, by the Fourier transform of the image data within the filtered region. This removes the quadratic phase error from that region of the scene, after which the data is inverse Fourier transformed back into the image domain. Alternatively, one may look at the process as a spatially-variant, image domain convolution mask, derived from the Fourier transform of the quadratic phase error function at that point in the scene. In some instances, spatial convolution may be more computationally efficient than using frequency domain filtering. This filtering concept was first introduced in [4] as a method to remove phase errors in polar-formatted data that are directly Fourier transformed, without first resampling the data onto a rectangular grid. Unfortunately, while mathematically sound, this is a computationally burdensome method for removing polar format blurring because of the extreme amount of distortion present. However, as we will show, space-variant filtering is an effective way to remove the effects of wavefront curvature, which are generally much smaller than those of polar-format defocua.
Space-variant filtering for wavefront curvature correction was first discussed in [ 5 ] , but included only an approximation for broadside-mode wavefront curvature error. In this paper, we have presented the equation needed for exact calculation of quadratic wavefront curvature error, for both broadside and squint-mode cases at all standoff ranges.
The image is focused by moving the one-dimensional, space-variant filter across the image in the cross-range (azimuth) direction, for each line of range data. Each subse-quent filter overlaps the previous by some amount c, and has a filter length of m. Thus, the separation between adjacent filters, s, is m -c. If the filter were changed at every pixel, in strict accordance with the expression of (3), the computational burden associated with filter implementation could become excessive. Fortunately, the procedure can be made considerably more efficient than this by varying the filter function only as rapidly as required to maintain the residual defocus at an acceptable level.
Each filter operation exactly compensates for the phase error of the image pixel at the filter's center, but is only an approximation to the correction for points surrounding it. The approximation worsens toward the edges of the filter. Thus, the filter's length, m, which is one dimensional in the azimuth direction, is limited by the rate of change of the wavefront curvature error at that point in the image. In practice, the filter length should be sufficiently small to allow no more than n/4 radians of phase error across the aperture after correction. This ensures that the IPR mainlobe is narrow enough to keep image defocus to within sub-pixel limits. Furthermore, the overlap between adjacent filters, c, must be sufficiently large to accommodate the support (width) of the defocus blur. The amount of overlap may be chosen larger or the filter length chosen smaller, without sacrificing image quality, if this helps to minimize the computational operations count, as shown in
To further reduce the computational burden of wavefront curvature correction, a space-variant procedure for adjusting filter length and overlap can be implemented.
The phase error at a point in the image is given by (3), and the instantaneous rate of change is given by its derivative. These parameters are used to determine the length and overlap of a uniformly sized and spaced post-filter, as well as the space-variant filter coefficients. Just as phase errors vary spatially, so do the requirements for filter length and overlap. While a worst-case filter length and overlap can be chosen which will correctly refocus all regions of the image, this is not computationally efficient. Instead, the filter length and overlap can be adjusted spatially, as is done with the filter coefficients, resulting in a significant reduction in computational burden when compared to a fixed filter length and overlap. 
The filter design puts a constraint on the maximum value of s, the kernel spacing, which is based on the extent of the quadratic defocus in the azimuth direction. Also, the filter kernel length, m, has a constraint on its maximum value, to ensure negligible residual defocus. However, as detailed in the previous section, s can be further reduced, or m reduced, while still obeying these constraints, in order to minimize the operations count in equation (5). Spacevariant overlap and kernlel sizing can further reduce comput ation time.
111. COMPUTER SIMULATION RESULTS OF PF2 Figure 1 illustrates the effect of wavefront curvature correction on a simulated point target lying near the edge of a patch. The parameters used for generation of the synthetic point target are shown in Table 1 . For these parameters, note that (1) predicts that the maximum scene patch diameter that would be free of wavefront curvature defocus effects would be 381 meters. As a result, one would definitely expect to see degradations in targets placed near the extreme range and cross-range positions of the 1000 m scene. Indeed, the target in the left photograph of figure 1 exhibits nonlinear wavefront curvature distortion in the azimuth direction. The right photograph photo shows the same target after applying space-variant post-filtering. In this case, the filter size was chosen to be 32 (cross-range) pixels wide, based on evaluation of the maximum rate of variation of the quadratic phase error function in the crossrange direction. (As described in the previous section, the criterion used here is tha.t the amount of quadratic phase should not be in error by more than ~/ 4 radians for any point inside the filter, so that we guarantee negligible residual defocus). The filter function was changed every 16 cross-range pixels, and on every range pixel. For this example, this overlap is sufficient to cover the extent of the blur in the cross-range direction. image formation algorithm in the previous section. The running times for these algorithms are listed in Table 2 .
