, where a formula is available in the particular case of homogeneous Boolean models. We give here a solution of such an open problem, by providing explicit formulas for the optimal bandwidth for quite general random closed sets (i.e., not necessarily Boolean models or homogeneous germ-grain models). We also discuss a series of relevant examples and corresponding numerical experiments to validate our theoretical results.
Introduction
The problem of the evaluation and estimation of the mean density of random closed sets in R d with integer Hausdorff dimension n less than d, such as fiber processes, boundaries of germ-grain models, n-facets of random tessellations, and surfaces of full dimensional random sets, has been of great interest in many different scientific and technological fields over the last decades (see [9] and references therein). We remind that, given a probability space (Ω, F, P), a random closed set Θ in R d is a measurable map
where F denotes the class of the closed subsets in R d , and σ F is the σ -algebra generated by the so-called Fell topology, or hit-or-miss topology, which is the topology generated by the set system
where G and C are the system of the open and compact subsets of R d , respectively (e.g., see [22] ). Throughout the paper we shall denote by Θ n any random closed set in R d with Hausdorff dimension n; we mean that a random closed set satisfies a certain property if it satisfies that property P-a.s.
Recently, in [9, 29, 30] , two different kinds of estimators, asymptotically unbiased and weakly consistent, have been proposed by the authors: in [9] a kernel-type estimator generalizing the well-known kernel density estimator for random variables; in [29] and [30] (for Boolean models and more general germ-grain processes, respectively) an estimator based on the notion of Minkowski content. (See also [10] for a survey containing also some numerical experiments validating the theoretical results available so far).
In particular, although the "Minkowski content"-based estimator reveals its benefits in applications in the nonstationary cases, so far general optimal bandwidths have been identified only for the kernel-type estimator. Indeed the study of the optimal bandwidth of the "Minkowski content"-based estimator has been left as an open problem in [29, Sect. 6] and in [30, Remark 14] , and partially solved in [9, Sect. 4] , where a formula is available only in the particular case in which the random set Θ n is a homogeneous Boolean model. The main goal of the present paper is to provide optimal bandwidths for the "Minkowski content"-based estimator for more general random closed sets, not necessarily homogeneous or Boolean models. In view of possible applications this might be of great importance for two main reasons: the first one is that Boolean models are characterized by independence of the grains and it is quite intuitive that such an assumption is often not fulfilled in real applications; the second one is that the "Minkowski content"-based estimator turns out to be much more feasible than the kernel-type estimator. Once we solve the open problem regarding the optimal bandwidth for the "Minkowski content"-based estimator, we provide here a series of numerical experiments for some relevant situations, in order to both validate the theoretical results and compare all the proposed estimators.
More precisely, the paper is organized as follows: in Sect. 2 basics and notation on germ-grain representation of random closed sets in R d are provided; the definition of the "Minkowski content"-based estimator and the related known results on its statistical properties are also recalled. Moreover, all the additional assumptions useful throughout the paper are listed at the end of the section for the reader's convenience. In Sect. 3 the main theorems of the paper are stated, giving an asymptotical expression of the bias of the "Minkowski content"-based estimator; as a byproduct general formulas for the optimal bandwidth of the estimator are obtained. In Sect. 4 some relevant particular cases are discussed; we point out that already known results for the cases in which the random set Θ is actually a random variable, or a stationary Boolean models are reobtained here as particular case. In Sect. 5 a series of examples and related numerical experiments and remarks are given; in particular it will be evident how much easier is to apply the "Minkowski content"-based estimator with respect to other kinds of estimators of the mean densities. This is due to the fact that, as it is clear from its definition, the estimate of the mean density of Θ n in any point x ∈ R d does not require any particular calculation, except for counting how many elements of the random sample of Θ n have at least one point in the ball centered in x; this can be generally easily done by checking whether the pixel corresponding to x belongs to Θ n or not in its digital image. This is the reason why in the example discussed in Sect. 5.2.2 we are not able to compute the estimate of the mean density by the other proposed estimators, but only for the "Minkowski content"-based estimator. To make the paper more readable we collected all the proofs of the main results in Sect. 6, and useful definitions on sets with positive reach and related properties and curvature measures in the Appendix.
Basics and Notation
To lighten the presentation we shall use similar notation to previous works [9, 29, 30] ; in particular, for the reader's convenience, we refer to [30, Sect. 2] (and references therein) for the mathematical background and more details on the Minkowski content notion and marked point process theory, while we refer to [9, Appendix] (and references therein) for the classical density estimation theory for random variables.
Here H n is the n-dimensional Hausdorff measure, dx stands for H d (dx), and B X is the Borel σ -algebra of any topological space X . B r (x) and b n will denote the closed ball with center x and radius r > 0 and the volume of the unit ball in R n , respectively. By means of marked point processes in R d with marks in the class of compact subsets of R d , every random closed set Θ in R d can be represented as a germ-grain model as follows:
where Ψ = {(ξ i , S i )} i∈N is a marked point processes in R d with marks in a suitable mark space K so that Z i = Z (S i ), i ∈ N, is a random set containing the origin (i.e., Z : K → F). Note that even if it would be possible to directly consider marked point processes with mark space F, we prefer to use the same approach and notation of previous works by the authors on this subject, both for the reader's convenience and because many applications can be handled in a simpler way by considering a suitable parametrization of the grains Z i . Throughout the paper we assume that Ψ has intensity measure Λ(d(x, s)) = f (x, s)dx Q(ds) and second factorial moment measure ν [2] (d(x, s, y, t)) = g(x, s, y, t)dxdy Q [2] (d(s, t)) [14, for general theory of point processes] and [11, 20] . We also recall that whenever Ψ is a marked Poisson point process, Θ is said to be a Boolean model; in such a case ν [2] 
For any function f , disc f will denote the set of its discontinuity points. Let Θ n be a set of locally finite H n -measure, as in (1); then it induces a random measure μ Θ n (A) := H n (Θ n ∩ A), A ∈ B R d , and the corresponding expected measure 
for
In the sequel we will assume that an i.i.d. random sample Θ 1 n , . . . , Θ N n is available for the random closed set Θ n , with mean density λ Θ n . The issue of estimation of λ Θ n (x) may be solved by (2) via the estimation of f and Q, which unfortunately is in general a difficult task in applications. Therefore, being the Lebesgue measure much more robust and computable than H n , an approximation of the mean density based on the H d -measure of the Minkowski enlargement of the random set in question has been provided in [30] . More precisely, we recall that the parallel set (or, equivalently, the Minkowski enlargement) of A ⊂ R d at distance r > 0 is the set so defined A ⊕r := {x ∈ R d : dist(x, A) ≤ r }; we also remind that a compact set A ⊂ R d is called countably H n -rectifiable if there exist countably many n-dimensional Lipschitz graphs i ⊂ R d such that A \ ∪ i i is H n -negligible (e.g., see [3] and references therein for a more exhaustive treatment). The following approximation holds: Theorem 1 [30, Theorem 7] Let Θ n be as in (1) such that the following assumptions are satisfied: 
for some ξ a,K (s, y, t) with
As a byproduct, given an i.i.d. random sample {Θ i n } i∈N of Θ n , the following "Minkowski content"-based estimator of λ Θ n (x) was proposed in [30] :
For a discussion on the above assumptions we refer to [30, Sec. 3 .1]. Here we only point out that -whenever Θ n is a Boolean model, (A3) is an immediate consequence of (A1) and (A2). -Given a subset A of R d and an integer n with 0 ≤ n ≤ d, the n-dimensional Minkowski content of A is defined as
whenever the limit exists and is finite; assumption (A1) can be seen as the stochastic version of the assumption in [3, Theorem 2.104] which guarantees M n (A) = H n (A). We say that Θ n admits mean local n-dimensional Minkowski content if
By noticing that the above equality can be written equivalently in this way
(A1)-(A3) imply the exchange between limit and integral in (3) . This is the reason why we named λ μ,N Θ n (x) as "Minkowski content"-based estimator.
We recall that the mean square error
can be equivalently written as
If r N is such that lim N →∞ r N = 0 and lim
is asymptotically unbiased and weakly consistent, for H d -a.e. x ∈ R d : in fact it is easy to check (see [9] and [29,
By the classical kernel density estimation theory (for the reader's convenience we refer to [9, Appendix A1] and references therein), we define the optimal bandwidth r
where
is the asymptotic approximation of the mean square error. In order to do this, a Taylor series expansion for Bias( λ μ,N Θ n (x)) (equivalently for P(x ∈ Θ n⊕r N )) is required and left as open problem in Sects. 4 and 6 of [9] . We provide here sufficient conditions which give a solution to this problem.
To fix the notation, in the sequel α := (α 1 , ..., α d ) will be a multi-index of N d 0 ; we will denote
Here and in the following we denote by reach(A) the reach of a compact set A ⊂ R d , and by Φ i (A · ), i = 0, . . . , n its curvature measures. To make the paper more readable we list here the assumptions which we shall use in the following, and refer to the Appendix for basics definitions and results on sets with positive reach and on curvature measures which we shall use in the sequel:
for some γ > 0 independent of s; (M2) For any s ∈ K, f (·, s) is of class C 1 and, for any α with |α| ∈ {0, 1},
is continuous and locally bounded such that for any compact
Let us notice that -the above assumption (R) will play here the role of assumption (A1) of Theorem 1; namely it is known that a lower dimensional set with positive reach is locally the graph of a function of class C 1 (e.g., see [6, p. 204] ), and so the rectifiability condition in (A1) is fulfilled. With regard to the existence of Ξ(s) and γ as in (R), we remind that if a deterministic lower dimensional set is the image of some one-to-one Lipschitz function g, then the constant γ can be written in terms of Lip(g −1 ) and Lip(g) (see [3, p. 111] ). So condition (R) is generally satisfied; we only point out that, when dealing with random sets, the choice of Ξ(s) and of γ (which has to be independent of s) may depend also on the probability law of the grains (see for instance Example 4 in [1] ).
-The assumption reachZ (s) > R (which appears also in [9] in the case of homogenous Boolean models), will play a central role in the application of a Steiner-type formula (Eq.(45)) in the proof of the two main theorems.
is the same assumption which appears in [9] where the authors provide an optimal bandwidth for the socalled kernel estimator introduced there.
Optimal Bandwidth: The General Case
In this section we state the main result of the paper: a general formula for the optimal bandwidth of λ μ,N Θ n (x) by providing a Taylor series expansion of the bias. To this aim we shall have to distinguish two cases: the case in which the dimension n of Θ n equals d−1, and that one in which 0 < n < d−1, whereas the particular case n = 0 will be discussed in Sect. 4.2. In both cases the following lemma, which might be considered the generalization of Theorem 3.5 in [29] to product spaces, will be useful.
Lemma 1 Let A, B ⊂ R d be two countably H n -rectifiable compact sets, and assume that
holds for some constants γ A , γ B > 0 and some finite mea-
for any non-negative and continuous function f :
Proof See Sect. 6.
(For definitions and related results of the curvature measures Φ i and the support measures μ i which appear in the statements of the next theorem, see the Appendix).
Case
d − n > 1
Theorem 2 Let Θ n be as in (1) satisfying the assumptions (R), (M2) and (A3), with
As a corollary, together with equations (4) and (6), we have the following approximation of
from which it is easy to get the optimal bandwidth
. (10)
Case d − n = 1
We are going to proceed along the same lines as in the previous case. In order to do this, referring to the proof of the previous theorem, let us observe that Eq. (29) does not hold whenever d − n = 1, and that the role of k≥2 P(Y r ≥ k) in (32) will be now played by k≥3 (2k − 1)P(Y r ≥ k). This is the reason why the introduction of a condition on the third factorial moment measure ν [3] of Ψ , similar to those one on ν [2] in (A3), seems to be needed in this case. 
Theorem 3 Let the assumptions of Theorem 2 be satisfied,
Analogously to the case d − n > 1, as a corollary we have the following approximation of MSE ( λ
Remark 1 Even if the assumption (M4) may seem quite technical, it is generally satisfied in applications. Indeed it is easily checked for inhomogeneous Boolean models (see Sect. 4.3), and it is not difficult to show that it is fulfilled, for instance, when Ψ is an independent marking of a Matèrn cluster process in R 2 . We give here a sketch of the proof. Let Ψ be Matèrn cluster process in R 2 (e.g., see [4, p. 19] ) with parent Poisson point process ϒ having intensity α, and whose clusters consist of M ∼ Poisson(m) points independently and uniformly distributed in the ball B R (x), where x is the center of the cluster; then it is well known that its intensity function f Ψ and its second moment density g Ψ are given
. By arguing similarly to the proof of the expression for g Ψ it is possible to prove that the third moment density h Ψ of Ψ is given by
Indeed, by definition, the third moment factorial measure ν [3] of Ψ can be written as follows ∀A, B, C ∈ B R 2 :
The expectation above can be handled by dividing the sum in five cases: x 1 , x 2 , x 3 belong to the same cluster; only two points among x 1 , x 2 , x 3 belong to the same cluster and the other point to a different one; x 1 , x 2 , x 3 belong to different clusters. Finally, simple applications of the Campbell theorem and the independence between clusters yield the following final expression for ν [3] :
and so (13) .
, and its third factorial moment density h does not depend on (s 1 , s 2 , s 3 ) and coincides with h Ψ . By noticing that (11) is directly implied by the assumption (R).
We refer to [30, Examples 2, 3] as hint for the construction of other examples satisfying (M4).
Optimal Bandwidth: Particular Cases
In this section we show how the general formulas for the optimal bandwidth of λ μ,N Θ n (x) obtained in the previous section specialize in some particular cases of interest.
Θ n Stationary
The case in which Θ n is stationary has been extensively studied in literature, and so some other different methods may be used in such a case; for instance, by making use of sufficiently large observation windows, or estimating one or more characteristic quantities of the model by means of stereological methods. We refer to [7, 11] and references therein, for more exhaustive discussions about this; here we just want to observe how the general expressions for λ μ,N Θ n (x) and its optimal bandwidth simplify in the stationary case.
Let us assume that
is an independent marking of the marginal process {x i } i∈N , which is stationary, and so Θ n is a stationary random closed set as well. Then as a corollary of Theorems 2 and 3, the following statement is easily proved.
Corollary 1 Let Θ n be a germ-grain model as in (1), with intensity measure Λ(d(y, s)) = cdy Q(ds)
, and second factorial moment measure ν [2] 
. (14) b) If d − n = 1, and moreover Ψ has third factorial moment measure
satisfying the assumption (M4), then, for any x ∈ R d , the optimal bandwidth is given by
Proof See Sect. 6. 
Case n = 0
In this section we specialize the "Minkowski content"-based estimator for the case n = 0, which includes relevant situations already treated in literature, namely random vectors [23, 24] (for a general treatment see e.g., [8, 26, 27] ), point processes, cluster point processes (see e.g., [13, p. 629] and [16] ), and the recent paper [28] ). We point out that the case n = 0 requires further expansion in the asymptotic approximation of the bias of λ μ,N Θ 0 (x). In Theorems 2 and 3, the grains Z (s) of the germ-grain model Θ n as in (1) were assumed to be H n -rectifiable and compact, with positive reach. By observing that countably H 0 -rectifiable sets correspond to countable sets, and that a compact countable set with positive reach is a finite union of points, throughout this section Θ 0 will be a locally finite union of points, and so a point process, say Ψ .
In order to proceed as in the previous sections, let us remind (see, e.g., [9, Corollary 13] ) that any point process Ψ in R d with intensity f Ψ and second factorial moment density g may be seen as a trivial germ-grain model Θ 0 as in (1), with Ψ marked point process in R d with mark space
, where δ 0 is the usual Dirac-delta in 0. An analogous approach holds for the third factorial moment measure. We also recall that, in such a case, λ Θ 0 ≡ f Ψ , and
Throughout this section let us assume that Ψ is a point process in R d with intensity f Ψ (y), second factorial moment density g, and third factorial moment density h. 
Case d = 1
In order to proceed along the same lines of Theorem 3, let us further assume that Ψ has third factorial moment density h continuous. Then the third moment measure associate to the marked point process Ψ is of the type ν [3] (d(y 1 , s 1 , y 2 , s 2 , y 3 , s 3 
It is easy to see that the assumptions of Theorem 3 are trivially satisfied (take Ξ(s) ≡ Z (s)); by proceeding along the same lines of its proof it is easy to check that now Bias( f
(which is just Eq. (12) with d = 1 and A 1 (x) = 0).
Case d ≥ 2
Throughout this section assume that f Ψ ∈ C 2 and that g is continuous.
By the proof of Theorem 2 we have
where Y r is the random variable defined in (30), and
Therefore,
Whereas in the general case with n > 0 a first-order Taylor expansion is enough, here a second-order one is needed, being B 1 (0) z k = 0 for every k = 1, ..., d; in fact:
with θ ∈ (0, 1). Since f Ψ ∈ C 2 , it is easily observed that
therefore, we get
Thus, we have to distinguish two cases:
, and so
Finally we get following expression for the optimal bandwidth of f
, and so a further Taylor expansion of P(x ∈ Ψ 0⊕r ) is needed in (18) .
Under the assumption f Ψ ∈ C 2 , g and h continuous, by mimicking the proof of Theorem 3, it is easy to observe
Random Variables
An absolutely continuous random vector X in R d admits a probability density function f X (x), x ∈ R d . So, as a random closed set, its mean density λ X coincides with f X . The random vector has also a germ-grain representation, which is characterized by the marked point process Ψ = {(X, s)} in R d with mark space K = R d and intensity measure
Assuming that f X ∈ C 2 all the required assumptions are trivially satisfied and, if d ≥ 2, the expressions of the optimal bandwidth (19) and (20) coincide, since g ≡ 0, and we have
Note that if d = 1 formula (15) does not apply, because the denominator equals zero. By finding additional terms in the bias expansion (as for the case d ≥ 2), it can be easily checked that (21) is true also if d = 1, and it yields:
The above expression coincides with the well-known expression for the optimal bandwidth of the kernel density estimator with kernel k(y) = 2) in [9] ); this is in accordance with the fact that these two estimators coincide in this case.
Inhomogeneous Boolean Models
(For the homogeneous case see Remark 2) .
Boolean models are germ-grain processes as in (1) characterized by Ψ being a Poisson point process; this implies the independence of the grains, and, as a consequence, they are computationally much easier to handle. This is the reason why there is a lot of literature on Boolean models, in particular on homogeneous Boolean models. The inhomogeneous case is of course of major interest, but results on this direction are available only in the most recent literature. It is worth noting that the generalization from the homogeneous case to the inhomogeneous one is often anything but trivial, as discussed (and left as open problem which we try to solve here) in [9, Sect. 4] .
Let Θ n be a Boolean model with integer Hausdorff dimension 0 < n < d, where the associated Poisson marked point process Ψ has intensity measure Λ
(d(x, s)) = f (x, s)dx Q(ds), satisfying the assumptions (R) and (M2)
By remembering that in such a case ν [2] = Λ ⊗ Λ, and ν [3] = Λ ⊗ Λ ⊗ Λ, and so as a consequence,
it is easy to check that the assumptions (A3) and (M4) are trivially implied by (M2); therefore, Eqs. (10) and (12) hold. In particular note that the quantity A 3 (x) defined in Theorem 3 simplifies now as follows:
This answers to the problem risen in [9, Sect. 4], providing a general formula for the optimal bandwidth in the inhomogeneous case. As a simple example of applicability of such formulas, let us consider the inhomogeneous Boolean model of segments discussed in [9, Sect. 5]:
Example 1 Let Θ 1 be an inhomogeneous Boolean model of segments in R 2 with random length L and uniform orientation, so that the mark space is K = R + × [0, 2π ]; for all s = (l, α) ∈ K, let Z (s) := {(u, v) ∈ R 2 : u = τ cos α, v = τ sin α, τ ∈ [0, l]} be the segment with length l ∈ R + , and orientation α ∈ [0, 2π ]. Denoted by P L (dl) the probability law of the random length L, we assume that
Finally we assume that the segment process Θ 1 , represented as in (1), is driven by the marked Poisson process Ψ in R 2 × K having intensity measure
, where c > 0, and
It is easy to check that
Since d − n = 1 the optimal bandwidth is given by (12) . By denoting O = (0, 0) and P(s) = P((l, α)) = (l cos α, l sin α) the endpoints of the segment Z (s), we may observe that
and so we get
Thus,
in accordance with the result showed in [9, Sect. 5].
Concluding Remarks and Numerical Experiments in Comparison with Other Estimators
As mentioned in the Introduction, a kernel-type estimator for the mean density λ Θ n (x) has been introduced in [9] , so defined:
where k : R d → R is a multivariate kernel. Under suitable regularity assumptions on Θ n , analogous to those ones introduced here, explicit formulas for the associated optimal bandwidth have been provided. In particular, by choosing the kernel function
the above kernel-type estimator coincides with the so-called natural estimator λ ν,N Θ n (x) (also this introduced in [9] , and arising as a "natural" consequence of Besicovitch derivation theorem), so defined:
In [10] some numerical experiments comparing these estimators are provided. Of course the "Minkowski content"-based estimator was not completely discussed there, because of the lack of general formulas for the optimal bandwidth proved here. So, in this section, we want to investigate mainly similarity and/or dissimilarity of these three estimators ( In this section we will discuss some simple relevant examples of random sets in R 2 : the estimation of the intensity of an inhomogeneous and of a homogeneous point process (Sect. 5.1), and the estimation of the mean density of a homogenous and of an inhomogeneous segment process (Sect. 5.2). We point out that the intensity function of a point process will be estimated through λ of the pixels corresponding to each segment in the ball by the length of a single pixel (in all the examples discussed here 1pixel = 0.0029). We cannot state the same in the case of segments with random orientation discussed in Sect. 5.2.2, where we estimate the mean density of the random closed set only by means of λ μ,N Θ n (x). Thus, even if the natural estimator results to be more stable than the "Minkowski content"-based estimator (it provides a quite good estimation only near to the optimal bandwidth), it is evident that this last estimator is the most feasible.
Therefore, possible open problems of interest for future work could be to find upper and lower bounds for r N in terms of the estimation error. We are also aware that, as in the classical kernel density estimation theory for random variables (e.g., see [26] ), the optimal bandwidths of all the proposed estimators depend on the unknown quantities f , g, and Q of the marked point process Ψ describing Θ n ; their estimation could be investigated for example by means of plug-in methods as discussed in [18] .
Point Processes
We apply here the results shown in Sect. 4.2 to two different types of point processes Ψ in R 2 , comparing the three different estimators mentioned above. First we consider an inhomogeneous Poisson point process (Sect. 5.1.1), then a homogeneous Matèrn cluster process (Sect. 5. 
The Inhomogeneous Case
Let Ψ be an inhomogeneous Poisson point process in R 2 with intensity function f Ψ (x) = x 2 1 + x 2 2 . Such a process has been discussed in [9] , where the optimal bandwidth associated to , in the case of a sample with size N = 1000 and N = 10000, respectively. We used the Epanechnikov kernel, i.e.,
for the kernel-type estimator λ κ,N Ψ
. At each point of the grid the theoretical optimal bandwidth associated to each estimator has been evaluated (by (20) and [9, Eq. (21) , and that the estimation error decreases as N increases, as expected, for all the three estimators. Table 1 Maximum distance between the intensity of the process and its estimates at the grid points in 
The Homogeneous Case
As an example of a non-Poisson point process, let us consider the Matèrn cluster process Ψ in R 2 introduced in Remark 1; then the optimal bandwidth associated to λ 
of course it does not depend on x, since the process is stationary. We recall that r As for the previous example, from the figures and from Table 2 we may conclude that the rate of convergence of kernel-type estimators is higher than that one of the Table 2 Maximum distance between the intensity of the process and its estimates at the grid points in "Minkowski content"-based estimator. But as we previously observed, this last one estimator is easier to compute, as we will emerge in the next examples.
Segment Processes
We consider now segment processes Θ 1 in R 2 : in Sect. 5.2.1 a non-Boolean germ-grain model of horizontal segments, and in Sect. 5.2.2 the segment Boolean model introduced in Example 1. In this last case we provide estimates of λ Θ 1 (x) only by the "Minkowski content"-based estimator, because, as already mentioned before, the other kinds of estimators would require non-trivial calculations. The observation window W := [0, 1] 2 has been chosen in all the proposed simulations.
Horizontal Segments
As an example of a stationary non-Boolean germ-grain model, let us consider a random closed set Θ 1 in R 2 driven by Ψ which is an independent marking of a Matèrn cluster process Ψ , as introduced in Remark 1; the grains Z (s) are assumed to be segments parallel to the x-axis, with random length L. Therefore, Ψ is a marked point process in R 2 with marks in R + , and with intensity measure Λ(d(x, l)) = mαdx Q(dl) and second factorial moment 
is the probability law of L.
In our numerical experiments we assumed α = 20, m = 5, R = 0.2, and L ∼ U (0, R) (see Fig. 5 for a realization of Θ 1 ). By applying the general formula in Corollary 1 (b), it follows
Estimates of λ Θ 1 ((0.5, 0.5)) = αmE[L] = 10, based on samples with size N = 10 and N = 100, by the "Minkowski content"-based estimator and by the natural estimator for different values of the bandwidth r are depicted in Figs. 6 and 7 , respectively. The distances between the theoretical value of λ Θ 1 ((0.5, 0.5)) and its estimate by these two estimators, evaluated in the corresponding optimal bandwidth, are shown in Table 3 . We point out that, since in this case the optimal bandwidth associated to the natural estimator is +∞ (see [9] ), we have chosen r = 105 pixels to avoid edge effects.
We may notice that the "Minkowski content"-based estimator decreases as the function 1 2r , when r → +∞, in accordance with its definition; furthermore it is more sensitive to the choice of the bandwidth; so the importance of having general theoretical formulas for this is evident. Furthermore, even if the natural estimator is more stable, and in this case it has been of easy computation, it might be difficult to apply in general, for instance, in the next example where the segments have random orientation.
Segments with Random Orientation
Let Θ 1 be the Boolean model of segments described in Example 1, with f (y) ≡ 700(y 2 1 + y 2 2 ) and L ∼ U (0, 0.2) (see Fig.  8 for a realization of Θ 1 in the observation window [0, 1] 2 ). In this section we provide estimates of its mean density only by means of the "Minkowski content"-based estimator, because the two other estimators would require non-trivial calculations, due to the random orientation of the segments.
In 
Proofs of the Main Results
Proof of Lemma 1 In Theorem 3.5 in [29] is proved that, for any set A as in the hypotheses,
for any non-negative and locally bounded function g :
, then (8) trivially follows by (24) . Otherwise we proceed as follows.
Since r ↓ 0, we can assume r ≤ 1; then f is bounded on A ⊕1 × B ⊕1 , and by the Stone-Weierstrass approximation theorem it follows (e.g., see [12, p. 148] ) that, for each ε > 0, there exist f
, continuous functions on A ⊕1 , and f
Moreover, by (24) , for eachε > 0 there exists r (ε) > 0 such that Then for any ε > 0, we have that for all r < min{r (ε), r N },
where the last inequality follows by recalling (from the proof of Lemma 7 in [1] ) that
holds for any r < 2 (and the same for B).
Proof of Theorem 2 By [30, Remark 4] we know that (R) guarantees that
Let us observe that the Dominated Convergence Theorem implies
by Lemma 1, and for any r < 2
< +∞.
Therefore, we may claim that
Let Y r be the random variable counting the number of enlarged grains (i.e., the parallel grains at distance r ) which cover the point x:
and W r be the random variable counting the number of pairs of different enlarged grains which cover the point x, i.e.,
Note that
if and only if Y r ≥ k, when k ≥ 2, we may conclude that
Thus, the following holds:
We are now ready to consider
Let us observe that for any r N ≤ R
To simplify the notation let us define
By noticing that
and putting (33) in (32), it follows then
Furthermore, the following Taylor expansion for c d−n (r N ) holds (with θ ∈ (0, 1)):
where we used (46),
(·) (see [17] ), and
Thus, the bias of λ μ,N Θ n (x) is given by
Thanks to the assumption (M2), it is easy to check that 
and so the assertion.
Proof of Theorem 3
Let Y r be as in (30) . First, we want to obtain a kind of second-order expansion of the probability P(x ∈ Θ n⊕r ). It is worth noticing that E(Y 
Solving the previous equation with respect to P(Y r ≥ 2), we get
Substituting the above expression for P(Y r ≥ 2) in (32), and then solving with respect to P(x ∈ Θ n⊕r ), we finally obtain
Let us introduce the random variable T r , which counts the number of triples of different enlarged grains which cover the point x, in order to estimate k≥3 (k − 2)P(Y r ≥ k): n(n + 1) 2 P T r ≥ n(n + 1)(n + 2) 6 Proof of Corollary 1 a) It is easy to check that the hypotheses of Theorem 2 are satisfied, and that (32) simplifies here: (14) . b) It is easy to check that the hypotheses of Theorem 3 are satisfied, and that (43) simplifies here: 
