Dedicated breast CT has great potential for improving the detection and diagnosis of breast cancer. In this study, statistical iterative reconstruction with a penalized likelihood objective function and a Huber prior are investigated for use with breast CT. This prior has two free parameters, the penalty weight and the edgepreservation threshold, that need to be evaluated to determine those values that give optimal performance. Computer simulations with breast-like phantoms were used to study these parameters using various figuresof-merit that relate to performance in detecting microcalcifications. Results suggested that a narrow range of Huber prior parameters give optimal performance. Furthermore, iterative reconstruction provided improved performance measures as compared to conventional filtered back-projection.
INTRODUCTION
A number of research groups have been investigating the potential of dedicated breast CT for improving the detection and diagnosis of breast cancer. Preliminary clinical studies have suggested that breast CT provides good visualization of both masses and microcalcifications using a radiation dose approximately equivalent to that of mammography. Most prototype breast CT systems being tested perform reconstruction using Feldkamp's cone-beam filtered back-projection (FBP) algorithm 1 (non-statistical). The lone exception is the breast CT system being developed at Duke University, 2 which uses an ordered subsets, maximum likelihood reconstruction. Previously, Das et al. 3 observed improvements in the accuracy of detecting microcalcifications, when using statistical iterative reconstruction (SIR) for breast tomosynthesis. In this study we investigate SIR algorithms for breast CT.
There is a number of possible advantages of using SIR for breast CT. First, SIR algorithms provide a better model of photon statistics in the reconstruction process than standard filtered back-projection, possibly leading to lower reconstructed pixel variance. This observation is particularly true for CT imaging with low X-ray fluence. Since breast CT aims to provide similar radiation dose to mammography, the X-ray fluence behind medium to large size breasts can be relatively low. Acquiring low-dose breast CT scans is desirable, particularly for contrast-enhanced dynamic CT applications. Another advantage of SIR for cone-beam CT is the possibility of reducing artifacts due to incomplete sampling with circular orbit breast CT. 4 A third advantage of SIR is the possible reduction of angular aliasing artifacts, especially for acquisitions with lower number of projection views. Using a large number of projection views in low-dose breast CT can be prohibitive due to the relatively increasing impact of detector electronic noise at low X-ray fluence. A fourth advantage of SIR compared to FBP is that SIR algorithms are more forgiving when projection truncation is present. Thus SIR algorithms might be beneficial for imaging volumes of interest within the breast.
Here we investigate SIR using the penalized likelihood objective function with the Huber-type potential involved in the roughness penalty. The penalized maximum likelihood (PML) solution is obtained by using the separable paraboloidal surrogates 5 (SPS) algorithm with ordered subsets 6 (OS). Below we describe a computer simulation study to investigate resolution versus noise tradeoff for PML reconstruction as compared to FBP, and to evaluate the two algorithms' performance in the detection of microcalcifications embedded in a numerical anthropomorphic breast phantom.
METHODS
In dedicated breast CT projection images are acquired in a truncated cone-beam geometry over a complete circular orbit. Statistical iterative reconstruction of projections is performed by maximizing the objective function
Here, µ is the attenuation coefficient map throughout the object, L(µ) is the logarithm of the likelihood function, R(µ) is the roughness penalty with weight β. The penalty term is usually written in the form
where the inner summation is over j-th voxel's neighbors, the outer summation is over all the voxels within the phantom, ψ is a symmetric and (usually) convex function, called the potential function, that penalizes differences between neighboring voxel attenuation values with weight factors ω jk . The objective function (1) can be maximized using the SPS OS algorithm. The iteration scheme for this method is given by
where ω ψ (x) =ψ(x)/x, terms d * j are precomputed before iterating. We used a Huber-type edge-preserving potential function that has the form
where x = μ j − μ k is the difference between the neighboring voxel values, and parameter δ determines the edge-preservation threshold. One can notice that it is the derivativeψ of the potential function that enters the penalty terms in (3). It is easy to see ( Figure 1 ) that in the limiting case x δ,ψ(x) ≈ x, therefore smoothing Proc. of SPIE Vol. 8313 83131W-2 over low-contrast areas is applied linearly with x, while for x δ,ψ(x) ≈ δ, i.e. smoothing over high-gradient edges is constant. The choice of free parameters (penalty weight β and edge-preservation threshold δ) in the objective function Φ(µ) can significantly affect the appearance of the reconstruction. We aimed to determine the optimal range of β and δ in (3) for reconstructing breast-like objects with similar X-ray absorption properties to the uncompressed prone breast, and to compare PML images with those obtained using FBP. To achieve this, computer simulation studies were conducted using two voxelized phantoms:
− A 14 cm diameter 7 cm tall cylinder with background composed of 20% fibroglandular, 80% adipose tissue.
7
Embedded inside the cylinder were three 5 mm diameter spheres to model the X-ray attenuation properties of invasive ductal carcinoma and ×1.2 and ×1.4 of that respectively. In addition, three high-contrast 0.4 mm diameter spheres were placed in the cylinder for the purpose of measuring spatial resolution.
− An anthropomorphic breast phantom selected from an ensemble of phantoms generated from CT acquisitions of surgical mastectomy specimens, as previously described. 8 In order to simulate microcalcifications the breast phantom was populated with 280 μm spheres with X-ray absorption properties of hydroxyapatite, randomly placed in 100 consecutive slices of the phantom, one sphere per slice.
To study the resolution-noise tradeoff we used a cylindrical phantom. Resolution was defined as a standard deviation of 2D Gaussian fits of the small spheres averaged over the three spheres. To quantify noise in the image background we used a fractional standard deviation of the voxel values calculated over a 200 × 200 × 150 vx 3 volume with uniform background. Simulated projections were acquired using the UMass Cone-Beam Simulation Software (CBSS) suite.
9 This CT breast imaging simulation modeled a 50 kVp X-ray spectrum, 10 and 2 mmthick Al X-ray filter, as well as the signal and noise transport through the CsI-based detector. Conversion gains, focal spot blurring, optical spreading, photon Poisson noise and electronic noise were included in the modeling. The simulation of the cylinder used 2 mGy dose, whereas the breast phantom simulation used 3mGy. X-ray transport through the phantom was modeled using Siddon ray-tracing algorithm.
11 The simulation modeled the Varian PaxScan 2520 array with 2 × 2 binning. This gave projections with 960 × 768 pixels, with a pixel pitch of 254 μm. Projection sets were then reconstructed with either Feldkamp FBP followed by Butterworth filtering or PML with various values of free parameters β and δ.
RESULTS AND DISCUSSION

Resolution-noise Tradeoff
For this study post-reconstruction Butterworth low-pass filtering with cut-off frequency ranging within 0.1 ≤ f 0 ≤ 0.4 vx −1 and roll-off order of 5 was applied to the FBP images. PML reconstruction was done using 20 iterations with 30 ordered subsets, with 0.1 ≤ β ≤ 10 9 and 10 −5 ≤ δ ≤ 0.1 The results are summarized in Figure 2 . Naturally, there is an inherent tradeoff between image resolution and noise. On the graph, asterisk symbols represent FBP resolution-noise points for different values of cut-off frequency f 0 in the Butterworth filter. Solid markers of different shapes represent families of points for the PML algorithm with β = 10 7 , 10 8 , 10 9 and varying δ. As seen from the graph, for some β − δ combinations, the iterative algorithm can produce remarkably little amount of noise in the region of uniform background, while retaining small spheres sharp. The best performance is achieved with β = 10 9 and δ = 7.5 × 10 −5 (lowest leftmost triangular point), where for the same or better resolution PML results in nearly 20 times less noise as compared to FBP with Butterworth post filtering. Likewise, for the same or lower noise, PML produces 3 times better resolution value than FBP. A visual comparison of the cylinder phantom images reconstructed using the two algorithms is shown in Figure 3 . From left to right are displayed FBP images with best resolution, lowest noise, best resolution-noise tradeoff, and PML visually most appealing image with β = 10 8 , δ = 5 × 10 −4 . Technically, this combination does not provide the best possible resolution-noise tradeoff for PML, yet we chose it over the pair β = 10 9 , δ = 7.5 × 10 −5 for yielding less blocky, more natural background texture, while still preserving good resolution in the areas of high-contrast. 
Detection of Microcalcifications in an Anthropomorphic Breast Phantom
The study described above gave a promising result for the iterative method, but used a simplistic phantom with a uniform background. Reconstructing a digital breast phantom with microcalcifications embedded within it represents a more realistic clinical setting. The algorithms' performance in the given detection task was evaluated using a numerical model observer. Similar to the ideal observer 12 for a signal known exactly, background known exactly (SKE/BKE) task with stationary noise and background, the model observer detectability index is defined as
where S(k) is the signal spectrum, and the ensemble-averaged noise power spectrum is given by
where f i is an image from the i-th ROI, f ave is the mean ROI image, W is the radially-symmetric Hann window, and k is a vector representing the frequency coordinates. The signal template was defined as a 128×128 vx 2 region in a transaxial phantom slice, with the microcalcification positioned at the center of the region. Background ROIs of the same size were randomly sampled in 100 phantom slices to estimate noise. Two dimensional DFT were radially-averaged to 1D to reduce noise in the stochastic power spectrum. We produced 192 reconstructions, using PML, to test 12 values of β and 16 values of δ varying within 5×10
5 ≤ β ≤ 5×10 10 , and 1×10 −6 ≤ δ ≤ 7.5×10 −3
respectively. However, we discarded reconstructed images with β < 5 × 10 7 , because they appeared noisy, as well as images with β > 10 9 for their unnatural, blocky background texture. In fact, reconstructions for both of these ranges produced relatively low values of detectability index. The results for the remaining 96 β − δ combinations are summarized in , resulted in an image with d 2 = 91 ± 5, 13 times higher than for FBP reconstruction. We estimate the optimal range of PML free parameters (using the Huber potential function) for microcalcification detection to be
This scope of PML/Huber potential parameters can be further investigated using human observer ROC studies. 
CONCLUSIONS
Early clinical studies have suggested that breast CT has great potential for improving the detection and diagnosis of breast cancer.
14, 15 These studies were conducted using the conventional filtered back-projection algorithm. Nonetheless, there is some indication in these studies and others 16 that the detection accuracy of microcalcifications in breast CT is inferior compared to that of mammography. In this study, we investigated the use of statistical iterative reconstruction for improving image quality of breast CT. In particular, we focused on detection of microcalcifications. Computer simulation studies were conducted using both a simple uniform phantom, as well as an anthropomorphic breast phantom, and reconstructions generated with Feldkamp filtered backprojection and a PML algorithm were compared. The results suggested that substantial improvement in the performance of detecting microcalcifications can be achieved using the PML algorithm. In addition, the results suggested a narrow optimal range of the free parameters in the PML algorithm. These results are encouraging, however, further studies assessing human observer performance for this task should be conducted.
