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ABSTRACT
Raja, Muneeb Masood. M.S.E.E., Department of Electrical Engineering, Wright State
University, 2017. Extended Kalman Filter and LQR controller design for Quadrotor
UAVs.
A quadrotor is a unique class of UAVs with vertical take off and landing (VTOL)
capability and has attracted significant attention due to its importance in various appli-
cations. This thesis presents the design and experimental implementation of Extended
Kalman Filters (EKFs) to estimate the states of a quadrotor and a Linear Quadratic
Regulator (LQR) controller with integral action to meet the desired control objectives.
In case of the Extended Kalman Filters, two different situations are considered: (1) all
the states including the Inertial Measurement Unit (IMU) biases are estimated; (2) only
the attitude, altitude, and vertical velocity are estimated. The second case is added as
a safety feature to provide enough feedback signals to stabilize and land the quadro-
tor in the event of a position measurement loss, e.g. from a GPS due to jamming. A
double loop control structure is implemented using an LQR controller with integral ac-
tion, the inner loop contains the attitude and the altitude control, and the outer loop
consists of x and y translational positions control. Finally, some preliminary results on
the integration of C codes with Simulink using C MEX S-functions is described. A C
library of a laser rangefinder sensor is transferred to a C MEX S-function to generate
a 2D map of the environment using the laser sensor distance measurements to identify
obstacles present within the range of the sensor. The concept of multi-threading and the
integration of pthread library with Simulink using C MEX S-function are also described.
iii
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Unmanned Aerial Vehicles (UAVs) as the name suggests are airborne vehicles which
operates without any pilot under remote or autonomous circumstances. Due to its
increasing use in military and civil applications for surveillance, reconnaissance, search
and rescue missions, it has become a research topic for numerous research groups such
as GTMax of Georgia Institute of Technology UAV [1], ServoHeli family of Shenyang
Institute of Automation in Chinese Academy of Sciences [2], and Lincoln Beaver Works
UAV Systems Center in Massachusetts Institute of Technology [3]. A major advantage
that a UAV has over manned aerial vehicles is that its flight time is restricted only by
fuel/battery life, whereas in manned aerial vehicles the human factors like fatigue have
to be considered [4].
UAVs provide increased autonomy, which can enable humans to delegate those
tasks that can be done more effectively by a computer, including synchronizing activi-
ties between multiple unmanned systems, software agents and war-fighters, thus freeing
humans to focus on more complex decision making [5]. Since autonomous operation
doesn’t require any human intervention, autonomous control of UAVs are much more
challenging. Due to this reason, UAVs are more susceptible to mishaps and crashes
as compared to manned aerial vehicles. In order to avoid these failures and to enhance
autonomy, advanced and robust control techniques need to be devised and implemented.
A quadrotor is a unique class of UAVs with characteristics like vertical take off and
landing (VTOL) capability, the ability to hover, and their compact structures allow them
to navigate to places where humans can’t intervene. The fast dynamics which makes
the quadrotor maneuverable also require quick and accurate state estimates to perform
necessary control actions. In order to serve this purpose, the Kalman Filter (KF) is
widely used by researchers for accurate state estimates especially for applications where
the sensor measurements are noisy or doesn’t provide state information directly. In order
to apply the traditional linear KF on nonlinear systems, the Extended Kalman Filter
(EKF) was developed. Researchers have been applying this algorithm in several different
ways to obtain a variety of state estimates. For instance, [6] implements an EKF based
on a drag force enhanced model to estimate all the states of a quadrotor along with
the unknown drag coefficient, [7, 8] estimates only the attitude of the quadrotor using
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the Inertial Measurement Unit (IMU) sensor, and [9] tracks the target by implementing
a vision based EKF. To satisfy the control objectives, various control methods for a
quadrotor UAVs have been proposed, including PID control [10], robust H∞ control [11],
back-stepping control [12], Linear Quadratic Regulator (LQR) control [13], and so on.
Compared with a PID controller, an LQR controller is difficult to design and needs
access to all the states. In the literature, the LQR controller is mostly restricted only
to simulation studies or stabilization of limited states [14,15].
1.2 RESEARCH OBJECTIVES
This research aims at the design and practical implementation of the Extended
Kalman Filter due to its importance to advanced guidance, navigation, and control
objectives. Furthermore, in order to achieve the control requirements, an LQR controller
with integral action is designed and implemented on the experimental setup. The EKF is
designed for two different circumstances: (1) the case when the position measurements
are available; (2) the case when the position measurements are not available. In the
first case, IMU biases are also considered in the EKF estimates to cater for any sensor
errors. The second case can be considered as a safety feature in the event we lose
position measurements. Additionally, an LQR controller is designed for both the inner
and outer loop control by following a double loop control architecture. For the case when
position measurements are available, both outer and inner loop controls are established,
whereas only inner loop control is designed for the case when position measurements
are lost. The nonlinear quadrotor system model is linearized before designing the gains
for the LQR controller, but the simulations result are produced using the nonlinear
quadrotor dynamics. In order to validate the performance of the algorithms, flight
tests are conducted using a real-time test environment to prove the effectiveness of the
designed techniques.
1.3 THESIS ORGANIZATION
The remaining of the thesis is organized as follows:
• Chapter 2 describes the reference frames involved in the quadrotor dynamics,
rotation matrices in different representations, nonlinear mathematical model, and
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the real-time experimental platform used to implement the designed algorithms.
• Chapter 3 provides a detailed explanation of state estimation using Extended
Kalman Filter (EKF) in two scenarios: (1) position measurements are available
and IMU biases are also considered and estimated; (2) position measurements
are not available and IMU biases are not taken into account. In the first case,
all quadrotor states including the IMU biases are estimated using both the Euler
and the quaternions approaches, whereas in the latter case, only the Euler angles,
altitude and vertical velocities are estimated.
• Chapter 4 presents the design of the Linear Quadratic Regulator (LQR) controller
with integral action to satisfy the control objectives of the quadrotor. An LQR
controller is designed based on the linearized quadrotor system dynamics, which
is also discussed in this chapter. Simulation as well as real-time flight results are
shown. The feedback signals in the case of real-time flight are provided by the EKF
designed in Chapter 3, whereas the feedback for the case of simulation studies are
generated by integrating the nonlinear system dynamic equations.
• Chapter 5 describes the importance of C MEX S-functions used to integrate C
programs and libraries in Simulink. A Hokuyo laser rangefinder sensor library
provided by the manufacturers and written in C programming language is trans-
ferred to the C MEX S-function, and a 2D sensor scan data is saved and plotted
appropriately to visualize the obstacles present in the surroundings. Additionally,
a routine using pthread library is run in the C MEX S-function, which can later be
used for the efficient implementation of computationally expensive tasks required
by obstacle detection and avoidance algorithms.
• Chapter 6 includes some concluding remarks and some discussions of possible
future research directions.
3
2. QUADROTOR MODEL AND EXPERIMENTAL PLATFORM
In this chapter, various reference coordinate systems used by the quadrotor, trans-
formation between different frames using rotation matrices, dynamic model of the quadro-
tor, and the real-time experimental system setup is covered.
2.1 QUADROTOR DYNAMIC MODEL
2.1.1 REFERENCE FRAMES
There are several coordinate frames involved while developing quadrotor’s dynamic
system model [16,17]. Figure 2.1 shows three of the reference frames whose description
is given below.
1. Inertial frame (Fi) with xi directed towards North, yi towards East, and zi Down
with respect to the earth. It is also referred to as the earth reference frame.
2. Body frame (Fb) is fixed on the body of the quadrotor with the origin being the
center of gravity. xb points towards the nose of the quadrotor, yb points towards
the right wing, and zb points to the ground.
3. Vehicle frame axis (Fv) are aligned with the axis of inertial frame, whereas, the
center is at the center of the mass of quadrotor.
Figure 2.1: Reference frames of quadrotor
There are two intermediate reference frames in between vehicle and body frames.
The first intermediate frame (F1) is obtained by rotating the vehicle frame about zv to
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generate a yaw angle ψ. Similarly, rotating the first intermediate frame (F1) about yF1
by a pitch angle θ takes us to the second intermediate frame (F2). Finally, rotating the
quadrotor about xF2 by a roll angle φ gives us the body frame.
2.1.2 EULER ANGLES AND QUATERNIONS
Euler angles are used to represent the relative orientation of a coordinate frame with
respect to another coordinate frame as a series of three rotations typically represented
by φ, θ and ψ [18]. There are a total of twelve possible rotation sequences that can be
used to describe the orientation of two coordinate frames.
Transformation from the vehicle frame to F1 requires a rotation ψ about the zv







Similarly, transformation of F1 to the F2 is done by rotating yF1 with an angle θ about







Finally, the rotation φ represents the rotation about xF2 axis and transforms the
second intermediate frame to the body frame. The rotation matrix representing this







So, the vehicle and body frame coordinate frames are related by the following
rotation matrix:








Reb(ψ, θ, φ) =

cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ








Since, the inertial and vehicle frames are aligned to each other, so (2.4) represents
both the rotation from body frame to the inertial and vehicle reference frames.
In case of Euler angles, a phenomenon known as gimbal lock effect can occur in
which a degree of freedom is lost when the pitch angle becomes 90◦ in case of the 3-2-1
rotation sequence. In order to avoid this singularity, quaternions are used [19,20]. Just
like Euler angles, quaternions can also be used to provide the spacial orientation of any
rigid body. Euler angles can be converted to its equivalent representation in quaternions























































Similarly, rotation matrix represented by (2.4) can be written in terms of quaternions
as shown below:




2 − q23 − q24 2(q2q3 − q1q4) 2(q1q3 + q2q4)
2(q2q3 + q1q4) q
2
1 − q22 + q23 − q24 2(q3q4 − q1q2)
2(q2q4 − q1q3) 2(q1q2 + q3q4) q21 − q22 − q23 + q24
 . (2.6)
2.1.3 NONLINEAR QUADROTOR MODEL
A quadrotor has a total of twelve state variables defined below:
states = [pxi pyi pzi u v w φ θ ψ p q r]
T , (2.7)
where pxi , pyi and pzi represents quadrotor position in the inertial frame; u, v and w
are the quadrotor’s velocity expressed in the body frame; φ, θ and ψ are the roll, pitch
and yaw angles of the quadrotor; and p, q and r are the angular rates of the quadrotor.
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The quadrotor system model is derived using the Newton-Euler equations of mo-
tion. Solving for these equations of motion results in the state space model represented






























































where Reb is the rotation matrix shown by (2.4), F is the thrust force, m is the mass of
quadrotor, g is the acceleration due to gravity, Ix, Iy and Iz are the moment of inertia
terms about the x, y, and z axis of the body frame, τφ, τθ and τψ are the rolling torque,
pitching torque, and the yawing torque provided as inputs to the system, Rρ(φ, θ) shows









Each rotor of the quadrotor produces a force acting opposite to the z-axis of the
body frame. Similarly, these rotating rotors also produce torques causing roll, pitch and
yaw actions. These forces and torques are directly proportional to the velocity square




Ti = −ktsgn(Ωi)Ω2i , (2.14)
where the i subscript represents the quantity associated with the ith rotor, with i =
1, 2, 3, 4, Ωi is the i
th rotor velocity, kf and kt are the force and torque constants; sgn
captures the fact that the rotors spin in different directions depending on the location.
The forces acting on the quadrotor can be represented in terms of the rotational















where the mapping matrix M for the ”X” configuration is defined as [21]:
M =


















kt −kt kt −kt

, (2.16)
where Ω2i is the square of the i
th rotor velocity, and d is the distance from the center of
the mass of the quadrotor to the center of the rotor.
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2.2 EXPERIMENTAL SETUP
The general layout of the experimental setup used during this research comprises
of the following three major components.
• Quadrotor built and assembled inside the lab using off the shelf components.
• Vicon motion capture system.
• Ground station computer system.
The Vicon camera system [22] provides the positions and Euler angles of the quadrotor
during real-time flights at a sample rate of 100 Hz. A TCP/IP communication protocol is
used to receive/send data between the ground station and the on-board microcontroller.
The quadrotor has a Gumstix DuoVero Zephyr microcontroller with integrated wireless
communication capability on-board, which can process data up to 1 GHz and have a
1 GB memory. The module also provide Inertial Measurement Unit (IMU), tempera-
ture, and battery voltage measurements. The whole control algorithm was developed in
MATLAB and Simulink, which is built and converted to C/C++ code, and fed to the
on-board computer for real-time testing of the designed algorithm.
The required Vicon signals coming from the motion capture system, and the IMU
signals from the on-board sensor are used as measurements in the Extended Kalman
Filter algorithm developed in this thesis. The results are then used in the LQR con-
troller design to enhance the performance of the controller for real-time flights of the
quadrotor. The parameters/gains of the LQR controllers can be changed during run
time, if necessary, and the control actions can be switched in between outer loop and
inner loop control to check the performance and robustness of both the Kalman Filters
described in Chapter 3 and the LQR controller. The Simulink model is also equipped
with a traditional PID controller designed as described in [21], and the operator of the
ground station can also switch between the PID and LQR controller during run-time,
in case one of them doesn’t provide satisfactory control performance.
9
Figure 2.2: Experimental Plattform of the Quadrotor [21]
Figure 2.2 shows the experimental platform in real-time flight used in this thesis.
Main components consists of the Qbrain embedded controller (A), BLDC motors at-
tached to the fours propellers (B), four ESC’s attached to the four motors (C), which
changes the rotational velocities of the motors depending on the PWM signal coming
from the controller, the landing gear attached to the quadrotor for safe landing (E), and
a 3-cell 12 V DC voltage battery with 2000mAh capacity (D).
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3. Extended Kalman Filter
3.1 INTRODUCTION
In this section, a full-state Extended Kalman Filter, estimating all states of the
quadrotor along with the accelerometer and gyroscope biases is discussed. In case of
outdoor flights, GPS is widely used to provide position measurements, which is sus-
ceptible to issues like jamming. If anything like this happens during flight, it is highly
likely that the quadrotor will crash. In order to avoid this, another Kalman Filter
is implemented, estimating only the Euler angles, altitude and vertical velocity of the
quadrotor. For testing purposes, this Kalman Filter uses yaw angle and altitude mea-
surements from the Vicon camera system, but after installing magnetometer and sonar
sensors, this Kalman Filter can be made independent of the Vicon camera system and
will rely only on the on-board sensors. These two Kalman Filters are working in par-
allel to each other and can switch between each other depending on the requirements.
During normal operation, i.e. when Vicon or GPS signals are available, the full state
Kalman Filter is used to provide feedback signals, and outer loop control is established.
Once the Vicon signals are lost, the feedback for the controller comes from the latter
Kalman Filter. Now, in this case only the Euler angles and altitude of the quadrotor
are controlled to ensure that the quadrotor flies and lands safely.
3.2 GENERAL OVERVIEW ON KALMAN FILTERS
Kalman Filter which is also known as linear quadratic estimation is a very widely
used tool over the past few decades for guidance, navigation and control of unmanned
aerial vehicles and is very effective for estimating the states of an aircraft. The idea of
Kalman filter was first given by R.E. Kalman in his paper about linear filtering [23].
Since then, it has been subject to vast research and application. A general introduction
to Kalman Filters can be found in [24], whereas more extensive references and texts
related to Kalman Filter can be found in [25–27]. An extended Kalman Filter (EKF)
is one of the modifications of a Kalman Filter which uses the nonlinear system model
to estimate the systems states. The EKF can be divided into two major parts: the pre-
diction and correction step. In the prediction phase, the states are propagated forward
using the nonlinear continuous time model of the system to give us the state prediction.
11
Whereas, sensor measurements are available in a discrete time interval during the correc-
tion phase, and the process moves forward in a discrete manner giving us the corrected
state estimates. The general algorithm for EKF estimation is given below [28].
1. Prediction Phase (Time Update)
Prediction update uses the following expressions.
x̂− = f(x̂, u) (3.1)
P− = AP + PAT +Q, (3.2)
where f(x̂, u) is the nonlinear system model; P is the predicted error covariance
matrix; Q is the positive definite noise process covariance matrix; and A is defined





2. Correction Phase (Measurement Update)
When a measurement is available from a sensor, the EKF updates the states, error
covariance matrix, and Kalman gain using the following equations:
K = P−CT (R+ CP−CT )−1 (3.4)
x̂ = x̂− +K(y − h(x̂−)) (3.5)
P = (I −KC)P−, (3.6)
where K is the Kalman gain; R is the noise covariance associated with the sensors;
x̂ and P are the current estimates of the state and error covariance which will
be used in the prediction phase for the next sampling time. The terms with
minus superscript represents the values coming from the prediction phase. C is
the Jacobian of the measurement vector with respect to the state vector and can






The system model should be accurate enough to generate good state estimates,
because an inaccurate process model could result in poor estimates. Nevertheless,
an Extended Kalman Filter (EKF) when used carefully can result in reliable state
estimates.
3.3 PROBLEM FORMULATION
3.3.1 FULL STATE ESTIMATOR WITH IMU BIASES
For this problem, states to be estimated for the quadrotor, when attitude is repre-
sented in quaternions are shown below:
x = [pxi pyi pzi vxi vyi vzi q1 q2 q3 q4 βib βjb βkb αib αjb αkb ]
T (3.8)
and when attitude is represented in Euler angles, states take the following form:
x = [pxi pyi pzi u v w φ θ ψ βib βjb βkb αib αjb αkb ]
T , (3.9)
where pxi , pyi and pzi represents quadrotor position in inertial frame, vxi , vyi and vzi
are the velocity of the quadrotor expressed in inertial frame, u, v and w are the quadro-
tor’s velocity represented in body frame, q1, q2, q3 and q4 is the attitude expressed in
quaternions, φ, θ and ψ are the roll, pitch and yaw angles of quadrotor, βib , βjb and
βkb are the biases in gyroscope represented in body frame, and αib , αjb and αkb are the
biases associated with the accelerometer measurements.
The following sensor measurements are available to us:
Y = [γib γjb γkb δib δjb δkb pxv pyv pzv ψv]
T , (3.10)
where γib , γjb and γkb represents the gyroscope measurements, δib , δjb and δkb are the
accelerometer measurements, pxv , pyv and pzv are the true inertial positions; and ψv is
the true yaw angle of the quadrotor. The gyroscope and accelerometer measurements
are provided by the on-board IMU sensor, whereas, vicon motion capture camera system
provide the true inertial positions and yaw angle.
The accelerometer and the gyroscope measurements are used as direct inputs to
13




















where p, q and r are the true angular rates, and ax, ay and az are the true quadrotor
accelerations. All the other parameters are already defined under the description of
(3.8) - (3.10).
3.3.2 PROCESS (PREDICTION) MODEL
Again, we will have two prediction models, i.e. attitude expressed in quaternions
and Euler angles.
1. Quaternions Based Prediction Model









2 − q̂32 − q̂42)ax + 2(q̂2q̂3 − q̂1q̂4)ay + 2(q̂2q̂4 + q̂1q̂3)az
(q̂1
2 − q̂22 + q̂32 − q̂42)ay + 2(q̂2q̂3 + q̂1q̂4)ax + 2(q̂3q̂4 − q̂1q̂2)az
(q̂1
2 − q̂22 − q̂32 + q̂42)az + 2(q̂2q̂4 − q̂1q̂3)ax + 2(q̂3q̂4 + q̂1q̂2)ay + g
−0.5(pq̂2 + qq̂3 + rq̂4)
0.5(pq̂1 − qq̂4 + rq̂3)
0.5(pq̂4 + qq̂1 − rq̂2)










2. Euler Angle Based Prediction Model




û(cθ̂cψ̂) + v̂(sφ̂sθ̂cψ̂ − cφ̂sψ̂) + ŵ(cφ̂sθ̂cψ̂ + sφ̂sψ̂)
û(cθ̂sψ̂) + v̂(sφ̂sθ̂sψ̂ + cφ̂cψ̂) + w(cφ̂sθ̂sψ̂ − sφ̂cψ̂)
û(−sθ̂) + v̂(sφ̂cθ̂) + ŵ(cφ̂cθ̂)
rv̂ − qŵ − gsθ̂ + ax
pŵ − rû+ gcθ̂sφ̂+ ay
qû− pv̂ + gcθ̂cφ̂+ az



























= cosψ̂, and sψ̂
∆
= sinψ̂
The hat on the top of each state is used to identify them as estimated states, which
are computed by the Extended Kalman Filter routine. This prediction function is then
differentiated with respect to the states to compute A matrix as given by (3.3), which
represent the linear estimate for how the states changes with time.
3.3.3 MEASUREMENT MODEL
The measurement update model, i.e. y as shown in (3.5) would end up to be the
following.
y = [pxv pyv pzv ψv δib δjb ]
T . (3.14)
The x and y axis accelerations can be dropped out, but having these two in the
equation makes it easier to approximate the biases associated with it. The Jacobian ma-
trix for the measurement update are found in a similar manner as that of the prediction
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model. This matrix represented by C is computed using (3.7).
3.3.4 ESTIMATING ALTITUDE, VERTICAL VELOCITY AND EULER ANGLES
For this case, states to be estimated are given below:
x1 = [pzi vzi φ θ ψ ]
T , (3.15)
where pzi represents the quadrotor’s altitude, vzi is the vertical velocity of the quadrotor
expressed in inertial frame, and φ, θ and ψ are the roll, pitch and yaw angles of quadrotor.
During the implementation of this Kalman Filter, we assume that we only have
the following sensor measurements available.
Y = [γib γjb γkb δib δjb δkb psonar ψmag]
T , (3.16)
where γib , γjb and γkb represents the gyroscope measurements, δib , δjb and δkb are the
accelerometer measurements, psonar is the measured altitude ; and ψmag is the measured
yaw angle of the quadrotor. The altitude and yaw angle measurements are taken from
the Vicon camera system, but after installing the sonar and magnetometer sensors for
altitude and yaw measurements, Vicon provided measurements can be replaced. The
gyroscope and accelerometer measurements are provided by the on-board IMU sensor.
Although, the IMU readings will have inherent biases included in its measurements,
they are assumed to be zero during the implementation of this Kalman Filter.
This Extended Kalman Filter is implemented in two phases.
1. Euler angles are estimated first.
2. These estimated Euler angles are then used to estimate the remaining two states,
i.e. altitude and vertical velocity.


















−sθ̂δib + sφ̂cθ̂δjb + cφ̂cθ̂δkb + g
 . (3.18)
The hat on top of each state means that its the estimated value derived as an output of
the Kalman Filter. The Euler angles estimated from the first stage Kalman Filter are
used as an input in the second prediction model, as can be seen from (3.18).
The gyroscope sensor measurements are used as direct inputs in the attitude process
model, whereas in the altitude and vertical velocity estimation, accelerometer measure-
ments are used as direct inputs to the process model.
3.4 EXPERIMENTAL RESULTS
In this section, experimental results are shown for the state estimates generated
by the Extended Kalman Filter implemented on a real time system (quadrotor). The
positions and the reference Euler angles are derived from the Vicon motion capture
camera system and used as the actual truth values. Similarly, an on-board IMU is
used to provide us the necessary angular rates and the accelerations. In order to verify
the bias estimates of accelerometer and gyroscope, a constant bias is added to them at
different times during the flight. Additionally, the Extended Kalman Filter experimental
results estimating only the Euler angles, altitude and vertical velocity are shown. This
estimate is not dependent on the Vicon measurements and can independently estimate
the required states by only relying on the on-board sensors. In the event that we lose
the position measurements coming from the Vicon cameras, without the use of this
Kalman Filter to estimate altitude and Euler angles required for the inner loop control,
the quadrotor might crash. So, we develop this safety feature added to the quadrotor
during real time flights.
3.4.1 FULL STATE ESTIMATOR: CASE WITHOUT ADDED BIASES
In this case, the quadrotor is flying under normal circumstances without the pres-
ence of any added sensor faults/biases. Note that there are some constant biases al-
ready present in the gyroscope and accelerometer readings, which are also estimated
and catered for accordingly. Figure 3.1 - 3.2 shows the estimation results of inertial
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positions and Euler angles with solid blue lines showing the true values of the parame-
ters, red lines representing the Kalman Filter estimate based on the model with attitude
represented in terms of Euler angles, and the yellow lines representing the quaternion
based Kalman Filter estimates. Additionally, Figure 3.3 shows the velocity estimate
in the body frame generated by the Euler based implementation, whereas Figure 3.4
represents the inertial frame velocity estimate as a result of quaternion based Kalman
Filter execution.



































































Figure 3.1: Estimates of inertial positions
18





















































Figure 3.2: Estimates of Euler angles



























































Figure 3.3: Estimates of velocities in body frame based on Euler model
19


























































Figure 3.4: Estimates of velocities in inertial frame based on quaternion model
3.4.2 FULL STATE ESTIMATOR: CASE WITH ADDED BIASES
In this experiment, biases given by β = [−0.08, 0.12, −0.18]T rad/s are injected
into gyroscope measurements at time t = 30s, and α = [0.5, −0.3, −0.6]Tm/s2 biases
are added to the accelerometer measurements at time t = 45s. Figure 3.5 - 3.6 and Fig-
ure 3.9 - 3.10 shows the estimation results of inertial positions, Euler angles, gyroscope
biases, and accelerometer biases with solid blue lines showing the true values of the
parameters, red lines representing the Kalman Filter estimate based on Euler method,
and the yellow lines representing the quaternion based Kalman Filter estimates. Ad-
ditionally, Figure 3.7 shows the velocity estimate in the body frame generated by the
Euler based implementation, whereas Figure 3.8 represents the inertial frame velocity
estimate as a result of quaternion based Kalman Filter execution in the presence of
biases. It can be seen that after the occurrence of biases, the quadrotor states shows
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a slight divergence from the true value which is more prominent in the Euler angles,
but the filter quickly estimates the biases and adjusts the gyroscope and accelerometer
measurements. It should also be noted that the filter does a good job in estimating the
state estimates even in the presence of accelerometer and gyroscope biases and keeps all
the states estimates within acceptable limits.
Figure 3.9 and 3.10 shows the bias estimation of gyroscope and accelerometer.
From these two figures, it can be seen that once the biases are added, Kalman Filter
quickly estimates these biases to ensure good estimates of the other states. There are
some biases already present in the measurement of gyroscope and accelerometer and are
also estimated by the Kalman Filter along with the added biases.
It can be seen from Figure 3.5 - 3.8 that before the addition of biases, the state
estimates closely resemble the true values. Whereas, after the occurrence of biases, there
is a slight drift in the state estimation which is more prominent in the Euler angles than
the other states. Since, the biases are estimated quickly, state estimation errors also
reduce after the successful estimation of these biases.
































































Figure 3.5: Estimates of inertial positions with added biases
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Figure 3.6: Estimates of Euler angles with added biases



























































Figure 3.7: Estimates of velocities in body frame with added biases based on Euler
model
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Figure 3.8: Estimates of velocities in inertial frame with added biases based on quater-
nion model




























































Figure 3.9: Estimates of accelerometer biases
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Figure 3.10: Estimates of gyroscope biases
3.4.3 ESTIMATING EULER ANGLES, ALTITUDE AND VERTICAL VELOCITY
In this situation, estimates generated by the EKF for Euler angles, altitude and
vertical velocity will be discussed. Since, these estimates doesn’t require the use of the
Vicon camera system and rely only on the on-board sensors, so they can come very
handy in situations when we lose the position measurements coming from the Vicon
camera system(for indoor applications) or GPS (for outdoor purposes). Once we detect
that the position measurements are lost, we can switch to this Kalman Filter to provide
us enough information to successfully fly and land the quadrotor. The results shown
in this experiment uses the Vicon signals for altitude and yaw angle measurements for
testing purposes.
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Figure 3.11 and 3.12 shows the estimates of altitude, inertial velocity along z,
and Euler angles. Before the quadrotor takes off, ground calibration is done to reduce
the constant biases present in the accelerometer and gyroscope measurements. These
constant biases are then subtracted from the IMU measurements before being fed to the
Kalman Filter.















































Figure 3.11: Estimates of Euler angles
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Figure 3.12: Estimates of altitude and vertical velocity
3.5 CONCLUSION
In this Chapter, the design of Extended Kalman Filter and its implementation on a
real time system (quadrotor) has been discussed. Experimental results are generated as
a result of the EKF implemented in two different ways to generate the following states.
• Positions, linear velocities, Euler angles, gyroscope biases, and accelerometer bi-
ases.
• Altitude, velocity associated with height and Euler angles.
For the first case, results are produced and discussed in the absence and presence of
accelerometer and gyroscope biases. In the absence of IMU biases, results are shown
for both the Euler and quaternion based Kalman Filter. The effect on the estimates
due to the simultaneously added biases in accelerometer and gyroscope measurements at
different times during real time flight has also been shown using the Euler and quaternion
26
based implementation of Kalman Filter. It can be seen that the results produced as a
result of the EKF are quite accurate in the presence and absence of biases.
In the second case, states, i.e. altitude, Euler angles, and vertical velocity, used to
control only the inner-loop are estimated. The experimental results for these estimated
states are shown and discussed by using the Vicon signals for yaw angle and altitude
measurements. This is done to test the working of the filter, but the main purpose of this
EKF is to remove the dependence on GPS signals (for outdoor applications) and Vicon
camera system (for indoor flights) by using only the on-board IMU, magnetometer and
sonar sensors. So, after installing a sonar and a magnetometer sensor for altitude and
yaw angle measurements, they will replace the Vicon system measurements. This makes
real time quadrotor flight safer, especially during outdoor flights where GPS signal may
get lost due to interference or jamming.
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4. Linear Quadratic Regulator
4.1 INTRODUCTION
In this chapter, a Linear Quadratic Regulator (LQR) controller with integral ac-
tion is developed for the quadrotor under consideration following a double loop control
architecture. Position and yaw angle references are given directly during the implemen-
tation, whereas, roll and pitch angle references are extracted from the output of x and
y position controllers (outer loop). (The feedback required during the process are taken
from the Extended Kalman Filter described in Chapter 3.) In the event when position
measurements are assumed to be lost, only the inner loop control is active during which
x and y positions are not controlled and roll and pitch angle references are provided
directly. In order to design the feedback gain for the LQR controller, the nonlinear
quadrotor model is linearized. The designed LQR controller for the required states is
implemented and demonstrated using real time flight tests performed on a quadrotor.
4.2 GENERAL OVERVIEW OF THE LINEAR QUADRATIC REGULATOR
Linear Quadratic Regulator control is an algorithm developed for systems with
constraints on inputs and outputs to determine the state feedback control law which
minimizes a quadratic performance criterion [29]. The idea of designing a feedback
controller which minimizes the integral of square of tracking error is first proposed by
Hall [30] and Wiener [31], and further developed by Newton, Gould and Kaiser [32].
Immediately after its appearance, Linear Quadratic problem became a part of many
influential books [33–36].
Lets assume that the linear state space model for the quadrotor is given below:
ẋ = Ax+Bu, (4.1)
where A ∈ Rn×n is the state matrix, B ∈ Rn×m is defined as the input matrix, x is the
state vector containing n number of states, and u is the input vector with m inputs.
The pair (A,B) must be controllable in order to design the LQR controller.
An LQR controller can be designed to give us an optimal controller which ensures
maximum performance and keeps the control signals within the physical constraints.
The main objective is to find a feedback gain K, resulting in optimal control action,
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where R ∈ Rn×n and Q ∈ Rm×m are positive definite symmetric weighing matrices
associated with the inputs and the states. Large value of a diagonal element in Q
matrix means that the state corresponding to that element needs to be small to keep J
small. Therefore, larger elements of Q causes faster convergence of the states. Similarly,
large value of R results in smaller control inputs and hence larger values of the states.
The control input resulting from the feedback gain is given below:
u = −Kx, (4.3)
where K is the feedback gain and it is determined using the following expression:
K = R−1BTP, (4.4)
where P is a positive definite symmetric matrix and a solution of the Riccati’s algebraic
equation:
ATP + PA+Q− PBR−1BTP = 0. (4.5)
The location of the closed-loop poles are changed by varying Q and R matrices,
thereby changing the performance of the system. The Q and R matrices can be initially
chosen based on Bryson’s rule. The resulting Q and R matrices are diagonal matrices








where xim is the maximum desired value for the i
th state, and ujm is the maximum
desired value for the jth input and it can be chosen to be the saturation value of the
control signal.
Response of the experimental quadrotor system is observed for the initial values of
the weighing matrices given by (4.6). These values are varied until the desired response
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is achieved.
4.3 CONTROL SYSTEM DESIGN
4.3.1 CONTROL ARCHITECTURE
In order to achieve full control of a quadrotor, two feedback control loops are
implemented. The inner loop controls the altitude and attitude, whereas the outer loop
controls the x and y translational positions. The reference signals for the roll and pitch
angles are generated by the x and y controller outputs. All the other reference signals
are provided by the control station directly. Figure 4.1 shows the implemented control
structure using the LQR technique with the feedback/measurements coming from the
EKF discussed in the previous chapter.
Figure 4.1: Architecture of the control loops
In order to solve this problem, the nonlinear quadrotor model is first linearized,
and then the state space model is divided to design LQR controllers for x and y transla-
tional positions, attitude, and altitude to fully control the quadrotor. The general block
diagram of an LQR controller with integral action is given below:
Figure 4.2: Block diagram of LQR control with integral action
Once the nonlinear system model is linearized, gain K along with the integral gain
can be designed for the Euler angles, altitude and translational positions.
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Figure 4.3 - 4.4 shows the experimental implementation of the LQR controller with
the EKF estimates used as feedback signals. The inner and outer loop control blocks
contains the LQR control structure shown in Figure 4.2. For the case when the position
measurements are available and all the states are estimated, the control architecture
shown by Figure 4.3 is implemented. Whereas, when the position measurements are
lost, the experimental model switches to the second EKF providing enough feedback
signals to control the inner loop parameters represented by Figure 4.4.
Figure 4.3: Block diagram of the experimental setup when position measurements are
available
Figure 4.4: Block diagram of the experimental setup when position measurements are
not available
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4.3.2 CONTROL LAW DESIGN SPECIFICATIONS
1. Roll and Pitch Angles
The dynamics of the roll and pitch angles resemble a lot due to which similar
controller gains can be used for both of them. The controller is designed to meet
the following specifications for the roll and pitch angles.
• Overshoot ≤ 20%
• Rise Time ≤ 0.5 sec
2. Yaw angle and Altitude
Design specifications chosen for yaw angle are:
• Overshoot ≤ 5%
• Rise Time ≤ 0.7 sec
Similarly, the following design specifications for altitude are:
• Overshoot ≤ 15%
• Rise Time ≤ 1.5 sec
3. x and y Positions
The outer loop parameters, i.e., x and y positions are dependent on the roll and
pitch angles. Therefore, the response of the roll and pitch angles must be quicker
as compared to the x and y positions. Keeping that in mind, the required design
specifications for the x and y positions are set to be the following.
• Overshoot ≤ 10%
• Rise Time ≤ 2 sec
4.3.3 LINEARIZATION
The state space model consists of the following states:
x = [pxi pyi pzi vx vy vz φ θ ψ p q r]
T , (4.7)
where pxi , pyi and pzi are the inertial positions, vx, vy and vz are the velocities expressed
in the inertial frame, φ, θ and ψ are the roll, pitch and yaw angles, and p,q and r are
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the angular rates expressed in body frame of the quadrotor. In order to linearize our















where xe and ue are the states and inputs at the equilibrium point. The equilibrium
point is taken to be the point when the quadrotor is in hover position.
After solving the Jacobian matrices given by (4.8) and plugging in the equilibrium
states and inputs, we get the following A and B matrices:
A =

0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 −0.235 0 0 0.1827 −9.81 0 0 0 0
0 0 0 0 −0.235 0 9.808 0.1827 0 0 0 0
0 0 0 0 0 −0.235 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 −0.111 −5.98 −0.432 0 0 0 −3.71 −0.569 0
0 0 0 4.453 −0.083 −1.032 0 0 0 −0.149 −3.842 0





0 0 0 0 0 −0.784 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 45.872 0 0
0 0 0 0 0 0 0 0 0 0 45.045 0




The linear state space model can be divided to make it suitable for implementing LQR
technique to control Euler angles, altitude and translational positions.
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4.3.4 ATTITUDE CONTROL
In this case, the state space model only considers the following states:
xe = [φ θ ψ p q r vx vy]
T . (4.11)
The state and input matrices corresponding to the attitude control are:
Ae =

0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 −3.71 −0.569 0 −0.111 −5.98
0 0 0 −0.149 −3.842 0 4.453 −0.083
0 0 0 0.052 −0.18 −0.614 0 0
0.1827 −9.81 0 0 0 0 −0.235 0





0 0 0 45.872 0 0 0 0
0 0 0 0 45.045 0 0 0















where τφ, τθ, and τψ are the rolling torque, pitching torque, and the yawing torque,
respectively.
The Q and R matrices selected for the control of attitude are given below:
Qe = diag([1 1 1 1.5 1.5 1.5 0.5 0.5 800 800 900]), Re = diag([16 16 25]).
(4.14)





2.58 0.03 0.008 0.38 −0.007 0.001 −0.002 −0.1
−0.03 2.59 −0.03 −0.006 0.38 −0.004 0.073 −0.002











Note that the off-axis quantities are very close to zero and can possibly be neglected
without affecting the control performance, but they are still considered during imple-
mentation.
Table 4.1 shows the closed loop poles, damping ratio, and the natural frequency
resulting from the feedback gain matrix for the attitude control shown in (4.15). It can
be seen that all the Eigen values are in the left hand plane, and hence ensuring stability.
Poles Damping Ratio (ζ) Natural Frequency (ωn)
-10.4 + 2.25i 0.977 10.6
-10.4 - 2.25i 0.977 10.6
-10.6 + 2.45i 0.974 10.8
-10.6 - 2.45i 0.974 10.8
-7.28 + 4.55i 0.848 8.58
-7.28 - 4.55i 0.848 8.58
-0.358 1 0.358
-0.339 1 0.339
Table 4.1: Eigen values, damping ratio, and natural frequency
4.3.5 ALTITUDE CONTROL
For the altitude control, we neglect all states except the following.
xalt = [pxz vz]
T . (4.16)




 , Balt = [0 −0.784]T . (4.17)
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In this case, the output and input are the following:
yalt = pzi , ualt = F, (4.18)
where F is the thrust force.
Using the weighting matrices:
Qalt = diag([0.2 0.1 3]), Ralt = 0.2, (4.19)





, Kialt = 3.9. (4.20)
Note that the negative signs in the gain matrix is because the z-axis is pointed down-
wards. In order to move the quadrotor in the upward direction away from the ground,
a negative altitude reference must be given.
The designed feedback gain results in stable closed loop poles and are shown below
in Table 4.2.
Poles Damping Ratio (ζ) Natural Frequency (ωn)
-1.63 + 1.57i 0.72 2.26
-1.63 - 1.57i 0.72 2.26
Table 4.2: Eigen values, damping ratio, and natural frequency
4.3.6 X AND Y POSITION CONTROL
The states involved in the control of x and y positions are:
x = [pxi pyi vx vy]
T . (4.21)
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0 0 1 0
0 0 0 1
0 0 −0.235 0
0 0 0 −0.235

, Bxy =
0 0 0.1827 9.808
0 0 −9.81 0.1827
T . (4.22)










The following diagonal weighting matrices Q and R are chosen:
Qxy = diag([0.01 0.01 0.001 0.001 0.12 0.12]), Rxy = diag([2.5 2.5]). (4.24)
Now, using (4.4) and (4.5), the following feedback gain matrix is obtained.
Kxy =
0.007 0.34 0.005 0.24
−0.34 0.007 −0.24 0.005
 , [Kix Kiy] = [0.22 −0.22] , (4.25)
where Kxy represents the feedback gain matrix, and Kix and Kiy are the integral gains
for x and y position control respectively.
It can be observed from (4.25) that the off-axis terms in gain matrix for both x
and y position controls are very small and neglecting them wouldn’t do any harm while
implementation.
The closed loop poles as a result of the designed gains are shown in Table 4.3. It
is noted that all the Eigen values are negative, which corresponds to a stable system.
Poles Damping Ratio (ζ) Natural Frequency (ωn)
-1.32 + 1.3i 0.712 1.85
-1.32 - 1.3i 0.712 1.85
-1.32 + 1.3i 0.712 1.85
-1.32 - 1.3i 0.712 1.85
Table 4.3: Eigen values, damping ratio, and natural frequency
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4.4 SIMULATION RESULTS
In this section, simulation results for the designed LQR controller with integral
action are described. In order to evaluate the performance of the controller, a Simulink
model is developed to implement the LQR controller and the nonlinear system dynamics
described in Chapter 2. The feedback for the states are generated by integrating the
nonlinear quadrotor system dynamics. The implemented Simulink model is divided into
three parts, i.e., altitude control, attitude control, and x and y position control. Figure
4.5 shows the implemented Simulink model for the designed LQR controller to show
the effectiveness of the algorithm. The red, green, and yellow colored subsystems/boxes
represent the altitude, attitude, and x and y position controllers, respectively. The body
of these subsystems contains the implemented control loop shown in Figure 4.2 and the
nonlinear system dynamics described in Chapter 2. Note that based on the control loop
architecture shown in Figure 4.1, the roll and pitch angle references are generated by
the output of the x and y position controllers.
Figure 4.5: Simulink Model for the LQR controller
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In order to verify the tracking performance of the designed LQR controller, step
responses of the states are observed using the Simulation model for both the inner and
the double loop control. Figure 4.6 - 4.7 shows the step response of Euler angles and
altitude when only the inner loop control is established. Figure 4.8 - 4.10 shows the re-
sponse of x and y positions, Euler angles, and altitude in response to the step commands
applied to the x-y positions and altitude. The tracking performance is acceptable and
within the design specifications.

































Figure 4.6: Step Response of Euler angles (Simulation Result)


















Figure 4.7: Step response of altitude (Simulation Result)
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Figure 4.8: Step Response of x-y positions (Simulation Result)

































Figure 4.9: Step Response of Euler angles (Simulation Result)
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Figure 4.10: Step response of altitude (Simulation Result)
To further validate the effectiveness of the designed LQR controller, the tracking
performance is observed in response to the following reference trajectory:
• Quadrotor is commanded to reach an altitude of one meter away from the origin
of the inertial frame, i.e.,
altr = −1, (4.26)
where altr is the altitude reference signal.
• After the quadrotor reaches the reference altitude, the following x and y position
reference commands are generated.
xr = 0.8sin(0.5t) (4.27)
yr = 0.8cos(0.5t), (4.28)
where xr and yr are the reference signals for x and y positions, respectively.
Figure 4.11 - 4.13 shows the tracking performance of x-y positions, Euler angles and
altitude, generated by the implemented LQR controller. It can be observed from these
figures that all the states are tracking the reference signals nicely and the quadrotor is
able to follow the Simulink generated reference trajectory. Although there seems to be
a little lag in the tracking performance of the x and y position controller, the overall
performance looks quite promising. This could be due to the inner/outer loop response
time, and generally it is natural to have some lag between actual and commanded
position. The Euler angles are able to track the reference signals accurately without any
considerable lag which is seen in the case of the translational positions.
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Figure 4.11: Position tracking using LQR technique (Simulation Result)




















































Figure 4.12: Roll, Pitch, and Yaw angle tracking using LQR technique (Simulation
Result)
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Figure 4.13: Altitude tracking using LQR technique (Simulation Result)
4.5 EXPERIMENTAL RESULTS
In this section, real-time experimental results using an indoor quadrotor flight test
environment are presented to show the effectiveness of the implemented LQR controller.
During the implementation, the Kalman Filter described in Chapter 3 is used to provide
the state information and no direct sensor values are used for feedback. Three different
models are implemented, i.e. for attitude, altitude, and x-y position control. All of
these parameters are controlled simultaneously using the feedback and integral gains
calculated while designing the LQR controllers. In case of the outer loop control, roll and
pitch angle references are generated as the output of the x-y controller. Whereas when
only the inner loop control is established, roll and pitch angle references are given directly
from the control station. Figure 4.15 - 4.16 shows the tracking performance of attitude,
altitude, and x-y positions, respectively. Tracking performance of the Euler angles looks
very promising, whereas, position tracking have more lag (as compared with Euler angle
tracking) between the applied reference and the actual position. Nevertheless, the overall
tracking performance of the implemented LQR controller is quite good. Figure 4.17 -
4.19 shows the adjusted body rates, inertial velocities, and the actuator control signals.
It is worth noting that the rates are within the allowable range and the control signals are
not saturating during the entire real-time flight, which is a requirement for a controller
designed for practical systems.
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Figure 4.14: Roll, Pitch, and Yaw angle tracking using LQR technique


































Figure 4.15: Position tracking using LQR technique
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Figure 4.16: Altitude tracking using LQR technique








































Figure 4.17: Angular Velocities
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Figure 4.18: Linear Velocities with respect to inertial frame






































Figure 4.19: Actuator Signals
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4.6 CONCLUSION
In this chapter, Simulation and real-time flight test results of an LQR controller
designed for a linearized system model of a quadrotor is described. The LQR is im-
plemented to control x-y positions, Euler angles, and altitude of a quadrotor during
real-time flight. The tracking performance of the designed algorithm is tested for a cir-
cular trajectory for both the Simulation and real-time flight test. The results from the
real-time flight resembles the Simulation results. During normal circumstances when
the x-y position feedback is available, both the inner and outer loop controls are estab-
lished. In case of a possible position measurements loss, only the inner loop parameters
are controlled. As long as the quadrotor is operated close to the trim conditions, the
results are satisfactory. However, if the system deviates away from the trim conditions,
the LQR controller might fail because it is designed using the linearized system model,
which is valid close to the trim values. So, the state reference commands should be
restricted to values close to the trim conditions. The measurements required for the
Simulation is provided by integrating the nonlinear state equations, whereas, for the
real-time flight they are provided by the Extended Kalman Filter explained in Chapter
3.
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5. OBSTACLE DETECTION AND C MEX S-FUNCTIONS
5.1 INTRODUCTION
In this section, an obstacle detection scheme using a laser rangefinder sensor and
C MEX S-functions to integrate C programs in a Simulink model are discussed. A 2D
laser rangefinder sensor is used to generate a point cloud to show the obstacles present
within the range of the sensor. Additionally, a C code in a C MEX S-function is tested
with a multi-threading concept implemented. The C library of the laser rangefinder is
also transferred to the C MEX S-function file by making necessary changes in order to
make it compatible with Simulink. Finally, one of the scan result is saved in a file and




A Hokuyo URG-04LX-UG01 laser rangefinder sensor is used to provide distance
measurements between the target and the vehicle [37]. It can detect an obstacle any-
where between 20mm to 5600mm and has a scanning range of 2400 with 0.360 angular
resolution. In order to test the sensor and generate appropriate distance measurements,
a built-in C library is used [38]. In Figure 5.1, the sensor front is pointed towards the
right and sensor left is pointed upwards. The sensor scan starts from the point indicated
by 0, whereas it ends at the max index covering 2400. The index changes from 0 to 681
as the sensor complete one scan. The region which is not shaded blue is not scanned by
the laser sensor.
A scan similar to the one shown in Figure 5.1 is obtained by scanning the sur-
roundings of an in-door environment using the laser sensor. In order to generate the
map, the C library of the sensor is transferred to a C MEX S-function. To generate
distance measurements from the sensor, communication is established, and the distance
data for one complete scan of the environment is saved in a file. Using the saved data
and after some manipulations, the obstacles present within the range of the laser sensor
are plotted based on the sensor axis system.
48
Figure 5.1: Laser Rangefinder Scan [39]
5.2.2 C MEX S-FUNCTIONS
The C MEX S-functions are used to integrate C codes with MATLAB/Simulink.
The general structure of a C MEX S-function is shown in figure 5.2.
Figure 5.2: Articheture of a C MEX S-function [40]
The initialization blocks specifies the number of inputs and outputs, port size, and
the sample time. The output function mdlOutputs of the C MEX file is called at each
step time to compute the output. Finally, the mdlTerminate function is used to perform
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tasks at the end of the simulation.
The concept of threading using the pthread library is implemented in the C MEX
S-function. The pthread library is included in the C MEX file, and a simple code is
written in which a thread object is created in the initialization block which points to
a function. The body of this function can be anything based on the requirements, but
for testing purposes a variable is counted up in this thread function which is given as
an output in the mdlOutputs block. This function can be used to implement complex
algorithms (for instance, for the purpose of obstacle avoidance), whose execution can
be very time consuming without using threads. Mutexes are also used to lock and
unlock the thread in order to guard the data which is required for the output. After the
simulation ends, the thread is made to exit/stop by writing the required command in
the mdlTerminate block. Figure 5.3 shows a possible experimental model for future with
the C MEX S-function containing the required C libraries and the obstacle detection
and avoidance algorithm implemented in it, while still using the already developed EKF
and LQR techniques for state estimates and control purposes.
Figure 5.3: Proposed Experimental Model
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5.3 PRELIMINARY RESULTS
In this section, simulation results are presented using the laser rangefinder sensor
distance measurements and the index information to generate the 2D point cloud of
the surroundings. This 2D point cloud is then converted to a map showing the size
and distance of obstacles. The distance measurements are displayed with respect to
the sensor origin and follow the axis system shown in Figure 5.1. Figure 5.4 shows
the 2D point cloud in terms of x and y coordinates in which the red dots represent
the distance of the obstacle in terms of x and y coordinates for one complete scan of
the laser sensor. Additionally, using this 2D point cloud and the Euclidean distance
between the data points, a 2D map shown in Figure 5.5 is created to determine the size
of different obstacles in the test environment. The obstacles are randomly placed in the
work environment, and the 2D map created as a result of laser sensor resembles the test
environment, which confirms the accuracy of the sensor and the successful integration
of the sensor C library in the Simulink C MEX S-function.
x axis















Figure 5.4: 2D Point Cloud of the surroundings
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2D Map of the environment
Figure 5.5: 2D Map of the surroundings
5.4 CONCLUSION
In this chapter, C MEX S-functions are used to integrate C libraries and programs
with a Simulink model. The laser rangefinder sensor C library is transferred to a C
MEX S-function to get the distance measurements and generate a 2D point cloud and
map of the environment. The 2D point cloud and map can be used to easily identify
obstacles present within the range of the sensor based on the x and y coordinates from
the sensor origin. Additionally, pthread library is also integrated with the C MEX S-
function, which will later be used to perform computationally expensive tasks related
to obstacle detection and avoidance algorithms.
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6. CONCLUSION AND FUTURE RESEARCH
6.1 SUMMARY OF RESULTS
UAV quadrotors have seen increasing growth in the past in military and civil ap-
plications, and researchers have been choosing it as a platform to undergo enormous
research in the field of robotics, autonomous vehicles, and flight control algorithms. In
order to enhance the autonomy and reliability of quadrotor UAVs, advanced control
techniques are required to enhance system performance and safety. Inspired by these
challenges, this thesis presents the design and real-time implementation of the Extended
Kalman Filter to estimate the states of the quadrotor and a Linear Quadratic Regulator
(LQR) controller with integral action to satisfy the control objectives.
Two different cases are considered for estimating the states using the Extended
Kalman Filter. First, a full-state Extended Kalman Filter is implemented, which esti-
mates all the quadrotor states along with the IMU sensor biases/faults. In this case,
Vicon motion camera system is used to provide position and yaw angle measurements.
Second, another Extended Kalman Filter is implemented which estimates only the roll
and pitch angles, altitude and vertical velocity of the quadrotor. The available mea-
surements to this EKF are only the altitude, yaw angle, and the IMU. In the first case,
both inner and outer loop control is established, whereas only the inner loop control is
established in the second case. The effectiveness of the designed algorithm for the two
EKFs designed are tested on a real-time test environment.
In order to fulfill the control objectives of the quadrotor. an LQR controller with
integral action is implemented. Both simulation and real-time flight results are presented
in this thesis to verify the performance of the LQR controller. The feedback signals
required for the LQR controller are provided by the EKF generated state estimates.
Both inner and outer loop controllers are established using the LQR technique. During
normal circumstances, (i.e., when position measurements are available and estimates
coming from the first EKF are used), both inner and outer loops are controlled in which
the roll and pitch references are generated from the x and y position control. In the
event that the position measurements are assumed to be lost, the outer loop control is
neglected and only the Euler angles and altitude are controlled, meaning only the inner
loop variables/states are controlled. In this case, the roll and pitch references are given
as direct command, and the feedback signals come from the state estimates from the
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second EKF.
Finally, some preliminary results on the integration of C programs with Simulink C
MEX S-functions is described. A 2D map of the environment using a laser rangefinder
sensor is generated to identify the obstacles present within the range of the sensor.
This is accomplished by transferring the C library of the laser sensor to C MEX S-
functions. Multi-threading and the integration of pthread library with Simulink using C
MEX S-function are also described, which can later be used to perform computationally
expensive tasks related to obstacle detection and avoidance algorithms.
6.2 FUTURE RESEARCH
During the second EKF implementation, the altitude and yaw reference signals
are obtained from the Vicon camera system, but practically speaking on-board sensors
like magnetometer and sonar sensors should be used for yaw and altitude measure-
ments. These sensors can be added in the future and integrated with the EKF and
controller, so that the algorithm only uses on-board sensors. A possible choice for the
yaw measurement can be HMC6343 magnetometer [41], which can be integrated with
the available controller using the I2C communication protocol. Altitude measurements
can be provided by installing a LV-MaxSonar ultrasonic rangefinder sensor [42].
The capabilities of the system can be increased by implementing an obstacle avoid-
ance algorithm for autonomous flight. In order to accomplish this task, first a path
generation and tracking algorithm needs to be devised which can take the quadrotor to
any point in the 3-D space based on the defined path. Many different path generation
techniques have been introduced by researcher over the years [43–46]. A simple guid-
ance technique, such as waypoint guidance by line of sight as described in [47] is under
construction for the quadrotor system described in this thesis. In this algorithm, the
line of sight guidance algorithm find the angle between vehicle speed vector and the tar-
get. Consequently, the vehicle approaches the target by taking the Euclidean distance
between the vehicle and the target. This is done by pointing the vehicle velocity vector
towards the target.
After the aforementioned path generation algorithm is integrated with the current
system described in the thesis, we will be at a stage to develop obstacle detection
and path planning techniques to avoid any obstacles between the quadrotor and the
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generated path. Several different types of sensors, including laser rangefinders, stereo
cameras, monocular cameras, etc., have been used by researchers to obtain the distance
measurements. Among these sensors, laser rangefinders are found to be quite popular
because they are not computationally expensive to operate, and distance measurements
can be easily obtained without having to develop complex image processing algorithms.
Similarly, since we are more interested in detecting the obstacles than the identification
of the particular target, so cameras are of less interest to us. For indoor testings, where
the range of the laser rangefinder is not of much interest, Hokuyo URG-04LX-UG01 laser
range finder sensor can be used to provide distance measurements between the target
and the vehicle [37]. The algorithm for obstacle avoidance is under development using
the distance measurements from the laser rangefinder sensor, which is implemented as a
C MEX S-function file in Simulink [48]. This helps to reduce additional computational
load on the current Simulink model used for experimental testing. Finally, a path
avoidance algorithm will be developed to avoid any obstacles. For instance, [49,50] use
multiple 2-D laser rangefinders to generate 3-D data, [51] utilizes a monocular vision-
based feature estimation for terrain mapping, [52,53] show high level planning from 3-D
maps from stereo to detect the obstacles in the path of the vehicle, and many more.
The Kalman Filter and Linear Quadratic Regulator control methods developed in this
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