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Spatial statistics of magnetic field in two-dimensional chaotic flow in the resistive
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The correlation tensors of magnetic field in a two-dimensional chaotic flow of conducting fluid
are studied. It is shown that there is a stage of resistive evolution where the field correlators
grow exponentially with time what contradicts to the statements present in literature. The two-
and four-point field correlation tensors are computed explicitly in this stage in the framework of
Batchelor-Kraichnan-Kazantsev model. These tensors demonstrate highly intermittent statistics of
the field fluctuations both in space and time.
I. INTRODUCTION
Kinematic dynamo consists in enhancement of magnetic field fluctuations in a moving conducting fluid. This
enhancement is statistically significant for non-stationary flows, in particular, chaotic flows. The dynamo is relevant
for astrophysics [1–5] and for so-called elastic turbulence which is the chaotic motion of polymer solutions [6–8]. In
both cases the velocity field v(r, t) can be considered as a smooth function of coordinates r allowing the use of the
Taylor expansion. Practically this means that in the Lagrangian frame comoving with a given liquid particle the
profile of the field v(r, t) is approximately linear:
vα(r, t) ≈ σαβ(t)rβ (1)
with matrix-valued random function σαβ(t) of time t. Evolution of the magnetic field B(r, t) is governed by the
equation [9]:
∂tB = (B ·∇)v − (v ·∇)B + κ∇
2
B, (2)
where κ is the dissipation coefficient inverse proportional to the conductivity of the fluid.
The present paper is devoted to computation of correlation tensors of the field B for two-dimensional incompressible
chaotic flow at conditions when the expansion (1) is applicable. The statistics of the traceless matrix σαβ(t) is assumed
to be the Gaussian δ-correlated in time random process:
〈σαµ(t)σβν(t
′)〉 = G (3δαβδµν − δβνδαµ − δβµδαν) δ(t− t
′), (3)
where the Stratonovich regularization of the δ-function is assumed,i.e., the δ-function is treated as the limit of a
sequence of symmetric with respect to reflection (t − t′) → (t′ − t) functions. It should be stressed that this is an
external requirement and important part of the model formulation. Such tensor structure follows from the expansion
of the velocity field v(r, t) correlator in Eulerian frame:
〈vµ(r, t)vν(0, t
′)〉 ≈
[
V 20 δµν − G
(
3
2
r2δµν − rµrν
)]
δ(t− t′), r ≪ Rc, (4)
where Rc has a meaning of the smoothness scale determined by fluid viscosity. We consider here the case when
Rc ≫ rd = 2
√
κ/G which is suitable for astrophysical and rheological applications.
It was shown [5, 10, 11] for three-dimensional chaotic flows described by this BKK (Batchelor-Kraichnan- Kazantsev)
model that the moments 〈B2n(r, t)〉, n = 1, 2, . . . grow exponentially with time and the correlation functions of the field
tend to universal spatial shapes. These shapes correspond to filaments with increasing length in which the magnetic
field is concentrating in the course of evolution. The width of such filaments is decreasing up to the dissipative scale rd
where the value if the width is stabilized. At this moment the resistive stage of the evolution begins. The exponential
growth continues but the exponent changes (see also review [12]).
Two-dimensional flows were not considered long time in dynamo studies since it was asserted in [14–16] (and
recognized by the community) that in this case the initial growth of the field changes to exponential decay when the
evolution turns to be strictly diffusive. It should be emphasized that the magnetic field B(r, t) is considered to be
three-dimensional both as a vector and as a function of space position, only the flow is two-dimensional: v = (v1, v2, 0).
2In the papers [13, 17] it is shown explicitly that the arguments leading to this statement are incorrect and the non-
dissipative initial growth gives way to the dissipative regime which occurs with exponential increase of the magnetic
field correlators again. When the characteristic length of the filaments reaches Rc the field values in neighboring
filaments begin to anticorrelate [18] and the dynamo stops. It is in agreement with exact mathematical theorems
[19, 20] related to infinite time limit. In [18] it is shown that the maximal value of 〈B2〉 reached in the course of
evolution is ∼ 〈B0
2〉(Rc/rd)2 ≫ 〈B0
2〉 where B0 is the initial field amplitude. This enhancement is picked up in the
exponential growth stage. Depending on initial level of fluctuations the growth stage can be terminated also by the
back reaction of the magnetic field on the fluid flow [5, 21]. In this case the spatial structure of the field fluctuations
is extremely important. We show in the present paper that the spatial statistics of the magnetic field in the resistive
growth regime in the framework of two-dimensional BKK-model is intermittent similar to three-dimensional case
[11, 12]. The path-integral formalism created to study passive scalar statistics [22, 23] and isotropic correlations in
three-dimensional dynamo problem [11] is developed here to compute the tensor structure of two- and four-point
magnetic field correlators.
The evolution equation (2) conserves the divergence of the field B(r, t). On the other hand, the evolution equations
for the magnetic field components in the flow plane Bµ(r, t), µ = 1, 2 and for the component B3(r, t) perpendicular to
this plane decouple. This means that we can consider evolution of two-component divergence-full field Bµ(r, t), µ =
1, 2 separately since the condition
∂µBµ + ∂3B3 = 0 (5)
is satisfied by the component B3(r, t) governed be the decoupled evolution equation. The dependence of Bµ(r, t), µ =
1, 2 on the coordinate r3, being essential in the condition (5), is unimportant in the evolution. The coordinate r3
enters the correlation functions of components Bµ(r, t), µ = 1, 2 as a parameter only and we don’t take care here on
it.
II. DYNAMICAL COMPUTATION OF THE CORRELATION TENSORS OF THE FIELD Bα(r, t).
The change of the frame to (1) does not change the simultaneous statistics of the field Bµ(r, t), so that we use the
following evolution equation:
∂tBα = σαµBµ − σµνrν∂µBα + κ∇
2Bα. (6)
Performing the spatial Fourier transform:
Bα(r, t) =
∫
d2k
(2π)2
eikrbα(k, t) (7)
we obtain for bα(k, t) the first-order partial differential equation:
∂tbα = σαµbµ + σµνkµ
∂
∂kν
bα − κk
2bα. (8)
Its solution with the initial data b(k, 0) has the form:
bα (k, t) = (Wˆ )αβ (t) bβ
(
WˆT (t)k, 0
)
exp

−κ
t∫
0
dτ
(
kWˆ (t, τ)WˆT (t, τ)k
) . (9)
where the matrices Wˆ (t) and Wˆ (t, τ) obey the equation
dWˆ/dt = σˆWˆ (10)
and can be written as the ordered exponentials:
Wˆ (t) = T exp

 t∫
0
dt′ σˆ (t′)

 , Wˆ (t, τ) = T exp

 t∫
τ
dt′ σˆ (t′)

 = Wˆ (t)Wˆ−1(τ). (11)
The incompressibility of the flow σαα = 0 leads to the unimodularity of the matrix Wˆ (t): det Wˆ (t) = 1.
3To perform the averaging over the matrix Gaussian random process σˆ(t) we use the path integral formalism. The
measure corresponding to the correlation function (3) has the form:
Dσˆ(τ) exp
{
−
1
16G
∫
dτ
[
3Tr
(
σˆσˆT
)
+Tr
(
σˆ2
)]}
. (12)
The matrix Wˆ (t) cannot be expressed as a functional of σˆ(t) explicitly. Hovewer, for the our problem this difficulty
can be avoided (see also [23]). Let us perform the Iwasava parametrization of the matrix Wˆ (t):
Wˆ = Oˆ(ϕ)Dˆ(ρ)Tˆ (χ), (13)
where
Oˆ(ϕ) =
(
cosϕ sinϕ
− sinϕ cosϕ
)
, Dˆ(ρ) =
(
eρ 0
0 e−ρ
)
, Tˆ (χ) =
(
1 χ(t)
0 1
)
, (14)
and the parameters ϕ(t), ρ(t) and χ(t) are some functions of time t determined by σˆ(t) implicitly via the equation:
σˆ(t) = dWˆ (t)/dtWˆ−1(t) = Oˆ(ϕ)
(
ρ˙ ϕ˙+ χ˙e2ρ
−ϕ˙ −ρ˙
)
Oˆ−1(ϕ). (15)
The initial conditions ρ(0) = χ(0) = ϕ(0) = 0 correspond to the evident equality Wˆ (0) = 1. If we consider the
relation (15) as the change of variables in the measure (12) we obtain an explicit path integral expression for any
correlation functions of the magnetic field Bα(r, t). Assuming the retarded regularization of the derivatives, for
example, ρ˙ = (ρn − ρn−1)/ǫ where ǫ is the infinitesimal time interval, the Jacobian of the transformation can be set
to a constant. The resulting averaging measure expressed in terms of the new variables has the form:
NDχDρDϕ
(∏
τ
e2ρ(τ)
)
exp

− 12G
t∫
0
dτ
[
(ρ˙− G)2 +
1
4
e4ρχ˙2 +
1
2
(
ϕ˙+ χ˙e2ρ
)2] . (16)
Here the retarded regularization of the time derivatives is assumed (see e.g. [24]) and N is the normalization constant
providing the equality < 1 >= 1. The origing of non-zero 〈ρ˙〉 is due to so called contact terms in the Lagrangian like
ǫχ˙2ρ˙ exp(4ρ) ∼ ρ˙ arising when we uniformize the regularization of all the terms to retarded form. The corresponding
explicit computations are simple but tedious. Instead we can fix the final coefficients by the requirement that the
growth law of a vector a(t) lenght:
〈a2(t)〉 = 〈a(0)WˆT (t)Wˆ (t)a(0)〉 = a2(0)e4Gt (17)
following directly from (3) must be reproduced. It is worth noting that it is equivalent to the equality 〈exp(2ρ)〉 =
exp(4Gt) check.
We suppose the initial distribution of the magnetic field to be random with Gaussian spatially homogeneous statistics
(below we consider also the case of a given configuration of the field). The correlator of the Fourier components of
the field bα(k, t) has the form:
〈bα (k, 0) bβ (k1, 0) = δ (k + k1) δαβf(k
2l2), (18)
where l is the correlation lengh of the initial magnetic field fluctuations and f(k2l2) is a positive function going to
zero when kl → ∞. The expression for the correlation tensor of in-plane components of the magnetic field following
from (9) and (18) has the form:
Fαβ(r, t) = 〈Bα(r, t)Bβ(0, t)〉 =
〈[
Wˆ (t)WˆT (t)
]
αβ
×
×
∫
d2k
(2pi)2 f(k
2l2) exp
(
irWˆ−1(t)r
)
exp
{
−2κ
∫ t
0 dτ
(
kWˆ−1(τ)Wˆ−1,T (τ)k
)}〉
. (19)
We study the large time Gt ≫ 1 asymptotics of this tensor. The key point which simplifies all the calculations in
the dynamo problem lies in the fact that in this limit the averaging of products Bα(r, t)Bµ(r
′, t) . . . with respect
to the measure (16) can be done in saddle-point approximation at least up to a constant factor. This means that
the dominating contribution to the required expectation values are given by trajectories ρ(t) = AGt) + δρ(t) where
A is some positive constant and δρ(t) ∼ 1 ≪ Gt. This property is a consequence of proportionality of the product
4Bα(r, t)Bµ(r
′, t) . . . to exp (aρ(t)) with some positive constatnt a > 0. Substituting ρ(t) = AGt) + δρ(t) into the path
integral for 〈Bα(r, t)Bµ(r′, t) . . .〉 one can find the constant A(a) requiring the absence of the terms leading to linear
growth of δρ(t) with t. The exponential growth of exp(ρ(t)) on the dominating trajectories leads to suppression of
χ˙2 for Gt ≫ 1 [23, 25]. The fluctuations of the variable χ become frozen in sense that the probability distribution
function (PFD) of χ is asymptotically time-independent for ρ(t) = AGt) + δρ(t). This statement can be illustrated
by the joint PDF for the variables (ρ, χ, ϕ) found in [26]. For Gt≫ 1 it has the form:
P(ρ, χ, ϕ, t) ≈ C
ρ
(Gt)3/2
(
1 + χ2
)− 1
2
−
ρ
2Gt exp
[
−
ρ2
2Gt
+ ρ−
1
2
Gt
]
, C ∼ 1. (20)
Here some inaccuracies made in [26] are corrected. The independence of (20) on ϕ corresponds to the uniform
distribution of this angle in the interval [0, 2π].
We consider here the limit of small dissipation parameter κ so that the corresponding dissipation length rd = 2
√
κ/G
is small comparing with the initial correlation length l: rd ≪ l. On the other hand, the dissipation becomes important
when time goes to infinity and it determines to a large extent the amplitude and the form of the field correlation
functions.
Returning to the expression (19) and taking into account the independence of the parameter χ on time at Gt ≫ 1
we perform the change of variables
k =
(
1 0
−χ 1
)
Q
and neglect the decaying exponential exp(−ρ) everywhere. For dominating trajectories the approximation
t∫
0
dτ e2ρ(τ) ≈ cG−1e2ρ(t). (21)
is valid. Here the quantity c:
c = G
t∫
0
dτ e2ρ(τ)−2ρ(t)
fluctuates but such the fluctuations result in some numerical factor when we compute the correlator (19). This effect
can be important in study of high-order moments of the magnetic field but it is not important when we compute Fαβ
up to a constant prefactor. Hence the leading comtribution to the correlation tensor has the form:
Fαβ(r, t) ∝
〈
(1 + χ2)e2ρ
(
cos2 ϕ − sinϕ cosϕ
− sinϕ cosϕ sin2 ϕ
)
αβ
×
×
∫
d2Qf
(
Q21l
2[1 + χ2]
)
exp
{
iQ2e
ρ (r1 sinϕ+ r2 cosϕ)− cQ
2
2e
2ρr2d
}〉
. (22)
Here the averaging is assumed to be performed with respect to the finite-dimensional probability density (20). dQ1
- integration can done first producing the factor ∼ (1 + χ2)−1/2l−1f0, f0 =
∫
dq f(q2). The subsequent integration
with respect to dχ is convergent and results into a numerical factor of the order of unity. The integration over the
variable Q2 is Gaussian and it gives us the expression:
Fαβ(r, t) ∝
f0
lrd
〈
eρ
(
cos2 ϕ − sinϕ cosϕ
− sinϕ cosϕ sin2 ϕ
)
αβ
exp
[
−
r2
cr2d
sin2 (ϕ+ ϕ0)
]〉
. (23)
where tanϕ0 = r2/r1. The averaging over the variable ρ produces growing factor exp(3Gt/2) which corresponds to
the dominating trajectory ρ(t) ≈ 2Gt. The final averaging over the angle ϕ results in universal forms for correlation
tensor in two limits:
Fαβ(r, t) ∝ δαβ
f0e
3Gt/2
lrd
, r≪ rd, (24)
and
Fαβ(r, t) ∝
f0
l
exp
(
3
2
Gt
)
rαrβ
r3
, r ≫ rd. (25)
5In this asymptotics the correlation tensor Fαβ(r, t) does not depend on rd similar to three-dimensional case [10].
Turning to the four-point correlation tensor it is easy to see that for the linear velocity profile (1) there is the
decomposition:
〈Bα(r1, t)Bβ(r2, t)Bγ(r3, t)Bµ(r4, t)〉 = Qˆ (R12,R34) + Qˆ (R13,R24) + Qˆ (R14,R23) , (26)
where Rjl = rj − rl, j, l = 1, . . . , 4. The tensor function Qˆ (R1,R2) can be expressed in a form similar to (23). The
presence of two angles related to the vectors R1 and R2 leads to the strong angle dependence:
Qˆ (R1,R2) ∼ exp
(
−
R2
r2d
Θ212
)
, (27)
where Θ12 is the angle between R1 and R2 and the relation R1 ∼ R2 ∼ R is assumed. In the collinear limit
R1,2 = nR1,2 one can get the simple expression:
Qˆ (R1,R2) ∼ nαnβnγnµ
f20 l
2
rd
√
R21 +R
2
2
exp (4Gt) . (28)
III. CONCLUSION.
The picture corresponding to the correlators found above is the following: the field Bα is concentrated in parallel
strips of the width ∼ rd. The field is directed mainly along the strip. These strips are rotated by the flow and
the time interval τs when the observation points reside in a strip is of the order of rd/r where r is the distance
between the points. The angle dependence (27) corresponds exactly to this intermittent stripes structure. The r-
dependence of the two- and four-point correlators coincides because it has the mentioned geometrical origin. The
ratio 〈B4〉/〈B2〉2 ∼ exp(2Gt)≫ 1 corresponds also to the temporal intermittency.
For the times t≫ G−1 ln(Rc/rd) the approximation (1) does not work. The pair correlator of the magnetic field is
studied in [18] but high-order correlation functions are unknown and the question about the intermittency effects in
this stage of evolution remains open.
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