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Abstract— This work focuses on inverse optimal, observer
based output feedback control of Euler-Lagrange systems.
Specifically a variable structure observer based output feedback
controller is proposed which aside from ensuring asymptotic
position tracking also ensures that a positive cost function,
penalizing control input performance, is minimized. Simulation
studies performed on a two link planar robot manipulator are
included to illustrate the overall performance and feasibility of
the proposed controller.
I. INTRODUCTION
Finding an optimal solution to the output feedback control
of Euler–Lagrange systems is an extremely a challenging
problem. For the ”forward” optimal approach, one needs
to solve the Hamilton-Jacobi-Bellman (HJB) equation, and
finding a value function satisfying HJB equation for a non-
linear system is, even when all system states are measurable
(the full-state feedback case), a challenging task. The inverse
optimal approach on the other hand, is a constructive method
in which one has to design a control-Lyapunov function,
which is then treated as an optimal value function. By this
way the overall problem is reduced to finding a cost func-
tion which minimizes the previously defined value function.
Aside from finding a proper control-Lyapunov function, the
inverse optimal approach is easier compared with the forward
optimal approach as it does not involve the solution of HJB
equation for a highly nonlinear system which may or may
not exists. Some applications of inverse optimal controller
approach to nonlinear systems can be found in [1]-[5].
For adaptive case, when the system parameters are uncer-
tain, inverse optimal adaptive controllers such as [3], [4], [6]-
[7] have been developed to compensate for the uncertainties
that are linear in the parameters [2]. Results such as [3]
and [7] proposed inverse optimal adaptive controllers for a
general class of nonlinear systems with unknown parameters.
An inverse optimal adaptive attitude tracking controller was
proposed in [4] for rigid spacecraft with external disturbances
and a constant uncertain inertia matrix. In [8], an inverse
optimal adaptive backstepping technique is applied to the
design of a pitch control law for a surface-to-air nonlinear
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missile model with a constant inertia matrix [2]. In [1],
and [2], the authors initially developed an inverse optimal
adaptive controller for an Euler-Lagrange system with full
state feedback, then extended their result to output feedback
type using a nonlinear filter based approach.
In this study, via defining a positive cost function for the
observer based adaptive output feedback controller proposed
in [9], we have proved that under some conditions the pro-
posed controller is optimal. Therefore the proposed controller
not only ensures asymptotic tracking but it also ensures that a
positive cost function, penalizing control input performance,
is minimized.
The rest of the work is organized in the following manner:
In Section II the dynamical model of the robot manipulator
with its properties used in the analysis are presented. The
formulation of the proposed observer-controller couple are
presented Section III. Section IV presents the cost function
and inverse optimal formulation. Simulation studies per-
formed on a two link, direct drive planar robot manipulator
are given in Section V. And finally concluding remarks are
given in Section VI.
II. SYSTEM DYNAMICS AND PROPERTIES
The nonlinear systems considered in this study are mod-
eled by the following Euler-Lagrange formulation
M(q)q¨ + Vm(q, q˙)q˙ +G (q) + Fdq˙ = τ (1)
where M(q) ∈ Rn×n represents the inertia matrix,
Vm(q, q˙) ∈ Rn×n represents the centripetal-Coriolis matrix,
G (q) ∈ Rn represents the gravitational effects, Fd ∈ Rn×n
represents the friction, τ (t) ∈ Rn represents the control
input, q (t), q˙ (t), q¨ (t) ∈ Rn represent the system state and
its first and second time derivatives, respectively.
Euler-Lagrange systems exhibit the following properties
that are used in the subsequent control development and
analysis sections:
Property 1: The inertia matrix can be bounded from
above and below by the following inequalities [12]
m1In ≤M(q) ≤ m2In (2)
where m1 and m2 are positive constants, and In is the n×n
identity matrix. Likewise the inverse of of the inertia matrix
can be bounded as follows
1
m2
In ≤M−1(q) ≤ 1
m1
In. (3)
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Property 2: The inertia and the centripetal-Coriolis matri-
ces satisfy the following relationship [10]
ξT
(
1
2
M˙(q)− Vm(q, q˙)
)
ξ = 0 ∀ ξ ∈ Rn (4)
where M˙(q) represents the time derivative of the inertia
matrix.
Property 3: The centripetal-Coriolis matrix satisfies the
following relationship [11]
Vm(q, ν)ξ = Vm(q, ξ)ν ∀ ξ, ν ∈ Rn. (5)
Property 4: The norm of the centripetal-Coriolis and fric-
tion matrices can be upper bounded as follows [12]
‖Vm(q, ξ)‖i∞ ≤ ζc1 ‖ξ‖ , ‖Fd‖i∞ ≤ ζf ∀ ξ ∈ Rn. (6)
where ζc1 and ζf are positive constants and ‖.‖i∞ denotes
the matrix induced norm.
Property 5: The dynamics given in (1) can be linearly
parameterized as follows [12]
Y (q, q˙, q¨)θ = M(q)q¨ + Vm(q, q˙)q˙ +G(q) + Fdq˙ (7)
where θ ∈ Rp contains the constant system parameters,
Y (q, q˙, q¨) ∈ Rn×p denotes the regression matrix that is a
function only of q(t), q˙(t) and q¨(t). The formulation of (7)
can also written in terms of the desired trajectory in the
following manner
Yd(qd, q˙d, q¨d)θ = M(qd)q¨d + Vm(qd, q˙d)q˙d +G(qd) + Fdq˙d
(8)
where the desired regression matrix Yd(qd, q˙d, q¨d) ∈ Rn×p
is a function of the desired system state, its first and
second time derivatives denoted by qd(t), q˙d(t), q¨d(t) ∈ Rn,
respectively.
Property 6: The inertia, centripetal-Coriolis, and gravity
terms of (1) can be upper bounded as follows [13]
‖M(ξ)−M(ν)‖i∞ ≤ ζm1 ‖ξ − ν‖ (9)∥∥M−1(ξ)−M−1(ν)∥∥
i∞ ≤ ζm2 ‖ξ − ν‖
‖Vm(ξ, ω)− Vm(ν, ω)‖i∞ ≤ ζc2 ‖ω‖ ‖ξ − ν‖
‖G(ξ)−G(ν)‖ ≤ ζg ‖ξ − ν‖
where ν, ξ, ω ∈ Rn, ζm1, ζm2, ζc2, ζg ∈ R are positive
bounding constants.
III. ADAPTIVE OBSERVER BASED CONTROLLER
The control objective is to design an adaptive tracking con-
troller for the system using only q(t) as the available system
state, despite the presence of uncertain system parameters
while minimizing a meaningful performance index. Keeping
all the signals under the closed–loop operation is the hidden
boundedness objective.
We will quantify the control objective by defining the link
position tracking error e(t) ∈ Rn as follows
e , qd − q. (10)
It is noted that the desired system state qd (t) and its
derivatives are required to be chosen as bounded functions
of time.
In order to compensate the uncertainty of the system pa-
rameters, a dynamic adaptive estimate of the system param-
eters, denoted by θˆ(t) ∈ Rp, is developed in the subsequent
sections. The difference between the model parameter vector
θ and estimated parameters is defined as
θ˜ , θ − θˆ (11)
where θ˜(t) ∈ Rp is the parameter estimation error vector.
Since, q˙ measurements are not available for control design,
an observer for velocity, denoted by ˙ˆq (t) ∈ Rn, is utilized in
the design of the subsequent controller. The corresponding
velocity and position observation errors, ˙˜q (t), q˜ (t) ∈ Rn are
defined as
˙˜q , q˙ − ˙ˆq (12)
q˜ , q − qˆ. (13)
The following model–free velocity observer described in [9]
is utilized in the controller
˙ˆq = p+K0q˜ −Kce (14)
p˙ = K1Sgn(q˜) +K2q˜ − αKce (15)
where p(t) ∈ Rn is an auxiliary filter variable, K0, Kc, K1,
K2 ∈ Rn×n are positive definite, diagonal gain matrices,
α ∈ R is a positive gain, and Sgn(q˜) ∈ Rn is the vector form
of the standard signum function which has the following
form
Sgn(q˜) ,
[
sgn(q˜1) sgn(q˜2) ... sgn(q˜n)
]T
. (16)
To avoid second order time derivatives in the subsequent
stability analysis, a filtered tracking error, denoted by r(t) ∈
Rn, and a filtered version of the observation error, denoted
by s(t) ∈ Rn, are formulated as
r , e˙+ αe and s , ˙˜q + αq˜. (17)
In order to facilitate the development of the inverse optimal
controller formulation, the input is segregated into two parts.
First one is the feedforward component of the control input,
denoted by uf (t) ∈ Rn, which is independent of the system
states, and the second one is the optimal feedback law,
denoted by u0 (t) ∈ Rn, which depends on the system states.
In view of this segregation, the control input is designed as
τ = uf − u0 (18)
with feedforward and optimal components of the control
input designed as
uf = Ydθˆ (19)
u0 = −(Kpe+ αKc(qd − qˆ) +Kc(q˙d − ˙ˆq)) (20)
where Kp ∈ Rn×n is a diagonal, positive definite gain
matrix. The dynamic adaptive estimate for the uncertain
model parameter vector is generated according to
θˆ = Γ
t∫
0
[
αY Td (σ)e(σ)− Y˙ Td (σ)e(σ)
]
dσ
+ΓY Td (t)e(t)− ΓY Td (0)e(0) (21)
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where Γ ∈ Rp×p is a constant, diagonal, positive definite
adaptation gain matrix. Using the time derivative of the
observer dynamics in (14), system dynamics in (1), desired
system dynamics in (7) and the control input designed in
(18), (19), (20), the observation error dynamics is obtained
as
¨˜q = N0 −K1Sgn(q˜)−K2q˜ −K0 ˙˜q +Kcr (22)
where N0 (t) ∈ Rn is an auxiliary term defined as
N0 = M
−1 (q) {τ − Vm (q, q˙) q˙ −G (q)− Fdq˙} . (23)
The above auxiliary term can be segregated as sum of two
auxiliary terms, denoted by Nd (t) ∈ Rn and Nb (t) ∈ Rn,
that can be bounded by a constant and by a function of error
signals. Specifically,
N0 = Nd +Nb (24)
where Nb can be bounded as [9]
‖Nb‖ ≤ ρ01 ‖e‖+ ρ02 ‖r‖+ ρ03 ‖r‖2 + ρ04 ‖s‖ (25)
where ρ01, ρ02, ρ03, ρ04 ∈ R are known positive bounding
constants and the entries of Nd and its first time derivative
can be bounded in the following manner
‖Ndi(t)‖L∞ < ζNdi ,
∥∥∥N˙di(t)∥∥∥L∞ < ζN˙di (26)
where subscript i denotes the ith entry of the vector, and
ζNdi , ζN˙di ∈ R i = 1, · · · , n are known positive bounding
constants.
When the observer gains are selected to satisfy
α(K0 − αIn) = K2 (27)
then, the filtered observer error dynamics is obtained as
s˙ = Nd +Nb −K1Sgn(q˜)− K2
α
s+Kcr. (28)
The filtered error dynamics is derived using (1) along with
the time derivative of the filtered tracking error in (17)
M(q)r˙ = −Vm(q, q˙)r−Kpe−Kcr−Kcs+ϕ+Ydθ˜ (29)
where the control input in (18), (19), (20) is substituted and
ϕ (t) ∈ Rn is an auxiliary error–like term defined as
ϕ , Ysθ − Ydθ (30)
where Ys (t) ∈ Rn×p is obtained from the following expres-
sion
Ysθ = M (q) (q¨d + αe˙)+Vm (q, q˙) (q˙d + αe)+G (q)+Fdq˙.
(31)
The auxiliary error–like term in (30) can be bounded as
‖ϕ‖ ≤ ρ1(‖e‖) ‖e‖+ ρ2(‖e‖) ‖r‖ (32)
where ρ1(‖e‖), ρ2(‖e‖) ∈ R are known positive bounding
functions.
Having obtained closed–loop error dynamics for both
filtered tracking error and filtered observation error, we are
now ready to proceed with the stability analysis.
Theorem 1: The controller given in (18) and observer
given in (14) ensures semi–global asymptotic stability in the
sense that ‖e(t)‖, ∥∥ ˙˜q(t)∥∥ → 0 as t → ∞ provided that the
gains are selected to satisfy and (27), and controller gain Kc,
and observer gains K2 and K1 are chosen to satisfy
Kc = 1 + ρ2 + knρ
2
1 (33)
K2 = α
(
1 + ρ04 + kn(ρ
2
01 + ρ
2
02 + ρ
2
03)
)
(34)
K1i > ζNdi +
1
α
ζN˙di (35)
where kn ∈ R is a nonlinear damping gain which needs to
be selected to satisfy
kn >
1
2
(
1 +
λ2
λ1
‖z(0)‖2
)
. (36)
In (36), z (t) ∈ R(3n+p+1)×1 is defined as
z =
[
sT ,
√
P0, r
T , eT , θ˜T
]T
(37)
and λ1, λ2 ∈ R are defined as
λ1 =
1
2
min
{
1,m1, λmin(Kp), λmin(Γ
−1)
}
(38)
λ2 =
1
2
max
{
1,m2, λmax(Kp), λmax(Γ
−1)
}
. (39)
Proof: To prove the theorem, the following scalar
function V (z) ∈ R is defined as
V =
1
2
sT s+P0+
1
2
rTM(q)r+
1
2
eTKpe+
1
2
θ˜TΓ−1θ˜ (40)
where the scalar auxiliary function P0 (t) ∈ R is defined as
P0 , ζ0 −
t∫
0
ω0(σ)dσ (41)
where ω0(t) ∈ R and non-negative constant ζ0 are defined
as
ω0(t) , sT (Nd −K1Sgn(q˜)) (42)
ζ0 ,
n∑
i=1
K1i |q˜i(0)| − q˜T (0)Nd(0). (43)
The axuiliary term P0 (t) in (40) can be proven to be
nonnegative provided that the entries of the observer gain
matrix K1 are chosen to satisfy (35) as demonstrated in [9].
The Lyapunov function in (40) can be lower and upper in
the following sense
λ1 ‖x‖2 ≤ λ1 ‖z‖2 ≤ V ≤ λ2 ‖z‖2 (44)
where x (t) ∈ R3n is defined as
x =
[
sT rT eT
]T
. (45)
Using the filtered error dynamics in (29), filtered observer
error dynamics in (28), the time derivative of the parameter
update law in (21) and properties (2)-(6) along with the time
derivative of the Lyapunov function in (40) results in
V˙ = sT (Nb − K2
α
s) + rT (ϕ−Kcr)− αeTKpe. (46)
7644
Using bounds in (25) and (32), we can obtain the following
upper bound for the right hand side of the above expression
V˙ ≤ −‖s‖2 − ‖r‖2 − ‖e‖2 (47)
+[ρ01 ‖s‖ ‖e‖ − knρ201 ‖s‖2]
+[ρ02 ‖s‖ ‖r‖ − knρ202 ‖s‖2]
+[ρ03 ‖s‖ ‖r‖2 − knρ203 ‖s‖2]
+[ρ1 ‖r‖ ‖e‖ − knρ21 ‖r‖2].
Completing the squares for the terms in the brackets, and
using definition (45), we can reach the following upper bound
for the right hand side of the time derivative of the Lyapunov
function
V˙ ≤ −
[
1− 1
2kn
(
1 + ‖x‖2
)]
‖x‖2 (48)
where αΛmin(Kp) > 1 was also considered. Provided that
(36) is satisfied, the right hand side of the above expression
can be upper bounded as
V˙ ≤ −β ‖x‖2 (49)
where β ∈ R is some positive constant satisfying 0 < β ≤ 1.
In view of (40) and (49), V (z) and thus z (t) ∈ L∞.
Using standard signal chasing arguments, it can be shown
that all closed–loop signals including e (t), e˙ (t) and ˙˜q (t),
¨˜q (t) are bounded. By integrating both sides of (49) in time
from initial time to infinity, it is easy to see that x (t) ∈ L2,
therefore e (t), ˙˜q (t) ∈ L2. Finally, using Barbalat’s Lemma,
it is proven that ‖e(t)‖, ∥∥ ˙˜q(t)∥∥→ 0 as t→∞.
IV. COST FUNCTIONAL MINIMIZATION
In this section, the minimization of a subsequently cho-
sen cost functional is demonstrated. The following theorem
encapsulate the proof of the minimization.
Theorem 2: The output feedback law in (19) and the
adaptive update law in (21) minimizes the following positive
cost functional
J = lim
t→∞
kA2 θ˜TΓ−1θ˜ +
t∫
0
[
l(x (σ)) + uT0 (σ)Ru0 (σ)
]
dσ

(50)
and l(x) ∈ R is defined by
l = −kAV˙ − uT0 Ru0 (51)
where V is the Lyapunov function defined in (40), R ∈ Rn×n
is a positive definite, symmetric weighting matrix, and kA ∈
R is a positive constant satisfying
kA ≥ 1
β
λmax
(
KTg RKg
)
(52)
where Kg ∈ Rn×3n is defined by
Kg ,
[
Kc Kc Kp
]
(53)
Proof: We would like to note that for the cost function
in (50) to be considered meaningful, it has to be a positive
function of the states x and the input u0. To prove that the
term uT0 Ru0 positive, rewrite the input u0 in the following
form
u0 = −Kgx (54)
which results in
uT0 Ru0 = x
TKTg RKgx (55)
which is positive if KTg RKg is positive definite. Since we
select R, Kc and Kp as positive definite gain matrices, this
requirement is satisfied.
To prove that the function l(x) is positive, (51) and (55)
are utilized to obtain
l = −kAV˙ − xTKTg RKgx. (56)
The expression in (49) can be rewritten as
−kAV˙ ≥ kAβxTx. (57)
Adding and subtracting the term xTKTg RKgx to the right
hand side of (57) allows us to find a lower bound for the
right hand side of (56) as
xT
(
kAβIn −KTg RKg
)
x ≥ 0 (58)
from which it is easy to conclude that l(x) is positive
provided that kA satisfies (52). So, it is proved that for a
positive definite and symmetric weighting matrix R the cost
function J in (50) is a positive cost penalizing e, r and s if
kA satisfies (52).
To show that u0 minimizes J , the auxiliary input signal
v ∈ Rn is defined
v = u0 +Kgx (59)
Substituting this auxiliary input in the cost functional in (50)
yields
J = lim
t→∞
kA2 θ˜TΓ−1θ˜ +
t∫
0
(−kAV˙ + vTRv)ds
 . (60)
Separating the parameter error cost from V yields
J = lim
t→∞

kA
2 θ˜
TΓ−1θ˜ − kA2
t∫
0
d
dt
(
θ˜TΓ−1θ˜
)
ds
+
t
kA
∫
0
(−V˙a)ds
t
+
∫
0
(
vTRv
)
ds
 (61)
where Va ∈ R is defined by
Va = P0 +
1
2
sT s+
1
2
rTM(q)r +
1
2
eTKpe. (62)
Then, calculating the integrals in (61) gives
J =
kA
2
θ˜(0)TΓ−1θ˜(0)+kAVa(0)−kAVa(∞)+
∞∫
0
(
vTRv
)
ds.
(63)
Since from the proof of Theorem 1, we know that x (t)
converges to zero, then it is easy to conclude that the cost
functional in (50) is minimized if v = 0.
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V. SIMULATION STUDIES
The performance of the controller is examined in a nu-
merical simulation on a two-link, direct-drive planar robot
manipulator having the following dynamic model
M(q) =
[
p1 + 2p3 cos(q2) p2 + p3 cos(q2)
p2 + p3 cos(q2) p2
]
(64)
Vm(q, q˙) =
[ −p3 sin(q2)q˙2 −p3 sin(q2)(q˙1 + q˙2)
p3 sin(q2)q˙1 0
]
Fd =
[
fd1 0
0 fd2
]
, G(q) =
[
0 0
0 0
]
where p1 = 3.473
[
kg −m2], p2 = 0.193 [kg −m2],
p3 = 0.242
[
kg −m2], fd1 = 5.3 [Nm− sec], fd2 = 1.1
[Nm− sec]. The desired trajectory is given as
qd(t) =
[
0.7 sin(t)(1− exp(−0.3t3))
1.2 sin(t)(1− exp(−0.3t3))
]
[rad] (65)
The control gains were selected as
α = diag {1.8, 1.6} (66)
Kp = diag {80, 75} ,Kc = diag {6, 2}
K1 = diag {1.6, 1.2} ,Ko = diag {8, 6}
The tracking errors and control torques are shown in Figures
1 and 2, respectively. The estimates for parameters are shown
on Figure 3 and the cost value for kA = 200 is shown on
Figure 4. From Figure 1, it can be concluded that the tacking
control objective is achieved.
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Fig. 1. Link Tracking Errors
VI. CONCLUSION
It is shown that the observer-controller described in [9]
not only tracks a time varying trajectory asymptotically, but
also minimizes a positive cost function using only output
information and parametric uncertainty. The condition for
inverse optimality is derived, and simulation results are
presented for a two link planar robot model.
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