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Abstract—The stringent requirements for low-latency and
privacy of the emerging high-stake applications with intelligent
devices such as drones and smart vehicles make the cloud
computing inapplicable in these scenarios. Instead, edge machine
learning becomes increasingly attractive for performing training
and inference directly at network edges without sending data to a
centralized data center. This stimulates a nascent field termed as
federated learning for training a machine learning model on com-
putation, storage, energy and bandwidth limited mobile devices
in a distributed manner. To preserve data privacy and address
the issues of unbalanced and non-IID data points across different
devices, the federated averaging algorithm has been proposed for
global model aggregation by computing the weighted average
of locally updated model at each selected device. However, the
limited communication bandwidth becomes the main bottleneck
for aggregating the locally computed updates. We thus propose
a novel over-the-air computation based approach for fast global
model aggregation via exploring the superposition property of
a wireless multiple-access channel. This is achieved by joint
device selection and beamforming design, which is modeled as
a sparse and low-rank optimization problem to support efficient
algorithms design. To achieve this goal, we provide a difference-
of-convex-functions (DC) representation for the sparse and low-
rank function to enhance sparsity and accurately detect the
fixed-rank constraint in the procedure of device selection. A DC
algorithm is further developed to solve the resulting DC program
with global convergence guarantees. The algorithmic advantages
and admirable performance of the proposed methodologies are
demonstrated through extensive numerical results.
Index Terms—Federated learning, over-the-air computation,
edge machine learning, sparse optimization, low-rank optimiza-
tion, difference-of-convex-functions, DC programming.
I. INTRODUCTION
The astounding growth in data volume promotes widespread
artificial intelligent applications such as image recognition
and natural language processing [1], thanks to the recent
breakthroughs in machine learning (ML) techniques partic-
ularly deep learning, as well as the unprecedented levels of
computing power [2]. Nowadays the typical machine learning
procedure including the training process and the inference
process, is supported by the cloud computing, i.e., a cen-
tralized cloud data center with the broad accessibility of
computation, storage and the whole dataset. However, the
emerging intelligent mobile devices and high-stake applica-
tions such as drones, smart vehicles and augmented reality,
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call for the critical requirements of low-latency and privacy.
This makes the cloud computing based ML methodologies
inapplicable [3]. Therefore, it becomes increasingly attractive
to possess data locally at the edge devices and then performing
training/inference directly at the edge, instead of sending data
to the cloud or networks. This emerging technique is termed as
edge ML [4]. The main bottleneck is the limited computation,
storage, energy and bandwidth resources to enable mobile edge
intelligent services. To address this issue, there is a growing
body of recent works to reduce the storage overhead, time and
power consumption in the inference process using the model
compression methods via hardware and software co-design [5],
[6]. Furthermore, various advanced distributed optimization
algorithms [7], [8], [9], [10], [11] have been proposed to speed
up the training process by taking advantages of the computing
power and distributed data over multiple devices.
Recently, a nascent field called federated learning [10],
[11], [12], [13], [14] investigates the possibility of distributed
learning directly on the mobile devices to enjoy the benefits of
better privacy and less network bandwidth. However, a number
of challenges arise to deploy the federated learning technique.
1) The collected non-IID data across the network (i.e., the data
is generated by distinct distributions across different devices),
imposes significant statistical challenges to fit a mode from the
non-IID data [11], [15]. 2) Large communication loads across
mobile devices limit the scalability for federated learning to
efficiently exchange locally computed updates at each device
[10], [16]. 3) The heterogeneity of computation, storage and
communication capabilities across different devices brings
unique system challenges to tame latency for on-device dis-
tributed training, e.g., the stragglers (i.e., devices that run
slow) may cause significant delays [8], [17]. 4) The arbitrarily
adversarial behaviors of the devices (e.g,. Byzantine failures
[18]) bring critical security issues for large-scale distributed
learning, which will incur a major degradation of the learning
performance [19]. 5) System implementation issues such as
the unreliable device connectivity, interrupted execution and
slow convergence compared with learning on centralized data
[12]. In particular, the federated averaging (FedAvg) algorithm
[10] turns out to be a promising way to efficiently average the
locally updated model at each device with unbalanced and
non-IID data, thereby reducing the number of communication
rounds between the center node and the end devices.
In this paper, we focus on designing the fast model ag-
gregation approach for the FedAvg algorithm to improve
the communication efficiency and speed up the federated
learning system. We observe that the global model aggregation
procedure consists of the transmission of locally computed
updates from each device, followed by the computation of
their weighted average at a central node. We shall propose
2a computation and communication co-design approach for
fast model aggregation by leveraging the principles of over-
the-air computation (AirComp) [20]. This is achieved by
exploring the superposition property of a wireless multiple-
access channel to compute the desired function (i.e., the
weighted average function) of distributed locally computed
updates via concurrent transmission. Although the AirComp
problem has achieved significant progresses from the point
of view of information theory [20], signal processing [21]
and transceiver beamforming design [22], the AirComp based
model aggregation problem brings unique challenges as we
need to simultaneously minimize the function distortion and
maximize the number of involved devices. This is based on
the key observations that the aggregation errors may lead to a
notable drop of the prediction accuracy, while the convergence
of training can be accelerated with more involved devices [10],
[23]. To improve the communication efficiency and statistical
performance of federated learning, we shall propose a joint
device selection and receiver beamforming design approach to
find the maximum selected devices with the mean-square-error
(MSE) requirement for fast model aggregation via AirComp.
Note that the tradeoff of learning performance and aggregation
error is also considered in the recent parallel work [24],
which quatifies the device population of the truncation-based
approach for excluding the devices with deep fading channel.
However, the joint device selection and beamforming de-
sign problem is essentially a computationally difficult mixed
combinatorial optimization problem with nonconvex quadratic
constraints. Specifically, device selection needs to maximize a
combinatorial objective function, while the MSE requirement
yields nonconvex quadratic constraints due to the multicasting
duality for receiver beamforming design in AirComp [22]. To
address the computational issue, we propose a sparse and low-
rank modeling approach to assist efficient algorithms design.
This is achieved by finding a sparse representation for the com-
binatorial objective function, followed by reformulating the
nonconvex quadratic constraints as affine constraints with an
additional rank-one matrix constraint by adopting the matrix
lifting technique [25]. For the sparse optimization problem,
ℓ1-norm is a celebrated convex surrogate for the nonconvex
ℓ0-norm. The nonconvex smoothed ℓp-norm supported by the
iteratively reweighted algorithm is a promising way to enhance
the sparsity level [26], [27]. However, its convergence results
rely on the carefully chosen smoothing parameter. Although
the semidefinite relaxation (SDR) technique convexifies the
nonconvex quadratic constraints as a linear constraint via
dropping the rank-one constraint in the lifting problem, the
performance degenerates with large number of antennas as its
weak capability of inducing low-rank structures [28].
To address the limitations of existing algorithms for solving
the presented sparse and low-rank optimization problem, we
propose a unified difference-of-convex-functions (DC) ap-
proach to induce both the sparsity and low-rank structures.
Specifically, to enhance sparsity, we adopt a novel DC repre-
sentation for the ℓ0-norm [29], which is given by the difference
of the ℓ1-norm and the Ky Fan k-norm [30], i.e., sum of the
largest k absolute values. We also provide a DC representation
for the rank-one constraint of the positive semidefinite matrix
by setting the difference between its trace norm and spectral
norm as zero. Based on the novel DC representations for the
sparse function and low-rank constraint, we propose to induce
the sparse structure in the first step as a guideline for the prior-
ity of selecting devices. In the second step, we solve a number
of feasibility detection problems to find the maximum selected
devices via accurately satisfying the rank-one constraint. Our
proposed DC approach for enhancing sparsity is parameter
free. The exact detection of the rank-one constraint is critical
for accurately detecting the feasibility of nonconvex quadratic
constraints in the procedure of device selection. Furthermore,
the computationally efficient DC Algorithm (DC) with global
convergence guarantee is developed by successively solving
the convex relaxation of primal problem and dual problem
of the DC program. These algorithmic advantages make the
proposed DC approach for sparse and low-rank optimization
outperform state-of-the-art approaches considerably.
A. Contributions
In this paper, we propose a novel over-the-air computation
approach to enable fast global model aggregation for on-
device distributed federated learning via harnessing the signal
superposition property of a wireless multiple-access channel.
To improve the statistical learning performance and the con-
vergence rate for on-device distributed learning, we propose
to maximize the number of involved devices for global model
aggregation while satisfying the MSE requirement to reduce
the model aggregation error. This is achieved by joint device
selection and beamforming design, which is further modeled
as a sparse and low-rank optimization problem. A novel DC
approach is developed to enhance sparsity and accurately
detect rank-one constraint. The DC algorithm with established
convergence rate is further developed via successively convex
relaxation.
The main contributions of the paper are summarized as
follows:
1) We design a novel fast model aggregation approach
for federated learning via exploiting signal superposition
property of a wireless multiple-access channel using
the principles of over-the-air computation. This idea
is achieved by joint device selection and beamforming
design to improve the statistical learning performance.
2) A sparse and low-rank modeling approach is provided to
support efficient algorithms design for the joint device
selection and beamforming problem, which is essentially
a highly intractable combinatorial optimization problem
with nonconvex quadratic constraints.
3) To address the limitations of existing algorithms for
sparse and low-rank optimization, we propose a unified
DC representation approach to induce both the sparse
and low-rank structures. The proposed DC approach has
the capability of accurately detecting the feasibility of
nonconvex quadratic constraints, which is critical in the
procedure of device selection.
4) We further develop a DC algorithm for the presented
nonconvex DC program via successive convex relaxation.
The global convergence rate of the DC algorithm is
3further established by rewriting the DC function as the
difference of strongly convex functions.
The superiority of the proposed DC approach for accurately
feasibility detection and device selection will be demonstrated
through extensive numerical results. It turns out that our
proposed approaches can achieve better prediction accuracy
and faster convergence rate in the experiments of training
support vector machine (SVM) classifier on CIFAR-10 dataset.
B. Organization
The remaining part of this work is organized as follows.
Section II introduces the system model of on-device distributed
federated learning and problem formulation for fast model ag-
gregation. Section III presents a sparse and low-rank modeling
approach for model aggregation. Section IV provides the DC
representation framework for solving the sparse and low-rank
optimization problem, while in Section V the DC Algorithm
is developed and its convergence rate is also established. The
performances of the proposed approaches and other state-of-
the-art approaches are illustrated in Section VI. We conclude
this work in Section VII.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, the on-device distributed federated learning
system is presented. Based on the principles of over-the-air
computation, we propose a computation and communication
co-design approach based on the principles of over-the-air
computation for fast model aggregation of locally computed
updates at each device to improve the global model.
A. On-Device Distributed Federated Learning
As an on-device distributed training system, federated learn-
ing keeps the training data at each device and learns a
shared global model from distributed mobile devices. With
this novel distributed learning paradigm, lots of benefits can
be harnessed such as low-latency, low power consumption
as well as preserving users’ privacy [10]. Fig. 1 illustrates
the federated learning system with M single-antenna mobile
devices and one computing enabled base station (BS) equipped
with N antennas to support the following distributed machine
learning task:
minimize
z∈Rd
f(z) =
1
T
T∑
i=1
fi(z), (1)
where z is the model parameter vector to be optimized with
dimension d and T is the total number of data points. This
model is widely used in linear regression, logistic regression,
support vector machine, as well as deep neural networks.
Typically, each function fi is parameterized by ℓ(z;xi, yi),
where ℓ is a loss function with the input-output data pair as
(xi, yi). Here, D = {(xi, yi) : i = 1, · · · , T } denotes the
dataset involved in the training process. The local dataset at
device k is denoted as Dk ⊆ D.
A recognized problem for on-device distributed federated
learning system is the limited network bandwidth, which
becomes the main bottleneck for globally aggregating the
Global 
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Fig. 1: On-device distributed federated learning system.
locally computed updates at each mobile device. To reduce
the number of communication rounds between mobile devices
and the BS for global model updating, the federated averaging
(FedAvg) algorithm [10] has recently been proposed, which is
also referred to as model averaging. Specifically, at the t-th
round:
1) The BS selects a subset of mobile devices St ⊆
{1, · · · ,M};
2) The BS sends the updated global model z[t−1] to the
selected devices St;
3) Each selected device k ∈ St runs a local update algorithm
(e.g., stochastic gradient algorithm) based on its local
dataset Dk and the global model z[t−1], whose output is
the updated local model z
[t]
k ;
4) The BS aggregates all the local updates z
[t]
k with k ∈ St,
i.e., computing their weighted average as the updated
global model z[t].
The federated averaging framework is thus presented in Algo-
rithm 1.
Algorithm 1: Federated Averaging (FedAvg) Algo-
rithm
BS executes:
initialize w0.
for each round t = 1, 2, · · · do
St ← select a subset of M devices;
broadcast global model z[t−1] to devices in St.
for each mobile device k ∈ St in parallel do
z
[t]
k ← LocalUpdate(Dk, z[t−1])
end
z[t] ← 1∑
k∈St
|Dk|
∑
k∈St
|Dk|z[t]k (aggregation)
end
In this paper, we aim at improving the communication ef-
ficiency for on-device distributed federated learning by devel-
oping a fast model aggregation approach for locally computed
updates in the FedAvg algorithm. A key observation for the
FedAvg algorithm is that the statistical learning performance
can be improved by selecting more workers in each round
[10], [23]. As an illustrative example in Fig. 2, we train an
support vector machine (SVM) classifier on the CIFAR-10
4dataset [31] with FedAvg algorithm and show the training
loss and prediction accuracy over the number of selected
devices. The federated learning system consists of 10 mobile
devices in total and the selected devices are chosen uniformly
at random for each round. However, selecting more devices
also brings higher communication overhead for aggregating
the local computed updates at each selected device.
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Fig. 2: The training loss and prediction accuracy with different
number of randomly selected devices for FedAvg. We train
an support vector machine (SVM) classifier on the CIFAR-
10 dataset and adopt the stochastic gradient descent algorithm
[31] as the local update algorithm for each device. Each curve
is averaged for 10 times. The relative prediction accuracy is
defined as the accuracy over random classification.
Note that the model aggregation procedure requires the
computation of the weighted average of locally computed
updates and the communication from selected mobile devices
to the BS. Therefore, in this paper we develop a novel
communication and computation co-design approach for fast
model aggregation. Our approach is based on the principles of
over-the-air computation [20] by leveraging the signal super-
position property of a multiple-access channel. Furthermore,
we notice that the aggregation error also causes a notable
drop of the prediction accuracy [32]. To address this issue,
we shall develop efficient transceiver strategies to minimize
the distortion error for model aggregation via over-the-air
computation. Based on the above key observations, in this
paper, we focus on the following two aspects to improve
the statistical learning performance in on-device distributed
federated learning system:
• Maximize the number of selected devices at each round
to improve the convergence rate in the distributed training
process;
• Minimize the model aggregation error to improve the
prediction accuracy in the inference process.
B. Over-the-Air Computation for Aggregation
Over-the-air computation has become a promising approach
for fast wireless data aggregation via computing a nomo-
graphic function (e.g., arithmetic mean) of distributed data
from multiple transmitters [21]. By integrating computation
and communication through exploiting the signal superposition
property of a multiple-access channel, over-the-air computa-
tion can accomplish the computation of target function via
concurrent transmission, thereby significantly improving the
communication efficiency compared with orthogonal transmis-
sion. The key observation in the FedAvg algorithm is that the
global model is updated through computing the weighted aver-
age of locally computed updates at each selected device, which
falls in the category of computing nomographic functions of
distributed data. In this paper, we shall propose the over-the-air
computation approach for communication efficient aggregation
in federated learning system.
Specifically, the target vector for aggregating local updates
in the FedAvg algorithm is given by
z = ψ
(∑
i∈S
φi(zi)
)
, (2)
where zi is the updated local model at the i-th device, φi =
|Di| is the pre-processing scalar at device i, ψ = 1∑
k∈S
|Dk|
is
the post-processing scalar at the BS, and S is the selected set of
mobile devices. The symbol vector for each local model before
pre-processing si := zi ∈ Cd is assumed to be normalized
with unit variance, i.e., E(sis
H
i ) = I. At each time slot j ∈
{1, · · · , d}, each device sends the signal s(j)i ∈ C to the BS.
We denote
g(j) =
∑
i∈S
φi
(
s
(j)
i
)
(3)
as the target function to be estimated through over-the-air
computation at the j-th time slot.
To simplify the notation, we omit the time index by writing
g(j) and s
(j)
i as g and si, respectively. The received signal at
the BS is given by
y =
∑
i∈S
hibisi + n, (4)
where bi ∈ C is the transmitter scalar, hi ∈ CN is the channel
vector between device i and the BS, and n ∼ CN (0, σ2I) is
the noise vector. The transmit power constraint at device i is
given by
E(|bisi|2) = |bi|2 ≤ P0 (5)
5with P0 > 0 as the maximum transmit power. The estimated
value before post-processing at the BS is given as
gˆ =
1√
η
mHy =
1√
η
mH
∑
i∈S
hibisi +
mHn√
η
, (6)
wherem ∈ CN is the receiver beamforming vector and η is a
normalizing factor. Each element of the target vector can thus
be obtained as zˆ = ψ(gˆ) at the BS.
The distortion of gˆ with respect to the target value g given
in equation (3), which quantifies the over-the-air computation
performance for global model aggregation in the FedAvg
algorithm, is measured by the mean-squared-error (MSE)
defined as
MSE(gˆ, g) = E
(|gˆ − g|2)
=
∑
i∈S
∣∣∣mHhibi/√η − φi∣∣∣2 + σ2‖m‖2/η. (7)
Motivated by [28], we have the following proposition for
transmitter beamformers:
Proposition 1. Given a receiver beamforming vector m, the
MSE is minimized by the following zero-forcing transmitter:
bi =
√
ηφi
(mHhi)
H
‖mHhi‖2 . (8)
Proof. See Appendix A.
Due to the transmit power constraint (5) for transmit scalar
bi given in (8), we have
η = min
i∈S
P0‖mHhi‖2
φ2i
. (9)
The MSE is thus given as
MSE(gˆ, g;S,m) = ‖m‖
2σ2
η
=
σ2
P0
max
i∈S
φ2i
‖m‖2
‖mHhi‖2 . (10)
C. Problem Formulation
As discussed in Section II-A, the number of selected devices
shall be maximized to improve the learning performance for
distributed federated learning. In addition, the aggregation
error through over-the-air computation is supposed to be re-
duced to avoid the notable drop of model prediction accuracy.
In this paper, we propose to find the maximum selected
devices while guaranteeing the MSE requirement for over-
the-air computation. It is formulated as the following mixed
combinatorial optimization problem
maximize
S,m∈CN
|S|
subject to
(
max
i∈S
φ2i
‖m‖2
‖mHhi‖2
)
≤ γ, (11)
where γ > 0 is the MSE requirement for model aggrega-
tion. However, the mixed combinatorial optimization problem
(11) is highly intractable due to the combinatorial objective
function |S| and the nonconvex MSE constraint with coupled
combinatorial variable S and continuous variable m. To
address the nonconvexity of MSE function, [28] finds the
connections between the nonconvex MSE constraint (11) and
the nonconvex quadratic constraints for efficient algorithm
designing. Enlightened by this observation, we will show that
problem (11) can be equivalently solved by maximizing the
number of feasible nonconvex quadratic constraints. Specifi-
cally, to support efficient algorithms design, we shall propose
a sparse representation approach to find the maximum number
of involved devices, followed by reformulating the nonconvex
quadratic constraints as affine constraints with an additional
rank-one constraint by the matrix lifting technique.
III. SPARSE AND LOW-RANK OPTIMIZATION FOR
ON-DEVICE DISTRIBUTED FEDERATED LEARNING
In this section, we propose a sparse and low-rank optimiza-
tion modeling approach for on-device distributed federated
learning with device selection.
A. Sparse and Low-Rank Optimization
To support efficient algorithms design, we first rewrite
problem (11) as the mixed combinatorial optimization problem
with nonconvex quadratic constraints as presented in Proposi-
tion 2.
Proposition 2. Problem (11) is equivalent to the following
mixed combinatorial optimization problem:
maximize
S,m∈CN
|S|
subject to ‖m‖2 − γi‖mHhi‖2 ≤ 0, i ∈ S,
‖m‖2 ≥ 1, (12)
where γi = γ/φ
2
i . That is, our target becomes maximizing the
number of feasible MSE constraints ‖m‖2−γi‖mHhi‖2 ≤ 0
under the regularity condition ‖m‖2 ≥ 1.
Proof. Problem (11) can be reformulated as
maximize
S,m∈CN
|S|
subject to Fi(m) = ‖m‖2 − γi‖mHhi‖2 ≤ 0, i ∈ S
m 6= 0, (13)
which is further equivalently rewritten as
maximize
S,m∈CN
|S|
subject to Fi(m)/τ = ‖m‖2/τ − γi‖mHhi‖2/τ ≤ 0, i ∈ S
‖m‖2 ≥ τ, τ > 0. (14)
Then by introducing variable m˜ =m/
√
τ , problem (14) can
be reformulated as
maximize
S,m˜∈CN
|S|
subject to Fi(m˜) = ‖m˜‖2 − γi‖m˜Hhi‖2 ≤ 0, i ∈ S,
‖m˜‖2 ≥ 1. (15)
Therefore, problem (11) is equivalent to problem (12), where
the regularity condition ‖m‖2 ≥ 1 serves the purpose of
avoiding the singularity (i.e., m = 0).
6To maximize the number of feasible MSE constraints in
problem (12), we can minimize the number of nonzero xk’s
[26], i.e.,
minimize
x∈RM+ ,m∈C
N
‖x‖0
subject to ‖m‖2 − γi‖mHhi‖2 ≤ xi, ∀i,
‖m‖2 ≥ 1. (16)
The sparsity structure of x indicates the feasibility of each
mobile device. If xi = 0, the i-th mobile device can be selected
while satisfying the MSE requirement.
However, both the MSE constraints and the regularity
condition in problem (16) are nonconvex quadratic constraints.
To addressed this nonconvexity issue, a natural way is adopting
the matrix lifting technique [33]. Specifically, by lifting vector
m as the positive semidefinite (PSD) matrix M = mmH
with rank(M) = 1, problem (16) can be reformulated as the
following sparse and low-rank optimization problem
P : minimize
x∈RM+ ,M∈C
N×N
‖x‖0
subject to Tr(M)− γihHi Mhi ≤ xi, ∀i,
M  0,Tr(M) ≥ 1,
rank(M) = 1. (17)
Although problem P is still nonconvex, we shall demonstrate
its algorithmic advantages by developing efficient algorithms.
B. Problem Analysis
Problem P is a nonconvex optimization problem with
sparse objective function and low-rank constraint. Sparse opti-
mization and low-rank optimization have attracted much atten-
tion in machine learning, signal processing, high-dimensional
statistics, as well as wireless communication [34], [35], [36],
[37], [38]. Although the sparse function and the low rank
function are both nonconvex and computationally difficult,
significant progress has been achieved for taming the non-
convexity via developing efficient and provable algorithms by
exploiting various problem structures.
1) Sparse Optimization: ℓ1-norm is a natural convex sur-
rogate for the nonconvex sparse function, i.e., ℓ0-norm. The
resulting problem is known as the sum-of-infeasibilities in the
literature of optimization [39]. Another known approach for
enhancing sparsity is the smoothed ℓp-minimization [26] by
finding a tight approximation for the nonconvex ℓ0-norm, fol-
lowed by the iteratively reweighted ℓ2-minimization algorithm.
However, the smoothing parameters should be chosen care-
fully since the convergence behavior of iterative reweighted
algorithms may be sensitive to them [40], [27].
2) Low-Rank Optimization: Simply dropping the rank-one
constraint in problem P yields the semidefinite relaxation
(SDR) technique [25]. The SDR technique is widely used
as an effective approach to find approximate solutions for
the nonconvex quadratic constrained quadratic programs. If
the solution fails to be rank-one, we can obtain a rank-
one approximate solution through the Gaussian randomization
method [25]. However, when the number of antennas N
increases, its performance deteriorates since the probability
of returning rank-one solutions is low [28], [41].
To address the limitations of the existing works, in this pa-
per, we shall propose a unified difference-of-convex-functions
(DC) programming approach to solve the sparse and low-rank
optimization problem P . This approach is able to enhance
the sparsity in the objective as well as accurately detect the
infeasibility in the nonconvex quadratic constraints, yielding
considerably improvements compared with state-of-the-art al-
gorithms. Specifically,
• We will develop a parameter-free DC approach to en-
hance sparsity, thereby maximizing the number of se-
lected devices.
• Instead of dropping the rank-one constraint directly, we
will propose a novel DC approach to guarantee the exact
rank-one constraint.
Note that the proposed DC approach has the capability of
guarantee the feasibility of rank-one constraint, which is
critical for accurately detecting the feasibility of the nonconvex
quadratic constraints in the procedure of device selection.
IV. DC REPRESENTATION FOR THE SPARSE AND
LOW-RANK FUNCTIONS
In this section, we shall propose a unified DC representation
framework to solve the sparse and low-rank optimization prob-
lem P for federated learning with device selection. Specif-
ically, the sparsity is induced by a novel DC representation
for the ℓ0-norm. The sparsity structure provides a guideline
for device selection. We then solve a sequence of feasibility
detection problems with nonconvex quadratic constraints to
find maximum selected devices. In particular, we present a
novel DC representation for the rank function in the lifting
problem to satisfy the rank-one constraint, which is capable
of accurately detecting the feasibility of nonconvex quadratic
programs during device selection procedure.
A. DC Representation for Sparse Function
Before introducing the DC representation for the ℓ0-norm,
we first give the definition of Ky Fan k-norm.
Definition 1. Ky Fan k-norm [30]: The Ky Fan k-norm of
vector x ∈ CM is a convex function of x and is given by the
sum of largest-k absolute values, i.e.,
|||x|||k =
M∑
i=1
|xπ(i)|, (18)
where π is a permutation of {1, · · · ,M} and |xπ(1)| ≥ · · · ≥
|xπ(M)|.
If the ℓ0-norm is less than k, its ℓ1-norm is equal to its Ky
Fan k-norm. Based on this fact, the ℓ0-norm can be represented
by the difference between ℓ1-norm and Ky Fan k-norm [29]:
‖x‖0 = min{k : ‖x‖1 − |||x|||k = 0, 0 ≤ k ≤M}. (19)
7B. DC Representation for Low-Rank Constraint
For the positive semidefinite (PSD) matrix M ∈ CN×N ,
the rank-one constraint can be equivalently rewritten as
σi(M) = 0, ∀i = 2, · · · , N, (20)
where σi(M) is the i-th largest singular value of matrix M .
Note that the trace norm and spectral norm are given by
Tr(M) =
N∑
i=1
σi(M) and ‖M‖2 = σ1(M), (21)
respectively. Therefore, we have the following proposition:
Proposition 3. For PSD matrixM and Tr(M) ≥ 1, we have
rank(M) = 1⇔ Tr(M)− ‖M‖2 = 0. (22)
Proof. If the rank of PSD matrix M is one, the trace norm
is equal to the spectral norm as σi(M) = 0 for all i ≥ 2.
The equation Tr(M) − ‖M‖2 = 0 implies that σi(M) = 0
for all i ≥ 2, i.e., rank(M) ≤ 1. And we have σ1(M) > 0
from Tr(M) ≥ 1. Therefore, rank(M) = 1 holds if Tr(M)−
‖M‖2 = 0.
C. A Unified DC Representation Framework
The main idea of our proposed DC representation frame-
work is to induce the sparsity of x in the first step, which will
provide guidelines for determining the priority of selecting
devices. Then we shall solve a series of feasibility detection
problems to find maximum selected devices such that the MSE
requirement is satisfied. This two-step framework is illustrated
in Fig. 3. And each step will be accomplished by solving a
DC program.
Fig. 3: A two-step framework for device selection.
1) Step I: Sparsity Inducing: In the first step, we solve the
following DC program for problem P:
PS1 : minimize
x,M
‖x‖1 − |||x|||k + Tr(M) − ‖M‖2
subject to Tr(M)− γihHi Mhi ≤ xi, ∀i = 1, · · · ,M
M  0, Tr(M) ≥ 1,x  0. (23)
By sequentially solving problemPS1, we can obtain the sparse
vector x⋆ such that the objective value achieves zero through
increasing k from 0 to M . Note that the rank one constraint of
matrix M shall be satisfied when the objective value equals
zero with Tr(M)− ‖M‖2 = 0.
2) Step II: Feasibility Detection: The solution x obtained
in the first step characterizes the gap between the MSE require-
ment and the achievable MSE for each device. Therefore, in
the second step, we propose to select device k with higher
priority if xk is small. The elements of x can be arranged
in descending order xπ(1) ≥ · · · ≥ xπ(M). We will find the
minimum k by increasing k from 1 to M such that selecting
all devices in S [k] is feasible, where the set S [k] is chosen as
{π(k), π(k + 1), · · · , π(M)}.
In detail, if all devices in S [k] can be selected, the following
optimization problem
find m
subject to ‖m‖2 − γi‖mHhi‖2 ≤ 0, ∀i ∈ S [k]
‖m‖2 ≥ 1. (24)
should be feasible. It can be equivalently reformulated as
find M
subject to Tr(M) − γihHi Mhi ≤ 0, ∀i ∈ S [k]
M  0,Tr(M) ≥ 1, rank(M) = 1 (25)
using the matrix lifting technique. To guarantee the feasibil-
ity of the fixed-rank constraint for accurately detecting the
feasibility of MSE constraints, we propose the following DC
approach by minimizing the difference between trace norm
and spectral norm:
PS2 : minimize
M
Tr(M)− ‖M‖2
subject to Tr(M)− γihHi Mhi ≤ 0, ∀i ∈ S [k]
M  0, Tr(M) ≥ 1. (26)
That is, when the objective value of problem PS2 equals
zero given set S [k], we conclude that all devices in S [k] are
selected while satisfying the MSE requirement, i.e., problem
(24) is feasible for S [k]. Note that the solution M∗ shall be
an exact rank-one matrix and a feasible receiver beamforming
vector m can be obtained through Cholesky decomposition
M∗ =mmH.
The proposed DC representation framework for solving
the sparse and low-rank optimization problem in federated
learning is presented in Algorithm 2. Since the DC program
is still nonconvex, in next section, we will develop the DC
Algorithm (DC) [42] for the DC optimization problem PS1
and problem PS2. We further contribute by establishing the
convergence rate of DC algorithm. Due to the superiority of
the presented DC representation (22) for rank-one constraint,
our proposed DC approach for accurate feasibility detection
considerably outperforms the SDR approach [25] by simply
dropping the rank-one constraint, which will be demonstrated
through numerical experiments in Section V.
V. DC ALGORITHM FOR DC PROGRAM WITH
CONVERGENCE GUARANTEES
In this section, the DC Algorithm will be developed by
successively solving the convex relaxation of primal problem
and dual problem of DC program. To further establish the
convergence results, we add quadratic terms in convex func-
tions while their difference (i.e., the objective value) remains
unchanged. With this technique, we represent the DC objective
function as the difference of strongly convex functions, which
allows us establish the convergence rate of the DC algorithm.
8Algorithm 2: DC Representation Framework for Solv-
ing Problem P in Federated Learning with Device
Selection
Step 1: sparsity inducing
k ← 0
while objective value of PS1 is not zero do
Obtain solution x by solving the DC program
PS1
k ← k + 1
end
Step 2: feasibility detection
Order x in descending order as xπ(1) ≥ · · · ≥ xπ(M)
k ← 1
while objective value of PS2 is not zero do
S [k] ← {π(k), π(k + 1), · · · , π(M)}
Obtain solution M by solving the DC program
PS2
k ← k + 1
end
Output: m through Cholesky decomposition
M =mmH, and the set of selected devices
S [k] = {π(k), π(k + 1), · · · , π(M)}
A. Difference-of-Strongly-Convex-Functions Representation
The DC formulations PS1 and PS2 for sparse and low-
rank optimization are nonconvex programs with DC objective
functions and convex constraints. Although DC functions are
nonconvex, they have good problem structures and the DC
Algorithm can be developed based on the principles provided
in [42]. In order to establish the convergence result of the DC
algorithm, we will represent the DC objective function as the
difference of strongly convex functions.
Specifically, we can equivalently rewrite problem PS1 as
minimize
x,M
f1 = ‖x‖1−|||x|||k+Tr(M)−‖M‖2+IC1(x,M),
(27)
and problem PS2 as
minimize
M
f2 = Tr(M)− ‖M‖2 + IC2(M), (28)
respectively. Here C1, C2 are positive semidefinite cones that
integrates the constraints of problem PS1 and problem PS2,
and the indicator function is defined as
IC1 (x,M) =
{
0, (x,M) ∈ C1
+∞, otherwise . (29)
In order to establish the convergence result of the DC algo-
rithm, we rewrite the DC functions f1, f2 as the difference of
strongly convex functions, i.e., f1 = g1−h1 and f2 = g2−h2,
where
g1 = ‖x‖1 + Tr(M) + IC1 (x,M) +
α
2
(‖x‖2F + ‖M‖2F ),
(30)
h1 = |||x|||k + ‖M‖2 + α
2
(‖x‖2F + ‖M‖2F ), (31)
g2 = Tr(M) + IC2(M) +
α
2
‖M‖2F , (32)
h2 = ‖M‖2 + α
2
‖M‖2F . (33)
By adding quadratic terms, g1, g2, h1, h2 are all α-strongly
convex functions. Then problem (27) and problem (28) admit
the uniform structure of minimizing the difference of two
strongly convex functions
minimize
X∈Cm×n
f(X) = g(X)− h(X). (34)
For complex domain X , we shall apply Wirtinger calculus
[43] for algorithm design. The DC algorithm is given by
constructing sequences of candidates to primal solutions and
dual solutions. Since the primal problem (34) and its dual
problem are still nonconvex, convex relaxation is further
needed.
B. DC Algorithm for Sparse and Low-Rank Optimization
According to the Fenchel’s duality [44], the dual problem
of problem (34) is given by
minimize
Y ∈Cm×n
h∗(Y )− g∗(Y ), (35)
where g∗ and h∗ are the conjugate functions of g and h,
respectively. The conjugate function is defined as
g∗(Y ) = sup
X∈Cm×n
〈X,Y 〉 − g(X), (36)
where 〈X,Y 〉 = Real(Tr(XHY)) defines the inner product
of two matrices [43]. The t-th iteration of the simplified DC
algorithm is to solve the convex approximation of primal
problem and dual problem by linearizing the concave part:
Y [t] = arg inf
Y ∈Y
h∗(Y )− [g∗(Y [t−1]) + 〈Y − Y [t−1],X [t]〉],
(37)
X [t+1] = arg inf
X∈X
g(X)− [h(X [t]) + 〈X −X [t],Y [t]〉].
(38)
According to the Fenchel biconjugation theorem [44], equation
(37) can be rewritten as
Y [t] ∈ ∂X[t]h, (39)
∂X[t]h is the subgradient of h with respect to X at X
[t].
Therefore, iterations x[t],M [t] of the DC algorithm for
problem PS1 are constructed as the solution to the following
convex optimization problem
minimize
x,M
g1 − 〈∂x[t−1]h1,x〉 − 〈∂M [t−1]h1,M〉
subject to Tr(M)− γihHi Mhi ≤ xi, ∀i = 1, · · · ,M,
M  0, Tr(M) ≥ 1,x  0. (40)
9The iteration M [t] for problem PS2 is given by the solution
to the following optimization problem
minimize
M
g2 − 〈∂M [t−1]h2,M〉
subject to Tr(M)− γihHi Mhi ≤ 0, ∀i ∈ S [k],
M  0, Tr(M) ≥ 1. (41)
The subgradient of h1 and h2 are given by
∂xh1 = ∂|||x|||k + αx, (42)
∂Mh1 = ∂Mh2 = ∂‖M‖2 + αM . (43)
The subgradient of |||x|||k can be computed by [29]
i-th entry of ∂|||x|||k =
{
sign(xi), |xi| ≥ |x(k)|
0, |xi| < |x(k)|
. (44)
The subgradient of ‖M‖2 is given by the following proposi-
tion.
Proposition 4. The subgradient of ‖M‖2 can be computed
as v1v
H
1 , where v1 ∈ CN is the eigenvector of the largest
eigenvalue σ1(M).
Proof. The subdifferential of orthogonal invariant norm ‖M‖2
for PSD matrix M is given by [45]
∂‖M‖2 = conv{V diag(d)V H : d ∈ ∂‖σ(M)‖∞}, (45)
where conv denotes the convex hull of a set andM = V ΣV H
is the singular value decomposition of M , and σ(M) =
[σi(M)] ∈ CN is the vector formed by all singular values
of M . Since σ1(M) ≥ · · · ≥ σN (M) ≥ 0, we have
[1, 0, · · · , 0︸ ︷︷ ︸
N−1
]H ∈ ∂‖σ(M)‖∞. (46)
Therefore, one subgradient of ‖M‖2 is given by v1vH1 .
C. Convergence Analysis
The convergence of the presented DC algorithm for problem
PS1 and problem PS2 is given by the following proposition.
Proposition 5. The sequence {(M [t],x[t])} generated by
iteratively solving problem (40) for problem PS1 has the
following properties:
(i) The sequence {(M [t],x[t])} converges to a critical point
of f1 (27) from arbitrary initial point, and the sequence
of {f [t]1 } is strictly decreasing and convergent.
(ii) For any t = 0, 1, · · · , we have
Avg
(
‖M [t] −M [t+1]‖2F
)
≤ f
[0]
1 − f⋆1
α(t+ 1)
, (47)
Avg
(
‖x[t] − x[t+1]‖22
)
≤ f
[0]
1 − f⋆1
α(t+ 1)
, (48)
where f⋆1 is the global minimum of f1 and Avg
(
‖M [t]−
M [t+1]‖2F
)
denotes the average of the sequence
{‖M [i] −M [i+1]‖2F }ti=0.
Likewise, the sequence {(M [t]} generated by iteratively solv-
ing problem (41) for problem PS2 has the following proper-
ties:
(iii) The sequence {M [t]} converges to a critical point of
f2 (28) from arbitrary initial point, and the sequence of
{f [t]2 } is strictly decreasing and convergent.
(iv) For any t = 0, 1, · · · , we have
Avg
(
‖M [t] −M [t+1]‖2F
)
≤ f
[0]
2 − f⋆2
α(t+ 1)
. (49)
where f⋆2 is the global minimum of f2.
Proof. Please refer to Appendix B for details.
VI. SIMULATION RESULTS
In this section, we conduct numerical experiments to com-
pare the proposed DC method with state-of-the-art approaches
for federated learning with device selection. The channel
coefficient vectors hi’s between the BS and each mobile
device follow the i.i.d. complex normal distribution, i.e., hi ∼
CN (0, I). The average transmit signal-to-noise-ratio (SNR)
P0/σ
2 is chosen as 20 dB. We assume that all devices have
the same number of data points, i.e., |D1| = · · · = |DM |, for
which the pre-processing post-processing pair can be chosen
as φi = 1, ψ = 1/|S|.
A. Probability of Feasibility
Consider the network with M = 20 mobile devices and the
BS is equipped with N = 6 antennas. As a critical step for the
device selection, the performance of feasibility detection with
the proposed DC approach by solving PS2 shall be compared
with the following state-of-the-art approaches:
• SDR [25]: Simply dropping the rank-one constraint of
problem (24) yields the semidefinite relaxation (SDR)
approach for the feasibility detection problem.
• Global Optimization [46]: In [46], a global optimization
approach is proposed with exponential time complexity
in the worst case. We set the relative error tolerance as
ǫ = 10−5 and take its performance as our benchmark.
The results averaged over 100 times are shown in Fig. 4,
which demonstrates that the proposed DC-based approach
outperforms SDR approach significantly and achieves the near-
optimal performance compared with the global optimization
approach, and thus yields accurate feasibility detection.
We then evaluate the performance of the proposed DC
approach over the number of antennas. Under different target
MSE requirement, the results averaged over 100 channel
realizations are illustrated in Fig. 5. It demonstrates that fast
aggregation from mobile devices under a more stringent MSE
requirement can be accomplished by increasing the number of
antennas at the BS.
B. Number of Selected Devices over Target MSE
Consider a network with 20 mobile devices and a 6-antenna
BS. Under the presented two-step framework and ordering rule
in Algorithm 2, we compare the proposed DC Algorithm 2 for
device selection with the following state-of-the-art approaches:
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antennas with the proposed DC approach.
• ℓ1+SDR [39] [25]: The ℓ1-norm minimization is adopted
to induce the sparsity of x in Step 1, and the noncon-
vex quadratic constraints are addressed with the SDR
approach in Step 1 and Step 2.
• Reweighted ℓ2+SDR [26]: We take the smoothed ℓp-
norm for sparsity inducing of x in Step 1, which is
solved by the reweighted ℓ2-minimization algorithm. The
SDR approach is used to address the nonconvex quadratic
program in Step 1 and Step 2.
The average results over 100 channel realizations with differ-
ent approaches for sparsity inducing and feasibility detection
are illustrated in Fig. 6. It is demonstrated that the novel
sparsity and low-rankness inducing approach via the proposed
DC algorithm is able to select more devices than other state-
of-the-art approaches.
C. Performance of Proposed DC Approach for Distributed
Federated Learning
To show the performance of the proposed DC approach
for device selection in distributed federated learning, we
further train a support vector machine (SVM) classifier on
CIFAR-10 dataset [31] with a 6-antenna BS and 20 mobile
devices. CIFAR-10 is a commonly used dataset of images for
-10 -5 0 5 10 15 20 25
0
5
10
15
20
# 
de
vi
ce
s
Fig. 6: Average number of selected devices with different
algorithms.
classification and contains 10 different classes of objects. The
benchmark is chosen as the case where all devices are selected
and all local updates are aggregated without aggregation error.
We average over 10 channel realizations and the performances
of all algorithms with γ = 5dB are illustrated in Fig. 7.
The relative accuracy is defined by the test accuracy over
random classification. The simulation results demonstrate that
the proposed DC approach achieves lower training loss and
higher prediction accuracy as shown in Fig. 7a and Fig. 7b,
respectively.
VII. CONCLUSION
In this paper, we proposed a novel fast global model aggre-
gation approach for federated learning based on the principles
of over-the-air computation. To improve the statistical learning
performance for on-device distributed training, we developed a
novel sparse and low-rank modeling approach to maximize the
selected devices with the MSE requirements for model aggre-
gation. We provided a unified DC representation framework
to induce sparsity and low-rankness, which is supported by
the convergence guaranteed DC algorithm via successive con-
vex relaxation. Simulation results demonstrated the admirable
performance of the proposed approaches compared with the
state-of-the-art algorithms.
There are still some interesting open problems on the fast
model aggregation for on-device federated learning including:
• This work assumes the perfect channel state information
during receiver beamforming. It would be interesting to
investigate the impacts of channel uncertainty in model
aggregation.
• The security issues are also critical for model aggregation,
though it is beyond the scope of this paper. It is also
interesting to propose a robust approach against the
malicious attacks during model aggregation.
• The proposed DC approach for feasibility detection has
comparable performance with the global optimization
approach through numerical experiments. But it remains
challenging to characterize its optimality conditions of
the DC approach.
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Fig. 7: a) Convergence of different device selection algo-
rithms for FedAvg. b) The relationship between communica-
tion rounds and test accuracy over random classification of
the trained model. Each client updates its local model with
stochastic gradient descent algorithm.
APPENDIX A
PROOF OF PROPOSITION 1
The sequence {bi} given by Proposition 1 has the zero-
forcing structure which enforces∑
i∈S
∣∣∣mHhibi − φi∣∣∣2 = 0. (50)
In addition, the MSE satisfies
MSE(gˆ, g) ≥ σ2‖m‖2. (51)
Therefore, the MSE is minimized by the zero-forcing trans-
mitter beamforming vectors {bi}’s given in Proposition 1.
APPENDIX B
PROOF OF PROPOSITION 5
Without loss of generality, we shall only present the proof
of properties (i) and (ii), while properties (iii) and (iv) can be
proved with the same merit. For the sequence {(M [t],x[t])}
generated by iteratively solving problem (40), we denote the
dual variables as Y
[t]
M ∈ ∂M [t]h1,Y [t]x ∈ ∂x[t]h1. Due to the
strong convexity of h1, we have
h
[t+1]
1 − h[t]1 ≥〈∆tM ,Y [t]M 〉+ 〈∆tx,Y [t]x 〉
+
α
2
(‖∆tM‖2F + ‖∆tx‖22), (52)
〈M [t],Y [t]M 〉+ 〈x[t],Y [t]x 〉 = h[t]1 + h∗1[t], (53)
where ∆tM = M
[t+1] −M [t] and ∆tx = x[t+1] − x[t].
Adding g
[t+1]
1 at both sides of (52), we obtain that
f
[t+1]
1 ≤g[t+1]1 − h[t]1 − 〈∆tM ,Y [t]M 〉+ 〈∆tx,Y [t]x 〉
− α
2
(‖∆tM‖2F + ‖∆tx‖22). (54)
For the update of primal variable M and x according to
equation (38), we have Y
[t]
M ∈ ∂M [t+1]g1,Y [t]x ∈ ∂x[t+1]g1.
This implies that
g
[t]
1 − g[t+1]1 ≥〈−∆tM ,Y [t]M 〉+ 〈−∆tx,Y [t]x 〉
+
α
2
(‖∆tM‖2F + ‖∆tx‖22), (55)
〈M [t+1],Y [t]M 〉+ 〈x[t+1],Y [t]x 〉 = g[t+1]1 + g∗1 [t]. (56)
Similarly, by adding −h[t]1 at both sides of equation (55), we
have
f
[t]
1 ≥g[t+1]1 − h[t]1 + 〈−∆tM ,Y [t]M 〉+ 〈−∆tx,Y [t]x 〉
+
α
2
(‖∆tM‖2F + ‖∆tx‖22). (57)
From equation (53) and equation (56), we deduce that
g
[t+1]
1 − h[t]1 + 〈−∆tM ,Y [t]M 〉+ 〈−∆tx,Y [t]x 〉 = f∗1 [t], (58)
where f∗1 = h
∗
1− g∗1 . Combining equation (54), (57) and (58),
it is derived that
f
[t]
1 ≥ f∗1 [t] +
α
2
(‖∆tM‖2F + ‖∆tx‖22) (59)
≥ f [t+1]1 + α
(‖∆tM‖2F + ‖∆tx‖22). (60)
Then the sequence {f [t]1 } is non-increasing. Since f1 ≥ 0
always holds, we conclude that the sequence {f [t]1 } is strictly
decreasing until convergence, i.e.,
lim
t→∞
(‖M [t] −M [t+1]‖2F + ‖x[t] − x[t+1]‖22) = 0. (61)
For every limit point, f
[t+1]
1 = f
[t]
1 , we have
‖M [t] −M [t+1]‖2F = 0, ‖x[t] − x[t+1]‖22 = 0, (62)
and
f [t+1] = f∗[t] = f [t]. (63)
Then it is followed by
h∗[t] + h[t+1] = g[t] + g[t+1]
= 〈M [t+1],Y [t]M 〉+ 〈x[t+1],Y [t]x 〉, (64)
i.e.,
Y
[t]
M ∈ ∂M [t+1]h1,Y [t]x ∈ ∂x[t+1]h1. (65)
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Therefore, Y
[t]
M ∈ ∂M [t+1]g1 ∩ ∂M [t+1]h1,Y [t]x ∈ ∂x[t+1]g1 ∩
∂x[t+1]h1. It is concluded that (M
[t+1],x[t+1]) is a critical
point of f1 = g1 − h1. In addition, since
Avg
(
‖M [t]−M [t+1]‖2F + ‖x[t] − x[t+1]‖22
)
≤
t∑
i=0
1
α(t + 1)
(f
[i]
1 − f [i+1]1 ) (66)
≤ 1
α(t+ 1)
(f
[0]
1 − f [t+1]1 ) (67)
≤ 1
α(t+ 1)
(f
[0]
1 − f⋆1 ), (68)
we conclude that property (ii) holds, i.e.,
Avg
(
‖M [t] −M [t+1]‖2F
)
≤ f
[0]
1 − f⋆1
α(t + 1)
, (69)
Avg
(
‖x[t] − x[t+1]‖22
)
≤ f
[0]
1 − f⋆1
α(t + 1)
. (70)
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