Is housing price growth causally linked with information technology (IT) investment among firms? Using establishment data between 1996-2007, we find that a percentage point rise in the growth rate of zipcode-level housing prices is associated with a 0.03-0.08% increase in information technology. Our results are robust to exploiting historical housing price shocks between 1980-1990, which generate housing market momentum between 1996-2007. We show that one major mechanism behind the housing-IT elasticity is the attraction of high skilled workers. We reconcile the internet productivity puzzle-that the adoption of advanced internet is associated with employment growth only in high-wage areas-by showing that the collateral channel is not present in these areas. Even in the presence of housing price growth, firms do not invest in IT when they do not have access to high skilled workers.
Introduction
Information technology (IT) is routinely cited as an important source of economic growth (Jorgensen and Stiroh, 1999) .
1 The expansion of the internet has dramatically influenced the organization of companies (Bresnahan et al., 2002; Bloom et al., 2012) , coordination within organizations (Eisenhardt, 1985; Malone, 1987) , firm size (Brynjolfsson et al., 1994) , market structure (Dewan et al., 1998) , educational services (Bulman and Fairlie, 2016) , firm productivity (Brynjolfsson and Hitt, 2003) , the demand for skill (Autor et al., 2003) , and aggregate inequality (Autor et al., 1998) .
The primary contribution of this paper is to examine factors that affect the adoption of IT, specifically how local housing price fluctuations affect IT investment at the establishment-level.
Our research is motivated by the observation that an increase in collateral values (e.g., through
housing price appreciation) helps financially constrained firms gain access to more credit and finance additional investments in capital.
2 While we now know that this channel holds empirically (Chaney et al., 2012) , there is no evidence to date on the types of investments that are made. We make the connection that, since IT is a risky investment (Dewan et al., 2007) , and since financially constrained firms prefer to invest in liquid assets (Perez-Orive, 2016) , then a relaxation of credit constraints raises the returns towards more illiquid, but higher productivity, assets like IT.
While the link between housing prices and IT is strong in the time series-see, for example, Figure 1 , which plots housing price and IT capital indices between 1975 and 2015-these two trends are potentially spurious due to unobserved factors that affect both of them. We overcome this empirical difficulty by using establishment-level data between 1996 and 2007 to study how zipcode-level housing price growth affects investment in information technology. Our baseline specification controls flexibly for time-varying demographic and labor market shocks, together with establishment and year fixed effects.
3 Since one possible concern with our results is that they are potentially confounded by omitted variables and/or are subject to reverse causality, we show that our results are robust to instrumenting housing price growth with the housing supply elasticity from Saiz (2010) and historical housing price growth between 1980 and 1990. Identification in the latter approach comes from plausibly exogenous variation in banking deregulation, which led to an expansion of housing markets in different areas for largely idiosyncratic reasons. While we discuss the limitations of this approach, we believe our estimates of the IT/housing elasticity are sufficiently robust to warrant further attention. . Information technology includes: mainframes, personal computers, DASDs, printers, terminals, tape drives, storage devices, system integrators, and communications capital expenditures. IT expenditures (millions of dollars) are produced using a weighted average at a three-digit industry level before normalizing.
Our baseline fixed effects estimates suggest that a one percentage point (pp) rise in housing prices is associated with a 0.03-0.08pp rise in the number of computers per employee within an establishment. Our estimate is robust to controlling for state × year or industry × year fixed effects, recognizing the potential that technological innovations at regional or sectoral level could be correlated with local housing price growth. Our preferred instrumental variables suggest that a one pp rise in housing prices is associated with a 0.12 pp rise in the number of computers per employee, which is also robust to controlling for state × year trends. These results are robust to excluding large metropolitan areas, alternative measures of IT, and time-varying shocks in the price of investment. 4 Characterizing the specific types of investment goods that the collateral channel induces is important for understanding business cycles in light of recent evidence on the contribution of intangible capital in aggregate fluctuations (McGrattan and Prescott, 2010, 2014) .
We also examine potential mechanisms behind our results. Using the American Community Survey (ACS) between 2006 and 2015, we find that a one percentage point rise in county housing price growth is associated with a 0.06-0.09pp rise in the share of college degree workers. These estimates are robust to instrumenting for housing prices using the same historical housing price shock between 1980-1990. Our results are consistent with models where housing price appreciation not only relaxes credit constraints for financially constrained firms, but also creates incentives for them to invest in technologies that are skill-biased potentially because they help attract higher skilled workers. These results are consistent with early literature on skill-biased technical change (e.g., Autor et al. (2003) ) and more recent evidence on the channels through which IT affects firm productivity. For example, Tambe and Hitt (2014) show that IT spillovers account for 20-30%
of the productivity growth in a firm's own IT investment by raising the quality of the workers that they hire. Similarly, Akerman et al. (2015) show that the expansion of broadband internet in Norway led to a rise in labor productivity among skilled workers.
We use these results to reconcile the "internet productivity puzzle" documented by Forman et al. (2012) -that the gradient between adoption of advanced internet and employment growth was only significant and positive for high-wage counties. We show that the housing appreciation and IT gradient is large and significant only in counties with a high share of college graduates.
When firms are financially constrained, but reside in a local labor market with few skilled workers, the returns to investing in illiquid and risky IT assets is much lower. Based on the complementarity between IT investments and skilled labor services, we ask whether the results from Forman et al. (2012) are consistent with a theory of skill-biased technical change-these "low payoff" areas simply have a supply-side problem, so firms are not going to expand employment even when their financial constraints are relaxed.
In addition to these direct contributions, our results connect with two broader areas of the literature. The first, and most obvious, is the large literature on information technology. While much of the literature has focused on its relationship with productivity (Brynjolfsson and Hitt, 2003; Akerman et al., 2015) , we focus on factors that affect its expansion. Dewan et al. (1998) examine the conditional correlations between firm characteristics and IT, whereas we focus on the role of external factors (i.e., housing price shocks). Recent contributions, for example, include Bloom et al. (2012) who shows that IT and management are highly complementary since it enables better monitoring and scaling within an organization. Tambe and Hitt (2012) show how larger firms are able to leverage investments in IT more heavily than mid-sized firms. Diamond (2016) builds a spatial equilibrium model to help understand the simultaneous rise in housing rents and the college premium at a metro-level. Related with our mechanism, she shows that the demand for city-like amenities has grown among college degree workers.
The second is a literature on the collateral channel-that business cycles affect investment for financially constrained firms by affecting their real estate asset values (Bernanke and Gertler, 1989; Kiyotaki and Moore, 1997) . The collateral channel has quantitative consequences for consumption smoothing (Iacoviello, 2004; Mian and Sufi, 2011) , business cycles and monetary policy (Iacoviello, 2005; Guerrieri and Iacoviello, 2017) , credit constraints (Mian and Sufi, 2009) , risk premia (Lustig and Van Nieuwerburgh, 2005) , and even entrepreneurship (Decker, 2015) . Following early evidence from Chaney et al. (2012) and (Gan, 2007) on the implications for firm investment and bank lending, our paper also blends with several recent empirical explorations into the impact of housing market appreciation on capital structure (Cvijanovic, 2014) , employment (Ersahin and Irani, 2017) , investment from the firm director (Bahaj et al., 2016) , small businesses (Adelino et al., 2015; Kleiner, 2015) . However, unlike prior papers, we offer two unique contributions. First, rather than just showing that the collateral channel is associated with increases in investment, we focus on a particular type of investment good-information technology. Second, provide a new candidate mechanism that helps explain the observed association based on demand-side forces, namely the interaction between the supply and demand for skilled workers.
Theoretical Framework
Information technology is generally viewed as a general-purpose technology that raises efficiency and output, especially when complemented with organizational design (Milgrom and Roberts, 1990) , business process engineering (Malone and Rockart, 1991) , and management (Bloom et al., 2012) . There are, therefore, many reasons companies may undertake these investments. The first, and most obvious, is an explicit intent among management to raise productivity and innovate; these broadly fall under the class of idiosyncratic, firm-specific factors. For example, while IT has been found, in some cases, to be negatively associated with firm size (Brynjolfsson et al., 1994) , larger companies exhibit greater returns to IT, potentially because IT creates spillovers that can be leveraged at scale (e.g., decreased monitoring costs) (Tambe and Hitt, 2012) .
The second is the local labor market. There are a number of channels through which the labor market may matter. First, given the potential complementarity between skilled workers and IT (Griliches, 1969) , increases in the share of college graduates within a locality may raise the returns to investing in IT. 5 For example, if college provides individuals with certain technical know-how, then college graduates will be more efficient at leveraging technology in the work-place. Second, given the complementarity between cities and skills (Glaeser and Mare, 2001; Glaeser and Resseger, 2009 ), the presence of agglomeration economies can create a positive feedback loop between skill and IT investment. For example, the gradient between technology and income is greater in larger cities. 6 Third, more dynamic labor markets might signal increasing competition, which could raise innovation based on their inverse-U relationship (Aghion et al., 2005) . For example, a rise in employment growth could simultaneously raise the returns to growth as a way of "escaping" competition among firms, leading firms to hire more skilled workers.
While we recognize the importance of both of these class of mechanisms, we argue and focus on a third potential reason companies might invest in IT: the housing market. The intuition behind our argument arises from the fact that many companies might be credit constrained. In the presence of contract incompleteness, firms can use their collateral to extend their credit lines from lenders; see, for example, Barro (1976) , Stiglitz and Weiss (1981) , and Hart and Moore (1994) . Given that companies tend to hold a sizable share of collateral in the form of real estate (Chaney et al., 2012) , a rise in property values raises the value of their collateral and, therefore, allows them to obtain additional credit and assuage their credit constraints (Chaney et al., 2012) .
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To understand what types of investment goods companies are likely to invest in after an extension of credit, it helps to examine their risk preferences while they are credit constrained. Perez-Orive (2016) show that credit constraints create a preference for liquid investments for two reasons. First, only cash flows that come through tomorrow are pledgeable to lenders. Second, illiquid capital is at risk of being liquidated at a cost if the firm is in financial distress, which would amplify financial distress for a credit constrained firm. In this sense, when a firm's credit constraints are relaxed, their risk preferences also relax and become more willing to invest in illiquid, and higher return, assets. Previous work has suggested that IT capital tends to be more 5 While distinguishing capital-skill complementarity simply from skill biased technical change is controversial, there are a number of suggestive pieces of evidence. For example, Autor et al. (1998) demonstrated that more computerized industries had more rapid skill upgrades in their labor force.
6 Using micro-data from the Census between 2013 and 2015, we regress logged annual earnings on an indicator for whether the individual has a laptop, conditional on controls. Partitioning metro areas into three groups based on size, we recover coefficients of 0.105, 0.12, and 0.14, respectively, each with p-values of 0.00.
7 Banerjee and Duflo (2014) show that, following an expansion of credit, sales, costs, and profits all increase as well, especially among newly created firms.
risky, relative to non-IT capital (Dewan et al., 2007) .
Our paper fuses these two literatures by highlighting how macroeconomic forces, like housing price fluctuations, affect the microeconomic decisions at an establishment-level. First, especially in light of the recent Great Recession and mortgage crisis, characterizing the response of IT to aggregate shocks helps inform our understanding of how firms should invest under different steady state regimes. Second, the optimal investment in capital equipment-and their relative proportions-may vary over the business cycle and affect the profit maximizing strategy for firms.
Since business cycles generate fluctuations in asset values, these fluctuations can influence a firm's debt capacity and overall investment (Bernanke and Gertler, 1989; Kiyotaki and Moore, 1997 ).
While we build on a broader literature on the relative determinants of housing price growth, we do not take an explicit stance on all the different sources of variation. Some, such as Mankiw and Weil (1989) and McFadden (1994) , have emphasized the role of demographics, especially population growth and an aging population. Others, such as Glaeser et al. (2005) and Glaeser et al. (2006) , have emphasized the role of housing supply constraints, which are influenced by the stringency of local land regulation (Gyourko et al., 2007) and has been robustly correlated with the housing supply elasticity (Saiz, 2010) .
Data and Measurement
For brevity, we defer descriptive statistics to Appendix Section 6.1., instead focusing on describing the sources and features of our data.
Zillow Zipcode-level Housing Panel.-Our main results use a panel of annual zipcode housing prices, specifically the median housing value per square feet for all homes, between 1996 and 2007. One advantage of this measure, relative to data on housing prices from, for example, the Federal Housing Administration (FHA) or housing prices for single-family homes, is that the measure normalizes for the quantity of housing, i.e., square feet. Nonetheless, the measure is highly correlated with other measures of housing prices from both Zillow and the FHA, so our results are robust to using alternative housing price indices.
There are two reasons we choose to use residential housing prices, rather than commercial property values, to examine evidence of the collateral channel. First, while there are several proprietary datasets that would allow one to construct metropolitan commercial property value indices, these indices generally exist for larger metropolitan areas and are not possible to construct at a more local (i.e., zipcode) level. we focus exclusively on the U.S. where the bulk of businesses in the data are observed. Our primary measure of IT is the number of computers per employee as in Bloom et al. (2012) and others, but we also estimate our models with other IT measures, such as the number of local area network nodes, servers, and printers. How much variation do we observe in IT? One of the features of the data is that we observe IT use before and after the technology bubble of 2001, granting us considerable variation in our outcome variables of interest. During this period, housing prices also more than doubled, although the rise was heterogeneous across locations. In the top panel, Figure 2 plots the average number of computers within each metro area pooled across time and, in the bottom panel, Figure 2 plots the percent change in IT between the 1996-2000 and 2001-2007 averages. We proxy for IT using computers for several reasons. First, given that the bulk of the IT and productivity literature uses computers as a proxy, we follow the norm to allow for greater comparability. Second, roughly 90% of IT investment took the form of purchases of personal computers. Third, computers are more reliably measured over our sample period than alternative measures. produce controls for the composition of the labor force. We specifically gather information on the fraction of people who are male, married, have college degrees, within different age brackets (0-17, 8 While we do not have general measures of general capital, such as property, plant, and equipment, we do know the parent company for each establishment. We tried to match each establishment with financial records from Compustat containing the firm's overall amount of capital, but did not find enough companies that cross walked between both Compustat and Harte-Hanks for the exercise to be meaningful. A fruitful avenue for future work is to examine the impact of the collateral channel on the relative bias of IT versus non-IT capital.
9 See Beaudry et al. (2010) for a related discussion.
18-35, 36-65, and 65+), white, and black. We also obtain self-reported county housing prices for 1980 and 1990, which we use to produce our instrument of historical housing price growth.
Census Zipcode-level Economic Activity Panel.-We use the Zipcode Business Patterns (ZBP)
summary files to measure employment, payroll expenditures, and establishments. These variables will help us isolate variation in housing market shocks so that we are not incorrectly associating variation in IT investment towards correlated labor market shocks. We also compute the growth rate for each of these and put 10 equally spaced bins on employment growth, which we also include fixed effects over in our main regressions. In this sense, we are not only controlling for the way in which increases in the level of labor market competitiveness affects IT investment, but also the rate of competitiveness.
Quantifying the Collateral Channel on Information Technology

Empirical Specification
Denoting i as an index on establishments, j as an index on location (zipcode), and t on years, we estimate the following panel regressions
where y denotes our outcome variable of interest (e.g., a measure of information technology), X denotes a vector of establishment characteristics (e.g., employment or revenues), f (D, α) denotes a semi-parametric vector of demographic and labor market covariates, ∆h denotes zipcode-level housing price growth (measured as the median housing price per square foot), and φ and λ denote fixed effects on establishment and year, respectively. We cluster our standard errors at the zipcodelevel to allow for an arbitrary amount of auto-correlation within each geography in which the housing shocks are defined. We now discuss the two main threats ot identification in Equation 1.
The first is omitted variables bias arising from supply-side shocks that affect IT investment and are correlated with housing price growth, which will generally produce downwards bias on γ. Since housing prices are an equilibrium object determined by both supply and demand forces, we want to isolate only the demand-side variation in housing prices. To the extent that they also contain supply-side variation, our estimate of γ will be downwards biased since more productive areas will have lower costs, but more IT. 10 For example, if an area experiences a positive labor market shock through the relocation or expansion of a company, then employment and local economic development will rise.
The second is reverse causality arising from the potential for IT investment to attract higher skilled workers who have a higher willingness to pay for housing due to the complementarity of IT and skills (Griliches, 1969; Autor et al., 2003) , which will tend to produce upwards bias in γ.
For example, if housing prices rise in response to firm investment in IT, then we will incorrectly attribute variation in investment to housing price growth when in reality the investment was a firm-level decision unrelated to local housing market fluctuations. However, we think this concern is not a serious threat in reality. First, that housing prices are hard to predict by the market. For example, the recent housing bubble caught mortgage companies completely by surprise, creating the largest financial crisis since the Great Depression (Brunnermeier, 2009) . Reverse causality would require strategic local investment in IT to cause fluctuations in not just the level of housing prices, but the growth rate. Second, no single establishment controls its metro market, so each individual is acting exogenously with respect to broader macroeconomic forces driving housing prices. We can test this explicitly: we regress housing price growth on logged computers, obtaining a coefficient of 0.0003645 with a p-value of 0.245.
We address the first concern by controlling very carefully for labor market shocks and demographic characteristics through f (D, θ). For example, we control for not only the age and education distribution by binning the share of individuals falling within different thresholds (e.g., those with less than a high school degree, with some college, college or more), but also a full suite of labor market shocks. In particular, we control for logged employment, payroll expenditures, and establishments, as well as introducing 10 bins on year-to-year employment growth all at the zipcode-level. As we will show, we obtain very large R-squares on the order of 0.98. That means there is effectively no room for omitted variables bias. For example, we use Altonji et al. (2005) to partially identify our parameters under the assumption that selection is a tenth as large as selection on observables, leaving our results unaltered.
We address the second concern by using two separate instrumental variables strategies. First, we present estimates using the well-known Saiz (2010) instrument, which has been applied in a wide array of recent contributions Sufi, 2011, 2012; Mian et al., 2013; Mian and Sufi, 2014) . Our identifying assumption is that unobserved shocks to IT investment are uncorrelated with whether a metropolitan area is housing elastic versus inelastic. Given recent concerns with the instrument (Davidoff, 2016) , however, we also show our results are robust to an alternative instrumental variables strategy. In particular, we use historical housing price growth between 1980 and 1990 at the county level, which is similar to an instrumental variables approach applied by Palmer (2016) who exploited the seasonality of historical housing booms and busts.
Our identifying assumption is that unobserved shocks to contemporaneous IT investments are uncorrelated with historical housing price growth. In other words, historical housing price growth must affect IT investment only through their effect on contemporaneous housing price growth.
To mitigate concerns that historical housing price growth are correlated with other supply-side shocks that may affect contemporaneous IT investment, we also control for many demographic characteristics, including the college share and unemployment rate, thereby isolating idiosyncratic variation in the timing of housing booms across locations, which are plausibly exogenous.
Instrumental Variables Strategy
We begin by providing evidence that our historical shock to housing price growth is a valid instrument. We estimate an AR(1) process and report the associated persistence parameter under specifications with and without zipcode and year fixed effects. Table 1 shows that ρ = 0.995 without fixed effects, which suggests that shocks to housing prices follow an effective random walk. However, when we introduce zipcode and year fixed effects, such that we are effectively focusing on variation in housing price growth, we find ρ = 0.877, which suggests that innovations to housing price growth are not quite a random walk. These results are consistent with dynamic models of housing price dynamics detailed by Glaeser et al. (2014) and Glaeser and Nathanson (forthcoming) where historical housing price growth builds momentum for future growth.
Having motivated our use of historical housing prices, we examine the validity of our instrument more directly by plotting county housing price growth between 1980 and 1990 with mean housing price growth between 1996-2007 (our sample), conditional on the set of controls that we include in our baseline specifications. Figure 3 shows that a percentage point increase in historical housing price growth is associated with a 0.34 percentage point rise in contemporaneous housing price growth. While the relationship is weaker in smaller counties, it is very strong in larger counties, which is where the bulk of our Harte-Hanks data is coming from. The strong gradient is consistent with Glaeser and Nathanson (forthcoming) on housing market momentum.
While the first-stage correlation is easy to test, as we displayed in Figure 3 , the exclusion restriction is not. Our identifying assumption is that housing price growth between 1980 and 1990 at the county level is uncorrelated with unobserved shocks to IT investment at the establishment-level between 1997 and 2007. One possible concern with our assumption is that areas that experience a housing boom sooner than others will also experience a greater surge in IT investment later on-that is, that historical housing shocks have a persistent effect on economic development that leads some areas to adopt IT faster than others.
Our stance is that there is some variation in historical housing price growth that is driven based on purely idiosyncratic factors. One important source of variation is the presence of local lending and banking intermediation. While the banking sector was heavily regulated for much of the 20th century, a series of deregulation began in the 1990s. Since banks were very geographically concentrated (Stanton et al., 2014; Makridis and Ohlrogge, 2017) , deregulation of the banking sector led to an expansion of banks in their local areas. 11 However, because banks varied in their lending strategies (e.g., different terms on adjustable rate mortgages or 30 year fixed rate mortgages), housing markets developed at different rates. To isolate this plausibly exogenous variation, we control flexibly for growth in different demographic characteristics between 1980 and 1990, such as the growth in the share of college graduates or the unemployment rate.
Main Results
We begin by examining our main results, which are presented in Table 2 . While we have experimented with alternative weighting strategies, all results are based on weighting observations by zipcode population to make our estimates as externally valid as possible (since the distribution of firm size in Harte-Hanks is more heavily skewed to the right relative to the U.S. distribution).
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Column 1 presents the unconditional correlation, suggesting that a one percentage point rise in housing price growth is associated with a large 0.76 percentage point (pp) rise in computers per employee at the establishment-level. However, as we discuss above, the unconditional correlation suffers from extreme upwards bias since better companies will tend to sort into better areas, which tend to have higher housing price growth and attract higher income individuals. Column 2 introduces a range of demographic characteristics, which reduces the point estimate to 0.64. We also find that 1% rise in zipcode employment is associated with a 0.54% decline in IT investment, which likely reflects the substitution between labor and capital (Oberfield and Raval, 2014) .
However, our controls can only control for a certain amount of heterogeneity. We now introduce county and year fixed effects, which leads to a large-but much more reasonable-reduction in our estimate to a 0.05pp rise in computers per employee. Interestingly, the conditional correlations on zipcode logged employment, payroll, and establishments remain similar in both magnitude and sign. Recognizing, however, that there still exists significant heterogeneity within counties across establishments, column 4 introduces establishment and year fixed effects. While this only marginally reduces our point estimate to 0.03pp, it interestingly flips the sign on zipcode employment and payroll expenditures. This likely reflects the fact that higher payroll expenditures makes labor more expensive, thereby trading off with investment in IT.
One concern with our estimates, however, is that much of the housing boom is concentrated in certain states, such as California and New York. To examine the sensitivity of our estimates to this potentially confounding source of variation, we introduce state × year fixed effects. While we do not have enough variation to retain our establishment fixed effects, we see that our point estimate is at 0.08pp. We have also examined (in separate robustness exercises) the robustness of our estimates to industry × year fixed effects, given evidence of sectoral technological change (Stiroh, 2002; Cummins and Violante, 2002) .
Despite the robustness of our estimates to a battery of controls that address the potential for omitted variables bias, they do not fully address the potential for reverse causality. In particular, areas with housing price appreciation might be experiencing it because of growing IT investment among firms in those areas. Rather than taking a "silver bullet" approach, we present evidence that the potential bias arising from reverse causality is not "too large". We do so by instrumenting for contemporaneous county housing price growth with historical housing price growth between 1980 and 1990. This approach directly confronts the potential for reverse causality by predicting current housing price growth based on the momentum that a housing market obtained from its previous decade's housing price growth (Glaeser and Nathanson, forthcoming) .
Recognizing that historical housing price appreciation is non-random, we implement two exercises. First, we control for other demographic shocks during this period, like the share of college workers, which is likely to induce productivity gains and improvements in other local amenities (Diamond, 2016) . Second, we use the growth rate in computers per employee at the establishmentlevel to difference time-invariant characteristics in the level of IT that would otherwise be correlated with historical housing price appreciation.
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Turning to our instrumental variable estimates, column 6 suggests that a one pp rise in housing price growth is associated with 0.12pp rise in the growth rate of computers per employees.
While our estimate is larger than our 0.03pp increase from column 4, estimates from instrumental variables regressions tend to be noiser than those from least squares estimators (Greene, 2012) .
Similarly, column 7 presents the instrumental variables estimates controlling for state × year fixed effects, which raises the magnitude of our point estimate, but lowers the precision such that it is statistically indistinguishable from our estimate in column 6. Our results are also robust to instrumenting using the Saiz (2010) housing supply elasticity, which exploits cross-sectional variation in housing price appreciation in areas with elastic versus inelastic housing supplies, but our estimated coefficient of 0.276 is imprecise (p-value = 0.605).
While there has been some controversy over the presence of the collateral channel and the measurement of real estate assets based on early empirical evidence from Chaney et al. (2012) (Grieder and Khan, 2016), we provide evidence that local housing price appreciation translates into greater IT investment among establishments. 14 Our estimates are in line with several recent empirical examinations into the collateral channel. For example, Bahaj et al. (2016) use firm-level 13 We cannot use establishment or county fixed effects in our instrumental variables regression because our instrument only varies in the cross-section.
14 However, Wu et al. (2015) show that the collateral channel does not appear to be present in China. -18, 19-24, 25-44, 45-64, 65+) , white, the education distribution (high school or less, some college, college or more), marriage rate, and unemployment rate (for 1996-2001 and 2002-2006 year groups) . Columns 6 and 7 also include additional controls: the growth rate between 1980 and 1990 in county population, share of college graduates, whites, males, and the age distribution.Columns 6 and 7 also instrument county housing price growth with the historical housing price growth between 1980 and 1990. Observations are weighted by zipcode population and standard errors are clustered at the zipcode-level for columns 1-5 and county-level for columns 6 and 7.
data from the United Kingdom and find that a 10% rise in real estate prices is associated with a 1.3% rise in investment, which is surprisingly close to our estimate. Similarly, Kleiner (2015) finds that the effect is concentrated among small businesses. Ersahin and Irani (2017) also find the collateral channel not only raises employment, but also reallocation as firms increase hiring at distant locations that are not directly affected by the real estate appreciation. The fact that our estimates are similar in magnitude to these prior examples is consistent with not only IT as the primary type of investment firms make in response to housing price appreciation, but also our earlier evidence that unobserved non-IT shocks are not creating any major bias.
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One of the main potential concerns with our estimates thus far is that we cannot rule out the possibility that housing price appreciation leads to an overall increase in investment-not just an increase in IT investment. Admittedly, we are unable to do much to rule out this possibility.
However, we can implement a placebo exercise that is at least consistent with our stance that housing price appreciation primarily raises IT investment. First, using the universe of publicly traded companies fro Compustat, we partition firms into high and low IT sectors based on the Census Bureau's classification. We find that a one percentage point rise in metropolitan housing price growth is associated with a 0.44% rise in capital among IT intensive firms, but a 0.14% decline for non-IT firms (Appendix Section 6.2.1.). We find similar results when our outcome is sales.
While our estimates are noisy, since we can only observe the location of a firm's headquarters, we find it comforting that the increase in capital comes through only in firms operating in the "technology" sector. Second, even if investment in non-IT capital is a concern, it would, if anything, bias our estimate downwards given that IT and non-IT capital are viewed as substitutes, not complements; see, for example, Chun and Mun (2006) and Zhang et al. (2015) .
We finally discuss two additional robustness exercises. First, we estimate both our baseline least squares and instrumental variables regressions omitting "outlier" metropolitan areas, such as New York and San Francisco. Our estimates largely unaltered, which shows that the high correlation between IT investment and housing price growth in certain high growth metropolitan areas is not driving our results (see Appendix Section 6.2.2.). Second, recognizing the potential that the price of IT is correlated with inflation (Cummins and Violante, 2002) , we use a metropolitan price index that exists for a subset of large metropolitan areas as a control (see Appendix Section 6.2.3..
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15 Non-IT and IT investment would have to be perfectly correlated to explain our results and still be consistent with prior literature. However, based on our discussion of the substitutability between IT and non-IT capital, we view this as an unlikely scenario.
16 These Bureau of Labor Statistics files contain 24 metropolitan areas: Anchorage AK, Atlanta GA, Boston
Our estimated gradient rises in magnitude, but the change in our point estimate is driven by the difference in the composition of geographies in our sample (i.e., that the metro CPI is not available for all areas), rather than a correlation between unobserved shocks to IT investment and the CPI.
Capital-Skill Complementarity
A large literature has argued that information technology is a complement with skilled workers, but a substitute for unskilled workers (Griliches, 1969; Autor et al., 2003) . 
where College denotes the share of college (or college plus) graduates in a county, f (X; θ) denotes a vector of semi-parametric controls on county characteristics, and ∆h denotes housing price growth. We purposefully control flexibly for demographic characteristics to mitigate concerns about omitted variables bias. We also control for income as a proxy for the array of unobserved and potentially time-varying amenities that are correlated with housing price growth and locational choice among skilled workers-for example, both school quality (Black, 1999) and pollution (Chay and Greenstone, 2005) are correlated with housing prices. We also apply the same instrumental variables strategy where we leverage housing price growth between 1980 and 1990, controlling for other demographic shocks over that period. housing price growth is associated with a 0.094pp rise in the share of workers with college degrees.
Given the concern that our estimate is confounded by a number of confounding trends and crosssectional differences across locations, column 2 introduces a number of flexible controls, including median household income. Surprisingly, the gradient only drops to 0.06pp. 18 Not surprisingly, counties with higher incomes also have much higher shares of college graduates. However, it is interesting to note that our gradient on housing price growth is roughly 20% if the gradient on logged median household income.
To mitigate the concern that areas are experiencing different rates of technological growth, which might be correlated with housing price appreciation (Diamond, 2016) , we introduce state × year fixed effects in column 3, implying an estimate of roughly 0.092pp. While we do not have enough variation within-county since shifts in the skill composition are longer-run trends, column 4 instruments for contemporaneous housing price growth with historical housing price growth between 1980 and 1990. The point estimate is not statistically significant at conventional levels, but the magnitude is larger (0.252pp) and the confidence interval includes our least squares estimate of 0.09pp. We have also implemented similar regressions at an individual-level, which suggest qualitatively similar estimates.
Motivated by the association between housing price growth and the share of college workers, we can also examine the potential complementarity between housing price growth and IT investment in zipcodes with more versus less college degree workers. While we examine this in greater detail later, we estimate Equation 1 by interacting housing price growth with an indicator for whether the zipcode has a college share above the median share. Consistent with our evidence on college attainment and housing price growth, we find that the direct effect of housing price growth on computers per employee becomes statistically insignificant and close to zero, whereas the interaction between areas with a high share of college graduates and housing price growth becomes 0.06 (p-value = 0.00). As we will explore in greater detail later, there is significant heterogeneity in the returns to IT across labor markets.
Robustness
18 These results are consistent with evidence from several policy circles, including: https://www.brookings.edu/research/degrees-of-separation-education-employment-and-the-great-recession-inmetropolitan-america/. The table reports the coefficients associated with regressions of the share of college and college plus graduates at a county-level on housing price growth and controls. Controls include: logged median household income (deflated using the 2010 personal consumption expenditure index), the age of the median home, the median number of rooms, the share of individuals who are male, the age distribution (normalized to 18-34 year olds), white, and marrital status. Column 4 instruments contemporaneous housing price growth with historical housing price growth between 1980 and 1990, and controls for: the growth rate between 1980 and 1990 in county population, share of college graduates, whites, males, and the age distribution.Columns 6 and 7 also instrument county housing price growth with the historical housing price growth between 1980 and 1990. Observations are weighted by population and standard errors are clustered at the county-level.
Other Information Technology Measures
While our primary measure of IT investment as computers per employees follows Bloom et al. (2012) , we now show that our results are qualitatively robust to a wider array of measures. These are documented in Table 4 . We begin by regressing logged computers on housing price growth, controlling for establishment logged revenues and our usual fixed effects. By controlling for revenue, rather than just empoyees, we are capturing other time-varying shocks that might affect IT investment beyond simply the quantity of labor services through employment. Column 1 presents our baseline fixed effects estimates, suggests that a one pp rise in housing price growth is associated with a 0.05% rise in computers. Column 2 applies our instrumental variables strategy, suggesting a somewhat higher estimate of 0.11%, but 0.05% is contained within the confidence interval.
We subsequently examine the behavior of three other forms of IT investment, including portable computers, local area network (LAN) nodes, and servers. Column 3 suggests that there is an even larger rise of 0.10% in portable pcs in response to a pp rise in housing price growth, but the IV estimate in column 4 is not statistically significant at conventional levels. One possible reason is that there is considerable within-county heterogeneity in the pervasiveness of personal computers, meaning that our county-level historical price shock is not generating enough variation for contemporaneous housing price growth. We again see a similar set of results for both LAN nodes and servers where both the least squares gradients are precisely estimated and positive, but our IV estimates are noisy.
Heterogeneous Treatment Effects
We now examine two sources of heterogeneity that are particularly relevant-the extent to which the housing-IT elasticities vary based on industry and firm size. There are several reasons that the elasticity might vary across industries. On one hand, industries with greater adjustment costs to capital may be especially credit constrained and, therefore, large beneficiaries of expanded credit lines that allow for greater IT investment. On the other hand, there might exist increasing returns to IT (Kudyba and Diwan, 2002) , which would mean that industries with higher IT capital are even more likely to benefit for expanded credit lines that alow for greater IT investment.
We begin by documenting the heterogeneity in the housing-IT elasticity across one-digit SIC industries in Panel A of Figure 5 . While we find that there is an overall positive association between investment on housing price growth at the zipcode-level, conditional on controls. Even numbered columns use the growth rate of the corresponding variable, with the cross-sectional instrument for county housing price growth, whereas odd-numbered columns use the logged IT variable (logged personal computer, LAN nodes, and servers) with establishment and year fixed effects. Controls include: logged zipcode employment, payroll expenditures, establishments (each at an annual frequency), and average household size, share of males, the age distribution (share between 0-18, 19-24, 25-44, 45-64, 65+), white, the education distribution (high school or less, some college, college or more), marriage rate, and unemployment rate (for 1996-2001 and 2002-2006 year groups) . Even-numbered columns also include additional controls: the growth rate between 1980 and 1990 in county population, share of college graduates, whites, males, and the age distribution.Observations are weighted by zipcode population and standard errors are clustered at the zipcode-level for OLS estimates and county-level for IV estimates.
housing price growth and IT investment, which is clearly in line with our baseline estimates, we find evidence of considerable heterogeneity. For example, the agricultural / mining / construction, transportation / utilities, and public administration sectors all have a negative housing gradient.
Moreover, the finance and insurance sectors have an effectively null gradient. While the null association in the finance and insurance sectors might arise from having low capital intensity, which might make firms less likely to be credit constrained, two of the other three sectors are quite capital intensive. However, these sectors also tend to rank the lowest in terms of IT investment, which might mean that there is not enough variation in the data or simply low returns to using conventional measures of IT in these sectors.
We now turn towards Panel B of Figure 5 , which plots the housing-IT elasticities with the aggregate capital IT stock in the corresponding sectors. While we find slight evidence of a positive association, and we have found a stronger association in a prior variant of our draft where we instead used metropolitan housing price appreciation, these results point now towards a relatively null association. We cannot reject, however, the possibility of heterogeneous treatment effects-that is, even within these major industry classifications, some firms are responding more elastically than others.
In fact, building on this intuition, we now examine how our treatment effects vary by firm size. We partition firms into eight equally spaced bins based on their establishment's number of
employees. An alternative approach would be to partition firms into bins based on the number of total firm employees, but our stance is that housing price appreciation benefits a specific establishment, rather than an entire firm. We subsequently estimate our baseline equation separately for each firm size bin.
Figure 6 plots these estimated coefficients. We find that there is a positive association between housing prices and IT investment among small firms with under 20 employees, but the association is noisy. In additional diagnostic exercises, we further separated these firms into high and low growth establishments, recognizing that some small establishments have no intention to scale and, therefore, credit constraints are less likely to play a role. In doing this, we indeed find that all of the treatment effect for these firms is coming from the high growth firms. These results are consistent with a consensus in the literature that small businesses are the most likely to be financially constrained (Adelino et al., 2015; Kleiner, 2015) .
Interestingly, we also find that upper medium-sized establishments between 75-200 employees exhibit a large housing gradient, whereas we find a negative gradient on those between 20-75 employees. One intuitive reason for this result is that an increase in local housing prices for low to medium -sized companies raises rental rates, which may make credit constraints even more likely to bind. However, upper medium-sized establishments might be more likely to own their property and, therefore, any housing price appreciation will benefit them through the collateral channel.
We also find no association between housing prices and IT investment for the largest establishment bin size, arguably because these establishments are not credit constrained.
The Internet Productivity Puzzle
In light of the evidence on the productivity effects of IT, a reasonable hypothesis would be that infrastructure investment in IT would help advance local economic development. However, Forman et al. (2012) documented the stark result that the gradient between advanced internet adoption and employment growth is only strong and positive for high wage counties. Their results were puzzling since the low gradient between employment growth and internet adoption cannot be explained by existing theory, such as skill-biased technical change, agglomeration externalities, or industry-specific productivity differences. We now examine the internet productivity puzzle through the lens of our main results.
We begin by estimating Equation 1 separately by group, partitioning metro areas into high and low housing price growth, and wage levels, and college attainment shares 19 Table 5 documents these results. Columns 1 and 2 report the housing appreciation gradient separately for high and low wage counties, showing that high wage areas indeed account for the entire effect, consistent with Forman et al. (2012) . However, columns 3 and 4 examine the gradient by partitioning counties into high and low housing price growth. Not surprisingly, we find that the elasticity is largely identified off of areas with high housing price growth, which points towards a potential asymmetry between housing price growth versus declines in explaining IT investment. Columns 5 and 6 subsequently partition the sample based on counties with above versus below the median share of college (or more) graduates. Again, the entirety of the effect is coming from areas with a high share of college graduates.
How do we interpret these results in light of both Forman et al. (2012) and Chaney et al. (2012) ? Given the evidence we provided earlier that housing booms attract more skilled workers, the fact that the collateral channel is present only in high skilled areas suggests that the returns to using IT are only present in areas where companies have access to a relatively skilled labor market.
To the extent skills and IT are highly complementary (Griliches, 1969; Autor et al., 2003) , then firms will not invest in IT even if the value of their collateral grows and they become less credit constrained. One additional way to validate the intuition here is by examining the association between housing price growth and employment growth. Indeed, regressing employment growth on housing price growth at a zipcode-level, conditional on zipcode and year fixed effects, produces a gradient of 0.0233 (p-value = 0.001) among high wage counties, but a gradient of 0.00 (p-value = 0.490) among low wage counties. In this sense, low wage and/or low skilled areas appear to be supply-constrained (i.e., low employment growth), which prevents the collateral channel from being operational for firms in these areas. Notes.-Sources: Zillow, Zipcode Business Patterns, Census Bureau, Harte-Hanks. The table reports the coefficients associated with regressions of computers per employee on housing price growth at the zipcode-level, conditional on controls and both zipcode and year fixed effects, separately for different partitions of the sample: high and low wage counties ("high/low-W"), high and low housing price growth counties ("high/low-HPG"), and high and low college share counties ("high/low-C").Controls include: logged zipcode employment, payroll expenditures, establishments (each at an annual frequency), and average household size, share of males, the age distribution (share between 0-18, 19-24, 25-44, 45-64, 65+) , white, the education distribution (high school or less, some college, college or more), marriage rate, and unemployment rate (for 1996-2001 and 2002-2006 year groups) . Observations are weighted by zipcode population and standard errors are clustered at the zipcode-level.
Conclusion
While there is now a comprehensive literature that examines the effects of information technology on firm and labor productivity, there is much less about the dynamics of IT. Motivated by a strong correlation between IT and housing prices over the past 30 years, we examined whether housing price shocks affect IT investment at the establishment-level. Our hypothesis builds on the insight that appreciation in the collateral for financially constrained firms may raise their investment, especially for IT since firms are more likely to invest in risky and illiquid assets when they are not financially constrained. While prior literature has documented the link for capital more generally, we are not aware of any prior literature that specifically focuses on IT capital. Understanding the connection is important since it helps us understand where IT investment is likely to have a significant economic impact.
We draw on establishment data from Harte-Hanks matched with demographic data from the Census Bureau, housing price data from Zillow, and local labor market variables from the Zipcode Business Patterns to investigate the relationship more carefully. Our baseline results examine how growth in the median housing price per square foot at a zipcode-level raises the number of computers per employees by 0.03-0.0.08pp, conditional on establishment and year fixed effects.
Our results are also robust to instrumenting for contemporaneous county housing price growth with historical housing price growth between 1980 and 1990, producing a similar 0.12pp rise in computers per employees. Our results are also robust to other measures of IT investment, including portable computers, servers, and LAN nodes.
We subsequently investigated a mechanism behind these results. We found that the association between housing price growth and IT investment is concentrated in areas with high shares of college degree workers. We also found that a one pp rise in housing price growth is associated with a 0.06-0.09pp rise in the share of college graduates, suggesting that housing booms help attract more skilled workers to an area. We use these results to reconcile the internet productivity puzzle by
showing that the collateral channel is only operational when an establishment has access to high skilled workers. Even if credit constraints are relaxed, firms will not invest in IT if they cannot find skilled workers given the complementarity between IT and skills.
Our paper also identifies a number of exciting avenues for future research. How do firms use IT to attract high skilled workers? What is the nature of housing price appreciation spillovers within the same housing market? What policies can promote regional economic development even when the labor force is less educated?
6. Online Appendix (Not for Print) 6.1. Data Supplement Table 6 documents several basic descriptive statistics about the data. One of the most interesting patterns in the data is that the IT to labor ratios change remarkably over the two periods. For example, computers per employees moves from roughly 0.63 to 0.94, meaning that by 2007 nearly ever employee in an establishment has a computer. The standard deviation also grows, suggesting that there is increasing dispersion even in recent years. The same pattern holds with other forms of IT, e.g., nodes per employees moving from 0.57 to 1.11. In contrast, the demographic variables stay roughly constant between the two periods. 
Main Results Supplement
Housing Price Appreciation for Compustat Firms
Harte-Hanks is unique in that it provides comprehensive measurement of physical quantities of IT capital. However, it is possible that the estimated housing-IT elasticity is not informative for other companies in the U.S.-e.g., large publicly traded firms. We address this concern by using the universe of publicly traded firms from Compustat to implement regressions similar to Equation 1 with one major difference.
Since we cannot directly measure IT capital in Compustat, we identify firms as "IT firms" based on their four-digit industry NAICS classification. The Census Bureau has developed a listing of "technology industries", which suggests that 33% of our sample is classified as an "IT firm". We use these classifications to estimate regressions of logged capital (property, plant, and equipment) and sales on the change in logged metropolitan housing prices per square foot, conditional on metropolitan and year fixed effects. Unfortunately, we only observe the location of the firm's head quarters. 20 To the extent the bulk of their capital equipment is outside of their head quarters such that property values in other locations co-move differently than property values in their head quarters location, then our measure will be noisy. Nonetheless, we estimate these equations separately for IT and non-IT firms. Table 7 documents these results. While the estimated coefficients are not statistically significant under conventional levels, we note that they are qualitatively consistent with our main message: information technology responds more elastically to housing price growth because it attracts more skilled workers to areas whose skills are complementary to IT. For example, a one percent rise in the growth rate of housing prices is associated with a 0.44% and 0.36% rise in capital expenditures and sales among IT firms, but an even more imprecise 0.14% and 0.03% decline among non-IT firms. Given that we are controlling for metro and year fixed effects, we are removing variation in firm outcomes that is driven by locational sorting-that is, we are comparing IT and non-IT firms within the same metro area.
20 While Chaney et al. (2012) used the value of firms' real estate, some have critiqued their measurement strategy. We side-step the issue by using an approach that is most consistent with our main results. 
Excluding Large Metro Areas
We also investigate several other smaller potential concerns. Given that both San Francisco and New York City are major metropolitan areas that exhibited significant growth, we examine whether our main results are robust to excluding them. Our baseline fixed effects estimator is barely altered, implying a new magnitude ofγ OLS = 0.0303 (p-value = 0.00), whereas our instrumental variables estimate grows in magnitude toγ IV = 0.249 (p-value = 0.63). One reason for the rise in magnitude for our IV estimates is the fact that large metropolitan areas (e.g., San Francisco and New York)
were among the fastest growing metropolitan areas also between 1980 and 1990. Excluding them, therefore, reduces the precision of our estimates, widening the confidence interval considerably and reducing our sample size by nearly 10%.
Metropolitan Price Deflator
One concern with our main result is that different metropolitan areas are exhibiting potentially very different housing booms that coincide with trends in the price of investment. While we suspect that the more likely scenario is that housing prices are appreciating at the same time that the price of investment is growing, which would lead us to underestimate the association between housing prices and IT investment, we nonetheless address this concern by extracting metropolitan-specific consumer price deflators from the Bureau of Labor Statistics.
Since these deflators only exist for a subset of metropolitan areas, we first estimate the gradient from our main specification only on this set of geographies, recovering a coefficient of 0.073 (pvalue = 0.00). One reason for the larger gradient arises from the fact that these metropolitan areas are bigger and, therefore, have more active housing and investment markets and more productive companies. While these results are marginally more favorable for us, we include even smaller areas in the results of the main text for purposes of external validity. When controlling for the metropolitan consumer price index, we recover an indistinguishable coefficient of 0.073 and a pvalue of 0.554 on the metropolitan CPI, suggesting it is uncorrelated with unobserved shocks to IT investment. When instrumenting for housing prices, we also find that the p-value on the CPI is 0.768.
Testing for Asymmetric Housing Gradients
We also examine the potential asymmetric effects of housing shocks on IT during booms versus recessions by running regressions of the form . 21 Before forming a more definitive conclusion, it would be useful to assemble data that spans at least two business cycles (e.g., including the most recent recession). 21 We also examined the return to IT and how it varies with housing prices. To do this, we ran a regression of logged establishment revenues on logged computers, controlling for logged employment and the usual demographic controls and establishment fixed effects. Crucially, however, we ran this regression separately by metro area and examine its correlation with average housing price growth. While we found a correlation of 0.11, suggesting that the return to IT is larger during booms, but sampling variability in the Harte-Hanks data produces a noisy estimate. t r a n s p o r t / u t i l i t i e s t r a d e f i n a n c e / i n s u r a n c e b i z s e r v i c e s / e n t e r t a i n Notes.-Sources: Zillow, Zipcode Business Patterns, Census Bureau, Harte-Hanks, BEA industry capital series. Panel A plots the coefficients associated with regressions of a measure of computers per employee on housing price growth at the zipcode-level, conditional on controls and both zipcode and year fixed effects, separately for each one-digit SIC industry. Controls include: logged zipcode employment, payroll expenditures, establishments (each at an annual frequency), and average household size, share of males, the age distribution (share between 0-18, 19-24, 25-44, 45-64, 65+) , white, the education distribution (high school or less, some college, college or more), marriage rate, and unemployment rate (for 1996-2001 and 2002-2006 Notes.-Sources: Zillow, Zipcode Business Patterns, Census Bureau, Harte-Hanks. The figure plots the coefficients associated with regressions of computers per employee on housing price growth at the zipcode-level, conditional on controls and both zipcode and year fixed effects, separately for each establishment employee bin size. Controls include: logged zipcode employment, payroll expenditures, establishments (each at an annual frequency), and average household size, share of males, the age distribution (share between 0-18, 19-24, 25-44, 45-64, 65+) , white, the education distribution (high school or less, some college, college or more), marriage rate, and unemployment rate (for 1996-2001 and 2002-2006 year groups) . Observations are weighted by zipcode population and standard errors are clustered at the zipcode-level.
