Abstract. In the 80's, Regev, using results of Formanek, Procesi and Razmyslov in invariant theory and Hilbert series', determined asymptotically the codimension sequence of m × m matrices over an algebraically closed field of characteristic zero. Inspired by Regev's ideas, we found that the asymptotics of c G n (A), the G graded codimension sequence of a finite dimensional G simple algebra A, is equal to αn
Introduction
The theory of polynomial identities plays an important role in different topics in algebra, as structures of PI algebras and their growth properties (see e.g. [KL, SW, SSW, GZ1] ), finite dimensional representation theory (e.g. every affine relatively free algebra is representable, see [KRV, Ke] ) and more. Precise knowledge of the identities of finite dimensional algebras in general and in particular of the algebra of m × m−matrices seems to be a very hard task. Of course, knowing a set of generators of a given T -ideal would be a major step ahead but even then its not clear how to determine explicitly whether a polynomial is or is not generated by the given set. With this point of view it is natural (and many times more effective) to study general invariants attached to T -ideals of the free algebra.
One of the most fruitful invariants of this sort (introduced by Regev in [Re3] ) is the codimension sequence attached to a T -ideal of identities and its asymptotic behavior. Let us recall the definition. Let Id(A) be the T −ideal of identities of a PI F −algebra A, and let P n denote the n! dimensional F -space spanned by all permutations of the (multilinear) monomial x 1 x 2 · · · x n , and define the nth coefficient c n (A) of the codimension sequence of an F -algebra A, by c n (A) = dim F (P n /(P n ∩ Id(A)).
It turns out that computing the codimension sequence is highly difficult. Indeed, there are only a few examples of algebras whose codimension sequence is known. Thus, it is more practical to study the codimension sequence asymptotics, or even the codimension exponent instead. We collect some of the main results regarding these invariants.
Let A be a PI algebra. It is known (Regev, [Re3] ) that the sequence of codimensions is exponentially bounded . Furthermore by a key result of Giambruno and Zaicev we have that the lim n c n (A) exists, and is a nonnegative integer. This limit is called the exponent of A and is denoted by exp(A). In fact, they showed that in case the algebra A is finite dimensional over an algebraically closed field F 1 of zero characteristic, the exp(A) may be interpreted as the dimension of a suitable semisimple subalgebra of A. This result was pushed further by Berele and Regev (see [Be1, BeR] ) where they proved that the asymptotics of the codimension sequence of any algebra with 1, is of the form αn b d n . We refer to the constants α, b and d as the constant part, polynomial part and exponential factor of the asymptotics respectively. As mentioned above, the exponential part d = exp(A) has satisfactory interpretation. However, the polynomial part b is only known to be half an integer, but there is no interpretation of it.
A significant example of a PI algebra is the algebra of m × m matrices over algebraically closed field F . This algebra was intensely studied by means of PI theory, yet very little is known regarding generators of its T -ideal of identities (except m = 2). However its codimension sequence asymptotics was calculated by Regev [Re2] using results of Formanek [F] , Procesi [P] and Razmyslov [Ra] about invariant theory and Hilbert series. In this paper we will use similar methods in order to generalize Regev's result to the case of finite dimensional G−simple algebras, where (G−graded) matrix algebras play an important role.
Suppose now A is a G−graded algebra, where G is a finite group. Let X G be a countable set of variables {x i,g : g ∈ G; i ∈ N } and let F X G be the free algebra on the set X G . Clearly, the algebra F X G is G-graded in a natural way (the degree of a monomial is the element of G which is equal to the product of the homogeneous degrees of its variables). Given a polynomial in F X G we say that it is a G-graded identity of A if it vanishes upon any admissible evaluation on A, that is, a variable x i,g assumes values only from the corresponding homogeneous component A g . The set of all G-graded identities is an ideal in the free G-graded algebra which we denote by id G (A). Moreover, Id(A) is a T -ideal, namely, it is closed under G-graded endomorphisms of F X G . In analogy to the ungraded case, we let P G n denote the |G| n · n! dimensional F -space spanned by all permutations of the (multilinear) monomial x 1,g1 , x 2,g2 · · · x n,gn were g i ∈ G, and define the n-th coefficient c G n (A) of the codimension sequence of a G−graded algebra A by c G n (A) = dim F (P G n /(P G n ∩ Id G (A)). As in the ungraded case Aljadeff, Giambruno and La-Matina, in different collaborations (see [AGL, GL, AG] ) showed that lim n c G n (A) exists and is a nonnegative integer denoted by exp G (A). Moreover, they showed that if A is finite dimensional, then there exists a G-graded semisimple subalgebra whose dimension interprets exp G (A). It was also conjectured that the asymptotics of the codimension sequence has the same structure as in the ungraded case (constant × polynomial part × exponential part), and indeed the second author proved this conjecture in [S] .
Let A be a finite dimensional G−simple algebra over an algebraically closed field F with characteristic 0. In [BSZ] it is shown that A can be decomposed to a tensor product of two graded algebras: a group algebra having a fine grading and a matrix algebra having an elementary grading. The grading of A is some combination of the two gradings (see section §2). The main part of this article (sections 3,5 and 6) are devoted to finding the asymptotics of the codimension sequence of the matrix algebra A = M m (F ) graded elementary. The main result is:
Theorem (A). Let A be the F −algebra of m×m matrices with elementary G−grading, and let g = (g 
The subgroup H g is defined in section §3.
The asymptotic behavior of the codimension sequence in the fine grading case was already established in [AK2] , however using our (different) methods we calculate it in section §7. Finally, in section §8 we combine the results in the first sections to obtain part of the asymptotics of the codimension sequence of a finite dimensional G−graded algebra:
In particular we get that every G−simple, finite dimensional algebra A has a polynomial part equal to − dimF Ae−1 2 . This was conjectured by E.Aljadeff, D.Haile and M. Natapov.
Getting started
and its dimension respectively. As was said in the introduction, we intend to find c G n (A) asymptotically by considering another series of spaces whose corresponding series of dimensions is equal asymptotically to c G n (A) and also asymptotically computable. The goal of this section is to introduce and motivate those approximating spaces It is rather easy to obtain a crude upper bound to c G n (A). This is done by observing that C G n (A) can be embedded in Hom F (A ⊗n , A) (homomorphisms of linear spaces, where
n+1 . In most cases this bound is very far from being strict, since for most G−graded algebras A one has exp G (A) < dim F A. It is better in the finite dimensional G−simple case since then the exponent is equal to dim F A. Still, it makes more sense to consider instead subspaces which, in some sense, take into account the (G−graded) structure of A.
Let us be more precise. Denote G = Aut G (A), that is φ ∈ G if φ ∈ Aut(A) and φ(A g ) ⊆ A g for every g ∈ G (G−graded automorphisms). The action of G on A and thus on A ⊗n (diagonally) induces an action on the spaces Hom
It is easy to see that under the above embedding C G n (A) are contained in the G−invariant spaces, making them (we mean their dimensions) upper bounds for c G n (A). Since we are concerning only G−simple, finite dimensional algebras, it is possible to work with simpler spaces, namely T G n where T n = (A ⊗n ) * (notice that G acts also on T n by φ(f )(a 1 ⊗ · · · ⊗ a n ) = f φ −1 (a 1 ) ⊗ · · · ⊗ φ −1 (a n ) , so the latter space makes sense). This is thanks to the existence (which is proven throughout the article) of G−invariant functional T r ∈ A * such that the induced (bilinear) form a.b = T r(ab) is nondegenerate and the next lemma. Lemma 1.1. Let A be finite dimensional G−graded algebra. Suppose that there exist a G−invariant nondegenerate bilinear form T r( , ) over A. Then
given by ψ(f ) = T r(f, x n+1 ), where
Proof. ψ is indeed a G−homomorphism since
Moreover, due to the nondegeneracy of T r( , ), ψ is injective. Finally, since T n+1 and Hom F (A ⊗n , A) have the same dimension we also get surjectivity.
The discussion above suggests that we should try to approximate c
and calculate t G n+1 (A) asymptotically. Indeed we shall do so for special G−simple gradings on a f.d. algebra A, namely elementary and fine gradings.
Preliminaries
Let us recall briefly some of the basic definitions and results concerning group gradings of (associative) algebras, and G−simple algebras.
Let W be an associative algebra over a field k and G a finite group. We say that W is G-graded if there is an k-vector space decomposition ???
Suppose then that W = A is finite dimensional over F (F is algebraically closed of characteristic zero) and let J(A) be its Jacobson radical. We have that A = A/J(A) is semisimple and since F is algebraically closed A is a direct sum of matrix algebras over F . Furthermore, by a well known theorem of Wedderburn and Malcev one can lift idempotents fromĀ to A and obtain a (F -vector 
where A ∼ =Â andÂ is a subalgebra of A. In other words, there exists a semisimple subalgebra of A which supplements J(A) as an F -vector space. Now, if A is Ggraded, one has that the Wedderburn-Malcev decomposition is compatible with the grading, namely J(A) is G-graded and one can find a semisimple supplement which is G-graded as well (see [AK1] ). Let us restrict to the case where the algebra A is semisimple. In that case one knows that A decomposes into a direct sum of semisimple, G-graded simple algebras and so we restrict further and assume that A is a G-simple algebra. The G-graded structure of a G-simple algebra was studied in [BSZ] . Before recalling their result precisely let us present two examples of G-simple algebras which will turn out to be typical.
The first is the well known group algebra F G with the natural G-grading. Clearly, it has no nontrivial G-graded two sided ideals since any nonzero homogeneous element is invertible. More generally, one may consider a twisted group algebra F α G with the natural G-grading (here α is a 2-cocycle of G with values in F × ). Clearly it is G-simple. In fact one may consider a somewhat more general G-simple algebra, namely a twisted group algebra A = F α H, H < G, by setting A g = 0 for g ∈ G−H. Such a grading, namely where each homogeneous component has dimension ≤ 1 is called fine.
A different way to obtain a G−simple algebra is by grading M m (F ) where each elementary matrix e i,j is homogeneous. Note that since M m (F ) is a simple algebra, any such grading determines a G-simple algebra. These gradings are called elementary and may be described as follows. Choose an m-tuple g = (g 1 , ..., g m ) ∈ G m . Then we let the elementary matrix e i,j be homogeneous of degree g −1 i g j . One sees easily that this determines a G-grading on M m (F ) . A remarkable theorem of Bahturin, Sehgal and Zaicev claims that any G-grading of a G-simple algebra over an algebraically closed field F of characteristic zero is a suitable combination of a fine and elementary grading. Here is the precise statement.
is the (i, j) elementary matrix. In particular the idempotents 1 ⊗ e i,i as well as the identity element of A are homogeneous of degree e ∈ G.
Invariants of m × m matrices with elementary G−grading
Let A = M m (F ) graded by an elementary G−grading corresponding to a vector g ∈ G m . As in section §1 we denote by G the group Aut G (A) and by T n the G module Hom F (A ⊗n , F ). Here the action is given by
where φ ∈ G and f ∈ T n . Before we can calculate T G n and show that t
, we should get a better understanding of G and T G n . In other words we intend to obtain a more "concrete" presentation of these objects. Let us set up the stage.
We may assume that g = (g 1 , .., g 1 , ..., g k , ..., g k ), where the g i are distinct and g i appears m i = m gi > 0 times (we therefore use the notation g = (g
The set {g 1 , ..., g k } of the different group elements appearing in the grading vector g is denoted by B. Next, since matrices are involved we need a notation for writing matrices which is compatible with the grading. Therefore, we are indexing the rows and columns of any m × m matrix by g 1 (1), ...,
x gi(ri),gj (rj ) e ri,rj ∈ M mg i ×mg j (F ) where e ri,rj is an elementary matrix unit. So,
i.e. the (g i , g j ) block of X gi,gj is X gi,gj and all other blocks are zero. Note that X gi,gj ∈ A g −1 i gj . We call this matrix (g i , g j )−matrix. We expand this definition so that X g,h is defined for every g, h ∈ G by saying that X g,h = 0 if g or h is not in B. With these notations it is easy to see that
Consider the conjugation action of GL m (F ) on A. It is obvious that if we restrict to the subgroup G which also fix the G−graded structure (i.e. acts as G−graded automorphisms of A), we get that its action on A is factored through G. Therefore, we will not distinguish between G and G.
We are ready to take the first step towards a good prescription of G.
Then for every t ∈ B there is a unique h ∈ B such that X h,t is non -singular, and X s,t = 0 for every s = h.
Proof. Let X = s,t∈B X s,t . First notice that φ : A e → A e ; φ(Y ) = XY X −1 is an automorphism of F −algebras. Since A e = ∐ g∈B M mg (F ) ,a direct product of simple F -algebras, φ must take each M mg (F ) to some M m h (F ) . Let understand this: it is well known that any ideal of A e must be of the form ∐ g∈B J g where J g ⊳ M mg (F ) . Therefore we may regard M mg (F ) as the minimal ideals of A e . Throw in the fact that automorphism takes minimal ideals to minimal ideals, and we done.
Hence if Y t,t is a (t, t)−matrix then there is an h ∈ B such that XY t,t X −1 is a (h, h)−matrix, thus X s,t = 0 for s = h. Moreover, if X h,t is singular (i.e. its columns are linearly dependent) then the m t columns of X corresponding to t are linearly dependent, and this is contradiction (X ∈ GL m (F )).
Let H B be the maximal subgroup of G such that gB = B for all g ∈ H B . Definition 3.2. The g−subgroup of G is H g = {h ∈ H B | m ht = m t for every t ∈ B}. 
Proof. Let X = t∈B X gt,t ∈ G, g ∈ H g . It is not hard to verify that X gt,t are invertible matrices for all t ∈ B, and that
For the other direction let X = s,t∈B X s,t ∈ GL m (F ) be a matrix who acts as G−graded automorphism of A. By lemma 3.1 we can write
where(X −1 ) t,s(t) =X −1 s(t),t . We take t, h ∈ B, and a (t,
is a t −1 h−homogenous matrix. Hence
The conclusion is that s(t) = gt for every t ∈ B and the condition on s above yield that g ∈ H g . Let V be an m−dimensional F −vector space. Recall from the classical theory of invariants (e.g. see [P] ) that the group
via conjugation of endomorphisms. Furthermore, this GL m (F )−module is isomorphic to the GL m (F )−module T n (we will discuss this isomorphism explicitly in section §5). Once we have this isomorphism it is easy to see that the space T G n is identified with C G (End F (V ⊗n )), the centralizer of G in
). Our next step is finding precisely the vector space C G (End F (V ⊗n )). In other words we are proving the first fundamental theorem of T n with respect to the group G. Some notations are required: We equip the vector space V with G−grading V = ⊕ g∈B V g where V g = Sp F e g(j) |j = 1, ..., m g , and consider the linear action of GL m (F ) on V corresponding to the ordered basis e g1(1) , ..., e g1(mg 1 ) , ..., e g k (1) , ..., e g k (mg k ) .
For every σ ∈ S n and h ∈ B n denote by T ′ σ,h , the linear operator in End(V ⊗n ) defined by
.., h n ) and σ ∈ S n where
Proof. First note that if P g = t∈B X gt,t ∈ G and v t ∈ V t , then
where
First we takes a diagonal matrix X = t∈B X t,t ∈ G whereX t,t = β t I mt and the β i 's are algebraically independent. The equality T X = XT gives us
Hence we may write:
where h σ =(h σ(1) , ..., h σ(n) ) and S n /h is a representative set corresponding to the equivalence relation ∼ h defined by σ ∼ h τ iff h σ = h τ . Next we take a block diagonal matrix X = t∈B X t,t ∈ G. The equality T X = XT implies that
Hence for every σ and 1 ≤ i ≤ n we have
is a function only of v h σ(i) , and it is not hard to see that it is in fact a linear operators for every i and σ. so we get that (F ) thus the operator ϕ h σ i has to be multiplication in scalar and we get that
Now consider the equality T X g = X g T , where X g = t∈B X gt,t ∈ G, g ∈ H g and X gt,t are the identity matrix for every t ∈ B:
All in all we get that
and the proof is finished.
To compute t G n (A) we should introduce the sequence t n (m) = t {e} n (A) (i.e. the invariant spaces dimension in the non graded case). This sequence was studied by Procesi [P] and Razmyslov [Ra] , and its asymptotic behavior was calculated by Regev [Re1] . We start our calculation with the following statement:
Proof. Recall that B = {g 1 , ..., g k }. First fix g with n i appearances of g i where i = 1, ..., k. Without loss of generality assume g =(g n1 1 , ..., g n k k ), and let νS be a left coset of S = S {1,..,n1} × · · · × S {n1+···+n k−1 +1,...,n} of S n . We want to show that
Let L s (t) be the subspace of End U ⊗s t (U t is a linear space of dimension t) spanned by the linear maps T τ (τ ∈ S s ) which sends u 1 ⊗· · ·⊗u s to u τ (1) ⊗· · ·⊗u τ (s) for every u 1 , ..., u s ∈ U t . Consider the linear mapping
since this mapping is an isomorphism of linear spaces, and by the fact (e.g. see [P] 
Now, there are n n1,...,n k left cosets to S, and obviously all the spaces Sp F {T ′ σ,g |σ ∈ νS} corresponding to different cosets are linearly independent so for any g with n i appearances of g i we have
There are n n1,...,n k such g's, and obviously all the spaces Sp F {T ′ σ,g } corresponding to different g's are linearly independent so for a fix k−tuple n 1 , ..., n k we have
Proof. First notice that since gB = B for every g ∈ H g , the group H g acts on B.
We denote the orbit of x ∈ B by O(x). Let B ′ ⊆ B be a set of representatives of the orbits.
If we will show that
and we are done by Proposition 3.5.
Indeed, I
′ n = g∈K L g is clear by the fact that B =˙ g∈K gB ′ . To confirm that
Recall that by the definition of H g , m gt = m t for all g ∈ H g and t ∈ B, hence for
To calculate the asymptotics of the expression above we are using a result of Regev and Beckner ([BR] Theorem 1.2). We present here a simplified version. 
Proof. We are using the fact [Re1] 
to conduct from Proposition 3.5 by standard calculus arguments that
The expression above can be written as
where (by Theorem 3.7)
A simple calculation gives us that
γ mi is the constant α above, and we are done.
GL n (F ) representations
In order to show that the sequence t G n (A) approximates the codimension sequence, we need to use GL n (F )−representation theory. In this section we recall some of its definitions and notations.
A vector space Y = Sp F {y 1 , y 2 , ...} is a polynomial GL n (F )−module if for any j > 0 and p ∈ GL n (F ), the GL n (F )−action is given by p · y j = f i,j (p)y i (a finite sum) where f i,j (p) are polynomials in the entries of the matrix p. We say that Y is r−homogeneous if all the f i,j 's are homogeneous polynomials of (total) degree r.
For α = (α 1 , ..., α n ), where the α i are non negative integers, one defines the weight space of Y associated to α by
where p 1 , ..., p n are the eigenvalues of p ∈ GL n (F ). This polynomial is called the Hilbert (or Poincare) series of Y . Therefore, if we denote by R(GL n (F )) the Grothendieck ring of finite dimensional polynomial GL n modules, we get a ring homomorphism from R(GL n (F )) to Z[x 1 , ..., x n ] Sn (the space of symmetric polynomials) which sends [Y ] ∈ R(GL n (F )) to P (Y ). It is shown that we have in fact an isomorphism.
Because the Hilbert series is a symmetric polynomial we recall an important basis of the space of symmetric polynomials, namely the Schur functions. For convenience we use the following combinatorial definition: We introduce an action of GL n (F ) on F [A ×n ] in order to construct the corresponding Hilbert Let λ = (λ 1 , .., λ k ) be a partition. The Young diagram associated to λ is the finite subset of Z × Z defined as D λ = {(i, j) ∈ Z × Z|i = 1, .., k , j = 1, .., λ i }. We may regard D λ as k arrays of boxes where the top one is of length λ 1 , the second of length λ 2 , etc. For example
Sn is a symmetric polynomial such that the coefficient of x a1 1 · · · x an n is the number of ways to insert a 1 ones, a 2 twos, ... , and a n n's in D λ such that in every row the numbers are non decreasing, and in any column the numbers are strictly increasing. Note that although this definition is not the classical one , it is equivalent to it (e.g. see [Bru] ).
The importance of the Schur functions to GL n (F ) representation theory is that they are the symmetric polynomials corresponding to the irreducible GL n (F )-representations. Therefore, if we define a scalar product <, > on Z[x 1 , ..., x n ] Sn by choosing s λ to be an orthonormal basis, we get that the isomorphism defined above is in fact an isometry.
Similarly we can consider
and obtain an isomorphic isometry: 
There is a connection between the representations of S n and GL n (F ). Without getting into much details we settle for the following: There is an isometry
where R r (GL n (F )) the sub ring of R(GL n (F )) consisting of r−homogeneous modules (equivalence classes), and R(S n ) is the Grothendieck ring of finite dimensional polynomial S n modules. The isometry ρ is given by ρ(
where α varies over all the degree sequences (α 1 , ..., α n , 0, ...0). The action of GL n (F ) on this space is given by the identification of GL n (F ) with the subgroup
Remark 4.1. This homomorphism isn't an isometry, but if we restrict ourselves to modules without appearances of irreducible modules corresponding to λ with h(λ) > n in their decomposition (to direct sum of irreducible modules), then we get an isometry.
Hilbert series for the ring of invariants
For convenience from now onward we denote the invariant spaces I n instead of T G n .
It is turn out that it is very hard to show directly that t G n (A) = dim F I n approximate c G n (A). To solve this difficulty we introduce a sequence subspaces of I n called the special invariants SI n = Sp F {T σ,g ∈ I n | σ ∈ S n is an n-cycle}. We will show later (section §6) that the sequence dim F SI n approximate c G n (A), however first we need to show that dim F SI n ∼ t G n (A), and this is the goal of this section. Notice that since A ×n = A ⊗ F ×n we can obtain a GL n (F ) action via p · a ⊗ v = a ⊗ pv. Moreover, the action of G on A ×n can be understood q · a ⊗ v = q(a) ⊗ v (q ∈ G). Obviously these two actions commute, so we get an action of G × GL n (F ) on A ×n ,and thus also on F [A ×n ]. We introduced an action of GL n (F ) on F [A ×n ] in order to construct the corresponding Hilbert series. The reason we do so is because Hilbert series encode in some way the S n −representation theory information of the multilinear invariants (I n ) in a combinatorial object (generating function) which help us to estimate the codimension sequence.
Before we present the Hilbert series we need some preparations: We take the (standard) basis
of A ×n as the coordinates of F [A ×n ] with this notation the T n is the space of "multilinear" polynomials in
It is easy to see that we can construct a homogenous non-multilinear polynomial of degree r in n (here n ≤ r) variables y 1 , .., y n by assigning the y i 's in some multilinear polynomial in r . We formalize this observation in our case as follows: Let L r,n = {1, ..., n} {1,..,r} . For every ξ ∈ L r,n and u (l)
s(i),t(j) ∈ A ×n and expand to linear operator form
where L r,n I r = {ξf | f ∈ I r and ξ ∈ L r,n }, and the space of (non-multilinear) spacial invariants
These spaces are GL n (F ) polynomial modules. Moreover, the weight space (RI n )
is the space of all the polynomials having α l appearances of elements of the form u (l)
where RI n n is the n'th homogenous component of RI n , and similarly ρ ([RSI n n ]) = [SI n ]. The corresponding S n action on I n and SI n is given by τ u
sn(in),tn(jn) .
Definition 5.1. For every integers r ≤ n consider an injection ξ ∈ L r,n . We called elements in the subspace ξT r multilinear in ξ(1), .., ξ(r) (this space is actually T r with indexes ξ(1), .., ξ(r) instead of 1, ..., r).
Remark 5.2. The functions ξ :
Now it is high time to present the isomorphism between T r and End(V ⊗r ) mentioned in section §3. We will present more general isomorphism using the convention of being multilinear in ξ(1), .., ξ(r) which is different from the classical one (e.g. see [P] ) only by it indexes numbering (ξ(1), .., ξ(r) rather then 1, ..., r). For convenient we write ξ i instead of ξ(i), and define
where V ξi = V for all i, and T ′ s(i),t(j) (e b(k) ) = δ s(i),b(k) e t(j) (s =(s ξ1 , ..., s ξr ), i =(i ξ1 , ..., i ξr ) etc.). It is not hard to see that this is isomorphism of GL m (F ) modules. Clearly, through this isomorphism, the invariants which are multilinear in ξ 1 , ..., ξ r are the F −span of T σ,g where σ ∈ S {ξ1,...,ξr} and g =(g ξ1 , ..., g ξr ) ∈ B r . Furthermore, with this identification if f 1 ∈ RI n is multilinear in 1, ...r (or in I r ) and f 2 ∈ RI n is multilinear in r + 1, ..., n then the multiplication of f 1 and f 2 is given in End(V ⊗n ) by the tensor product, i.e. f 1 · f 2 = f 1 ⊗ f 2 , and we have the following lemma:
Lemma 5.3. Let f 1 = T σi,g i ∈ I r and f 2 ∈ RI n multilinear in r + 1, ..., n, then f 1 · f 2 is multilinear in 1, .., n and is given by
..,n} , and g i + h i is the concatenation of g i with h i . Proof. Obviously it is enough to prove that T σ,g ·T τ,h = T σ,g ⊗T τ,h = h∈Hg T στ,g+hh where T σ,g ∈ I r , τ ∈ S {r+1,...,n} , and h is indexed from r + 1 to n. Indeed, since {1, ..., r} ∩ {r + 1, ..., n} = ∅ we have for all g, t ∈ H g , and v s ∈ V s where s ∈ B that
We are ready now to compute the Hilbert series of RI n as GL n (F ) module in the case that G is connected i.e. G ∼ = GL m1 (F ) × · · · × GL m k (F ) (the other cases will be discussed later). Similar computation as Formanek did in ( [F] pages 201,202) gives: 
(1) , ..., U (n) be the ring generated by n generic m × m
s(i),t(j) ), and let C n be its center. Since each element in β ∈ C n is a scalar matrix in R n , there are polynomials p ∈ F x 1 , ..., x n (x i are noncommutative variables) and
. By taking trace on both sides of the equation we get the identity f = 1 m tr(p(U (1) , ..., U (n) )). Therefore, we may identify C n (by f · I → f ) with a sub ring of F [A ×n ] and even better: a sub ring of F [A ×n ] G for every G, and in particular for GL m (F ) = {e} (It is easy to check that tr(p(U (1) , ..., U (n) )) is a GL m (F ) invariant for every p).
Remark 5.5. Via Theorem 3.4 (by choosing G = {e}) we can represent the multilinear elements of
. Moreover, Procesi and Razmyslov ( [P, Ra] 
is generated by traces of generic matrices, and that the traces of multilinear monomials are corresponding to T σ where σ ∈ S n is a cycle. From this fact it is easy to see that the multilinear ele- F ) are given by linear combinations of T σ where σ is an n -cycle.
Remark 5.6. Every element T σ ∈ End(V ⊗n ) is equal to g∈B n /Hg T σ,g where each T σ,g ∈ I n where B n /H g a set of representatives of the classes corresponding to the equivalence relation on B n defined by h ∼ g g iff there is h ∈ H g such that g =hh.
Formanek [F] showed that there is a (multilinear) (F ) such that F α is one dimensional GL m 2 (F )−module i.e. its corresponding Schur function is s lµ for some l ∈ N (actually it is known that l = 2), and for every n ≥ m 2 :
We are using the same α in the graded case:
Theorem 5.7. The above α satisfies for every n ≥ m 2 : F ) is multilinear in 1, ...m 2 , it is evident that α ∈ I m 2 . Furthermore, let T τ,h0 be multilinear in m 2 + 1, ..., m 2 + r ≤ n, and suppose α is given by i a i T σi,gi . From (5.1) we have that αT τ ∈ C r+m 2 since T τ ∈ F [A ×r ] GLm (F ) , thus from Remark 5.5
where the ν's are n-cycles, and b ν ∈ F . Notice that by lemma 5.3 we have
so for every f multilinear in m 2 + 1, ..., m 2 + r we have αf ∈ SI r+m 2 . Now, let f ∈ RI n . Recall that by definition there isξ ∈ L r,n andĝ ∈ I r such that f =ξĝ. By changing the mapξ to be ξ : {m 2 +1, ..., m 2 +r} → {1, ...n};ξ(m 2 +i) = ξ(i), we may replaceĝ by an invariant g which is multilinear in m 2 + 1, .., m 2 + r such that f = ξg. From the discussion above αg ∈ SI r+m 2 , thus αf = ξ ′ (αg) where ξ ′ ∈ L r+m 2 ,n takes 1, ..., m 2 to itself and m 2 + i to ξ(m 2 + i). We conclude that αf ∈ RSI n and we are done. To use the Hilbert series to estimate dim F I n we need the following theorem from S n representation theory:
Proof. Follows by means of the map ρ in section §4.
In order to prove that dim F I n ∼ dim F SI n we want to use the same proof as in [GZ1] (Theorem 5.10.3.). The final ingredient of this proof is the following lemma:
Proof. Recall that from lemma 5.4
Note that from the definition of Schur function one can easily see that if h(λ) > n, then s λ (x 1 , ..., x n ) = 0. Hence by applying the mapping ρ from section §4 we get
with the same m λ 's.
Therefore, if S λ is the irreducible GL m 2 (F )−representation corresponding to
n -the space of polynomial functions of total degree n, thus λ⊢n m
To prove the main theorem of this section we need one final definition:
Definition 5.11. Let {a n } ∞ n=1 ⊂ R be a series then exp(a n ) = limsup n √ a n . If a n = dim F (A n ) where {A n } ∞ n=1 is a series of vector spaces then exp(A n ) = exp(a n ). Theorem 5.12.
Proof. Recall that from Theorem 5.9
Moreover, by Corollary 5.8
i.e. dim F I n = a n + b n and dim F SI n = a n + b ′ n . If we confirm that b n is negligible e.g. by showing 
, and on the other hand, by Corollary 3.8, exp(I n ) = m 2 .
Recall that Theorem 5.12 is true only when the group G is connected. We intend to remove this assumption, so assume no restrictions on G. First we call back some notations we need from Corollary 3.6:
The group H g acts on B by left multiplication. Let B ′ ⊆ B be a set of representatives of the orbits (of the above action), and
In the same spirit, denote
Observe that T
Similarly to Corollary 3.6 we obtain that T
The Codimension Sequence Asymptotics of Matrix Algebra with Elementary Grading
In this section we will prove that the spaces of special invariants approximate the codimension sequence. More precisely, we define a subspace T r(C G n ) of SI n with dimension c G n−1 (A), and show that it is dominant in it. The conclusion (together with the previous parts of the article) will be that c s(i),t(j) , where s, t ∈ B , 1 ≤ i ≤ m s , 1 ≤ j ≤ m t and 1 ≤ r ≤ n. It is well known that R G n is isomorphic to the G−graded relatively free algebra i.e. R G n ⋍ F x1,g 1 ,...,xn,g 1 ,...,x1,g k ,...,xn,g k /IdG(A), so if we define the subspace of multilinear elements in R G n :
We are interesting in the spaces T r(C G n ) = tr(x) | x ∈ C G n which, as we will show, has dimension c G n−1 (A), and dominant in SI n . Lets start with the easy part:
Proof. Define a mapping φ :
g . It is easy to see that since trace is nondegenerate bilinear form this mapping is actually isomorphism of vector spaces, and we are done Next we want to show that t
The plan is to define another two subspaces of SI n (CSI n and COSI n ) and prove that the following diagram holds
With this embeddings, proving that CSI n is dominant in SI n , and that COSI n is dominant in CSI n will give us the wanted result. Lets start with showing that via the isomorphism π n the space T r(C j) , and notice that by definition
be a monomial such that 0 = tr(X).
Then there ish
where Hh = g ∈ G|{gh 1 , ..., gh n } ⊆ B and Hh : H g is a full representative set of the left cosets of H g in Hh.
Proof. For simplicity denote σ(i) = σ i . If h σ1 · · · h σn = e then the trace will be zero, so we may assume that h σ1 · · · h σn = e.
Let tr (X) t,t be the trace of the t, t block of X, and defineh =(h 1 , ..,h n ) bỹ h σi = h σ1 · · · h σi−1 and h σ1 = e. Then for any t ∈ Hh ∩ B we have
and otherwise tr U
= 0 since t / ∈ B or one of the th σ1 · · · h σi = th i+1 is not in B. By taking the n−cycle τ = (σ 1 , ..., σ n ) in S n we can rewrite the expression above
and by reordering the monomial we get even simpler expression:
So by applying π n on this equation together with Remark 6.2 we get:
Summing it all up gives us that:
Finally, note that H g is a subgroup of Hh, and T τ,g = g∈Hg T ′ τ,gg , thus
where Hh : H g is a full representative set of the left cosets of H g in Hh.
Corollary 6.4. T r(C G n ) is embedded in SI n . We now approach to the definition of the first subspace of SI n : the space of complete special invariants CSI n .
Definition 6.5. We call any vector g ∈ B n complete if all the elements of B appear in g and consider CSI n = Sp F {T σ,g ∈ SI n |g is complete}.
We claim that this space is dominant in SI n or in other words:
Consider the spaces N CI n = Sp F {T σ,g ∈ I n |g isn't complete}. Because N CSI n ⊆ N CI n It is suffice to establish that
Notice that we can write N CI n = g∈B N CI n (g) where
It is sufficient to prove that exp (N CI n (g)) < m 2 for any g ∈ B.
To show that we need to call back some notation from section §3:
Recall that the operators
and consider the G−graded algebrā A = M m−mg (F ) with elementary grading corresponding to the grading vector g ′ which is obtained from g by erasing all the g's. For this algebra T ′ σ,g (Ā) are elements in End V ⊗n whereV = ⊕ g =h∈B V h , so it is easy to see that the mapping
is isomorphism of vector spaces. Moreover, since m t = m ht for any h ∈ H g and t ∈ B, the mapping
is also isomorphism of vector spaces for every h ∈ H g . Hence, by virtue of Corollary 3.8 and Corollary 3.6 we get
The proof is done since
To define the second subspace of SI n which is actually a subspace of CSI n we first consider the decomposition B = {B 1 , ..., B s }where B i consists of all the g's in B having a common value b i = m g for all g ∈ B i . We will assume that b 1 < b 2 < · · · < b s and m 1 ≤ · · · ≤ m k . Next, for every vector g ∈ B n we define n gi (g) = # appearances of g i in g. A vector g is called in-order if n h1 (g) < · · · < n hs (g) for any h i ∈ B i . Finally we denote COSI n = Sp F {T σ,g ∈ CSI n |g is in-order}. We claim that this spaces are dominant in the CSI n , namely:
Proof. As before it is enough to show that exp (CN OSI n ) < m 2 = exp (CSI n ) where CN OSI n = Sp F {T σ,g ∈ CSI n |g is not in-order}. Consider the space N OI n which is the span of all the T σ,g ∈ I n where g is not in-order. Because CN OSI n ⊆ N OI n It is suffice to establish that
To accomplish this we call back a calculation we did in Proposition 3.5 and Corollary 3.8. We show there that:
which is less or equal than:
Recall that the interpretation of n i in
is the number of appearances of g σ(i) in some g, or in our convention n i = n g σ(i) (g). Since here we count only g's which are not in order, we may take into consideration only σ ∈ S k with the property that there exist i, j ∈ {1, ..., k} such that m σ(j) < m σ(i) but n j = n g σ(j) (g) > n g σ(i) (g) = n i . So we have:
where P is a sub set of S k with the property mention above.
So we will finish if we confirm that for any σ ∈ P the exponent of
is smaller than m 2 . Fix such σ and also i and j coming from the definition of P (i.e. m σ(j) < m σ(i) and n j > n i ). Let 1 > γ > 0 be some real constant which will be determined later on. Split the above sum into two:
call the first sum S 1 and the other S 2 . We start with estimating S 1 :
< 1 and λ = (i j)σ ∈ S n we have that S 1 is equal to
(We used Corollary 3.8 in the last step). Next we turn to estimating S 2 . To simplify notation we assume without loss of generality that i = 1 and j = 2, and write n 2 = n 1 + z. We have:
Combining all of this together we result that S 2 is less or equal to
If we change the names of the indexes byñ 1 ← 2n 1 ,ñ 2 ← n 3 , ...,ñ k−1 ← n k and
Hence by using the proof of Corollary 3.8 we have for some real valued constant
Since (m 1 + · · · +m k−1 ) 2 < m 2 (this is due to 2 √ xy < x + y when x = y) and
= 1, we can take small enough γ to obtain
yielding exp(S 2 ) < m 2 and eventually exp(S(σ)) < m 2 .
The final step is to embed COSI n into T r (C n ). To do so we start with:
.., g n ) is complete and in order then gg is not in order for every non trivial g ∈ [H B :
Proof. Let g be non trivial in [H B : H g ]. Since g / ∈ H g and g is complete there are g i and g j such that gg i = g j but m gi = m gj , or put it differently, gB i ∩ B j = ∅. Suppose without loss of generality that m gi > m gj , thus i > j.
Let i be the maximal index we can find having the property above. Namely the maximal i for which there is an index j < i such that gB i ∩ B j = ∅. We claim that there is an index j ′ < i for which B i ∩ gB j ′ = ∅ : Since B i ∩ gB = ∅ (recall that gB = B) and B = ∪B r there must be an r such that B i ∩ gB j ′ = ∅. However, due to the maximality of i, j
Finally, we take x ∈ gB i ∩ B j and y ∈ B i ∩ gB j ′ , then n g −1 y (gg) = n y (g) > n x (g) = n g −1 x (gg) (since x ∈ B j , y ∈ B i and j < i) . Nevertheless, g −1 y ∈ B j ′ ,g −1 x ∈ B i and j ′ < i so gg is not in-order.
Corollary 6.9. COSI n is embedded in T r(C G n ) Proof. We define the F −vector spaces mapping ψ :
We need to show that this mapping is injective :
We know that all the vectors hg i are not in order while all the g i 's are in order, thus each T σi,g i is linearly independent of {T σi,hg i |e = h ∈ [H B : H g ]}. Therefore, i a i T σi,g i = 0 as claimed. We proved that dim F COSI n ∼ dim F (I n ) and that the diagram (6.1) is true, so
, and we get from Corollary 3.6 our main result: 
Fine Grading case
Recall from the introduction that the asymptotics of the codimension sequence of any affine G graded algebra has the form αn β d n . In the previous sections we were successful in finding the constants α, β and d for the case of matrix algebra with elementary grading. We intend to push forward this result, namely, to calculate the constants β and d for G simple finite dimensional algebras (recall that elementary grading is a G simple grading).
As noted before (see Theorem 2.1), the G simple algebras are composed of two parts: the elementary part, which we discussed through and through and the fine part. Although the asymptotic behavior of fine graded algebras' codimension sequence is known [?], we prove it here, using invariant theory methods, for two reasons. Firstly, we want to demonstrate the strength of this method. Secondly, in order to deal with the general case of G simple f.d. algebras we will be forced to relay on some details of this specific proof.
So let H be a finite group and A = F γ H where γ ∈ H 2 (H, F × ) (here F × is considered a trivial H module). As before we are interested in the group of all H graded automorphisms H and the multilinear invariants of F [A ×n ] under its induced action.
Lemma 7.1. The following hold:
(1) H is isomorphic to the character group of H, more precisely, for a character χ the corresponding automorphism is given by f χ (b h ) = χ(h)b h . (2) The space I n of multilinear elements in F [A ×n ] H is spanned by ε 1,h1 · · · ε n,hn , where h 1 · · · h n ∈ H ′ (the commutator of H) and ε i,g (b
Proof. It is clear that f χ ∈ H. For the other direction, suppose f ∈ H, hence f (b h ) = ψ(h)b h where ψ(h) ∈ F . The multiplicativity of f implies the multiplicativity of ψ. Since f is invertible, Imψ ∈ F × , hence ψ is a character of H and f = f ψ -proving (1).
For part (2), notice that f −1 χ (ε i,h ) = χ(h)ε i,h , so f −1 χ (ε 1,h1 · · · ε n,hn ) = χ(h 1 · · · h n )ε 1,h1 · · · ε n,hn . We are done since χ(h 1 · · · h n ) = 1 for every character χ if and only if h 1 · · · h n ∈ H ′ . Part (3) is clear from part (2).
The next step in the analysis of the group ring A, is to consider a non degenerate and H invariant form for A (the one we had for the elementary grading was the trace). Luckily it is well known that if we denote tr(b h ) = δ h,e , then tr(·, ·) has the desired properties. Therefore regarding the variables x i,h ∈ R n (A) as ε i,h b h ∈ F [A ×n ] ⊗ A, we conclude, as in the elementary case, that φ : C H n (A) → I n+1 where φ(x i1,h1 · · · x in,hn ) = tr(x i1 ,h1 · · · x in,hn x n+1,(h1···hn) −1 ), is an linear isomorphism.
In this point it is rather easy to give a proof in the fashion of section §5 that c H n (A) ∼ dim F I n+1 (= |H ′ | · |H| n ). Let us briefly go over some of the details.
Let RI n = F [A ×n ] H and RSI n = {tr(f )|f ∈ R n (A)} (recall that they have a natural structure as GL n (F ) modules).
Lemma 7.2. The Hilbert series of RI n is P (RI n ) = λ h(λ) ≤ |H| s λ (χ(h)|h ∈ H) , 1 s λ (t 1 , ..., t n ) where ·, · is the inner product in the ring of class function relative to the group H and s λ (χ(h 1 ), ..., χ(h n )) is a character relative to H.
Proof. This is done essentially as in ( [F] pages 201,202) . Here are the details: First we calculate the character P (F [A ×n ]) of GL n (F ) × H afforded by the module
It is known that characters of GL n (F ) are determine by the diagonal matrices, so since diag(t 1 , ..., t n ) × f χ (ε i1,w1 · · · ε i k ,w k ) = (χ(w 1 )t i1 · · · χ(w k )t i k ) ε i1,w1 · · · ε i k ,w k it follows that
(χ(h)t i ) j which equals to n i=1 h∈H 1 1 − χ(h)t i = λ s λ (χ(h)|h ∈ H) s λ (t 1 , ..., t n ).
Thus by the same arguments as Formanek's we get that:
s λ (χ(h)|h ∈ H) , 1 s λ (t 1 , ..., t n ).
We done since by definition of Schur functions s λ (χ(h)|h ∈ H) = 0 for every λ such that h(λ) > |H|.
Denote m λ = s λ (χ(h)|h ∈ H) , 1 . As before we require an element α ∈ RI n such that: (7.1) αRI n ⊆ RSI n ⊆ RI n and F α is a one dimensional GL n (F ) module. In fact since m λ = 0 for h(λ) > |H|, we don't need to do so for every n. If we show this for some n ≥ |H| it will suffice. Furthermore, together with the property: Proof. The first part is true since the elements of Σ h are all contained in the same H ′ coset. The second part is trivial. The third part follows easily from the fact that any element in H ′ can be written as a product of commutators.
Denote by n the maximum between |H| and n 0 . Proof. Notice that α is an alternating sum of the monomials Z σ = ε σ(1),h1 · · · ε σ(n),hn (here σ ∈ S n ). Without loss of generality, it is enough to show that for Z = Z σ and any monomial T = ε i1,w1 · · · ε i k ,w k ∈ RI n , where w 1 , ..., w k ∈ H, ZT ∈ RSI n . Indeed, since w 1 · · · w k ∈ H ′ , it follows from the previous Lemma (part 2) that we can arrange (w 1 , ..., w k+n ) = (w 1 , ..., w k , h 1 , ..., h n , ), say by ν ∈ S k+n , so that w ν(1) · · · w ν(k+n) = e and . Hence, ZT = ε i ν(1) ,w ν(1) · · · ε t ν(k+n) ,w ν(k+n) = tr x i ν(1) ,w ν(1) · · · x t ν(k+n) ,w ν(k+n) and we are done.
Let us collect this section result: i hg j and g = (g 1 , ..., g m ) is a grading vector of M m (F ) . So far we have handled separately the elementary part and the fine part however, in order to estimate c G n (A) we need to integrate them together. In the previous sections we calculated the group of G graded automorphisms of A and used the multilinear invariants of F [A ×n ] under its induced action as "approximating spaces" for the codimension sequence c G n (A). Applying this method
