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First‐order phase transitions in solids are notoriously challenging to study. The combination of change 
in unit cell shape, long range of elastic distortion, and flow of latent heat leads to large energy barriers 
resulting  in domain structure, hysteresis, and cracking. The situation  is still worse near a triple point 
where more than two phases are involved. The famous metal‐insulator transition (MIT) in vanadium 
dioxide1, a popular candidate for ultrafast optical and electrical switching applications, is a case in point. 
Even though VO2 is one of the simplest strongly correlated materials, experimental difficulties posed by 
the first‐order nature of the MIT as well as the involvement of at least two competing insulating phases 
have led to persistent controversy about its nature1‐4. Here, we show that studying single‐crystal VO2 
nanobeams5‐16  in  a  purpose‐built  nanomechanical  strain  apparatus  allows  investigation  of  this 
prototypical phase transition with unprecedented control and precision. Our results include the striking 
finding that the triple point of the metallic and two insulating phases is at the transition temperature, 
ࢀ࢚࢘ ൌ ࢀ܋, which we determine  to be 65.0 ± 0.1  °C. The  findings have profound  implications  for  the 
mechanism of the MIT in VO2, but in addition they demonstrate the importance of such an approach 
for mastering phase transitions in many other strongly correlated materials, such as manganites17 and 
iron‐based superconductors18. 
The MIT in VO2 is accompanied by a large and rapid change in the conductivity and optical properties, with 
potential uses  in switching and sensing. VO2 has recently received renewed attention as a convenient 
strongly correlated material for the application of new ultrafast19‐21 and microscopy22,23 techniques, ionic 
gating24, and improved computational approaches3,4. However, the problems associated with bulk or film 
samples that consist of a complex of multiple solid phases and domains under highly nonuniform strain, 
as well as compositional variations such as oxygen vacancies25 and hydrogen doping26, make  it almost 
impossible to disentangle the underlying parameters on which rigorous understanding can be built. The 
experiments described here eliminate these problems, allowing unprecedented control of the MIT and 
accurate determination of the underlying phase stability diagram of pure VO2 for the first time. 
Fig.  1a  illustrates  the  structures  of  the  phases  involved  in  the MIT.  In  every  phase  there  are  two 
interpenetrating sets of parallel chains of vanadium atoms each surrounded by six oxygen atoms forming 
a distorted octahedron  (the oxygen atoms are not shown).  In the high‐temperature metallic (rutile, R) 
phase all the chains are straight and periodic, whereas in the low‐temperature insulating (monoclinic, M1) 
phase every chain  is dimerized. There are also  two other known  insulating phases: monoclinic M2,  in 
which only one set of chains is dimerized; and triclinic T, which is intermediate between M1 and M2. The 
existence  of  both  M1  and  M2,  with  similar  dielectric  yet  different  magnetic  properties,  provides 
constraints on the theory of the MIT; for example, it rules out a purely Peierls‐type mechanism2. In the 
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older literature the MIT is taken to occur between R and M1, although recent studies8‐10,23 have shown 
that M2 domains occur in most VO2 samples near the MIT, raising the question of its role in the transition. 
 
Figure 1 | Control of the metal‐insulator transition in VO2 using uniaxial stress. a. Arrangement of vanadium 
ions in the phases involved in the MIT, showing their different vanadium chain periods and dimerization (yellow). 
b. Expected layout of the stress‐temperature phase diagram near the MIT, with the transition temperature  ௖ܶ 
at zero stress. c. Experimental geometry, showing an electron micrograph (right) of a VO2 nanobeam suspended 
across a slot of width ܮ in a silicon chip (left, optical micrograph) whose width is controlled by pushing on the 
paddle and measured via deflection of a laser beam. The yellow lines signify gold wire bonds. d. Series of optical 
images showing movement of the R‐M1 and M1‐M2 interfaces as ܮ is increased in roughly 100 nm steps at 64 
°C (device P7, 40 m gap). 
The  largest difference  in unit cell shape between R, M1 and M2  is along  the pseudo‐rutile c‐axis  (the 
vanadium  chain  axis), with ܿୖ ൌ 5.700 Å, ܿ୑ଵ ൌ 5.755 Å,  and ܿ୑ଶ ൌ 5.797 Å,  as  indicated  in  Fig.  1a. 
Compressive strain along this axis in an epitaxial film can lower the transition to room temperature15,25, 
and thus applying uniaxial tensile stress  ௖ܲ  along  it can be used to control the transition13,15. A stability 
diagram  in  the  ௖ܲ െ ܶ  plane  (with  all  other  stress  components  zero)  is  expected  to  have  the  layout 
indicated in Fig. 1b. A shaded region indicates where the T phase occurs7,27. The effect of  ௖ܲ  on the phase 
stability (Fig. 1b) resembles that of stress along the [110]R axis27 and of doping28 by Cr. Rough ideas of the 
locations of the three phase boundaries have been obtained by modeling bent nanobeams16. The triple 
point ሺ ௧ܶ௥, ௧ܲ௥ሻ has not been located, although M1 and M2 are known to be very close in free energy near 
the transition27.  ௧ܲ௥  is normally taken to be positive, implying that a perfect unstrained crystal exhibits a 
direct transition from M1 to R at  ௖ܶ. We find that this is not in fact the case and, remarkably,  ௧ܶ௥  is identical 
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to  ௖ܶ to within ±0.05 °C, or one part in 104 in absolute temperature. We further determine  ௖ܶ to be 65.0 
±  0.1  °C.  In  addition we  present  evidence  that  in  the  neighborhood  of  ௖ܶ  the M1  phase  can  distort 
continuously under tension into the metastable T phase. These discoveries have deep implications for the 
physics of  the MIT,  for  the  interpretation of many measurements on VO2  crystals  and  films,  and  for 
mastering the transition with a view to applications. 
 
Figure 2 | Temperature and length dependence in coexistence. a, Expected configuration of a nanobeam as a 
function of ܶ and ܮ. b, Variation of interface positions with ܶ at fixed ܮ corresponding to moving along the lines 
in the insets (upper: device P11, 40 m gap; lower: P9, 20 m). Each interface type is indicated by a color. c, 
Histograms of temperatures at which reconfigurations occur for 20 cycles sweeping at 0.1 °C/minute (P14, 40 
m). d, Sequence of images during reconfiguration from M2+R to M2+M1 in a nanobeam at the triple point, 
65.0 °C (P8B, 20 m).  e, Variation of interface positions with ܮ at fixed ܶ, corresponding to moving along the 
vertical lines in the inset (P14). The fractional differences in lattice constants, ߙ௜௝, are the inverse slopes of these 
lines. 
Our  investigations of the MIT rest on the ability to precisely control the  length of a suspended single‐
domain nanobeam and thereby to apply pure uniaxial stress along it, a situation that cannot be achieved 
in larger crystals because of domain structure. The elements of the experiment are illustrated in Fig. 1c 
(see Methods). A VO2 nanobeam is fixed, in some cases with electrical contacts, across a micromachined 
slot in a silicon chip whose width ܮ can be varied with nanometer precision. We perform measurements 
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only when the nanobeams are straight, so  the maximum compressive stress  is  limited by buckling. By 
varying ܮ and ܶ, the three phases R, M1 and M2 can be induced and can be differentiated by reflection 
contrast using linearly polarized light10, as illustrated in Fig. 1d, as well as by Raman spectroscopy14 and 
electrical resistance measurements. Linearly polarized light also reveals twinning11, allowing us to select 
devices where twinning is absent. 
According  to  the phase diagram  in Fig. 1b  the state of  the nanobeam as a  function of ܮ and ܶ should 
include regions of two‐phase coexistence as sketched in Fig. 2a. We find that indeed the suspended part 
of the nanobeam can be brought into coexistence between any pair of the three phases. The position of 
the interface changes smoothly and reproducibly with both ܮ and ܶ in between sudden reconfigurations. 
For the case of M2+R coexistence we define the interface position ݕ୑ଶୖ as the shift relative to an initial 
position such that it increases as R converts to M2. We define ݕ୑ଶ୑ଵ and ݕ୑ଵୖ similarly. 
The MIT  in  VO2  is  usually  studied  as  a  function  of ܶ , without  paying  close  attention  to  strain  or  to 
interconversion between M1 and M2.  In undoped samples  it  is seen  in  the  range 65 – 68  ° C, with a 
hysteresis  of  several  degrees,  and  the  value  of  ௖ܶ  is  not  known  more  precisely  than  this.  In  our 
experiments on nanobeams, as ܶ is varied at fixed ܮ we see the behavior shown in Fig. 2b, which can be 
understood with reference to the color‐coded  lines  in the  inset phase diagrams.  If we start  in M2+M1 
coexistence  (upper panel, green) and  increase ܶ, the  interface position ݕ୑ଶ୑ଵ first moves smoothly as 
the  stress  required  for phase equilibrium  changes13. Then at a  temperature  ୑ܶଵ→ୖ  there  is a  sudden 
reconfiguration to M2+R coexistence (red) after which the interface position ݕ୑ଶୖ moves smoothly again. 
On cooling, the reverse reconfiguration occurs at temperature ܶୖ →୑ଵ. Starting instead at a smaller length, 
in M1+R coexistence (lower panel, blue), a jump to M2+R coexistence (again red) occurs at  ୑ܶଵ→୑ଶ, while 
the reverse occurs at   ୑ܶଶ→୑ଵ. Histograms of the reconfiguration temperatures on repeated cycling at 0.1 
°C/minute are shown  in Fig. 2c. For this device  ୑ܶଵ→ୖ and  ୑ܶଵ→୑ଶ are narrowly peaked at 66.4 °C and 
65.3 °C respectively; for other devices different values are found. This can be explained by superheating 
of M1, which varies between devices because the ease of nucleation of the high temperature phase (R or 
M2) depends on microscopic details. 
In contrast, ܶୖ →୑ଵ and  ୑ܶଶ→୑ଵ are both peaked at the same temperature of 65.0 °C,  indicated by the 
dotted line in Fig. 2c. In a number of nanobeams of different sizes, grown on different occasions, these 
two temperatures always lay in the narrow range between 64.9 and 65.2 °C; moreover, neither storage in 
air  for  six months nor heating  to 200  °C  for an hour changed  them,  indicating  that effects of oxygen 
vacancies25 and hydrogen doping26 were minimal. This observation can be explained as follows. A small 
amount of M1 is often visible at the interface in M2+R coexistence, probably because it reduces the elastic 
energy. On cooling there is therefore no need for nucleation of M1, and reconfiguration occurs as soon as 
the triple point is reached. In fact, the dynamics of this process can sometimes be observed. Fig. 2d shows 
a sequence of images taken in less than a second during the reconfiguration of a nanobeam after bringing 
it slowly down to 65.0 °C in M2+R coexistence. A small pre‐existing wedge of M1 at the M2+R interface 
rapidly  expands  to  completely  replace  the R  part  of  the nanobeam. All  the  above observations  thus 
suggest that the triple‐point is between 64.9 and 65.2 °C. 
We now  consider varying ܮ at  fixed ܶ.  First,  in  coexistence between any pair of phases  the  interface 
position  is  linear  in ܮ, as shown  in Fig. 2e. This follows from the fact that the  interface moves so as to 
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maintain  ௖ܲ  at the phase equilibrium value. A  length  increase ߜܮ causes an  interface shift ߜݕ୑ଵୖ which 
changes  the  natural  length  by ߜܮ  to  keep  the  strain  constant.  This  implies ߜܮ ൌ ߙ୑ଵୖߜݕ୑ଵୖ , where 
ߙ୑ଵୖ ≡ ܿ୑ଵ/ܿୖ െ 1 .  Hence  ߜݕ୑ଵୖ  should  vary  according  to  ݀ܮ ݀ݕ୑ଵୖ⁄ 	ൌ ߙ୑ଵୖ ,  and  likewise 
݀ܮ ݀ݕ୑ଶ୑ଵ⁄ ൌ ߙ୑ଶ୑ଵ ≡ ܿ୑ଶ/ܿ୑ଵ െ 1  and  ݀ܮ ݀ݕ୑ଶୖ⁄ ൌ 	ߙ୑ଶୖ ≡ ܿ୑ଶ/ܿୖ െ 1 ൎ ߙ୑ଶ୑ଵ ൅ ߙ୑ଵୖ .  Best 
linear  fits  to  the data  shown give ߙ୑ଶ୑ଵ ൌ 0.0074, ߙ୑ଵୖ ൌ 0.0100 and ߙ୑ଶୖ ൌ 0.0174, close  to  the 
values of 0.0073, 0.0098, and 0.0172 calculated from the known lattice constants28,29. 
 
Figure 3 | Resistance vs  length measurements. a, At 65.3  °C, above  the  triple point  (red  line  in  inset),  the 
resistance varies steadily in M2+R coexistence. At 63.9 °C, below the triple point (blue line in inset), it reflects a 
sequence of transitions. (Device P10; ܮ is varied at 8 nm/s). b, Starting in the R state, M2 nucleates if ܶ ൒ 65.10 
°C (red) whereas M1 nucleates if ܶ ൑ 64.95 °C (blue), implying that these lie on either side of   ௧ܶ௥ (see inset). c, 
The variation of  the resistance with ܮ and ܶ is due  to a strain‐dependent activation energy  in  the M1 phase 
(dotted lines, offset by ‐0.15 M for clarity) and to conversion of M1 to M2 in coexistence (dashed line). Gray 
lines indicate an additional resistance rise attributed to the T phase. 
The ability to control ܮ allows us  to confirm  the temperature of  the  triple point and to determine  the 
behavior very close to  it. We exploit the  fact  that  the electrical resistance ܴ௡ is sensitive to the phase 
composition, since each phase has a different resistivity12,13. The measurements in Fig. 3 are for a device 
(P10) with indium contacts. Fig. 3a shows that at	65.3 °C ܴ௡ changes smoothly with ܮ, due to a smoothly 
changing M2+R interface position for ܶ ൐ ௧ܶ௥  (see inset, red line). In contrast, at 63.9	°C it changes in a 
more complicated way,  reflecting  the  sequence M1+R→M1→M2+M1 expected  for ܶ ൏ ௧ܶ௥  (see  inset, 
blue line). Jumps and hysteresis here show that M1 and M2 both require nucleation, consistent with the 
transitions being first‐order. To establish  ௧ܶ௥  we measured ܴ௡ at a series of closely spaced temperatures, 
each time preparing the nanobeam in a fully metallic R state by cooling at sufficiently small ܮ for R to be 
stabilized by compression, and then  increasing ܮ until an  insulating domain nucleated. At 64.95 °C and 
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below, the domain that appeared was always M1, while at 65.10 °C and above it was always M2, implying 
that  ௧ܶ௥  was between  these  two values  (see Fig. 3b). This  is perfectly consistent with  the  range of  ௧ܶ௥  
deduced  above  from  the ܶ‐sweeping measurements.  Including  uncertainties  from  variation  between 
samples, temperature fluctuations and calibration, we conclude that  ௧ܶ௥ ൌ 65.0 േ 0.1 °C. 
 
Figure 4 | Phase diagram of VO2. a, The transition temperature  ௖ܶ at zero stress  is measured by finding the 
temperature above which the metallic phase (darker) becomes stable in a cantilever, as illustrated here (device 
P8).  It  is  found  to  be  equal  to  the  triple  point  temperature:  ௖ܶ ൌ ௧ܶ௥ ൌ 65.0 േ 0.1  °C.  b, Deduced  stress‐
temperature phase diagram. The small black filled circles are for superheated M1 phase. The gray shaded strip 
is where  a metastable T phase  can occur.  c, The  results  imply  that  the  free energies of all  the phases  are 
degenerate at  ௖ܶ in unstrained pure VO2. 
Resistance  vs  length measurements  also  yield  other  useful  information,  as  illustrated  in  Fig.  3c  (see 
Supplementary Information for details). First, the variation of the resistance of the M1 state with ܮ and ܶ 
is explained by a  linear  increase  in the activation energy of the resistance with tensile strain ߟ ൌ ሺܮ െ
ܮ଴ሻ/ܮ଴, ܮ଴ being the effective natural length. The dotted lines are plots of ܴ௡ ∝ exp	ሾെ	ሺΔ଴ ൅ ߛߟሻ ݇஻ܶ⁄ ] 
using  coefficient  values Δ଴ ൌ 0.31  eV  and  ߛ ൌ 0.77  eV  (the  uncertainty  in  ߛ  is  10%),  where  ݇஻  is 
Boltzmann’s constant. Second, from the variation of ܴ௡ in M1+M2 coexistence (such as indicated by the 
dashed line) we can deduce that ߩெଶ ߩெଵ ൌ 2.3 േ 0.2⁄  and that the activation energies of M1 and M2 are 
the same to within a few percent. Third, a distinct additional rise in ܴ௡, indicated by the solid gray lines, 
precedes the nucleation of M2 from M1. This can be explained by a continuous distortion of M1 into the 
T phase, which we immediately infer has a higher resistivity than M1 and is unstable relative to M2 at all 
temperatures from  ௧ܶ௥  to below 26 °C. 
Although we cannot measure the axial stress  ௖ܲ  directly, we can realize the condition  ௖ܲ ൌ 0 simply by 
breaking a nanobeam using a micromanipulator after other measurements have been completed. This 
produces opposing cantilevers, as illustrated in Fig. 4a. If the cantilevers are prepared in the fully M1 state 
by warming  from  lower  temperature  to  around  ௖ܶ  and  are  then  brought  together,  the  compression 
produces a domain of R phase in one of them. After retraction, this domain persists only above a certain 
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temperature, and shrinks and disappears below  it. We  identify this temperature with  ௖ܶ, the transition 
temperature at zero stress. By carrying out the procedure on a number of devices we obtained the striking 
result that in every nanobeam  ௖ܶ was equal to  ௧ܶ௥, to within an uncertainty of ߜܶ ൎ 0.05 °C governed by 
temperature fluctuations. We thus conclude that  ௖ܶ ൌ ௧ܶ௥ ൌ 65.0 േ 0.1 °C. 
Fig.  4b  shows  the  phase  diagram  of  VO2  inferred  from  measurements  on  ten  nanobeams  (see 
Supplementary  Information  for details). Briefly,  the  ௖ܲሺܶሻ|௜௝  were deduced  from measurements of ݕ௜௝  
(݅, ݆ ൌM1,M2,R) vs ܶ as follows. Since the stress  in coexistence must take the phase equilibrium value, 
consideration of the variation of the strain ߟ ൌ ௖ܲ ܧ⁄  with ܶ (ܧ is the Young’s modulus, taken to be 140 
GPa for every phase6) yields13 
1
ܧ
߲ ௖ܲ
߲ܶ ฬ௜௝ ൌ
݀ߟ
݀ܶฬ௜௝ ൌ െ
ߙ௜௝
ܮ଴
݀ݕ௜௝
݀ܶ െ Δܭ . 
(1) 
The first term on the right is the change due to movement of the interface. The second, Δܭ, is the thermal 
expansion mismatch between nanobeam and silicon substrate, which produces a correction of 5‐10 %. 
Given  that ߟሺ ௧ܶ௥ሻ ൌ 0 ,  Eq.  (1)  can  be  used  to  derive ߟሺܶሻ  for  each  boundary.  The  deduced  phase 
boundaries are straight, with uncertainties in their slopes of 5‐10%, and obey the constraint at the triple 
point 
ߙ୑ଶ୑ଵ ݀ߟ݀ܶฬ୑ଶ୑ଵ ൅ ߙ୑ଵୖ
݀ߟ
݀ܶฬ୑ଵୖ ൌ ߙ୑ଶୖ
݀ߟ
݀ܶฬ୑ଶୖ,  
(2)
which is imposed by the Clausius‐Clapeyron relations, 
	߲ ௖߲ܲܶ ฬ௜௝ ൌ
௝ܵ െ ௜ܵ
ܾଶሺܽ௜ െ ௝ܽሻ ൎ
௝ܵ െ ௜ܵ
ߙ௜௝ܸ , 
(3) 
in combination with Eq. 1. Here  ௜ܵ is the entropy per vanadium pair  in phase ݅, ܾ ൌ 4.55 Å  is the base 
length of the rutile unit cell, and ܸ ൌ 59 Å3 is the rutile unit cell volume. The value of ߲ ௖ܲ/߲ܶ|ெଵோ ൌ 71 
MPa °C‐1 corresponds to the known latent heat30 of 1020 cal/(mole formula unit); ߲ ௖ܲ/߲ܶ|ெଶோ ൌ 29 MPa 
°C‐1 corresponds to 710 cal/mole; and ߲ ௖ܲ/߲ܶ|ெଶெଵ ൌ െ29 MPa °C‐1. From the results we deduce entropy 
differences ܵୖ െ ܵ୑ଵ ൌ 3.0 േ 0.3	݇஻  and ܵୖ െ ܵ୑ଶ ൌ 2.1 േ 0.1	݇஻. The equality of  ௧ܶ௥  and  ௖ܶ  to within 
ߜܶ ൎ 0.05 °C implies that the strain ߟ௧௥ at the triple point is smaller than	ߜܶ ൈ ݀ߟ/݀ܶ|୑ଶୖ ൌ 1.0 ൈ 10ିହ, 
where ݀ߟ/݀ܶ|୑ଶୖ ൌ 2.0 ൈ 10ିସ °C‐1, and this is also indicated on the phase diagram. Finally, the finding 
that the T phase is metastable with respect to M2 is indicated by a gray shaded strip within the M2 stability 
region. 
To stress the implication of these results we sketch in Fig. 4c the ܶ dependence of the Gibbs free energies 
ܩ௜ of the phases of unstrained VO2, setting ܩୖ ൌ 0. The slopes are the entropies  ௜ܵ ൌ െ݀ܩ௜/݀ܶ at zero 
stress. Precisely at  the MIT  the  insulating M1 and M2 phases are simultaneously degenerate with  the 
metallic R phase. This and other facts revealed by our measurements are not explained by current models 
of the transition, but will be crucial ingredients of the correct theory. For example, further development 
and application of the Landau theory10 of VO2 should be prompted by our results. The striking new insights 
we have gained into this important solid‐state phase transition will be critical for both understanding and 
mastering the MIT in VO2. 
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Methods Summary 
VO2 nanobeams grown by physical vapor transport were transferred onto slots on the micromachined 
silicon chips using a micromanipulator and bonded with UV‐curable epoxy (Supplementary Information 
S1). Measurements from ten devices were used, and the temperature was calibrated using the known 
melting points of gallium and potassium (Supplementary S2). The slot width ܮ (20 or 40 m) was varied 
piezoelectrically on a temperature stage under an optical microscope (Supplementary S3). 
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S1. Device Fabrication 
Optical lithography and deep reactive‐ion etching were used to micromachine slots in a 1 cm2 silicon chip 
with 2 m wet oxide to form the paddle. VO2 nanobeams, typically 50‐100 m long and <0.5 m thick, 
grown by physical vapor transport1 on SiO2 from a V2O5 source and loosened with buffered oxide etch, 
were placed across the slot using a micromanipulator. UV‐curable epoxy was then applied to the both 
ends of the nanobeam and cured. The epoxy wets the interface between nanobeam and chip, effectively 
clamping  the nanobeam  close  to  the edges of  the  slot.  In  some  cases  the nanobeam was  contacted 
electrically by drawing molten indium wires, gold‐wire‐bonded to Au/Ti contacts which were patterned 
using shadow‐mask evaporation (as in Fig. 1c). In one case electron‐beam induced Pt deposition was used 
both to clamp the nanobeam and to make contacts, but the Pt pads quickly fractured. 
S2. Temperature calibration and reproducibility 
Several PT100 platinum  sensors were  configured  for  four‐terminal  sensing and  calibrated against  the 
melting and boiling points of water. Their readings were found to be accurate to within 0.1 °C. One sensor 
was embedded in the invar stage. The stability of the measured temperature was better than ±0.05 °C. To 
correct  for a  temperature differential between  the sample and sensor, due mainly  to heat  loss  to  the 
surrounding air, we placed small oil‐coated crystals of the metals gallium  (melting point 29.77 °C) and 
potassium  (63.38  °C)  on  a  silicon  chip  close  to  a  nanobeam.  Their melting  could  be  seen  under  the 
microscope, and the calibration of the system was adjusted accordingly. This procedure was carried out 
on several chips. In this way the temperature difference between the chip body and the paddle was found 
to be less than 0.1 °C. Since the transition temperature that we found was on the lower side of the range 
of values  in the  literature, we carried out a number of checks.  In the most rigorous, we constructed a 
separate aluminium  thermal  stage, with a different  sensor,  in  an air‐tight  chamber having a glass  lid 
through which  the melting  and  the MIT  in  an  unstrained device  could be  seen.  The  results were  all 
consistent with  ௖ܶ ൌ 65.0 േ 0.1 °C. 
The reproducibility of the temperature measurements  is  illustrated  in Table S1,  in which we show the 
peak positions in the histograms of the jump temperatures (as illustrated in Fig. 2c) for six devices. Sample 
images of the same devices are also shown. The images were taken after extensive measurement runs 
during  which  in  some  cases  (noteably  P4B  and  P14)  surface  contamination  had  accumulated.  This 
contamination had no discernable effect on the MIT behavior. 
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Table S1. Jump temperatures and images in metal‐insulator coexistence of six of the devices on which detailed 
measurements were made. P8b is across a 20 m slot; the others are across 40 m slots. 
S3. Strain application and measurement 
The home‐built temperature‐strain setup contains an  invar (to minimize thermal expansion) mounting 
block under a high‐power optical microscope in air. A heater and sensor are separately embedded in the 
block and the temperature is actively controlled. After the chip is positioned and held down with a clip, 
the slot width is controlled by displacing the paddle which rotates around the thin hinge stalk. The paddle 
is pushed using a single‐axis horizontal piezo‐actuator and the slot width can be increased or decreased 
by pushing on either one or other side of the paddle (the latter case is shown in Fig. 1c). A collimated and 
intensity‐modulated  laser diode beam  is  reflected  from  the  side wall of  the paddle and  its deflection 
measured using a position sensitive detector (PSD), to detect the angular deflection of the paddle. The 
PSD signal modulation is calibrated to the slot width by recording the full‐range deflection of the paddle 
which  can  be  seen  in  the  microscope.  The  setup  could  also  be  retrospectively  calibrated  using 
measurements such as those in Fig. 2e of the coexistence interface position combined with the known 
lattice constants of the phases. 
S4. Constructing the phase diagram 
The  literature values of the chain‐axis  lattice constants2 are ܿୖ ൌ 5.700 Å (double the tetragonal c‐axis 
lattice constant in rutile, measured at 66 °C), ܿ୑ଵ ൌ 5.755 Å (the monoclinic a‐axis lattice constant in M1, 
at 65  °C), and ܿெଶ ൌ 5.797 Å  (the monoclinic b‐axis  lattice constant  in M2, stabilized by Cr doping, at 
25  °C).  From  these  we  obtain  ߙ୑ଵୖ ≡ ܿ୑ଵ/ܿୖ െ 1 ൌ 0.0098 ,  	ߙ୑ଶୖ ≡ ܿ୑ଶ/ܿୖ െ 1 ൌ 0.0172  and 
ߙ୑ଶ୑ଵ ≡ ܿ୑ଶ/ܿ୑ଵ െ 1 ൌ 0.0073,  in good agreement with  the values deduced  from  interface motion 
measurements such as those shown  in Fig. 2e. Since the ߙ’s are small we have, to a percent accuracy, 	
Device  ܶୖ →୑ଵ (°C)  ୑ܶଵ→ୖ
 
(°C)   
P4B  64.92  67.44 
P7  65.20  65.70 
P8B  64.99  65.20 
P10C  65.07  67.46 
P12  64.93  65.32 
P14  64.98  65.26 
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 ߙெଶோ ൌ ߙெଶெଵ ൅ ߙெଵோ	. The shape of  the phase boundary between phases ݅ and ݆ (݅, ݆ ൌM1,M2,R)  is 
deduced from measurements of interface position ݕ௜௝  vs ܶ as follows. The stress in coexistence should be 
nearly  uniform,  thanks  to  the  geometry  of  a  straight  thin  beam,  and  therefore  equal  to  the  phase 
equilibrium value at the  interface,  ௖ܲሺܶሻ.  If the Young’s modulus ܧ is the same  in each phase then the 
axial strain has a uniform value ߟ ൌ ௖ܲ ܧ⁄  throughout the beam and varies with temperature according 
to3 
1
ܧ
߲ ௖ܲ
߲ܶ ฬ௜௝ ൌ
݀ߟ
݀ܶฬ௜௝ ൌ െ
ߙ௜௝
ܮ଴
݀ݕ௜௝
݀ܶ െ Δܭ . 
(1)
The first term on the right is the change in strain due to movement of the interface, ܮ଴ being the effective 
clamped length. 
 
Figure S1. Measurements of length change needed to maintain a fixed M2‐R interface position for device P14, 
yielding a difference in thermal expansion coefficients ܭோ െ ܭெଶ ൎ 0.17 ൈ 10ିସ °C‐1 (see text). 
The second term, Δܭ ൌ ܭ୚୓మ െ ܭୗ୧, is the thermal expansion mismatch between the nanobeam and the 
silicon  substrate,  where  ܭୗ୧ ൌ 0.03 ൈ 10ିସ  °C‐1.  (The  slot  expands  with  temperature  along  with 
monolithic silicon chip that  it  is etched  in.) For the monoclinic phases4, ܭ୚୓మ ൎ 0.12 ൈ 10ିସ °C‐1 giving 
Δܭ ൎ 0.09 ൈ 10ିସ  °C‐1.  For  the  R  phase4,  ܭ୚୓మ ൎ 0.30 ൈ 10ିସ  °C‐1,  but  we  typically  perform 
measurements with about half the nanobeam metallic,  in which case Δܭ ൎ 	0.2 ൈ 10ିସ	°C‐1. Hence Δܭ 
gives a correction to the phase boundary slope of less than 10 %. As the interface moves and the fraction 
of R phase  increases this correction  increases and  its magnitude can account  for  the slight downward 
curvature  of  the  phase  boundary  measurements  plotted  in  Fig.  4b.  We  chose  not  to  attempt  to 
compensate for the effect because the thermal expansion coefficients are not known accurately and the 
effect is not larger than the spread in the measurements between devices. In fact, we can determine the 
difference in K୚୓మ  between phases ݅ and ݆ by comparing measurements made for the nanobeam mainly 
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in  phase  ݅  with  those  for  it mainly  in  phase  ݆ .  For  example,  Fig.  S1  shows measurements  in M2‐R 
coexistence on device P14 (ܮ଴ ൌ 40 m)  in which ܶ was varied while simultaneously varying ܮ so as to 
keep ݕ୑ଶୖ constant, with (i) the suspended section mostly R, and (ii) with it 75% M2 (ie, with the interface 
close to either one contact or the other). The difference between the slopes obtained, about 0.5 nm °C‐1, 
according to Eq. 1 results solely from the difference between ܭୖ and ܭ୑ଶ, and should be about 0.75ܮ଴ ൈ
ሺܭோ െ ܭெଶሻ .  From  this  we  get  ሺܭோ െ ܭெଶሻ ൎ  (0.5  nm  °C‐1)/(30  m) ൎ 0.17 ൈ 10ିସ  °C‐1,  in  good 
agreement with the literature values given above. 
We believe the assumption made in Eq. 1 of a single Young’s modulus for the three all phases is justified 
because the nature of the bonding in the material does not differ much between the phases, and because 
it  leads  to consistent  results. A  recent experiment5 based on measurements of a nanobeam  reported 
possible evidence of a difference between M1 and M2 at the 10‐20% level, which would not significantly 
affect any of our results. Moreover, even if ܧ were substantially different between phases it would make 
the equations more complicated and could alter the phase boundary slopes somewhat but would have 
no effect on our main conclusions. 
To obtain ߟሺܶሻ for each boundary from the ݕ௜௝  measurements using Eq. 1 we first subtracted a constant 
from each ݕ௜௝ሺܶሻ dataset so as to set ݕ௜௝ ൌ 0 at  ௧ܶ௥ ൌ 65.0 °C. We then divided the results by the gap 
width ܮ଴  which was  close  to  either  20  or  40  m  (some  allowance was made  for  a  slightly  different 
apparent  clamping  length). Only measurements on devices with a  clear  single moving  interface were 
used.The deduced boundary slopes at the triple point, shown by the solid straight lines in Fig. 4b, were 
constrained to be consistent with 
ߙ୑ଶ୑ଵ ߲ߟ߲ܶฬெଶெଵ ൅ ߙெଵோ
߲ߟ
߲ܶฬெଵோ ൌ ߙெଶோ
߲ߟ
߲ܶฬெଶோ . 
(2) 
This results from the relevant Clausius‐Clapeyron relations, 
߲ ௖ܲ
߲ܶ ฬ௜௝ ൌ
௝ܵ െ ௜ܵ
ܾଶሺܽ௜ െ ௝ܽሻ ൎ
௝ܵ െ ௜ܵ
ߙ௜௝ܸ ,  
(3) 
where  ௜ܵ is the entropy per vanadium pair. Here ܾ ൌ 4.55 Å is the base length and ܸ ൌ ܾଶܽோ ൌ 59 Å3 is 
the  volume  of  the  tetragonal  unit  cell.  Eliminating  the  entropies,  using  Eq.  1  taking Δܭ  and ܧ  to  be 
constants, and using ߙ୑ଶୖ ൎ ߙ୑ଶ୑ଵ ൅ ߙ୑ଵୖ gives Eq. 2. The stress  ௖ܲ  was then obtained by multiplying 
by  ܧ ൌ 140  GPa.  The  straight  line  fit  to  the  M1‐R  phase  boundary  shown  in  Fig.  4b  has  slope 
߲ ௖ܲ/߲ܶ|ெଵோ ൌ 71  MPa  °C‐1  which  corresponds  to  a  specific  latent  heat  ௖ܶሺܵோ െ ܵெଵሻ/ܸ ൌ 1020 
cal/(mole formula unit) that is the same as measured previously6 for the MIT in a macroscopic crystal. 
S5. Electrical measurements 
Here we elaborate on the analysis of the measurements of resistance ܴ௡ vs length ܮ and temperature ܶ 
in Figure 3. The electrical contacts to device P10 were made by drawing molten indium at the edges of 
the slot using a nanomanipulator, and there was a substantial contact resistance ܴ௖, probably because 
the indium partially oxidized. ܴ௖ was determined to be 0.9 M from the value of the resistance when the 
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nanobeam was in the fully metallic R state (since the resistivity of R is 104 times smaller than M1 or M2, 
ߩୖ ൎ 3 ൈ 10ିସ	Ω	cm) and was subtracted from ܴ௡. 
The conductivities of M1 and M2 are known to be activated, though their values vary somewhat in the 
literature. In earlier work3 we found the resistivity of M2 to have a well defined value of ߩ୑ଶ ൎ 12	Ωcm 
at the MIT, and its activation energy in unstrained (buckled) nanobeams to be Δெଶ ൌ 0.30 േ 0.01 eV. The 
variation of ܴ௡ in the M1 state in Fig. 3c is consistent with a linear variation of the activation energy with 
strain, i.e.:  
ܴ௡ ൌ ܴ୑ଵ ൌ ܴ଴ expሺΔ୑ଵ /݇ܶሻ	, 
 with   Δ୑ଵ ൌ Δ଴ ൅ ߛߟ	. 
Here ߟ ൌ ሺܮ െ ܮ଴ሻ/ܮ଴, where ܮ଴ is the natural effective clamped length, and Δ଴ is the gap at ߟ ൌ 0. We 
determine  the slot width ܮ at ߟ ൌ 0 using our knowledge  that  the  triple point  is at zero strain  (it  is at 
length  increase ൎ 300 nm  in Fig. 3). We obtain the best fit to the entire dataset, shown by the dotted 
lines in Fig. 3c (which are offset by ‐0.15 M for clarity), with parameter values Δ଴ ൌ 0.31 eV, ߛ ൌ 0.77 
eV, and ܴ଴ ൌ 40.5 M. The uncertainty  is about 0.01 eV  in Δ଴ and 10%  in ߛ. From optical  images we 
roughly estimate the cross‐sectional area of the nanobeam as ܣ ൎ 1 m2, putting ߩெଵ ൌ ܴ௡ܣ/ܮ଴ in the 
ballpark of (2 M)(1 m2)/(40 m) ~ 5 cm. 
The variation of ܴ௡ in the M1+M2 state  in Fig. 3c  is due to the change  in the  interface position ݕ୑ଶ୑ଵ 
from 0 to ܮ଴  as  the nanobeam  gradually  converts  from M1  to M2. We  can deduce  the  ratio of  their 
resistivities using 
           ܴ௡ ൌ ܴ୑ଵ ൅ ሺܴ୑ଶ െ ܴ୑ଵሻ ௬౉మ౉భ௅బ 	, 
from which we have 
1
ܴெଵ
ܴ݀௡
݀ܮ ൌ ൬
ܴெଶ
ܴெଵ െ 1൰
1
ܮ଴
݀ݕ୑ଶ୑ଵ
݀ܮ ൌ ൬
ߩ୑ଶ
ߩ୑ଵ െ 1൰
1
ܮ଴
1
ߙ୑ଶ୑ଵ 
and thus 
ߩ୑ଶ
ߩ୑ଵ ൌ 1 ൅
ߙ୑ଶ୑ଵܮ଴
ܴ୑ଵ
ܴ݀௡
݀ܮ 	. 
For example, using the data at 61 °C we have ௗோ೙ௗ௅ ൌ 8.6 M/m (the slope of the dashed line in Fig. 3c), 
ܴெଵ ൌ 2.0 M (taken from ܴ௡ at the foot of the dashed line where ݕ୑ଶ୑ଵ ൌ 0), ߙ୑ଶ୑ଵ ൌ 0.0074, and 
ܮ଴ ൌ 40 m, which gives ߩ୑ଶ ߩ୑ଵ ൌ 2.3⁄  with about 10% uncertainty. This ratio has not been determined 
accurately before. This again gives ߩ୑ଵ ൌ (12 cm)/2.3 ൎ 5 cm.  In addition, we find that ߩ୑ଶ ߩ୑ଵ⁄  does 
not change by more than 5% between 26 and 64 °C, implying that the activation energies are equal, Δ୑ଶ ൌ
Δ୑ଵ, to within a few percent. 
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