We generalize known improvements of the subresultant algorithm to speed up the computation of greatest common right divisors (GCRDs) of Ore polynomials. In applications of our implementation of the described method to medium-sized examples from combinatorics, we observed speed-ups of up to 2400% compared to GCRD computation by subresultants. We do not yet provide an analysis of the theoretical complexity.
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Carrying out Euclid's Algorithm applied to two polynomials a, b ∈ U [X], where U is a unique factorization domain, usually requires pseudo-division to bypass costly computations in the fraction field of U . In order to avoid exponential coefficient growth during the process without much computational overhead, i.e. without computing the GCD of the coefficients of every remainder, different ways have been extensively studied to find factors of the content of the intermediate results, most notably reduced polynomial remainder sequences (PRSs) and subresultant PRSs, where each remainder in the sequence is a polynomial subresultant of a and b [2, 3, 6] . In [5] , Li generalized these results to GCRD computations of Ore polynomials.
For commutative polynomials, further improvements are known. In [1] , Brown provides formulas for dividing out known factors of the content of the polynomial subresultants of a and b and he shows that the GCD of the leading coefficients of a and b is such a factor. Another result can be found in [4] : If a and b are multiples of g ∈ U [X] and if any (and thus every) PRS of a and b is normal -i.e. the degrees in the remainder sequence decrease by 1 in every but possibly the last step -the content of the i-th remainder in the subresultant PRS is divisible by lc(g) 2(i−1) .
We generalize these two results to Ore polynomials. Let K be a field, σ : 
as described in [5] . The degree of the i-th remainder is denoted by d i . We show how to modify the β i to compute the PRS (
of the content of r i are known. To obtain such factors, we show that we can set
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The generalization of the second improvement to the noncommutative case is less obvious due to the fact that even though we want g to have polynomial coefficients, it usually is a GCRD in K (X)[D; σ, δ] , i.e. we allow quotients with rational coefficients. (In general, Gauss' Lemma does not hold in K [X] [D; σ, δ] .) It turns out that instead of lc(g), the crucial quantity to be considered is the leading coefficient of m. If we assume that lc(m) and d m are known and the subresultant PRS of a and b is normal, then we can set
Of course, γ is not known in general. A plausible guess, which in our applications was always correct, is
A typical application of GCRD computation of Ore polynomials is to find an operator of minimal order that annihilates a function for which some nonminimal annihilating operators can be computed efficiently by other means. d dX ] show that our implementation of the described improvements in Sage [7] give a significant speed-up compared to computations with subresultants or primitive remainders.
