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Measurement of the W -boson Polarisation in Top-Quark Decays
with the ATLAS Detector
von
Andrea Helen Knue
A measurement of the W -boson polarisation in top-quark decays is presented. The
top-antitop events were produced in proton-proton collisions at a centre-of-mass
energy of
!
s = 7 TeV at the LHC. The data set corresponds to an integrated
luminosity of
!
L dt = 4.7 fb!1 and was collected by the ATLAS experiment. The
measurement was performed in the lepton+jets channel which is characterised by an
isolated electron or muon, missing transverse energy and at least four jets. One of
the jets has to be identified as a b-jet. The W -boson polarisation was studied using
the angular distribution of the charged lepton in the rest frame of the W -boson. The
event is fully reconstructed using a kinematic likelihood fit. The fractions of left-
handed, right-handed and longitudinally polarised W -bosons were estimated from
the data distribution using a binned likelihood fit. The W -helicity fractions obtained
from the combined likelihood fit are:
F0 = 0.659 ± 0.029 (stat.) ± 0.071 (syst.) ,
FL = 0.317 ± 0.014 (stat.) ± 0.026 (syst.) ,
FR = 0.024 ± 0.019 (stat.) ± 0.057 (syst.) .
Limits on anomalous Wtb-couplings were set. All results are in good agreement with














Eine Messung der W -Boson Polarisation in Topquark-Zerfällen wird vorgestellt.
Es wurden Topquarks untersucht, welche in Proton-Proton Kollisionen bei einer
Schwerpunktsenergie von
!
s = 7 TeV am LHC erzeugt wurden. Der Daten-
satz basiert auf einer integrierten Luminosität von
!
L dt = 4.7 fb!1 und wurde
mit dem ATLAS-Detektor gesammelt. Die Messung wurde im Lepton+Jets Kanal
durchgeführt, welcher durch ein isoliertes Elektron oder Myon, fehlende transver-
sale Energie und mindestens vier Jets charakterisiert wird. Einer der Jets muss
als b-Jet identifiziert sein. Zum Studium der W -Boson Polarisation wurde die
Winkelverteilung des geladenen Leptons im Ruhesystem des W -Bosons verwen-
det. Das Ereignis wurde vollständig mit Hilfe eines kinematischen Likelihood-Fits
rekonstruiert. Die Anteile der linkshändigen, rechtshändigen und longitudinal po-
larisierten W -Bosonen wurden durch einen gebinnten Likelihood-Fit an die Daten-
verteilung bestimmt. Ein kombinierter Likelihood-Fit wird durchgeführt, um die
W -Helizitätsanteile für den Lepton+Jets Kanal zu bestimmen. Das Ergebnis ist wie
folgt:
F0 = 0.659 ± 0.029 (stat.) ± 0.071 (syst.) ,
FL = 0.317 ± 0.014 (stat.) ± 0.026 (syst.) ,
FR = 0.024 ± 0.019 (stat.) ± 0.057 (syst.) .
Es wurden obere und untere Grenzen auf die Größe der anomalen Wtb-Kopplungen
gesetzt. Alle Messungen sind in guter Übereinstimmung mit den Vorhersagen des
Standardmodells.

“So once you know what the question actually is,
you’ll know what the answer means.”
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The fundamental questions of mankind are: Where do we come from? Where are we going?
What are we made of? Particle physics plays an important role to answer, in particular, the last
question. The structure of the Universe and the forces between the elementary particles that
build all surrounding matter has been the interest of mankind since the ancient greeks brought
up the idea of fundamental particles as building blocks of all matter that they called ”atomos”.
In the hunt for these particles, larger and larger experiments have been built, using the latest
technology available. To investigate elementary particles and their interactions, large energies
and fast and e"cient particle detectors are neccessary. The LHC, which started its proton-
proton collision programme in 2010, and its four main experiments ALICE, ATLAS, CMS and
LHCb have broken record after record for the highest center-of-mass energy, luminosity and
data aquisition rate. Thousands of physicists and engineers are working in these collaborations
to contribute to the answers of open questions of mankind.
The Standard Model of Particle Physics (SM), which will be introduced in Chapter 2, is the
most successful theory and its predictions are in good agreement with all measurements. With
the data taken at the LHC, many measurements can be performed at a so far unprecedented pre-
cision which allows for detailed tests of the SM. The top quark, having a mass close to the scale
of electroweak symmetry breaking, is a standard candle for many of these tests. The top quark
has a large Yukawa coupling, leading to its high mass. With its corresponding short lifetime it
decays before it can hadronise, therefore being the only bare quark that can be investigated. Its
properties, like charge and spin, are directly transferred to the decay products. Measuring these
decay products allows to answer fundamental questions about the structure of its vertices and the
nature of its couplings. The top quark and its properties will be discussed in detail in Chapter 3.
The goal of this thesis is to test the Lorentz structure of the Wtb-vertex by studying the polari-
sation of W -bosons. Due to the small b-quark mass, the production of right-handed W -bosons is
strongly suppressed. The expected W -helicity fractions have been calculated to next-to-next-to
leading order precision. The measurement of a significant right-handed fraction would point to
physics processes beyond the Standard Model. The angular distribution of the charged lepton
in the rest frame of the W -boson is used as key observable in the analysis. A template fit is per-
formed to the data distribution and the statistical and systematic uncertainties are evaluated.
Limits are set on six-dimensional operators in e!ective Lagrange densities and on anomalous
couplings that would a!ect the Wtb-vertex. Since the analysis on first LHC data in 2010, the
measurement of the W -helicity fractions has been continuously improved. With increasing data
and MC statistics, the statistical and systematic uncertainties were reduced. The results have
been published in two conference notes for the Moriond and the Lepton/Photon conference 2011
[1, 2] based on a data set corresponding to 35 pb!1 and 0.7 fb!1, respectively. Furthermore,
a combination of four measurements (performed in the lepton+jets and the dilepton channels




The measurement presented in this thesis has been performed using the full 2011 ATLAS data
set of 4.7 fb!1. With the increased understanding of the ATLAS detector and the larger data
set, again the uncertainties can be reduced. The theoretical framework of the Standard Model
and the top-quark itself are introduced in Chapters 2 and 3. The experimental setup is described
in Chapter 4, discussing the accelerator chain as well as the ATLAS detector and its subcompo-
nents. The objects that are used in the underlying analysis are presented in Chapter 5, followed
by the description of the signal and background modelling using Monte Carlo simulation and
data driven estimates. These are shown in Chapter 6. The data set and the event selection
applied in the analysis are discussed in Chapter 7. The analysis strategy itself is introduced in
Chapter 8. Most Standard Model measurements are limited by systematic uncertainties. The
study and evaluation of these uncertainties will be the topic of Chapter 8 and 9. The final mea-
surement with statistical and systematic uncertainties is discussed in Chapter 9. The results are
summarised in Chapter 10.
2
2. The Standard Model of Particle Physics
The first part of this chapter deals with the principles of elementary particle physics, describ-
ing the particle content and the fundamental forces. In the second part the focus is placed on
the Higgs mechanism that is responsible for the creation of particle masses as well as current
measurements of a new Higgs-like boson at ATLAS and CMS. The Standard Model of Particle
Physics is a successful theory that so far withstood all tests to disprove it. Nevertheless, it does
not provide explanations for several observations and is believed to be only valid up to an energy
of O(TeV).
2.1. Elementary Particles
The Standard Model of Particle Physics (SM) [4, 5, 6, 7, 8, 9] describes the elementary particles1
(fermions with spin 12) and the fundamental forces mediated by gauge bosons (spin 1). It is based
on a number of principles that are explained in the following. Up to now three generations of
fermions were found (see Fig. 2.1). Since the number of generations is not predicted by the SM,




























Figure 2.1.: Particle content in the SM. In total 24 fermions (six quarks and six leptons plus
their corresponding antiparticles) are known. The forces are mediated by the
gauge bosons !, W±, Z0 and g. Recent measurements suggest that the new scalar
boson found both by the ATLAS [10] and CMS [11] collaborations is consistent
with the SM Higgs boson.
1The term elementary particles in this context describes point-like particles without any substructure.
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The lifetime measurement of the Z0-boson [12] shows that only three light neutrino generations
are possible. In addition, the mass of the Z0-boson sets a limit on the mass of a possible light
4th lepton generation (m4th gen. <
mZ
2 ). The existence of a heavy fourth generation down-type
(b") and up-type quark (t") has however been excluded at 95 % confidence level (C.L.) for masses
of mb! < 670 GeV [13] and mt! < 656 GeV [14], respectively. As depicted in Fig. 2.1, each
generation consists of two quarks (up-type and down-type) and two leptons (charged lepton
and corresponding neutrino)2. The generations are ordered by the increasing mass of their
constituents. Fermions of the same type (for example the charged leptons) but from di!erent
generations are only distinguished by their masses. These are free parameters of the SM. Their
values can be found in Tab. 2.1 3.
Particle Charge [e] I3 Mass [MeV] Source
e -1 -1/2 0.511 [15]
µ -1 -1/2 105.7 [15]
" -1 -1/2 1776.8 [15]
#e,µ,! 0 +1/2 < 2 eV [15]
u +2/3 +1/2 1.8-3.0 [15]
d -1/3 -1/2 4.5-5.5 [15]
c +2/3 +1/2 1.275(25) ·103 [15]
s -1/3 -1/2 95(5) [15]
t +2/3 +1/2 173.18(94) ·103 [16]
b -1/3 -1/2 4.18(3) ·103 [15]
Table 2.1.: Measurements of the lepton masses. The charges of the particles are shown along-
side the third component of the weak isospin, I3.
2.2. The Fundamental Forces
The interactions between the particles are described by Quantum Field Theories (QFT). The
Lagrange density has to be renormalisable and invariant under local gauge transformations.
In these quantum field theories, particles are described as fields $ that are solutions of the
Euler-Lagrange equations. The interactions between those fields are mediated by gauge bosons.
The Euler-Lagrange equation contains terms for the free particle fields (propagators) as well
as for the interations (vertex factors): L = Lfree + Linteraction. The Feynman rules that can be
deduced from the Langrange equations allow to calculate the transition probabilities between
two quantum mechanical states using Fermis Golden Rule.
The strong theory and the electroweak theory are represented by the gauge groups SU(3)C
and SU(2)L"U(1)Y4, respectively. Since this thesis focuses on the V-A structure of the weak
interaction, a small overview of the strong interaction is given in Section 2.2.1, followed by a
more detailed discussion of electroweak interactions in Section 2.2.2. Gravity is not included
in the SM and will not be discussed in detail. Compared to the other forces, it is by far the
weakest. The masses and other properties of the gauge bosons5 are compared in Tab. 2.2.
2Each particle has a corresponding antiparticle with the same mass but opposite charge and hypercharge.
3For masses with a very small uncertainty, the uncertainty is not shown.
4Where C denotes the colour charge, L the isospin and Y the hypercharge Y = 2 (Q - I3).
5The photon mass has only an upper limit. In the Standard Model, the photon has to be massless.
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Force Gauge boson Mass [GeV] Spin Em. charge [e] Colour charge
Strong gluon g 0 1 0 yes
Electromagnetic photon ! < 1·10!18 1 0 no
Weak Z0-boson 91.1876(21) 1 0 no
W±-bosons 80.385(15) 1 ± 1 no
Gravity Graviton G < 7·10!32 2 0 no
Table 2.2.: The fundamental forces with their corresponding gauge bosons. The masses of the
gauge bosons are taken from Ref. [15]. Gravity is not included in the SM. The
Graviton is a hypothetical spin-2 particle and has not been found yet.
2.2.1. The Strong Interaction














The quark spinors are denoted by $q with q being the quark flavour. The gluon fields are
identified by Aµ. The SU(3)C group has eight generators that are denoted here by tCab = 1/2'
C
ab,
where the 'Cab are the three-dimensional Gell-Mann matrices. The latter part of formula 2.1
contains the field strength tensor of the gauge field:
Fµ"A = %µA
A
" # %"AAµ # gsfABCABµ AC" . (2.2)
The last term in equation 2.2 contains the structure constants of QCD, described by fABC with:
[tA, tB ] = ifABCt
C . (2.3)
gs is related to the strong coupling constant (s via: gs =
!
4)(s. The colour charge C is
an additional quantum number of the quarks that has been introduced to avoid a violation of
the Pauli-principle7. The colour charge can take three possible values: red, green and blue 8.
The generators of the SU(3)C gauge group can be identified with eight massless vector bosons,
called gluons. Since the generators of the SU(3)C group do not commute, the gluons couple
to themselves: In contrast to photons that are mediators of the electromagnetic force without
carrying an electric charge themselves, gluons do carry colour charge and therefore couple to
other gluons (self-coupling). The coupling constant of the strong interaction, (s, depends on









where nf is the number of quark flavours that can be produced at the energy Q2 (Q2 $ m2q) and
the scale #QCD which is of O(200 MeV). This formula shows that (s is small for large energy
6Following the notation used in [15], Chapter 9: Quantum Chromodynamics, page 1.
7The observation of the !++ resonance (consisting of three up-quarks) would lead to the violation of the Pauli-
principle. If the quarks can be distinguished by a di"erent colour, the Pauli-principle remains valid.
8The antiquarks are then correspondingly antired, antigreen and antiblue.
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2. The Standard Model of Particle Physics
scales Q2 and therefore at small distances. This leads to the confinement of the quarks, the
force between them increases with the distance. When being close to each other, quarks are
asymptotically free [6].
Since coloured objects cannot be observed it can be assumed that quarks only exist in colour
neutral groups of quark-antiquark (mesons) or three quarks (baryons). Only quarks and gluons
carry colour charge, therefore the leptons are not taking part in the strong interaction. The
strong coupling constant (s as shown in formula 2.4 dependends on the energy scale Q2. Usually,
it is quoted at m2Z . At this energy scale, the number of possible quark flavours is five since all
quarks but the top quark can be produced. The corresponding world average yields [15]:
(s(m
2
Z) = 0.1184 ± 0.0007 . (2.5)
2.2.2. The Electroweak Interaction
The unification of the electromagnetic and the weak force was introduced by Glashow, Wein-
berg and Salam (GWS) [7, 8, 9]. The corresponding gauge group is the SU(2)L"U(1)Y group
consisting of the non-Abelian SU(2) and the Abelian U(1) group. It has four generators that




3 generated by the weak isospin and B
0
µ generated by the
hypercharge Y. Y is related to the isospin and the electric charge by the Gell-Mann-Nishijima
equation9:
Q = I3 + Y/2. The bosons, manifesting themselves as physical particles, are a mixture of the







cos *W sin *W
















(W µ1 % iW
µ
2 ) . (2.8)
In the electroweak theory, the gauge bosons are massless. Massive gauge bosons would lead to
the violation of local gauge invariance. This is in contradiction to the measurements that are
listed in Tab. 2.2 that do not only show that some bosons have a non-vanishing mass but that the
W±- and Z0-bosons are very massive objects. The concept of mass generation by introducing
spontaneous symmetry breaking is explained in the next section.
9See for example in [18], p 46.
10Here g is the coupling constant of the SU(2) and g’ the coupling constant of the U(1) gauge group.
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The Weak Interaction
For this thesis, the concepts of chirality and helicity are important. Chirality (often also called
handedness) is defined as the eigenvalues of the chirality operator !5. A spinor $ can be written
as the sum of a left-handed and a right-handed part:
$ = $L + $R . (2.9)




(1 # !5) and PR =
1
2
(1 + !5) , (2.10)
the left-handed and right-handed parts can be projected out:
PL$ = $L , PR$ = $R (2.11)
The eigenvalues of the chirality operator are -1 (left-handed) and +1 (right-handed). In contrast
to chirality, helicity is a reference-frame dependent quantity and is defined as the projection of





Helicity and chirality are only the same for massless particles. Although they are not the same
for massive particles, the terms left/right-handed are used in general in helicity studies and will
hence be used throughout this thesis. If the spin is parallel to the direction of the momentum,
the helicity is positive (right-handed). For an anti-parallel configuration, the helicity is negative
(left-handed). If the mass of the neutrinos is assumed to be negligible 12, neutrinos can only
have negative helicity and antineutrinos only positive helicity.
In the weak interaction, parity13 is not conserved. The fermion fields are left-handed isospin




































uR, dR cR, sR tR, bR
The weak interaction only couples to the left-handed doublets (while the right-handed singlets
couple also to the electromagnetic interaction). The electroweak eigenstates d’, s’ and b’ are a






















11!# is the spin-operator.
12Measurements of the neutrino mass di"erence squared are summarised in [15] and have shown that the neutrinos
do have masses. These masses, however, are very small (see Tab. 2.1) compared the the masses of the charged
leptons and of the massive W-boson.
13Parity is the transformation that changes the sign of the three dimensional space coordinates.
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The matrix shown here is the so-called Cabibbo-Kobayashi-Maskawa-matrix (CKM-matrix). The
matrix elements of this unitary CKM-matrix have been determined experimentally and the
diagonal entries were found being close to one.







(1 # !5) (2.14)
with the weak coupling constant gW =
!









The test of the (V-A)-structure of the top decay vertex (Wtb-vertex) will be the main topic of
this thesis. The experimental realisation of such a test is explained in detail in Chapter 8.
2.2.3. The Higgs Mechanism
The issue of non-vanishing fermion and gauge boson masses is solved by introducing the Higgs
mechanism which has been formulated by Brout, Englert, Guralnik, Hagen, Higgs and Kibble:
















The corresponding Higgs potential is of the form:
V (,) = µ2,†,+ '(,†,)2 (2.17)






Figure 2.2.: Sketch of the Higgs potential with the parameters µ2 < 0 and ' > 0.
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2.2. The Fundamental Forces
With this parameter choice, a non-vanishing vacuum expectation value v exists with v =
%
#µ2/'.
This leads to the spontaneous breaking of the electroweak symmetry. A new particle, called the
Higgs boson, occurs with a mass of mH =
!










g2 + g"2 . (2.18)
The fermion masses are generated by the coupling of the fermions to the Higgs field (Yukawa





The Yukawa coupling is proportional to the particle mass. Therefore the coupling to the top
quark is the largest one. With the vacuum-expectation value calculated from the Fermi coupling-
constant GF 14 taken from [15] and the current world average of the top-quark mass as listed in
Tab. 2.1, the top-Higgs Yukawa coupling yields approximately 0.995.
The full Lagrangian of the SU(2)L"U(1)Y symmetry group can be expressed as the sum of the
gauge interactions (containing the gauge self-interaction terms), the fermion term (containing
the gauge interaction with the fermion fields), the Higgs term and the Yukawa term of the





















|(iDµ),|2 # V (,)
* +, -
LHiggs




using the covariant derivative:
Dµ = %µ + ig
+"
2




with +" being the Pauli matrices. The introduction of spontaneous symmetry breaking therefore
allows the fermions and bosons to have mass without violating gauge invariance. Although the
Higgs mechanism has been formulated in the early 1960ies it took up to summer 2012 until the
discovery of a Higgs-like boson could be announced. The searches at the LHC will be discussed




15The terms "l and "q describe the Yukawa couplings for leptons and quarks, respectively.
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2.2.4. Higgs Searches at the LHC
Over the last decades, the search for the elusive Higgs boson has been continued with increasing
e!ort and more and more stringent limits have been set on its mass. While an upper limit on
the Higgs mass (mH < 158 GeV at 95% C.L. was set from precision electroweak measurements
[23]) and the results from LEP provided a lower limit (mH > 114.4 GeV @ 95% C.L. [24]), the
Tevatron collider provided additional limits [25]. Furthermore, the results from the Tevatron
collider presented in Summer 2012 also showed an excess of events in the mass range of 115-135
GeV with a corresponding significance of 2.5- [25]. In the production in association with a weak
boson and in the decay into two b-quarks, the global significance amounts to 3.1- [26].
In the mass regime accessible with the LHC, the Higgs boson decays predominantly into a bb̄
or a WW -pair. In addition to these channels, searches have been perfomed in the H & "+"!,
H & ZZ and H & !! channels. The latter channel has a relatively small branching ratio but
has, as the decay into two Z bosons, a very clean signal.
The ATLAS and CMS experiments both reported in July 2012 the observation of a new boson,
consistent with the Standard Model Higgs boson [10, 11]. Both experiments combined the data
collected at 7 and 8 TeV with an integrated luminosity of up to 5 and 6 fb!1, respectively. The
searches were conducted in several channels and updated with more data collected at 8 TeV
recently (see Fig. 2.3 (left) and 2.4). The excess observed by ATLAS has a significance of 7.0-
[27].
 [GeV]Hm












-1Ldt = 13 fb∫ = 8TeV, s
-1Ldt = 4.6-4.8 fb∫ = 7TeV, s







































 4l→ (*) ZZ→H 
PreliminaryATLAS 
-1Ldt = 4.6-4.8 fb∫ = 7 TeV:  s
-1Ldt = 13.0 fb∫ = 8 TeV:  s
2011 + 2012 Data
Figure 2.3.: Combination of the Higgs result for 7 and 8 TeV data performed at ATLAS. The
significance of the separate channels as well as the combined significance is shown
in the left plot. The right plot shows the masses extracted from the H & !! and
H & ZZ channels as well as their combination. The mass di!erence shown has
a significance of 2.7- [27].
Having the best mass resolution, the Higgs mass is extracted from the H& !!/ZZ channels both
in ATLAS and CMS. The ATLAS results in these channels show a mass di!erence of about 3.0
GeV [27]16. The separate results as well as the combination is shown in Fig. 2.3b. The combined
mass is:
mH = 125.2 ± 0.3 (stat.) ± 0.6 (syst.) GeV (2.22)
16This result has a significance of 2.7 #.
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which is consistent with the result from CMS [28]:
mH = 125.8 ± 0.4 (stat.) ± 0.4 (syst.) GeV . (2.23)
 (GeV)Hm



























CMS Preliminary -1 12.2 fb≤ = 8 TeV, L s  -1 5.1 fb≤ = 7 TeV, L s
 (GeV)Xm














CMS Preliminary -1 12.2 fb≤ = 8 TeV, L s  -1 5.1 fb≤ = 7 TeV, L s
 ZZ→ + H γγ →H 
Figure 2.4.: Combination of the Higgs result for 7 and 8 TeV data performed at CMS. The
significance of the separate channels as well as the combined significance is shown
in the left plot. The right plot shows the di!erent masses extracted from the
H & !! and H & ZZ channels as well as their combination. The masses from
the two channels are in good agreement [28].
Apart from the measured mass, further properties are studied. The decay of the Higgs boson
into two photons excludes the spin-1 hypothesis (Landau-Yang theorem [29, 30]). Furthermore
the Higgs is found to have positive parity and to favour the spin-0 over the spin-2 hypothesis [31]
(although the spin-2 hypothesis has not been fully excluded yet). Furthermore, decaying into
particles with the overall charge of zero, the Higgs-like boson is expected to have zero charge.
2.2.5. Open Questions in the Standard Model
Although the Standard Model has been proven to be a very successful theory, a multitude of
open questions remain unanswered. First of all, the SM only describes O(5 %) of the energy
density in the Universe. The dark matter could be explained by the existence of a weakly inter-
acting massive particle. So far, the SM it does not provide such a candidate particle. Another
weak point of the SM is the fact that there is no theory for a unification of the strong and the
electroweak force. This problem could be solved by an extension of the SM with Supersymmetric
Particles. In the Minimal Supersymmetric Standard Model (MSSM) [32], each fermion has a
boson as supersymmetric partner and each boson is associated with a supersymmetric fermion.
These additional particles would allow the unification of the electroweak and the strong interac-
tion at a certain energy scale. In addition, the MSSM would provide a dark-matter candidate,
called neutralino. Moreover, gravity has not been included in the SM so far. Further beyond SM
processes will be discussed in the next Chapter in the context of the Wtb-vertex. Furthermore,
model-independent extensions to the SM Lagrangian are introduced.
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3. The Top Quark and Its Properties
The top-quark, predicted already in 1977 as the electroweak isospin partner of the b-quark, was
discovered in 1995 by the CDF and DØ collaborations [33, 34] in 1.8 TeV proton-antiproton
collisions at the Tevatron collider located at Fermilab, Illinois.
It is the heaviest known elementary particle to date with a current world average mass1 of
mtop = 173.18 ± 0.56 (stat.) ± 0.75 (syst.) GeV [16]. Having a mass close to the scale of elec-
troweak symmetry breaking (v = 246 GeV), its properties may be able to open a window to
processes beyond the SM. Being by far the heaviest fermion, it has the strongest coupling to
the SM Higgs field and consequently the largest Yukawa coupling as discussed in Chapter 2.2.3.
Moreover, it has a very short lifetime that does not allow for the top-quark to form bound states
with other particles (see Chapter 3.4). This unique feature allows to study the top-quark as a

























Figure 3.1.: Leading order Feynman diagrams for top-quark pair production in pp collisions.
Fig. (a-c) show the top-quark pair production via gluon-gluon fusion, while Fig.
(d) shows the production via quark-antiquark annihilation.
1This combination contains Tevatron results only.
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In the first two sections, the production mechanisms of top-quark pairs as well as single top-
quarks are presented, followed by a discussion of the corresponding decay channels. Finally,
the unique properties of the top-quark are presented with a focus on the (V-A) nature of the
Wtb-vertex structure.
3.1. Top-Quark Pair Production
At the LHC, the dominant production process of the top-quark is top-quark pair production
via the strong interaction. As shown in the leading order (LO) Feynman diagrams in Fig. 3.1,
top-quark pairs can be produced via gluon-gluon fusion (Fig. 3.1 a-c) or via quark-antiquark
annihilation (Fig. 3.1 d). The cross section via quark-antiquark annihilation is low since the
only source of antiquarks is the quark sea of the proton.














while taking the sum over all partons i,j with µF being the factorisation and µR the renor-
malisation scale, respectively. To cancel out ultraviolet divergencies at higher order, the theory
has to be renormalised at a certain scale. In top-quark analyses, µF and µR are often set to
the top-quark mass. The short distance cross section -̂i,j can be calculated using perturbation
series in orders of (s. Each quark or gluon inside the proton carries a certain fraction of the
proton momentum. These momentum fractions are denoted by x1 and x2. The probability for
a parton to carry a certain value xi of the proton momentum has to be taken into account. This
is described by the parton density functions (PDFs) fi,fj . These functions cannot be calculated
analytically but have to be measured in data, for example in ep collisions (HERA), pp̄ collisions
(Tevatron) or in pp collisions at the LHC. The PDFs used for the analyses are provided by
di!erent collaborations, such as CTEQ [35], MSTW [36] or NNPDF [37]. Examples for PDFs
at a certain scale Q are shown in Fig. 3.2.
Figure 3.2.: Parton density functions for Q equals to the b-quark mass (left) and to the top-
quark mass (right) obtained from the CT10 PDF set [35].
2See for example in [17], page 238.
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3.1. Top-Quark Pair Production
The production cross section for top-quark pairs depends on the centre-of-mass energy
!
s of





where x1 and x2 are the proton momentum fractions for parton 1,2 respectively. In order to
produce a top-antitop pair, the centre-of-mass energy of the partons has to be at least as large





For the tt̄-production at threshold, the proton momentum fraction at the LHC has to be at least
x = 0.05 (Tevatron Run II: x = 0.18).
The top-quark pair cross section combination for
!
s = 7 TeV data using both ATLAS and CMS
results reads [38]:
-tt̄ = 173.3 ± 2.3 (stat.) ± 9.8 (syst.) pb. (3.4)
The ATLAS results from di!erent channels are shown in Fig. 3.3. The measurements for the 7
and 8 TeV data are shown in Fig. 3.3 (right) as well as the results from CDF and DØ at 1.8
and 1.98 TeV. The comparison with the predicted values shows that the measurements are in
agreement with the SM predictions. The theoretical production cross-section for tt̄-events at!
s = 7 TeV is calculated using Hathor [39] at approximate NNLO precision3 to 166.78+16.5!17.8
pb.
 [pb]ttσ
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Figure 3.3.: Top-quark pair cross section measurements at ATLAS [40]. Left: Measurements
at
!
s = 7 TeV in the lepton+jets, dilepton and all hadronic channels. Right:
Cross section measurements from ATLAS at 7 and 8 TeV as well as the cross
section measurements from CDF and DØ at 1.8 and 1.98 TeV.
3The top-quark mass is set to mtop = 172.5 GeV.
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3.2. Single Top Quark Production
In addition to the production process shown in the previous section, top-quarks can also be
produced as single top-quarks via the weak interaction. The production of single tops has been
first observed in 2009 by the CDF and DØ collaborations [41, 42]. Three di!erent produc-
tion mechanisms exist and their corresponding Feynman diagrams are shown in Fig. 3.4: The
t-channel production of a top-quark and a light quark, the s-channel production of a top and
a bottom-quark as well as the associated production of a top-quark and an on-shell W -boson.
Evidence for the associated production was found recently both at ATLAS [43] and CMS [44].
There are two main reasons for this late discovery of single top-quarks (14 years after the first
top observation): The production rate is smaller than the one for tt̄-production, albeit only a
factor of two. Single top events have a lower jet-multiplicity and therefore su!er from large
background rates. Predictions4 for the cross sections are compared with the recent ATLAS


























Figure 3.4.: Leading order Feynman diagrams for single top quark production in pp collisions.
Figures (a) and (b) show the s- and t-channel production, respectively. Figures
(c) and (d) show the production of a single top in association with a W-boson.
The measurement of the single top production rate also allows for a direct measurement of the
CKM matrix element Vtb. It has been extracted from the t-channel and Wt-channel cross section





4Theoretical cross sections have been obtained using a top-quark mass of mtop = 172.5 GeV.
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3.3. Top-Quark Decay
Assuming the o!-diagonal entries |Vtd| and |Vts| are small compared to |Vtb|, the coupling
strength at the Wtb vertex yields [45]:
|Vtb| = 1.13+0.14!0.13 (t-channel) (3.6)
and [43]:
|Vtb| = 1.03+0.16!0.19 (Wt-channel) . (3.7)
For the SM assumption of |Vtb| $ 1, a lower limit is set using the t-channel result [45]:
|Vtb| > 0.75 at 95 % C.L. (3.8)
Channel
!
dtL [fb!1] -theory [pb] -meas. [pb]
t-channel (t) 4.7 41.9+1.8!0.8 [46] 53.2 ± 10.8 [47]
t-channel (t̄) 4.7 22.7+0.9!1.0 [46] 29.5
+7.4
!7.5 [47]
total t-channel 1.04 64.6+2.7!2.0 [46] 83 ± 20 [45]
Wt-channel 2.05 15.7 ± 1.1 [48] 16.8 ± 5.7 [43]
s-channel 0.7 4.6 ± 0.2 [49] < 20.5 pb @ 95% C.L. [50]
Table 3.1.: Measurements of the single top-quark cross sections for the separate t-channels, the
total t-channel, the s-channel and the associated production performed at ATLAS
using 7 TeV data. The measured cross sections are compared to their predicted
values which have been evaluated for a top-quark mass of 172.5 GeV.
3.3. Top-Quark Decay
As shown in the previous subchapter, the CKM matrix element |Vtb| is close to unity, therefore
the top-quark decays almost exclusively into a W -boson and a b-quark. The di!erent decay
channels are hence characterised by the decay channels of the W -boson (see Tab. 3.2), which
decays either leptonically into a charged lepton and its corresponding neutrino or into two quarks
qq̄".
Process Branching ratio [%]
W & qq̄" 67.60 ± 0.27
W & e#̄e 10.75 ± 0.13
W & µ#̄µ 10.57 ± 0.15
W & " #̄! 11.25 ± 0.20
" & e#̄e#! 17.83 ± 0.04
" & µ#̄µ#! 17.41 ± 0.04
Table 3.2.: Branching ratios of the W -boson, which decays either into two quarks or two lep-
tons. Leptonically decaying " -leptons are considered to be part of the lepton+jets
channel. The values are taken from [15].
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Figure 3.5.: The decay channels of tt̄ events: the all jets (fully hadronic), the dilepton and the
lepton+jets channel. The lepton+jets channel comprises the e+jets and µ+jets
channel as well as "+jets events with an electron or muon in the final state.
Therefore one can distinguish three di!erent decay channels for the top-quark:
a) The channel with both W -bosons decaying hadronically is called the all hadronic or all
jets channel. It has the largest branching ratio as shown in Fig. 3.5, but su!ers from the
large background contamination from QCD multijet production.
b) The channel with both W -bosons decaying leptonically is called the dilepton channel. It has
the smallest branching ratio of all decay channels. Furthermore, the event reconstruction
for the dilepton channel is more complex since the kinematics are underconstrained due
to two undetectable neutrinos which contribute to the missing transverse energy.
c) In the lepton+jets channel one W -boson decays hadronically and the other decays lepton-
ically. It is often called the golden channel due to its relatively high branching ratio and
comparatively small background contamination. Although "+jets events are shown as a
part of the lepton+jets channel in Fig. 3.5, only leptonically decaying "+jets events are
considered for the analysis.
This analysis is performed in the lepton+jets channel. The signature in the detector is charac-
terised by four high-pT jets, one isolated high-pT lepton and missing transverse energy due to
the undetectable neutrino. Only events with an electron or muon in the final state are considered
in the lepton+jets channel, therefore lepton+jets events with a hadronically decaying " -lepton




As already mentioned in the introduction, the top quark is the heaviest particle known today.
The current world average mass amounts to [16]:
mtop = 173.18 ± 0.56 (stat.) ± 0.75 (syst.) GeV , (3.9)
whereas the LHC combination in 7 TeV collision data yields [51]:
mtop = 173.3 ± 0.5 (stat.) ± 1.3 (syst.) GeV . (3.10)
Since the top quark mass is close to the scale of electroweak symmetry breaking, it can be used
to investigate the SM predictions in less tested mass ranges and is believed to play an important
part in beyond the SM (BSM) scenarios. However, all measurements so far are in good agree-
ment with the predictions made by the SM.
BSM processes could show up in the production process as well as in the decays of top-antitop
pairs. Since top-quarks are short-lived with "top = (3.3
+1.3
!0.9) · 10!25 sec [15], they decay before
any hadronisation process can take place: "hadr. = O(10!23) sec. Hence their properties, such as
charge, spin or polarisation are directly transferred to the decay products.
The top quark pair is produced unpolarised at tree-level5 but their spins are predicted to be
correlated [54, 55, 56]. This correlation has been recently observed by ATLAS using a dataset
of 2.1 fb!1 of 7 TeV collision data in the dilepton channel [57]. CMS performed a similar
measurement in the dilepton channel, using 5.0 fb!1[58]. Both results are in full agreement with
the SM predictions.
In order to analyse the spin of the top-quarks, the final state particles (charged leptons or down-
type quarks) are used. The charged lepton is also used to analyse the decay vertex Wtb and to
test its structure. This is the topic of this thesis. Therefore the properties of the Wtb vertex
and useful observables are introduced, followed by a discussion of previous measurements and
e!ective Lagrange densities that describe possible anomalous couplings.
3.4.1. The Structure of the Wtb Vertex






!µ(1 # !5) . (3.11)
It has a vector (!µ) minus axial-vector (!µ!5) form that is often called (V-A) structure. The term
1
2(1 # !
5) was already introduced in Chapter 2.2.2, as the projection operator PL. This means
that the vertex for weak charged currents only couples to left-handed particles or right-handed




b̄ !µ PL t .
W . (3.12)
5The top-pair polarisation has been recently measured by ATLAS [52] and CMS [53] and no deviation from the
SM predictions has been observed.
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W -boson polarisation
The massive W+-boson that originates from a top-quark decay can be either left-handed, right-
handed or longitudinally polarised. This is shown in Fig. 3.6: If the spin of the W+-boson
(indicated by the small arrows) is parallel to its direction of motion (large arrows) it is called













Figure 3.6.: Decay of the top quark into a W+-boson and a b-quark in the top quark rest
frame. The large arrows represent the momentum of the particles and the small
arrows the spin. The probability for the top-quark to decay into a right-handed
W+-boson is suppressed by the ratio m2b/m
2
top.






with i = 0, L,R. (3.13)







Taking the spins of the initial and final states into account and assuming the b-quark mass to






m3top |Vtb|2 (1 # x2)2(1 + 2x2) , (3.15)
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where the first term describes longitudinally polarised W -bosons and the second part the left-
handed W -bosons. Using the expression for x, one can see that %0 is proportional to m3top
whereas FL only increases linearly with the top quark mass. The direct comparison shows:






: 0 . (3.17)
This enhancement of longitudinally polarised W -bosons is founded in the Goldstone boson equiv-
alence theorem [59, 60]. This theorem states that, at high energies, the probability of the emission
(absorption) of a longitudinally polarised gauge boson is the same as the probability to emit
(absorb) the corresponding Goldstone boson 7.










(1 # y2)2 + x2(1 # 2x2 + y2)
x2
. (3.18)
Using the expressions y = mb/mtop and ' = 1 + x4 + y4 # 2x2y2 # 2x2 # 2y2, the helicity frac-
tions can be expressed in leading order as [62]:
F0 =
(1 # y2)2 # x2(1 + y2)
(1 # y2)2 + x2(1 # 2x2 + y2)
,
FL =
x2(1 # x2 + y2 +
!
')
(1 # y2)2 + x2(1 # 2x2 + y2)
,
FR =
x2(1 # x2 + y2 #
!
')
(1 # y2)2 + x2(1 # 2x2 + y2)
= y2
2x2
(1 # x2)2(1 + 2x2)
+ ... (3.19)
The right-handed component is suppressed by m2b/m
2
top. In the limit of a vanishing b-quark mass,
right-handed b-quarks are forbidden. Using the current measurements of mtop = 173.18(94) GeV
[16], mW = 80.385(15) GeV [15] and the b-quark pole mass mb = 4.65(3) GeV [15], the helicity
fractions in LO amount to:
F0 = 0.698 ,
FL = 0.301 , ,
FR = 0.0004 .
A deviation from the values predicted by the SM can have several reasons. For vanishing b-quark
mass, F0 and FL both change about 0.09% and the e!ect on FR is even smaller. Therefore the
dependence on the b-quark mass is tiny. Furthermore, the fractions could be altered by gluon
radiation. The radiative corrections are O((s) ' 1-2 % for F0 and FL and smaller for FR [62].
7More detailed explanations can be found in [61], p.743 ".
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There are several BSM models on the market that would explain the observation of sizable
V+A contributions to the Wtb vertex. Since for the underlying analysis a model-independent
approach was chosen to search for non-SM couplings, these models will not be discussed here
in detail. Models like top-color assisted technicolor (TC2) [63], the minimal supersymmetric
standard model (MSSM) [32] or a two-Higgs doublett model (2HDM) can alter the Wtb-vertex
[64]. In the TC2 model, additional heavy particles (three top pions and a top-Higgs) are pre-
dicted. These particles can show up in loop corrections to the Wtb-vertex, which would lead to
an enhanced contribution to FR. In the 2HDM, the Higgs sector is extended to a total of five
Higgs bosons (including two charged Higgs). In the case of lighter charged Higgs bosons, the
top-quark could decay via t & H+b which would lead again to an alteration of the measured
W -helicity fractions compared to the predicted values. Both models, however, would only have
small contributions of O(1 %) or smaller [65].
To be able to draw conclusions on new physics models, the helicity fractions have to be known
at higher order and large precision. Including corrections of O((2s) and leading electroweak
corrections, the NNLO prediction can be performed with a relative precision of O(1%) [66]:
F0 = 0.687(5) ,
FL = 0.311(5) ,
FR = 0.0017(1) .
The charged lepton from the leptonic W -decay is used to analyse the W -boson polarisation.
Several observables have been used in the past years. The first results from CDF in Run II have
been obtained using the transverse momentum of the charged lepton [67]. Since a right-handed
W -boson emits the charged lepton preferably into the direction of its momentum vector, while
a left-handed W -boson emits the lepton in the opposite direction, lepton-pT spectrum of left-
handed W -bosons is much softer than the one of the right-handed ones. Another variable is the
invariant mass of the lepton and the b-quark, m2lb, which has been used in CDF in Run I and II
[68, 69]. This observable is correlated with the angular distribution of the charged lepton:
m2lb ' 2ElEb(1 # cos *lb) . (3.20)
The angular distribution of the charged lepton, cos *%, has been used in most of the analyses
performed at CDF and DØ 8, but also for the first measurements at ATLAS and CMS. As shown
in Fig. 3.7a, *% is defined as the angle between the charged lepton and the negative direction
of the b-quark in the W -boson rest frame. Fig. 3.7b shows the distribution for the left-handed
(dotted line), right-handed (dashed line) and longitudinal distribution (solid line), which gives a









(1 + cos *%)2FR +
3
8
(1 # cos *%)2FL +
3
4
sin2 *%F0 . (3.21)
An integration over cos *% leads to:
1 = FR + FL + F0 . (3.22)
8Since the up and down type quarks cannot be easily distinguished experimentally, for the hadronically decaying
















Figure 3.7.: Left: The cos *% variable defined as the angle between the charged lepton and the
negative direction of the b-quark in the W -boson rest frame. Right: The angular
distribution of the charged lepton in arbitrary units. The distributions are di!er-
ent for left-handed (dotted line), right-handed (dashed line), and longitudinally
polarised W -bosons (solid).
3.4.2. Previous Measurements
The tables 3.3 and 3.4 compare the most precise results of ATLAS, CDF, CMS and DØ as well
as the combination of the Tevatron results for a simultaneous measurement of the three W -
helicity fractions (Tab. 3.3) and the measurements assuming Standard Model fractions (FR =
0, Tab. 3.4), respectively. The most precise results are obtained by the combination of two
lepton+jets and two dilepton analyses performed at the ATLAS experiment. For the results
used for the combination, two di!erent analysis strategies were followed: For the first approach,
the angular asymmetries are measured as defined in [70, 71]:
A± =
N(cos *% > z) # N(cos *% < z)
N(cos *% > z) + N(cos *% < z)
, (3.23)





(FR # FL) . (3.24)

























3. The Top Quark and Its Properties
For the second analysis9, a template method was used to fully exploit the shape of the angular






dtL [fb!1] Channel Fraction F ± stat. ± syst. Ref.
ATLAS comb. 7 1.04 l+jets / F0 0.67 ± 0.03 ± 0.06 [3]
dilepton FR 0.01 ± 0.01 ± 0.04
CMS 7 2.2 µ+jets F0 0.57 ± 0.07 ± 0.05 [74]
FR 0.04 ± 0.04 ± 0.04
CDF 1.96 5.1 dilepton F0 0.71
+0.18
!0.17± 0.06 [75]
FR #0.07 ± 0.09 ± 0.03
CDF 1.96 8.7 l+jets F0 0.73± 0.07 ± 0.07 [76]
FR #0.05 ± 0.04 ± 0.06
DØ comb. 1.96 5.4 l+jets / F0 0.67 ± 0.08 ± 0.07 [77]
dilepton FR #0.02 ± 0.04 ± 0.03
Tevatron comb. 1.96 2.7- l+jets / F0 0.72 ± 0.06 ± 0.05 [78]
5.4 dilepton FR #0.03 ± 0.03 ± 0.03
Table 3.3.: Summary of previous measurements of the W -boson polarisation. In all results,





dtL [fb!1] Channel Fraction F0 ± stat. ± syst. Ref.
ATLAS 7 1.04 l+jets / F0 0.66 ± 0.03 ± 0.04 [3]
dilepton
CMS 7 2.2 µ+jets F0 0.64 ± 0.03 ± 0.05 [74]
CDF 1.96 5.1 dilepton F0 0.56 ± 0.09 ± 0.06 [78]
CDF 1.96 8.7 l+jets F0 0.69 ± 0.04 ± 0.04 [76]
DØ comb. 1.96 5.4 l+jets / F0 0.71 ± 0.04 ± 0.05 [77]
dilepton
Tevtron comb. 1.96 2.7- l+jets / F0 0.68 ± 0.04 ± 0.05 [78]
5.4 dilepton
Table 3.4.: Summary of previous measurements of the W -boson polarisation. The analyses
have been performed assuming FR to be zero.




As stated in the previous chapter, there are several models that allow for a V+A admixture
and significant deviations from the predicted W -helicity fractions. Instead of testing each model
separately, a model-independent Ansatz is more straight-forward. Following the approach intro-
duced in [79, 80], an e!ective Lagrangian describing physics processes at TeV scale and beyond
can be written as:






L2 + ... (3.26)
or as the sum of the operators O(n)i of dimension n with their coe"cients C
(n)
i , where the
coe"cients show the impact of the operator to the e!ective Lagrangian10:






O(6)x + ... . (3.27)
L1 and L2 contain five and six dimensional terms that are extensions of the SM Lagrangian.
All Lagrangians have to be gauge invariant under the tranformations of the SM gauge group.
L1 only contains one gauge-invariant dimension five operator that contributes only at very high
energy scales (# ( 1015 GeV). Therefore, this dimension-five operator is not considered further
for this analysis. In contrast to L1, L2 contains several gauge invariant dimension-six operators.
There are, however, only two operators that a!ect the Wtb vertex and only one of them, OtW ,







µ + h.c. (3.28)
Taking into account all interference e!ects and including the assumption of vanishing b-quark


































These expressions can be used combined with the measured W -helicity fractions to set a limit
on the coe"cient C33tW . The result of the combined template fits presented in [3] allows to set
the limit:
Re(C33tW )
!2 ) [#0.9, 2.3] TeV
!2.
10Operators of higher order n are suppressed by 1/$n and are therefore not considered in the following.
11The e"ect of the operator O3!q cancels out when calculating the W -helicity fractions.
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3. The Top Quark and Its Properties
Anomalous couplings
In the previous subchapter, the W -helicity measurements were used to set a limit on dimension-6
operators under the assumption of a negligible b-quark mass. When the b-quark mass is taken
into account, another set of limits on dimension-6 operators can be set. The Lagrangian of















µ + h.c. , (3.30)
under the assumption of a non-vanishing b-quark mass. The Lagrangian contains two vector
couplings VL and VR as well as two tensor couplings gL and gR. In the Standard model, VL is
the CKM matrix element Vtb whereas the other couplings vanish at tree level. Indirect limits on
VR, gL and gR have been set using b & s! decays [82]. The four couplings can be expressed in
the e!ective operator formalism introduced above:






















Measurements of angular asymmetries or W -helicity fractions can be used to set limits on
the four anomalous couplings. The operators O33$$ and O
33%
dW are b-chirality flipping and would
lead to a V+A admixture. The chirality flipping amplitude is proportional to the b-quark mass.
Therefore, mb must not be neglected in the calculation of the limits. The operator O33uW however
is chirality conserving. Since it is ad-hoc not clear if one or more of these couplings exist, one
as well as two dimensional limits on the couplings should be calculated. In the combination of
the ATLAS results as presented in [3], the one-dimensional limits are as follows:
Re(VR) ) [#0.20, 0.23] &
Re(C33$$)
#2
) [#6.7, 7.8]TeV!2 ,
Re(gL) ) [#0.14, 0.11] &
Re(C33dW)
#2
) [#1.6, 1.2]TeV!2 ,
Re(gR) ) [#0.08, 0.04] &
Re(C33uW)
#2
) [#1.0, 0.5]TeV!2 .
These limits are obtained using the TopFit [70, 83] program. The combination of four indepen-
dent measurements allows for limits with good precision. Assuming VR = 0 and VL = 1, also




The data used for the analysis presented in this thesis has been collected with the ATLAS
detector in 7 TeV proton-proton collisions at the LHC. First, an introduction to the Large
Hadron Collider (LHC) [84, 85] and its experiments is given, followed by a detailed presentation
of the ATLAS experiment [86, 87] and its corresponding subcomponents. Furthermore, the
magnet and the trigger systems are explained.
4.1. The Large Hadron Collider
The Large Hadron Collider (LHC) is a proton-proton and also Pb-Pb and p-Pb collider located
at CERN, Geneva. It has a circumference of 27 km and is installed in the tunnel of the Large
Electron-Positron collider (LEP) [88] that was operational until 2000. The LHC is installed at









Figure 4.1.: The Large Hadron collider with its four main experiments ATLAS, Alice, CMS
and LHCb and the preaccelerator chain.
The particles are brought to collision at four main experiments (see Fig. 4.1): ATLAS [86],
ALICE [89], CMS [90] and LHCb [91]. The LHC produces either proton-proton, lead-lead or
proton-lead collisions. The focus of the following chapter will mainly be placed on the proton-
proton mode. ATLAS and CMS are multipurpose detectors designed to collect data for high-
precision measurements of Standard Model processes and couplings, but also for the search of




LHCb is a forward spectrometer with a characteristic asymmetric shape. The physics program
is focused on the measurement of rare decays in strongly boosted bb̄-systems. The nature of CP
violation is studied in order to explain the asymmetry between matter and antimatter that has
been produced in the Big Bang. In addition to that, ALICE was built to study the nature of
quark-gluon plasma in PbPb collisions. To improve the knowledge of the quark-gluon structure
within the colliding Pb-ions, data of proton-Pb collisions will be taken from beginning of 2013.
First tests were already performed in September 2012. Furthermore, two smaller experiments
are in operation that are focusing on di!ractive physics, namely LHCf [92] and TOTEM [93].
The LHC and the preaccelerator chain are shown in Fig. 4.1. Protons are obtained from hy-
drogen atoms and are formed to bunches consisting of ( 1011 protons. These bunches are
accelerated in the LINAC2 up to an energy of 50 MeV. The Proton Synchroton Booster (PBS)
is increasing the proton energy up to 1.4 GeV. Afterwards they are accelerated in the Proton
Synchrotron (PS) to 25 GeV before they are injected into the Super Proton Synchrotron (SPS).
Here their energy is increased to 450 GeV. In the LHC, the protons are circulating for about 20
minutes until they are finally brought to collision at a centre-of-mass energy of 8 TeV (7 TeV in
2010 and 2011).
Sixteen superconducting radio-frequency cavities are used to accelerate the proton bunches
within the LHC. To keep the particles on their track within the beam pipe 1,232 main dipole
magnets are used whereas 392 main quadrupole magnets serve to focus the beam. These mag-
nets are working at 1.9 K in order to maintain superconductivity and use Nb-Ti Rutherford
cables. This is done using liquid helium and allows for magnetic fields of up to 8.3 T. To prevent
collisions between the accelerated protons and gas atoms in the beam pipe, an ultrahigh vacuum
is neccessary (p ( 10!13 atm) [85].
Figure 4.2.: The collision of two bunches 1 and 2 with N1 and N2 number of particles, respec-
tively [94]. The hatched area shows the e!ective area A.
The luminosity depends on the number of particles per bunch (N1 and N2), the number of
bunches in the two beams (n1 and n2), the revolution frequency f , the relativistic ! factor and





-x and -y can be obtained using van-der-Meer scans [95].
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The two beams cross under an angle *c to avoid parasitic collisions. This leads to a luminosity




F (*c) . (4.2)
For the design center-of-mass energy of 14 TeV with 2,808 bunches per beam and 1.15 ·1011
particles per bunch this leads to a luminosity of O(1034 1cm2s).
For the 7 TeV runs of 2010/2011 and the 8 TeV run in 2012, the bunch spacing was 50 ns and
about 1380 bunches per beam were used. The peak luminosity amounts to 3.65·1034 1cm2s as
discussed in Chapter 7.
Measurements at hadron colliders can be a!ected by in- and out-of-time pileup. In-time pileup
describes additional proton-proton interactions within one bunch crossing and is increased by a
stronger beam focus or by an increased number of protons per bunch. Out-of-time pileup de-
scribes additional proton-proton interactions that originate from subsequent (preceding) bunch
crossings. The bunches are not uniformly distributed in the LHC ring but form so-called bunch
trains. These bunch trains consist of several bunches with a spacing of 50 ns. In contrast to
that, some of the subdetectors have a much larger read-out time (up to 600ns for the electro-
magnetic calorimeter). A decrease of the bunch spacing would lead to an increased amount of
out-of-time pileup since the detector components cannot properly match the measured signal to
the corresponding bunch crossing.
4.2. ATLAS Detector
The ATLAS experiment (A Toroidal LHC ApparatuS) is a multipurpose detector which is 44 m
long, has a diameter of 25 m and a weight of 7,000 tons [86]. It has a typical onion-shell-like
structure and covers almost the full 4) solid angle as shown in Fig. 4.3:
Figure 4.3.: The ATLAS detector with its subdetectors and magnet systems [86].
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The tracks of the charged particles are measured by the Inner Detector (ID). It is installed close
to the beam pipe and is encompassed in a solenoidal magnetic field of 2 T. The trajectories
of charged particles are bent by the magnetic field which allows the determination of the sign
of their charge and to improve the track reconstruction. Furthermore, the highly segmented
structure provides a good spatial resolution to reconstruct primary and secondary vertices. The
particles traverse the ID and may leave electromagnetic and hadronic showers in the calorimeter
system. Electrons, photons and jets are fully stopped within the calorimeters. The outer part of
the detector consists of the muon spectrometer which is embedded in the huge toroidal magnets
that define the name and the characteristic look of the ATLAS detector. Muons traverse all
detector components, while depositing only a small fraction of their energy. Their tracks and
momenta are measured in the ID and again in the Muon Spectrometer (MS).
Coordinate system
The origin of the ATLAS coordinate system lies in the interaction point. ATLAS uses a right-
handed system in which the x-component points towards the centre of the LHC ring, the y-
component points upwards and the z-component points into the direction of the beampipe.
The polar angle * is defined in the yz-plane and is measured from the z-axis. The azimuthal
angle , is defined in the xy-plane. The pseudorapidity is defined using the polar angle *:






The di!erence in pseudorapidity of two objects, &0, is invariant under Lorentz-transformations.
For massive objects such as jets, the di!erence in rapidity &y1 is used. The cone around a
particle is expressed in &0 and &,:
&R =
%
(&0)2 + (&,)2 . (4.4)





y and ET = E sin(*) . (4.5)
4.2.1. Inner Detector
The Inner Detector (ID) is installed at a distance of 5 cm from the beam pipe and consists
of the Pixel Detector, the Semiconductor Tracker (SCT) and the Transition Radiation Tracker
(TRT) which have barrel and endcap components as shown in Fig. 4.4. The charged particles
that traverse the ID ionise the detector material which allows to reconstruct the particle track
as well as primary and secondary vertices (e.g. from b- or " -decays).
Being closest to the beam pipe, the ID has to cope with high radiation. High granularity
is of utmost importance to reconstruct the vertices as well as hundreds of di!erent particle
trajectories.







Figure 4.4.: The Inner Detector composed of the Pixel Detector, the Semiconductor Tracker
and the Transition Radiation tracker [86]. Left: The barrel and endcap com-
ponents of the ID. Right: Radial distance of the ID component from the beam
pipe.
Pixel Detector
The Pixel Detector consists of 1,744 modules that are arranged around the beam pipe in three
layers that have a radius of 50.5 - 122.5 mm. On each side of the barrel, three disks are installed
perpendicular to the beam pipe. Since the innermost layer is important for the identification
of secondary vertices (for example from b-decays), it is called b-layer. Each module contains 16
front-end chips (FE). The pixels are semiconductors made of silicon and have a size of 50"400
µm2. The sensors between the FE chips are longer (50 " 600 µm2). Bump-bonding is used for
the connection to the read-out electronics.
80.4 million read-out channels (' 100 million for ATLAS in total) are installed for the pixel
detector alone. Since the track density that close to the beam pipe is high, good spatial resolution
(10 µm in R-, and 115 µm in R) is neccessary to distinguish the di!erent tracks.
During the shutdown from early 2013 - 2014, another layer of pixel sensors will be installed
directly on the beam pipe to improve the identification of secondary vertices. It is there for
called insertable b-layer.
Semiconductor Tracker
The Semiconductor Tracker (SCT) consists of four double layers of silicon strips in the barrel
(2,112 modules) and nine disks for each endcap (988 modules each). Each strip is 12 cm long
and made of two sensors that are connected back-to-back to another pair of sensors (double-
layer). These two layers are rotated by a 40 mrad stereo angle. The strips have a pitch of 80
µm. The Pixel Detector and the SCT are cooled down to -7 &C using C3F8 and has 6.3 million
read-out channels. It covers a region of up to |0| < 2.5. The resolution in the barrel is 17 µm





The Transition Radiation Tracker (TRT) is installed at 55 - 110 cm distance from the beam
pipe and covers a region of |0| < 2.0. The barrel part is divided into two parts that meet at
0 = 0. In each part, straws of a length of 0.7 m are used. The straws have a diameter of 4 mm
and contain a tungsten wire in the middle. The tungsten wire serves as anode while the outer
part of the tube serves as cathode. The straws are proportional chambers that are filled with a
mixture of Xe, CO2 and O2. The barrel contains 52,544 straws while each endcap (consisting
of 18 wheels) contains 122,880. This leads to a total of 351,000 read-out channels. The TRT
provides on average 36 hits per track. The TRT is used to distinguish electrons from pions based
on the di!erent amount of transition radiation that they emit when traversing material with
di!erent dielectric constants. The resolution amounts to 130 µm in R-, direction.
4.2.2. Calorimeter System
ATLAS uses sampling calorimeters for the electromagnetic and the hadronic calorimeters. An
overview over the calorimeter system is given in Fig. 4.5. A sampling calorimeter consists of
alternating layers of active and passive detector material. The particles interact with the passive
material such as lead and induce a shower of secondary particles. The active material is ionised
by the created particle shower and used for the signal read-out.
Figure 4.5.: The calorimeter system with central and forward calorimeters [86].











where a is the stochastic term, b the noise term and c a constant term that accounts for non-
uniformities and miscalibrations. If not mentioned otherwise, the dominating terms are given
in the following for each subdetector, being the stochastic and the constant term.
The depth of a calorimeter can be expressed using the radiation length. An electron/photon
entering the calorimeter interacts with the detector material and creates particles via radiation
of photons (Bremsstrahlung) or e+e!-production. If the energy of one of the new particles is
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above the critical energy Ec, it can itself create a pair of new particles. This leads to a large
shower in the detector. If the particle energy is below Ec, the shower is stopped. After traversing
a certain distance X0 of the calorimeter, the average particle energy has been decreased by a
factor of 1/e. This distance X0 is called radiation length and depends on the chosen detector
material. In order to avoid punch-through e!ects when particles leave the calorimeter, the depth
of the calorimeter has to be chosen such that the shower is fully contained in the calorimeter.
A similar quantity is used for hadronic calorimeters, the nuclear interaction length, 'I . The
nuclear interaction length is defined as the distance 'I that a particle travels within the detector
until its energy is decreased by a factor of 1/e. In contrast to electromagnetic showers, hadronic
showers are much broader and 'I is typically larger than X0. Therefore a hadronic calorimeter
needs to have a larger transversal depth to ensure that the shower is fully contained in the
calorimeter and no punch-through e!ects occur to the muon spectrometer. The distribution of
material in measures of the nuclear interaction length is shown in Fig. 4.6 for the calorimeter
system.
Figure 4.6.: Interaction length for the di!erent components of the electromagnetic and
hadronic calorimeters, dependent on the pseudorapidity [86]. For the hadronic
calorimeters, each layer is shown separately. The distribution at the bottom shows
the material distribution in front of the calorimeter system.
Electromagnetic Calorimeter
The electromagnetic (EM) calorimeter is a sampling calorimeter using liquid argon (LAr) as ac-
tive and lead as passive material. Characteristic for the EM calorimeter is the accordeon-shaped
structure with Kapton electrodes that provides full coverage in ,. A presampling calorimeter
is installed between the electromagnetic calorimeter and the ID up to |0| < 1.8 to detect the
energy loss of the particles due to interaction with the solenoid and the support structure of the
detector, but also with the beampipe and the Inner Detector. The barrel part is divided into
two parts with a gap of 4 mm between them. Each part has a length of 3.2 m and covers the
range of |0| < 1.475. The liquid argon has been chosen as active material mainly due to it’s
stable response and radiation hardness. It is kept at a temperature of 87 K. It has a minimal
depth of 22 X0 at 0 = 0 and a maximum depth of 33 X0 for larger 0. The two endcaps cover
the region of 1.385 < |0| < 3.2 (with a minimum depth of 24 X0 at 0 = 1.475 and a maximum
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of 38 X0 at 0 = 2.5) and consist of an inner and an outer wheel. The calorimeter has a high
granularity with &0 " &, = 0.025 " 0.025 in the barrel part and a bit coarser granularity in
the endcaps. This leads to a total amount of 226,176 read-out channels for the barrel and the








* (0.2 ± 0.1)% . (4.7)
Hadronic Calorimeter
Jets originate from quarks and gluons. Their energy is measured both by the electromagnetic
and the hadronic calorimeter, while they leave the largest part of their energy in the latter. The
hadronic calorimeter consists of a tile calorimeter in the barrel (|0| < 1.0) and two extended
barrels (0.8 < |0| < 1.7) as well as LAr calorimeters in the endcap and forward calorimeters.
The tile calorimeters consist of alternating layers of scintillator tiles and steel. The tiles are
parallel to the direction of the incoming particle and are arranged in three layers. When passing
through the scintillator, photons are created and read out using wavelength shifters and photo-
multipliers. The calorimeter has a minimum depth in the barrel of 9.7 interaction length 'I at
a rapidity of 0 = 0. Further information for each calorimeter part can be found in Fig. 4.6.
The hadronic endcap (HEC, 1.5 < |0| < 3.2) and the forward calorimeter (FCal, 3.1 < |0| < 4.9)
are overlapping. The HEC is a sampling calorimeter using copper as passive and LAr as active
material. Since the forward calorimeter has to cope with a high particle flux, a radiation-hard
construction consisting of one layer with copper/LAr and two layers of tungsten/LAr has been
chosen. The resolution of the hadronic calorimeter has been measured in test beams using pions.








* (5.5 ± 0.1)% , (4.8)








* (5.8 ± 0.2)% . (4.9)
2Taken from [86], p. 156.
3Taken from [86], p. 161.




The muon spectrometer (MS) consists of three concentric layers at a radius of 5 m, 7.5 m and
10 m. For each endcap, four wheels are installed at |z| = 7.4 m, 10.8 m, 14 m and 21.5 m and
cover a region of 1.0 < |0| < 2.7. It does not cover the full solid angle due to a gap at |0| <
0.05 for support material and the detector feet. The detector is embedded in a magnetic field
created by the toroid magnets in the barrel (|0| < 1.0) and the two endcap magnets (1.4 < |0| <
2.7).
Figure 4.7.: The muon spectrometer with the high precision chambers MDT and CSC as well
as the trigger chambers RPC and TGC [86].
Muons created in high-energy collisions at the LHC are minimum ionising particles and loose
only a small fraction of their energy while traversing the detector without being absorbed. The
design muon momentum resolution is about 10% for 1 TeV muons and 3% for 10-200 GeV muons
[87]. To achieve these resolutions, the track of a particle has to be measured with high precision.
The trajectory of muons that traverse the spectrometer are deflected by the magnetic field. In
order to measure the particle track, the sagitta s has to be measured:






For muons with a high transverse momentum, the trajectory has a larger bending radius, leading
to a smaller sagitta. This measurement is done using Monitoring Drift Tubes (MDT) in the
barrel, and MDTs and Cathode Strip Chambers (CSCs) in the forward region. These two
detector components have a good spatial resolution but low timing resolution. To be able to
distinguish between muons from di!erent bunch crossings, Resistive Plate Chambers (barrel)
and Thin Gap Chambers (endcap) provide fast trigger information. The spatial and timing
resolution is listed for each component in Tab. 4.15.







Figure 4.8.: The trajectories of muons in the MS are bent by the toroidal field and their track
is measured using the sagitta s. The particle track is indicated by the dashed
line, the radius of the track is denoted by R.
Monitoring Drift Tubes
Modules made of Monitoring Drift Tubes (MDTs) are 1-6 m long, 1-2 m wide and consist of 3-8
layers of aluminum tubes. These tubes have a diameter of 3 cm and contain a tungsten-rhenium
wire. The volume is filled with a gas mixture of 93% Ar and 7% CO2 at a pressure of 3 bar.
The barrel part of the MDTs covers a region of up to |0| < 1.0 while the wheels in the endcap
cover up to |0| < 2.7. Muons passing through the spectrometer create a signal by ionising the
gas. The produced electrons have a drift time of 700 ns, therefore additional information has to
be provided by the RPCs to di!erentiate between signals from di!erent bunch crossings.
Resistive Plate Chambers
The Resistive Plate Chambers (RPCs) are made of two plates with a gas mixture of C2H2F4
(94.7%), Iso-C4H10 (5%) and SF6 (0.3%) filled in the 2 mm gap between the plates. The RPCs
have a good timing resolution and are therefore used for triggering in the barrel part of the MS.
They also provide a measurement of the azimuthal angle ,.
Cathode Strip Chambers
Cathode Strip Chambers (CSCs) are multi-wire proportional chambers that are only installed
in the first wheel of the muon spectrometer which is installed at |z| = 7 m. Being placed in
the forward region of the spectrometer, the detector has to be radiation hard and is filled with
Ar/CO2 (80/20%). To provide a good coverage in the forward region, each disk is made of eight
large and eight small modules that overlap.
Thin Gap Chambers
Thin Gap Chambers (TGCs) provide the trigger information in the forward region of the MS.
They are multi-wire proportional chambers filled with a gas mixture of CO2 and n-C5H12.
The distance between the cathode and the anode is only 1.4 mm. In addition to the trigger
information, TGCs also provide a measurement of the azimuthal angle ,.
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Function Coverage z/R , time [ns] Barrel Endcap
MDT tracking |0| < 2.7 35 µm (z) - - 20 20
RPC triggering |0| < 1.05 10 mm (z) 10 mm 1.5 6 -
CSC tracking 2.0 < |0| < 2.7 40 µm (R) 5 mm 7 - 4
TGC triggering 1.05 < |0| < 2.4 2-6 mm (R) 3-7 mm 4 - 9
Table 4.1.: The di!erent muon subdetectors with their function, 0 coverage and their spatial
and timing resolution. The last two columns show the number of measurements
per track provided by the separate detector components. The information has been
taken from [86], p. 168.
4.2.4. Magnet System
The magnet system of ATLAS consists of a solenoid magnet comprising the Inner Detector (ID)
and a large toroid magnet system that is part of the muon spectrometer (MS). A sketch of the
magnet system is shown in Fig. 4.9. Charged particles traversing the ID or the MS are bent by
the magnetic field. This allows not only to determine the sign of the particle charge but also to
get a precise measurement of the particle momentum.
Figure 4.9.: The ATLAS magnet system with the ID comprising solenoid and the large toroid
magnets in the MS [86].
The solenoid magnet is cooled with liquid helium to a temperature of 1.8 K. It provides a mag-
netic field of up to 2.6 T. Since it is installed directly in front of the electromagnetic calorimeter,
its material budget had to be reduced. The toroid system consists of two endcaps and one barrel
toroid, each made out of eight coils. It provides a non-uniform magnetic field of up to 4.7 T. In
order to know the field strength of this non-uniform field, Hall sensors are installed. The transi-
tion region between barrel and endcap magnets is located at a pseudorapidity of 1.4 < |0| < 1.6.
In this region the bending power is decreased compared to the forward region (1-7.5 Tm) and
barrel region (1.5-5.5 Tm) [86]. Each superconducting coil has an air core in order to suppress
multiple scattering of the traversing muons.
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4.2.5. Trigger and Data Aquisition System
The interaction rate of approximately 1 GHz leads to a huge amount of data produced at the
LHC. Since only the interesting events should be selected and written to tape, ATLAS installed
a three level trigger system, consisting of the hardware-based Level 1 trigger (L1) and the soft-
ware based High Level Trigger (HLT) consisting of the Level 2 trigger (L2) and the Event Filter


















Figure 4.10.: The ATLAS trigger system with the hardware-based L1 trigger and the software
based L2 and EF trigger [86].
The L1 trigger as shown in Fig. 4.10 (left) is hardware based and takes reduced calorimeter in-
formation as well as information from the muon trigger chambers (RPCs and TGCs). So-called
Regions of Interest (RoIs) are defined in the detector and passed to the next trigger stages. Since
events with large missing transverse energy (defined in Chapter 5.6) are interesting for SM anal-
yses such as tt̄-production but also for searches for Supersymmetry or other BSM processes,
this is an important trigger object that defines an RoI for the L1 trigger. Furthermore high-pT
particles such as electrons, muons, jets etc. are identified and used in the decision process that
takes about 2.5 µs. All RoI information of the accepted event is passed to the next trigger level.
The selection of these RoI leads to a data rate reduction down to O(75 kHz).
In the L2 trigger also the information of the Inner Detector (ID) is taken into account. Fur-
thermore the RoI are analysed using detailed information of the calorimeters and the muon
spectrometer (MS). In contrast to the hardware based L1 trigger, the HLT algorithms are run-
ning on computing farms. If an event is accepted by the L2 trigger (latency time about 10 ms) it
is passed to the Event Filter. There it is fully reconstructed using all information available. The
algorithms also contain track and vertex reconstruction methods. This last decision is taken in




The objects used for this measurement are defined in the following and comprise electrons
and muons as well as jets and missing transverse energy. Furthermore, b-tagging methods
and calibrations are discussed. Since the tag-and-probe method is used for several objects to
determine e"ciencies, it is briefly described in the beginning.
5.1. Tag and Probe Method
The tag-and-probe method (TP method) is widely used to estimate trigger and reconstruction
e"ciencies. Leptonically decaying Z- or W -bosons as well as J/$- or '-mesons are used. In the






Figure 5.1.: Sketch of the Tag and Probe method that is used to determine trigger and recon-
struction e"ciencies. If the tag lepton passes the tight selection, a probe lepton
with looser isolation criteria is looked for.
The event selection is perfomed with a tight selection for the lepton which is called tag lepton.
If the tag lepton is found, another lepton with looser isolation criteria is searched for, called
probe lepton. The probe lepton has to fulfill the same criteria as the lepton in the measurement
where these scale factors are applied. The leptons used for the TP method have to have opposite
charges to suppress background processes. The invariant mass of the lepton pair has to be close
to the Z-boson mass. The corresponding e"ciency is calculated as the ratio of the number of







The e"ciency is estimated both in data and MC events. The scale factor that is applied on the





The scale factor is usually parameterised in 0, pT and/or , of the object.
5.2. Electrons
An electron that is considered in this thesis is an object that has to fulfill certain quality criteria.
These criteria and the performance of the object identification is explained in the following
subchapters.
Definition and preselection





The identification of electrons starts by searching for clusters with energy deposits ET > 2.5 GeV
in the electromagnetic (EM) calorimeter [96]. The so-called seed cluster is found using the sliding-
window algorithm [97]. Based on the granularity of the middle layer of the EM calorimeter, where
a cell has a size of 0.025"0.025 (in 0",), the window has a size of 3"5 cells. The window with
the maximum amount of deposited energy is chosen as cluster center. Now the final cluster is
built with longitudinal towers of the size of 3"7 cells.
The cluster energy is calculated whilst taking into account the energy loss due to interaction
of the particles with material in front of the calorimeter and correcting for energy leaking out
of the cone, as well as energy leaking out of the electromagnetic into the hadronic calorimeter.
After identifying the seed cluster, at least one track has to be found that can be matched to the
cluster. If more than one track can be matched, the closest track is taken.
Only objects in the central part of the detector are considered for further analysis. Therefore,
the cluster pseudorapidity has to fulfill the condition: 0 $ |0cluster| $ 2.47. The EM calorimeter,
as introduced in Chapter 4, has a so-called crack region, which is the transition region between
the EM barrel and endcap calorimeters. Electrons falling in the region of 1.37 $ |0cluster| $ 1.52
are rejected.
Electrons are considered to be loose++, medium++ or tight++ based on requirements for the
shower shapes, the E/p ratio or hadronic leakage that is used to suppress background from
jets and photons. To reduce background due to misidentified leptons, track and calorimeter
isolation criteria are applied to the cluster energy. Pileup and leakage corrections are applied. A
cone with a radius of &R = 0.3 (0.2) is defined around the electron for the track (calorimeter)
isolation, respectively. In this cone, only a certain transverse momentum (energy) is allowed in
order to consider the electron to be isolated. A TP method has been applied to retrieve the
corresponding cut values. This allows to provide a uniform isolation e"ciency of 90%.
In addition, jets overlapping with an electron within a cone of &R = 0.2 are rejected. After this
jet-electron overlap removal, the distance of the remaining jets with a transverse momentum of
20 GeV is calculated. If a jet is found in a cone of &R = 0.4 around the electron, the electron is
not considered for further analysis. Finally, a cut on the longitudinal impact parameter of the
lepton (|z0| < 2 mm) with respect to the primary vertex is applied. The data set is split into
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di!erent data taking periods according to the trigger requirements. The trigger with the lowest
pT-threshold is taken as long as it was unprescaled. Otherwise, the next higher unprescaled
trigger was taken. The triggers with their respective data taking periods are listed in Tab. 5.1.
For periods L-M, the EF e22vh medium1 trigger was used that is expected to not be e"cient
for very high transverse energies (ET + 100 GeV) due to the hadronic core veto used at trigger
level 1. For these high-ET electrons, the EF e45 medium1 was used. The electron has to have
ET > 25 GeV in order to ensure a high trigger e"ciency.
data period trigger special requirements
B-H EF e20 medium
I-K EF e22 medium
L-M EF e22vh medium1 OR
EF e45 medium1 pT+ 100 GeV
Table 5.1.: Unprescaled electron event filter triggers used for the di!erent data periods.
The electron energy was corrected in data events. The uncertainty of this correction is up to
1.6 % in the central part of the calorimeter [98]. The energy scale is estimated using Z or
J/$ & e+e! events. Furthermore, W & e# events are used to study the E/p ratio. Figure 5.2
(left) shows the stability of the relative electron energy scale with respect to the average number
of interactions per bunch crossing. In Fig. 5.2 (right), the invariant mass of the electron-positron
pair is shown. The resolution in the simulated sample is di!erent from the resolution in data,
therefore the energy resolution had to be enlarged in data.
Average interactions per bunch crossing
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Figure 5.2.: Left: Stable energy electron response dependent on the average number of inter-
actions per bunch crossing [99]. Right: Invariant mass of the electron-positron
pair. The resolution is di!erent for MC and data, therefore the MC events have
to be smeared to achieve an improved data description [100].
Moreover, a correction for events that were reconstructed with fast simulation1 is neccessary.
Finally, all samples need a correction for electrons in the crack region. In the estimate of this
correction, the crack region is defined as 1.42 $ |0cluster| $ 1.55. Since electrons in the region
1.37 $ |0cluster| $ 1.52 are rejected in the selection, this correction only applies to electrons
within 1.52 $ |0cluster| $ 1.55.
Table 5.2 shows the di!erent corrections and calibrations that are applied.
1The fast simulation or ATLFASTII simulation is explained in more detail in Chapter 6.
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Sample Type Scaling Smearing Crack calibr. Extra correction
Data yes no yes no
Full simulation no yes yes no
Fast simulation no yes yes fast sim. & full sim.
Table 5.2.: Corrections and calibrations applied to electrons in data and simulated events.
The acceptance loss due to malfunctioning front-end boards in some data periods (see Chapter 7),
is modeled in the MC according to the respective luminosity. The reconstruction and trigger
e"ciencies were obtained using the TP method in Z & ee events both in MC and data. The scale
factors were calculated as shown in Eq. 5.2. They were parameterised for the reconstruction
(trigger) e"ciencies in 9 (18) 0 bins. Furthermore, the trigger e"ciencies got an additional
correction that was parameterised in six ET bins. The identification e"ciencies were obtained
using the TP method on Z & ee and W & e# events2. The scale factors were calculated for nine
0 and eleven ET bins. Figure 5.3 shows the identification e"ciencies for the selection in 2011
and 2012 on the number of primary vertices for loose++, medium++ and tight++ electrons. A
clear dependence on the number of primary vertices can be seen for the 2011 selection. Due to
lower cuts on the leakage out of the electromagnetic calorimeter and harder cuts on the shower
shapes, the identification e"ciency is much less dependent on pileup e!ects.
Number of reconstructed primary vertices






































Figure 5.3.: Pileup dependence of the electron identification e"ciency for loose++,
medium++ and tight++ electrons, comparing the e!ects of the selection used
in 2011 and 2012 [101]. The identification e"ciency decreases significantly for
the 2011 selection while it is more stable for the 2012 selection.




A muon that is considered in this measurement is an object that has to fulfill certain quality
criteria. These criteria and the performance of the object identification are explained in the
following.
Definition and preselection
Muons considered in the underlying analysis are objects that have a track both in the Inner
Detector (ID) and Muon Spectrometer (MS). The MuId algorithm [102, 103] is used for the
track reconstruction using track information from the ID and the MS together to perform a
combined fit. The unprescaled muon triggers used for the respective data taking periods are
listed in Tab. 5.3. A cut on the transverse momentum of 20 GeV is applied to ensure stable
trigger e"ciencies on the trigger plateau. Furthermore, the muons have to be central: |0| <
2.5. To reject muons originating from heavy flavour decays, the muon has to be isolated. Thus,
the additional allowed transverse energy (calorimeter isolation) or transverse momentum (track
isolation) in a cone with a certain size around the muon has to be defined. The combination
of Econe,20T < 4 GeV and p
cone,30
T < 2.5 GeV were shown to give good isolation e"ciency and
being stable against pile-up. Econe,20T describes the additional transverse energy that is allowed
in a cone size of &R = 0.2 around the muon. A jet-muon overlap-removal is performed with
&R(muon, jet) < 0.4. If a muon is found in the cone, it is disregarded for the further selection.
To maintain a high e"ciency of this overlap removal in collisions with higher pile-up conditions,
only jets with a pT > 25 GeV and a cut on the jet vertex fraction of |JVF| > 0.75 (details see
Chapter 5.4.1) are considered.
Additional hit requirements for the ID track are neccessary. The muon is supposed to have one
hit in the b-layer of the Pixel Detector unless it traverses an inactive area or a gap. Furthermore
it should have at least two Pixel and six SCT hits. A cut on the longitudinal impact parameter
|z0| < 2 mm with respect to the primary vertex is applied. Trigger and isolation e"ciencies are
estimated in data applying the TP method on Z& µµ events.
data period trigger
B-I EF e18
J-M EF e18 medium
Table 5.3.: Unprescaled muon triggers used for the di!erent data periods.
The resolution obtained from the Z & µµ mass spectrum is compared in Fig. 5.4. A dis-
crepancy between data and MC is observed. The results for the dimuon mass resolution for
the di!erent pile-up conditions agree within uncertainties both for data and MC, respectively.
The discrepancy between data and MC observed is due to a small misalignment of the Inner
Detector and Muon Spectrometer.
In order to get a good description of the data, the transverse momentum of muons in simulated
events has to be smeared and the muon scale is corrected.
The identification, reconstruction and trigger e"ciencies were obtained from Z & µµ events
and the corresponding scale factors that are applied to MC events are calculated dependent on
0, pT and ,. The identification scale factors are parameterised in 14 0 and 16 pT bins since the
reconstruction scale factors are parameterised in 20 0 bins. The trigger SF are split into three
data periods B-I, J-K and L-M while a few runs in period L su!ered from issues with the RPC















































Figure 5.4.: Mass resolution in data and Z & µµ events simulated with Pythia for di!erent
pile-up conditions [104].
5.4. Jets
High-energy collisions at the LHC are characterised by a multitude of high-pT jets. These
jets are complex objects whose identification, calibration, and corresponding performance is
discussed in the following subchapter.
Definition and preselection
In the ATLAS analysis model, jets are reconstructed with the infrared- and collinear-safe anti-kt
algorithm [105] with a distance parameter of &R = 0.4 and are based on topological clusters
[106] (calorimeter jets) which are matched to reconstructed tracks in the Inner Detector (track
jets). The reconstruction is done using the FastJet-software [107]. Calorimeter cells with a
certain signal-over-noise ratio S/N > 4 are used as seeds3. The cells around this seed with
S/N > 2 are added to the cluster and, in a final step, their next neighbours are taken into
account. The clusters are first calibrated to the scale of the electromagnetic calorimeter. To
get jets calibrated at the hadronic scale, they are corrected for pileup e!ects using an o!set
correction on the tranverse energy [108, 109] and then 0 and pT dependent correction factors
are applied which were obtained from simulated events. The dependence of the transverse jet
momentum is shown in Fig. 5.5 for simulation and data, respectively. A clear dependence is
observed that was corrected for. An additional calibration is applied to data which was obtained
from in-situ measurements. The jet direction is corrected such that the jet does not point to the
center of the ATLAS detector but to the primary vertex. Furthermore, the jets need a pT > 25
GeV and |0| < 2.5 where 0 is the pseudorapidity at EM scale. For the calculation of the missing
transverse energy, jets are contributing to two terms. Jets with a pT > 20 GeV are considered
in the jet term while jets with a pT of 7-20 GeV are contributing to the softjet term.
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Figure 5.5.: The calorimeter clusters are corrected for jet pT coming from in- and out-of-time
pileup. The dependence of the jet-pT on the number of primary vertices is shown
for simulation (left) and in 2011 collision data (right) [108].
The uncertainty of the jet energy scale (JES) is parameterised in 0 and pT . In the central part
of the detector with |0| < 1.2, in-situ calibration methods were applied that exploit the pT
balance between !/Z and a jet or, for jets with higher transverse momentum, the recoil of one
high-pT jet against low-pT jets in the event [109]. The uncertainty on the jet energy scale is
evaluated using simulated events, test beam measurements as well as measurements in proton-
proton collisions. The uncertainty decreases with increasing transverse momentum, resulting
in a relative uncertainty of 4.6 % for jets with |0| < 0.8 and pT > 20 GeV down to 2.5 % for
jets with a transverse momentum between 60 and 800 GeV [109]. The presence of close-by jets,
flavour composition and 0-intercalibration are taken into account. The additional uncertainty
due to the jet energy scale of b-jets is overall < 2.5 % and decreases with increasing jet pT down
to 1 %. This uncertainty is added in quadrature to the nominal JES term for true b-jets. The
correction for pileup e!ects is taken into account by including an uncertainty of 0.5 GeV per
additional primary vertex.
For the estimation of the Jet energy resolution (JER) on data and MC [110], the dijet balance
[111] and the bisector method are used [112]. The corresponding uncertainty is larger for smaller
jet pT and for the central part with |0| , 0.8. The relative di!erence between the JER in data
and MC is about 10 % [110]. The jet reconstruction e"ciency (JRE) was estimated using the
TP method on dijet events. The two jets are required to be back-to-back (&, > 2.8). The track
jet with the highest pT is used as tag jet. The probe track jet is matched to the calorimeter
based jet using &R < 0.4 as matching radius. The estimated reconstruction e"ciencies in data
and MC di!er by about 2% [113]. The e!ect is modeled in MC by randomly disregarding jets
according to the estimated e"ciencies.
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5.4.1. The Jet Vertex Fraction
The measurement of the jet energy and the missing transverse energy of the event is strongly
a!ected by events from in-time and out-of-time pileup (see Chapter 4.1). The minimum bias
events do not only lead to a higher jet multiplicity and jet energy mismeasurement but also to
a worse jet and EmissT resolution. It is therefore of utmost importance to distinguish between
jets from pileup events and jets from the hard-scattering and to correct for a potential bias in
the jet energy calculation. This is done using the so-called Jet Vertex Fraction which gives a
probability for each jet to come from a specific vertex. For the calculation of this probability,
the tracks and jets have to fulfil certain selection criteria. Only jets in the central region of the
calorimeter with |0| < 2.5 are considered. A cone of &R = 0.4 is defined around each jet in
which the transverse momenta of the tracks are summed up as depicted in Fig. 5.6:
Figure 5.6.: Sketch of the jet vertex fraction: jet 1 only contains tracks that originate from
vertex 1. Jet 2 however contains tracks originating from both vertices, leading to
a decreased jet vertex fraction.
Each track within this cone is assigned to the corresponding jet and has to stem from a specific
primary vertex. The contribution of the transverse momentum of each track to the primary













In Fig. 5.7 a simulation of the JVF distribution is shown. Jets with a JVF close to one are
assumed to originate from the primary vertex of the hard scattering whereas jets with a JVF
close to zero are assumed to come from the vertex of a minimum bias event. A cut value of JVF
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Figure 5.7.: Distribution of the jet vertex fraction for jets originating from the hard scattering
(hatched area) and jets from pileup events (solid area) [114].
E"ciency of JVF cut
The e"ciency of the JVF cut needs to be calculated in data and MC to obtain scale factors for
each jet. This e"ciency was obtained from Z(& e+e!)+jets and Z(& µ+µ!)+jets events via
the TP method. Four di!erent e"ciencies are defined:
• .hs =̂ e"ciency for a jet from a hard-scatter to pass the JVF cut. This e"ciency is
called tag rate for jets from hard-scattering.
• 1 - .hs=̂ mistag rate for jets from hard-scattering.
• .pu =̂ tag rate for jets from pileup events.
• 1 - .pu=̂ mistag rate for jets from pileup events.
To obtain tag and mistag rate for jets from hard scattering, events with a boosted Z-boson and
a back-to-back jet are considered (pileup depleted sample). For the evaluation of the tag- and
mistag rate of the pileup events, Z-bosons with a low transverse momentum and exactly one jet
are considered (pileup enriched sample).
Since the pileup enriched sample still contains a fraction of hard-scattering jets, called fhs,
the measured pileup rejection e"ciency needs to be corrected using this fraction:
.measpu =
.puNpu + (1 # .hsNhs)
Npu + Nhs
(5.5)
Four scale factors are obtained for the tag and mistag rates. They have to be multiplied to
calculate the total event weight for the JVF cut including those jets that fulfil all jet criteria




In the analysis presented in this thesis, at least four high-pT jets were selected. In order to
suppress background from jets that are not produced in proton-proton collisions, bad jets with
E > 0 GeV and pT > 20 GeV are defined which are expected to come from beam-gas or
beam-halo events, cosmic rays or fake energy deposits from calorimeter noise or other hardware
problems. The cut on bad jets is applied after the full event selection (see Chapter 7.2). If a
bad jet is found, the event is disregarded for the analysis.
5.5. b-tagging
As already mentioned in Chapter 3, the top quark decays almost exclusively into a W -boson
and a b-quark. Therefore the final state contains two b-quarks. An identification of one or more
b-quarks leads to an improvement of the sample purity and a reduction of the combinatorial
background. Hadrons containing b-quarks can be distinguished from light-jets and c-jets using
their mean lifetime of O(1.6 ps) [15]. Due to this long lifetime, b-jets decay at a mean distance
of about O(0.5 mm) from the primary vertex and are identified by the reconstruction of the
secondary vertex. A sketch of the secondary vertex identification is shown in Fig. 5.8. In the
r-,-plane of the detector, a distance of closest approach is defined between the primary vertex
and the track, along with the so-called transverse and longitudinal impact parameters d0 and
z0. b-jets are more likely to have a positively signed transverse impact parameter than light- or
c-jets. The impact parameter significance of d0/-d0 also gives a good separation.
Figure 5.8.: Identification of b-jets by reconstruction of the secondary vertex.
Several b-tagging algorithms were developed at the ATLAS experiment and their performance
has been studied in detail [115]. All b-tagging algorithms provide weights that are used to decide
if a jet is considered tagged or not. For a certain cut value wcut, the b-tagging e"ciency and
the light jet rejection is evaluated. The comparison of the light- and c-jet rejection as a func-
tion of the b-tagging e"ciency is shown in Fig. 5.9. While the c-jet rejection is slightly better








Table 5.4.: b-tagging peformance of the MV1 tagger for the working point with a b-tagging
e"ciency of about 70%.
The MV1 tagger is used for the analysis of the full 2011 data set. It makes use of the tagging
weights of three di!erent b-tagging algorithms: SV1, IP3D and JetFitter. These three weights
are used as input to a neural network along with the jet pT and 0 values. A short summary of
the three tagging algorithms is given in the following:
SV1
SV1 is a secondary vertex tagger that provides a weight based on a likelihood ratio. Three input
variables are used in the likelihood approach:






• Number of vertices with two tracks.
IP3D
The IP3D tagger is also based on a likelihood approach and uses the 2D distribution of the
transverse and longitudinal impact parameter significance.
JetFitter
The JetFitter algorithm is based on a Kalman Filter [116]. The algorithm searches for a line that
contains the primary vertex as well as the vertices from b- and c-jets. Vertex information such
as mass, momentum, track multiplicity and flight length significances are used in the likelihood.
5.5.1. b-tagging calibration
To account for di!erences between data and MC, the total b-tagging scale factor is calculated
while taking into account the tagging and mistagging e"ciencies per jet. This scale factor
depends on the jet flavour and the b-tagging weight: if the weight for a b-jet is larger than the
cut value that has been defined for a certain working point, the e"ciency scale factor is applied.
If it is smaller than this cut value, the ine"ciency scale factor is used. Therefore scale factors
have been evaluated for the tag- and mistag-rate for each jet flavour and a specific b-tagging
e"ciency:






The total event weight is then calculated as the product of the scale factors for each jet. The
b-tagging e"ciencies are obtained from the prelT and the system8 method while using jets in which
muons originate from semileptonic decays of b-hadrons [117]. The pTrel variable is the transverse
momentum of the muon relative to the muon-jet axis [117] which gives a harder distribution for
b-jets while providing similar results for c- and light jets. The system8 method is less dependent
on MC and uses a system of eight equations and variables to calculate the trigger e"ciencies.
The results from the pTrel and system8 method are combined. The total uncertainties on the
scale factors range from 5% up to 19% for high-pT bins. The e"ciencies for c-jets are obtained
from the decay of D%+ mesons with a total uncertainty of 12-25% [118]. The scale factors for
the light jets have an uncertainty of 18-49% [119].
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Figure 5.9.: Comparison of the performance for di!erent b-tagging algorithms [117]. The light
jet rejection (left) and the c-jet rejection (right) are shown as a function of the
b-jet e"ciency.
The b-,c- and light-quark jet scale factors are assumed to be uncorrelated and the systematic
uncertainty has to be evaluated for each of these flavours separately. When calculating the
uncertainty for one flavour, the e"ciency and ine"ciency scale factors belonging to this flavour
need to be treated anti-correlated. If the jet-pT is larger than the maximum pT-value shown in
Tab. 5.5, the SF from the last bin is used. The combined scale factors for the pTrel and system8
method are compared in Fig. 5.10 to the scale factors of other calibration methods.
jet flavour dependence SF type pT-range [GeV]
b pT,0 e"ciency 20-200
b pT,0 ine"ciency 20-200
c pT,0 e"ciency 20-200
c pT,0 ine"ciency 20-200
light pT,0 e"ciency 20-750
light pT,0 ine"ciency 20-200
Table 5.5.: Range of the jet-pT for the e"ciency and ine"ciency scale factors for b-, c- and
light-quark jets.
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Figure 5.10.: Comparison of the b-tagging scale factor and the total uncertainties evaluated for
the MV1 tagger for a b-tagging e"ciency of about 70% for di!erent calibration
methods [120]. The combination of the pTrel and system8 methods is used for
the analysis presented in this thesis.
5.6. Missing transverse energy
The vectorial sum of the particle momenta in the plane transverse to the beam axis created in
the collision needs to be zero. Since neutrinos do not interact with the detector material, the
so-called missing transverse energy EmissT is defined from the sum of all reconstructed objects:
#Emissx,y = ERefElex,y + ERefJetx,y + ERefSoftJetx,y + ERefMuonx,y + ERefCellOutx,y (5.7)




2 + (Emissy )
2 . (5.8)
Calorimeter cells with an energy deposit are associated with one high-pT object. The order
of this association is as follows: electrons, jets, soft jets, muons. The cell is than calibrated
according to the object calibration. If no object is found for a cluster, it is calibrated at EM
scale and is considered in the cellout term. As explained in Chapter 5.4, all jets with pT >
20 GeV are calibrated to the EM+JES scale and contribute to the jets term while jets with
pT between 7-20 GeV are calibrated to the EM scale and contribute to the soft jets term.
Tight electrons with pT > 10 GeV are included in the electron term. The muon term includes
combined muons with |0| < 2.5 with a separate treatment for isolated and non-isolated muons.
For the isolated muons (&R(muon track, jet) > 0.3) the calorimeter energy is included in the
cellout term while for the non-isolated muons it is included in the jet term.
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6. Signal and Background Modelling
The proper simulation of signal and background processes is essential for searches and precision
measurements in high energy physics. The hard scattering process is simulated using Monte
Carlo generators while the non-perturbative parts such as parton showering and hadronisation
are modeled using Pythia [121] (which uses the Lund string fragmentation model) or Herwig
[122] (which is based on cluster hadronisation). The process chain for MC production continues
with the detector simulation, digitisation of the calorimeter entries and tracker hits and the
reconstruction of the full event. The computing model is based on the Athena framework
[123, 124]. For the MC processes, the interaction of particles with the detector material is
simulated using the GEANT4 package [125, 126], taking into account stable particles with
c" > 10 mm.
Two di!erent types of MC samples are created: fully simulated events and fast simulation with
ATLFASTII which is used mainly for systematic studies but also for the production of the signal
templates used in this thesis. The fast simulation is less CPU intensive and therefore samples
with higher statistics can be generated. The fast simulation can be done in two ways. The
first approach is to take the fast simulation both for the inner detector and muon spectrometer
(based on the Fatras code [127]) as well as fast calorimeter simulation. This leads to an event
production faster by a factor of 100 [124]. The second approach uses the fast simulation only
for the calorimeter, leading to an improvement by a factor of about 10 in contrast to the full
simulation with Geant4 [124]. The reconstruction of the MC events is done using the same
algorithms as for data.
The MC samples used for this thesis are part of the MC11c campaign that uses Pythia6 [128]
to simulate minimum bias events with the ATLAS AMBT2B(CTEQ6L1) tune [129]. The bunch
spacing used in the simulation is 50 ns according to the conditions in data. The MC is reweighted
according to the average number of interactions per bunch crossing, called < µ >. As explained
in Chapter 7, the data set needs to be split into four di!erent data-taking periods corresponding
to the detector conditions. The acceptance loss due to dead or unreachable modules is properly
simulated in the MC samples according to the amount of data where they occur. In the baseline
tt̄-samples, the top mass was fixed to 172.5 GeV. Furthermore, the vector boson masses used
in the generators were mW = 80.399 GeV and mZ = 91.1876 GeV. If not stated otherwise, the
masses according to the PDG2010 values [130] were used. For mb and mc, the masses of the
respective generator were used. The width of the W/Z-bosons are calculated perturbatively by
Pythia6, whereas the top width is set to the NLO value of 1.320 GeV.
An overview over the simulated signal and background samples is given, followed by a description
of the data-driven estimates. A detailed list of Monte Carlo samples used for the analysis can
be found in Chapter A.3.
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6.1. Signal Monte Carlo
The baseline tt̄-sample is generated with Mc@nlo version 4.01 [131] using Herwig6.520 [122]
for the hadronisation and showering and Jimmyv4.31 [132] for the underlying event model. The
PDF used in this sample is CT10 [133]. The generator has been tuned with the JIMMY ATLAS
AUET2 tune [134]. The theoretical production cross section for tt̄-events at
!
s = 7 TeV yields
at approximate NNLO precision: 166.78+16.5!17.8 pb using Hathor1.2 [39]. In the calculation, the
MSTW2008 90 % NNLO PDF sets were used [135] that include the uncertainties on the PDFs
and (S according to [136]. This number was cross-checked using a NLO+NNLL calculation
[137] implemented in the Top++v1.0 tool [138].
For the templates used in the W -helicity analysis, the LO generator Protos [70, 139] has
been interfaced with Pythia using the CTEQ6L1 PDF [140] set. These samples were simulated
using the ATLFASTII package. Protos is the only generator available that allows to produce
samples with either left-handed, right-handed or longitudinal polarisation of the W -bosons.
The samples were generated separately for the lepton+jets and dilepton channel. Each sample
contains about 500,000 events, leading to a sample size of about 7 fb!1 for each lepton+jets and
29 fb!1 for each dilepton sample. Further tt̄-samples were used for the evaluation of systematic
uncertainties. These are described in detail in Chapter 8.5.
6.2. Background Monte Carlo
The production of a W -boson with additional jets with the W -boson decaying into a charged
lepton and its corresponding neutrino is the dominant background process for tt̄-events. Samples
with W+n light partons1, W+cc̄/bb̄+m partons 2 and W+c+n partons are generated using the
leading order MC generator Alpgen [141] interfaced with Herwig [122]. Since processes with
n and with n+1 partons can lead to the same final state due to radiation of extra jets, the MLM
matching [141] is applied which removes overlaps in phase space. The phase space overlap in
the production of the W+light and W+heavy-flavour samples is also removed. The events are
produced with a minimum transverse momentum of 15 GeV. The cross sections are corrected at
NNLO using a k-factor of 1.52 for the W + c-samples and a k-factor of 1.2 for all other flavours.
The overall normalisation is not taken from simulation but from a data-driven estimate that is
explained in detail in Chapter 6.3.2. The heavy-flavour composition is taken from data as well,
as described in Chapter 6.3.3.
The production of single top quarks has been simulated in two ways. The s-channel production
as well as the associated production as described in Chapter 3.2 are produced using Mc@nlo
with the same settings as shown in Sec.6.1. Due to problems with the modelling in Mc@nlo
and Herwig, however, the t-channel process was simulated using AcerMCv3.8 [142] interfaced
to Pythia. To remove final states that are generated both for tt̄- and Wt-channels, the diagram
removal scheme is applied [143]. The corresponding production cross-sections are at approximate
next-to-next-to leading order: 64.6+2.7!2.0 pb [144] (t-channel), 4.6 ± 0.2 pb [145] (s-channel) and
15.7 ± 1.1 pb [146] (associated production).
The production of a Z-boson/!% with additional jets where the Z-boson decays into two charged
leptons is generated using Alpgen+Herwig. In addition to the Z+n light parton samples with
up to 5 inclusive partons, heavy-flavour samples are also generated, using Z+bb̄ + m partons
(m = 0,1,2,3-jet exclusive and 4-jet inclusive) events. The samples with light jets are again
1n = 0,1,2,3,4 excl and 5incl
2m = 0,1,2,3 excl and 4incl
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splitted in samples with low Z masses (10 GeV < M(l, l) < 40 GeV) and samples with higher
masses (40 GeV < M(l, l) < 2,000 GeV). The overlap in phase space between the samples with
light and with heavy-flavour jets is removed. The cross sections are corrected at NNLO using
k-factors of 1.25 for all samples. The uncertainty on the cross section is increasing with the jet
bin according to the Berends-Giele scaling [147], leading to an uncertainty of 48 % for events
with four jets.
Diboson production, namely WW , WZ and ZZ, is simulated using the leading order Herwig
generator. The cross sections are corrected with k-factors of 1.48 (WW), 1.3 (ZZ) and 1.6 (WZ).
The uncertainty on the cross section is 5% as described in [148].
6.3. Data driven background estimates
6.3.1. Fake lepton background
The analysis presented in this thesis is carried out in the lepton+jets channel where one high-pT
electron or muon is expected. Apart from the prompt leptons that originate from the decay of
a W - or Z-boson, mis-identified leptons can be selected for several reasons. Leptons, as defined
in Chapter 5, are required to be isolated to reject leptons that are contained in heavy-flavour
jets. Some of these jets however contain leptons that pass the selection criteria (so-called fake
isolation). Another source of non-prompt leptons are pion and kaon decays. In the e+jets
channel, the lepton can be faked by photon conversion or neutral pions, hence the background
due to non-prompt leptons is often called fake lepton background. The cross section for jet
production is large, leading to a non-negligible production of mis-identified leptons. These
processes cannot be properly simulated by MC generators. Thus, a data-driven approach is
used to measure the production rate and estimate the contribution to the analysis.
Matrix method
A widely used method is the so called matrix method that is applied both for the e+jets and
µ+jets channel in the context of this thesis. To estimate the rate of the fake lepton background,
samples containing loose and tight leptons are selected that di!er in the isolation criteria. The
specific criteria for the individual estimates are described below. The number of selected events
with a loose lepton is expressed as the sum of events with a prompt (real) lepton and the number
of events containing a fake lepton:
N loose = N loosereal + N
loose
fake . (6.1)
Accordingly, the number of tight leptons is:
N tight = N tightreal + N
tight
fake . (6.2)
The number of tight leptons can be expressed using the e"ciencies of the real and loose leptons
to survive the isolation cuts:
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(N loose.real # N tight) . (6.5)











Events that also pass the tight selection are identical with the events in the data sample and
have negative weights, while the loose events contribute with a positive weight. Therefore the
matrix method allows also to model the shape of the fake lepton background.
µ+jets channel For the µ+jets channel, two di!erent fake lepton estimates were used that
are both based on the matrix method. The control region for the first method was chosen
orthogonal to the signal region by inverting the transverse mass and triangular cut described in
Chapter 7.2. The selection for the tight sample is otherwise the same as for the default selection.
For the selection of the loose sample, the track and calorimeter isolation criteria were dropped.
The jet-muon overlap removal was applied to both samples. The fake e"ciency was estimated
in the control region while the signal e"ciency was obtained from a tag-and-probe method using
Z & µ+µ! events. The e"ciencies are parameterised in 0 and pT.
The second method makes use of the fact that muons in heavy-flavour jets have a relatively
large impact parameter. The impact parameter significance was therefore used to distinguish
between real and non-prompt leptons. The average of the two estimates was taken as default
value. The statistical uncertainty for events with one b-tag is 20 % while events with , 2 b-tags
have an uncertainty of 40 %. The shape uncertainty is evaluated by a comparison of the two
separate methods to the averaged distribution.
e+jets channel The tight sample in the e+jets channel was selected using the standard event
selection described in Chapter 7.2. For the loose sample, no isolation criteria were applied.
Instead of tight electrons, medium electrons were used and a veto on electrons from converted
photons was applied. The signal e"ciency was estimated using a tag-and-probe method on
Z & e+e! events. The fake e"ciency was derived in a control region that was defined by an
inverted EmissT -cut: E
miss
T < 20 GeV. The statistical uncertainty of the estimate amounts to 50 %.
The systematic uncertainties on the fake e"ciency was obtained from a 5 GeV variation of the
EmissT -cut that defines the control region. The uncertainty on the signal e"ciency was obtained
from a variation of the fit and signal region that were used in the tag-and-probe method.
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6.3.2. Data driven W+jets normalisation
The dominating background process in the lepton+jets channel is the production of a W -boson
with additional jets. The uncertainties on the corresponding cross sections are rather large
O(50 %). To decrease these uncertainties, a data driven estimate is applied to obtain the overall
normalisation of the W+jets process from data, while the shape of the distributions are modeled
by MC. In proton-proton interactions at the LHC, the production rate for W+-bosons is about
a factor of 2 larger than the rate for W!-bosons due to the higher parton density of u-quarks
compared to d-quarks. Although the production cross sections for the W+n+jets processes have
large uncertainties, the ratio r = -(pp & W+)/-(pp & W!) can be more precisely calculated
[135, 149]. This is used in the following for the data-driven estimate.
The same event selection that is used for the measurement of the W -helicity fractions is applied.
Leptonically decaying W -bosons allow to identify the charge of the boson by identifying the
charge of the corresponding lepton. Events from single-top production are subtracted since they
also lead to a charge-asymmetric contribution. The data-driven heavy-flavour scale factors that
are described in Sec. 6.3.3 are applied to correct the heavy-flavour composition. The pretag
W+jets yield can be expressed as the sum of positively and negatively charged W -bosons:















(D+ # D!) , (6.9)
with rMC = -(pp & W+)/-(pp & W!) and D± describing the data events identified bye the
charge of their respective lepton in the final state. The estimate was performed in the 2-jet
exclusive bin on pretag events. The estimates and their uncertainties for higher jet bins were
extrapolated and a correction factor for b-tagged events was applied. The final scale factor for
the 4-jet inclusive bin was estimated to 0.825 for the e+jets channel and 0.874 for the µ+jets
channel with an overall uncertainty of 17 %. This uncertainty is dominated by the uncertainty
on the heavy-flavour composition and the fake lepton background. The former will be discussed
in following.
6.3.3. W+jets heavy-flavour composition
While the method described in Section 6.3.2 only gives an estimate for the total W+jets yield
normalisation, another set of scale factors is neccessary to correct the heavy-flavour composition
of the generated samples. To extract this heavy-flavour composition from data, an event selec-
tion was performed to select W+jets events. The respective yields for the data-driven fake lepton
estimate and the simulated tt̄, single top, diboson and Z+jets estimates were subtracted. The
scale factors for the bb̄ and cc̄ processes were derived simultaneously under the assumption that
the ratio SF(bb̄)/SF(cc̄) is constant. The scale factors were evaluated on the pretag sample for
the 2-jet exclusive bin as shown in Tab. 6.1 and were extrapolated into the higher jet bins while
taking into account an additional 25 % uncertainty per jet bin. This additional uncertainty was
evaluated by varying the factorisation and renormalisation scale as well as the parton density
function in the Alpgen generator. The scale factors only change the heavy-flavour composition
of the pretag/tagged W+jets estimate, while the pretag normalisation is unchanged.
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The uncertainty of the scale factors is dominated by uncertainties due to the jet energy scale,
fake lepton normalisation and flavour tagging. The scale factors for events with exactly two jets
are listed along with the corresponding uncertainties in Tab. 6.1.
Channel SF(bb̄/cc̄) SF(c) SF(light)
e+jets 1.22 ± 0.29 0.95 ± 0.23 0.98 ± 0.07
µ+jets 1.36 ± 0.30 0.71 ± 0.31 1.01 ± 0.08
Table 6.1.: Scale factors for the di!erent heavy-flavour processes estimated for events with
exactly two jets. The uncertainties shown contain statistical and systematic un-
certainties.
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7.1. Description of the Data Set
The data analysed for the measurement presented in this thesis was recorded with the ATLAS
experiment in 2011 in proton-proton collisions at
!
s = 7 TeV. A total amount of 5.61 fb!1
of data were delivered by the LHC and 5.25 fb!1 were recorded by the ATLAS experiment
(see Fig. 7.1). This leads to a data-taking e"ciency of about 93.6%. Only data with fully
operational detector and good beam and data quality is used in the analysis. The runs which
fulfil the requirements are summarised in so-called GoodRunLists. These GoodRunLists are
provided for the full 2011 data set. The total integrated luminosity that fulfilled all data-quality
requirements amounts to 4656 ± 84 pb!1 (relative uncertainty of 1.8 % [150]). The bunch
spacing is 50 ns with a maximum number of bunches per beam of 1380.
Date in 2011
























7  = 7 TeVs     ATLAS Online Luminosity
LHC Delivered
ATLAS Recorded
-1Total Delivered: 5.61 fb
-1Total Recorded: 5.25 fb
Figure 7.1.: Development of luminosity delivered and recorded by the ATLAS experiment in
2011 [151].
Data periods
The data periods are split into four parts, depending on the di!erent detector conditions as
shown in Tab. 7.1. In the beginning of period E, six front-end boards (FEBs) were unreachable
due to failing optical links. These FEBs are located in the barrel part of the EM LAr calorimeter1
in layer 2 (four FEBs) and layer 3 (two FEBs). The four FEBs in layer 2 were recovered in
the beginning of period I. Furthermore, modules in the tile calorimeter and the pixel detector
died during the data taking period. The acceptance loss due to the non-operational modules is
simulated in the MC samples (see beginning of Sec. 6).
1The dead FEBs are located at 0 < % < 1.475, -0.791 < & < -0.595.
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Data Run Fraction of Number of dead/missing modules
period Numbers Lumi total Lumi [%] LAr calo Tile calo Pixel b-layer
B-D 178044–180481 176.25 3.79 0 5 54 7
E-H 180614–184169 937.71 20.14 6 6 56 7
I-K 185353–187815 1140.00 24.49 2 7 62 10
L-M 188902–189751 2401.77 51.59 2 9 63 10
Table 7.1.: Data periods summarised in periods with similar detector conditions. The miss-
ing/dead modules are correctly simulated in the MC samples.
Mean Number of Interactions per Crossing





















410 =7 TeVsATLAS Online 2011, -1 Ldt=5.2 fb∫
> = 11.6µ * = 1.0 m, <β
> =  6.3µ * = 1.5 m, <β
Figure 7.2.: Increasing number of the average proton-proton interactions per bunch crossing
[152]. The blue distribution describes the conditions in the first part of the data-
taking period while the red distribution shows the conditions after the beam was
focused by decreasing the emittance / during the technical stop in September
2011.
Pileup conditions
Measurements at the LHC can be a!ected by in- and out-of-time pileup, as described in Chapter
4.1. In the first part of the data-taking period in 2011, as shown in Fig. 7.2, the average number
of interactions per bunch crossing, < µ >, was 6.3. After the beam emittance was decreased,
< µ > increased to 11.6. The measurement must be tested for a possible dependence on the
number of primary vertices or on the average number of interactions per bunch crossing. This




The measurement presented in this thesis is carried out in the lepton+jets channel which is
characterised by one high-pT lepton, at least four high-pT jets and missing transverse energy
due to the undetected neutrino.
For the selection of data events, a GoodRunList is defined that ensures the selection of events with
good data quality and stable data taking conditions for the ATLAS detector. As explained in
the respective object definitions in Chapter 5, corrections are applied to the simulated events for
the leptons, jets and missing transverse energy before performing the event selection described
below. The following criteria are used both for the e+jets and for the µ+jets channel if not
stated otherwise.
• The EventFilter trigger has to be fired for the respective data taking periods as explained
in Tab. 5.1 and Tab. 5.3.
• To reject non-collision background, a good primary vertex with at least five tracks is
required.
• Electrons and muons are selected according to the definitions introduced in Chapter 5.
Only events with exactly one good electron (muon) are selected.
• The selected o(ine electron (muon) needs to match the trigger object using the matching
criterion: &R(o(ine lepton, trigger lepton) < 0.15.
• A combined muon is not allowed to share an inner detector track with a good electron.
• The full event is rejected if it contains a loose bad jet with pT > 20 GeV and E > 0.
• The transverse mass2 of the W -boson has to fullfil mT,W > 30 GeV in the e+jets channel.
In the µ+jets channel, a triangular cut is applied to reduce background from fake isolation:
EmissT + mT,W > 60 GeV (µ+jets).
• The cuts for the missing transverse energy are EmissT > 30 GeV (20 GeV) for the e+jets
(µ+jets) channel.
• Using the jet definition introduced in Chapter 5.4, at least four good jets are required for
the event to be selected. An additional cut on the Jet Vertex Fraction (|JVF| > 0.75) is
applied, leading to a reduced influence of in-time pileup.
• At least one of the jets selected in the event has to have a b-tag (using the MV1 tagger
and cut values as explained in Sec. 5.5).
An additional cut is applied that is related to the reconstruction of tt̄-events that will be described
in more detail in Chapter 8.1. In the reconstruction, a kinematic likelihood fit is performed,
while the fit is carried out using the Minuit package. If this fit does not converge, the event is
not considered in the analysis. This e!ect on the event yield is on average 0.2 %, as described
in Appendix A.3. The event yields and control distributions for the pretag selection are shown
in the Appendix A.1.




T (1 " cos(&
l
" &")), with p"T being the missing transverse
momentum.
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Figure 7.3.: Comparison between data and MC prediction in the e+jets channel for lepton and
jet quantities as well as the missing transverse energy while using events with at
least one b-tag. The yellow band in the residual distributions contains beside the
statistical uncertainty further uncertainties on the cross-section normalisation, jet
and lepton energy scales and resolutions, scale factors and the luminosity. For the
W+jets contribution, also the shape and heavy flavour uncertainties are included.
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Figure 7.4.: Data/MC comparison in the µ+jets channel for lepton and jet quantities as well
as the missing transverse energy while using events with at least one b-tag. The
yellow band in the residual distributions contains beside the statistical uncer-
tainty further uncertainties on the cross-section normalisation, jet and lepton
energy scales and resolutions, scale factors and the luminosity. For the W+jets
contribution, also the shape and heavy flavour uncertainties are included.
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Table 7.2 shows the event yields for the e+jets (left) and the µ+jets channel (right). The Pro-
tos generator is used for the simulation of the tt̄-events. The uncertainties shown in the table
contain the statistical uncertainty as well as the uncertainties due to the jet and lepton energy
scales and resolutions, the lepton and b-tagging scale factors and the luminosity uncertainty of
1.8% [150]. For the W+jets contribution, also the shape and heavy flavour uncertainties are
included. The simulated samples are normalised to the cross sections described in Chapter 6.
The relative normalisation uncertainties are therefore 10.7 % on the tt̄-sample and 17 % on the
W+jets contribution according to the data-driven estimate. The Z+jets cross section uncer-
tainty is interpolated according to the Behrends-Giele scaling from an overall 4% uncertainty to
the higher jet bins adding 24 % uncertainty per jet bin in quadrature. This results into 48% for
the 4 jet bin. The overall normalisation uncertainties for the single top and diboson processes are
7 % and 5 %, respectively. The normalisation uncertainties on the data-driven estimate for the
misidentified leptons is 50 % for the e+jets channel. For the µ+jets channel, 20% uncertainty
is applied to events with exactly one b-tag and 40% to events with more than one b-tag, leading
to an overall uncertainty of 23 %.
e+jets µ+jets
Process Events Uncertainty Events Uncertainty
tt̄ (Protos) 18129 2868 27500 4155
W+jets (DD norm.) 2294 1574 4457 3022
Misid. leptons (DD) 843 422 1774 406
Single Top 1178 217 1965 343
Z+jets 445 299 479 358
Diboson 46 23 73 36
Total predicted 22935 3319 36248 5178
Observed 21906 37845
S/B 3.77 3.14
Table 7.2.: Event yields for the e+jets (left) and µ+jets channel (right) after the selection of
events with at least four jets, one charged lepton and missing transverse energy.
At least one of the selected jets is required to have a b-tag.
In the e+jets channel, the number of predicted events is larger than the number of observed
events while for the µ+jets channel more events are observed than predicted. In both channels,
the di!erence is covered by the overall uncertainty.
When comparing the data/MC distributions for the jets and the leptons shown in Fig. 7.3 and
7.4, one observes that the di!erences are covered by uncertainties for most of the distributions.
However, the systematic uncertainties are assumed to be fully uncorrelated which could lead to
an overestimation of the total uncertainty. In the lepton-pT (ET ) spectrum, larger discrepancies
are seen at high pT. To test the influence of these badly modelled events, the data fit has been
performed for the full data set as well as for a subset of events with a pT/ET < 150 GeV. The
comparison is shown in Appendix A.5. The two-dimensional fit was performed on both samples.
A small change was visible which was however covered by the statistical uncertainty. For the
µ+jets channel, a larger discrepancy is observed at low pT pointing to problems in the muon
isolation. Since a LO generator (with LO PDF) is used for the signal modelling, additional
e!ects can be seen in the shapes of the jet-rapidity. The use of an NLO PDF is expected to
improve the data/MC agreement.
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The measurement described in the following is carried out in the lepton+jets channel. At least
four jets are required in the selection, while at least one of them has to have a b-tag. The
observable used to extract the W -helicity fractions is the angular distribution of the charged
lepton in the rest frame of the W -boson (see Chapter 3.4.1). The reconstruction method and
its performance are discussed in Section 8.1, followed by the description of the template method
in Section 8.2. The validation of the template method is presented in Section 8.3. Finally, the
evaluation of the statistical and systematic uncertainties are described in Section 8.4 and 8.5,
respectively.
8.1. Event Reconstruction
To calculate the angle between the charged lepton and the negative direction of the b-quark in
the W -boson rest frame, the tt̄-event needs to be fully reconstructed. The four jets with the
highest transverse momentum are chosen for the reconstruction. The most probable jet-parton
association has to be found. Since the two light jets from the hadronically decaying W -boson
are indistinguishable, twelve possible jet-parton assignments are considered. To get the best
permutation for the calculation of cos *%, a kinematic likelihood approach is used. First, the
likelihood used in the kinematic fit is introduced. The separate components of the likelihood
are discussed and performance studies of the method are presented.
8.1.1. Kinematic Likelihood Fits
The information of the selected lepton, jets and missing transverse energy are used in the event
reconstruction. The corresponding likelihood is defined in Eq. 8.1 [153] and is the product of
several subcomponents that will be explained in the following. This reconstruction method is
part of the KLFitter package.
L = BW (mq1q2|mW ,%W ) · BW (ml"|mW ,%W )·
BW (mq1q2bhad |mtop,%top) · BW (ml"blep |mtop,%top)·
W (Ẽjet1 |Ebhad)W (Ẽjet2 |Eblep)W (Ẽjet3 |Eq1)W (Ẽjet4 |Eq2)·
W (Ẽmissx |px,")W (Ẽmissy |py,")·
4
W (Ẽl|El) (l =̂ electron)
W (p̃T,l|pT,l) (l =̂ muon)
5
(8.1)
The four-vectors of the measured jets and leptons are used as input for the likelihood. The
direction of the particles are assumed to be well-measured. The measured energies Ẽjet, Ẽl and
the momenta p̃T,l and Ẽmissx ,Ẽ
miss
y are mapped to the quantities of the final state particles using
transfer functions W . Further information of these transfer functions is given in Chapter 8.1.2.
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Breit-Wigner terms, BW , are used for the W -bosons and the top-quarks, respectively. The
W -boson mass is fixed to 80.4 GeV with a width of 2.1 GeV.
The pole-mass of the top-quark, mtop, can either be used as a free parameter in the fit or be fixed
to a certain value. The top-quark width is set to 1.5 GeV. The log-likelihood is now calculated
for all possible permutations. The corresponding event probability is multiplied by the b-tag
weight wbtag for each jet. Since two of the jets in the final state are supposed to be b-jets,
the b-tagging information can be used to increase the reconstruction e"ciency. As explained in
Chapter 5.5, the b-tagging e"ciency of the used algorithm is . = 0.7 with a light jet rejection
rate of R = 134. If now a b-tagged jet takes the position of a b-jet, the corresponding weight is
multiplied to the event probability. If it takes the position of a light jet, the weight is 1/R. The
weighting factors for each possible scenario are shown in Eq. 8.2:
wbtag =
4
., bhad was b-tagged




., blep was b-tagged





R , q1 was b-tagged





R , q2 was b-tagged
(1 # 1R), q2 was not b-tagged
5
(8.2)
The jet-parton assignment with the highest probability is chosen for the event reconstruction.
The log-likelihood distribution for the e+jets and µ+jets channel is shown in Fig. 8.1 for data
and simulated events. The distributions agree well within the uncertainties that are shown by
the yellow band.
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Figure 8.1.: Distribution of the logarithmic likelihood values obtained from the kinematic
likelihood for the best jet-parton assignment for the e+jets (left) and the µ+jets
channel (right). The yellow error band contains besides the statistical uncer-
tainties also the normalisation uncertainties as well as the uncertainties due to
JES, JER, b-tagging, LES, LER and the luminosity uncertainty of 1.8%. For the




Transfer functions are extracted from simulation which relate the energies and momenta from
particle to parton level. The transfer functions are obtained from tt̄-events generated with the
Mc@nlo generator1, separately for light jets, b-jets, electrons and muons. The parameterisation
is chosen di!erently for separate 0-regions according to the detector geometry and for di!erent
energies. The reconstructed objects used for the transfer functions are defined as explained
in Chapter 5. In addition to the standard tt̄-selection described in Chapter 7.2, the selected
reconstructed objects are required to be matched to the truth objects. The matching criteria
are discussed in the following.
Matching criteria
The matching criterion for the jets used for the transfer function extraction is based on the
distance parameter &R between the jet and the parton. The following condition has to be
fulfilled:
&R(jet, parton) < 0.3 .
An event is therefore called fully matched, if all jets can be matched unambiguously to their
respective partons. For this analysis it is not neccessary to distinguish between the light jets
coming from the hadronically decaying W -boson, therefore the term fully matched describes
the correct matching of the b-jets and the W -boson. The matching procedure is required to
be bijective: each jet is only allowed to be matched to one parton and vice versa, otherwise
the event is considered to be unmatched. The matching e"ciency is O(28 %) as shown in
Tab. 8.1.
Parameterisation















with &E = (Etrue # Ereco)/Etrue2. The parameters pi are also dependent on Etrue:




p3 = a3 + b3 · Etruth
p4 = a4 + b4 · Etruth
p5 = a5 + b5 · Etruth .
For each particle type and 0-region, the parameters ai and bi are obtained by a global fit. Since
for high particle energies the Monte Carlo statistics is very small, the transfer functions are
extrapolated in those regions. In contrast to the electrons and jets, the transfer functions for
1Having the highest sample statistics (about 15 million events), Mc@nlo was chosen do derive the transfer
functions.
2Etrue describes either the parton or the electron energy.
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muons are dependent on the transverse momentum. All parameters pi have a linear dependence
on pT, truth:
pi = ai + bi · pT, truth .
For a given true energy (transverse momentum), the integral over the reconstructed quantity
is normalised to unity. Figure 8.2 shows example transfer functions for light jets and b-jets in
di!erent 0-regions.
8.1.3. Performance of the Kinematic Fit
The performance of a reconstruction algorithm is measured by the so-called reconstruction e!-
ciency .reco. It is defined as follows:
.reco =
Number of correctly reconstr. events
Number of fully matched events
. (8.4)
Only events that pass the standard tt̄-selection as described in Chapter 7.2 are considered in the
following. The number of fully matched events contains by definition only lepton+jets events
with an electon or muon in the final state. The kinematic fit for the underlying analysis is
performed with the four highest pT jets. The matching e"ciency for this scenario is O(28
%) both for e+jets and µ+jets events as shown in Tab. 8.1. Furthermore, the reconstruction
e"ciency can be significantly increased by fixing the top-quark mass instead of using it as a
free parameter. Comparisons are shown in Tab. 8.1 and in Fig. 8.3. The absolut increase
in the reconstruction e"ciency is about 7.5 % in the e+jets channel and 8.2% in the µ+jets
channel when fixing the top-quark mass. If the jets are assigned randomly to the partons, the
reconstruction e"ciency is significantly lower: .reco = 8.33 %.
channel mtop [GeV] .matching .reco (full event) .reco (blep)
e+jets free 0.2839(1) 0.6905(1) 0.7846(1)
e+jets fixed to 172.5 0.2836(1) 0.7663(1) 0.8556(1)
µ+jets free 0.2859(1) 0.6832(1) 0.7773(1)
µ+jets fixed to 172.5 0.2855(1) 0.7651(1) 0.8541(1)
Table 8.1.: Reconstruction e"ciencies for the e+jets and µ+jets channel where the kinematic
fit is either performed using the top-quark mass as a free parameter or fixing the
mass to 172.5 GeV. The corresponding uncertainties are shown. The setup with
the fixed top-quark mass leads to a significant improvement of .reco by more than
7 % in the e+jets channel and more than 8 % in the µ+jets channel. The last
column shows the reconstruction e"ciency for the b-quark from the leptonic side
only.
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Figure 8.2.: Transfer functions for light jets (upper plots) and b-jets (lower plots) extracted
from Monte Carlo simulation in steps of 50 GeV for the parton energy. The
transfer functions are determined for di!erent |0|-regions that are chosen such
that they match the detector geometry.
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Figure 8.3.: Comparison of the reconstruction e"ciency (only fully matched events are con-
sidered) for random jet-parton assignments (hatched area) and the e"ciency of
the kinematic likelihood fit. b-tagging information is used to find the best jet-
parton assignment. The upper plots show the reconstruction e"ciencies for a
likelihood where the top-quark mass is a parameter of the kinematic fit while the
lower plots show the reconstruction e"ciencies for a likelihood where the top-
quark mass has been fixed to 172.5 GeV. The setup with the fixed top-quark




For the results presented in this thesis, the W -helicity fractions are obtained by comparing the
shape of data and simulated distributions using a binned likelihood fit. This allows to fully
exploit the shape of the angular distribution of the lepton. Three signal and three background
templates were created which are compared in Fig. 8.4 for the e+jets channel (left) and the
µ+jets channel (right). The event reconstruction presented in the previous subchapter was
applied. As described in Eq. 3.19, the W -helicity fractions are dependent on the top-quark
mass. The kinematic is performed with the top-pole mass fixed to 172.5 GeV to increase the
reconstruction e"ciency. A possible bias due to the chosen top-quark mass in the kinematic fit
is studied in Chapter A.6. The jet-parton permutation with the highest probability was chosen
to calculate the cos *% values.
8.2.1. Template distributions
The LO Monte Carlo generator Protos [70, 139], as described in Chapter 6.1, was used to create
the signal templates. It allows to create separate samples for longitudinal, left-handed and right-
handed polarised W -bosons. The signal templates contain events from the lepton+jets samples
as well as dilepton events that pass the lepton+jets selection. The latter also contain information
about the W -boson polarisation and are therefore considered in the signal distributions. Since no
samples for single-top production were available for the di!erent polarisation states, single-top
events are considered in the background templates.
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Figure 8.4.: Signal template distributions for the e+jets channel (left) and the µ+jets channel
(right). The plots show the distribution for the longitudinal (solid line), left-
handed (dashed line) and right-handed (dotted line) template, respectively.
Figure 8.4 shows the three signal distributions for the e+jets channel (left) and the µ+jets
channel (right). The templates for the e+jets channel show less pronounced peaks for high and
low values of the cos *%-distribution than the equivalent distributions for the µ+jets channel.
These e!ects are caused by the di!erent selection cuts in the two channels and will be discussed
in Chapter 8.2.2. The selection e"ciencies for the di!erent samples are shown in Tab. 8.2. Since
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leptons emitted from left-handed W -bosons are emitted preferentially opposite to the momentum
direction of the W -boson, their transverse momentum is on average smaller. Hence, less events
from the left-handed sample pass the event selection. The fitted number of signal events have
to be corrected for these selection e"ciencies before calculating the W -helicity fractions. This
is explained in more detail in Chapter 8.2.3.




Table 8.2.: Selection e"ciencies for the e+jets and µ+jets channel with their corresponding
statistical uncertainties.
The background templates are shown in Fig. 8.5 for the e+jets channel (left) and the µ+jets
channel (right). One background template describes the W+jets process using MC simulation
for the shape and the data-driven normalisation as described in Chapter 6.3.2. For the back-
ground due to misidentified leptons, the data driven estimates as described in Chapter 6.3.1 are
used. The third background template contains the sum of the smaller background contributions,
namely single-top, Z+jets and diboson production.
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Figure 8.5.: Background template distributions for the e+jets channel (left) and the µ+jets
channel (right). The plots show the distribution for W+jets production (solid
line), background from misidentified leptons (dashed line) and the sum of the
smaller background contributions (dotted line).
The background templates, especially the templates for the background due to misidentified
leptons, show strong peaks for the high and low end of the cos *%-spectrum. In these bins,
the signal templates su!er from reduced sensitivity as explained in the following. Furthermore,
the strong peak at negative cos *%-values for the misidentified leptons in the µ+jets channel is




The cos *%-distributions are distorted due to acceptance e!ects caused by the event selection.
As described in Chapter 7.2, the missing transverse energy cut is higher in the e+jets channel
(EmissT > 30 GeV) than in the µ+jets channel (E
miss
T > 20 GeV). This mostly a!ects the right
side of the cos *%-spectrum, leading to a distortion mainly in the template for the right-handed
template. To show the impact of this cut on the angular distribution, it has been varied between
0 and 40 GeV and the resulting shapes are compared in Fig. 8.6. For an increasing EmissT cut,
the peak in the last bin decreases significantly, leading to a dip for values above 35 GeV. Since
the EmissT cut used in the default selection is larger in the e+jets channel, the sensitivity on the
corresponding right-handed template is reduced compared to the µ+jets channel.
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Figure 8.6.: Shape dependence of the right-handed cos *% template on the EmissT cut.
Furthermore, a higher ET cut of 25 GeV is chosen for the electrons while the muon pT cut
is at 20 GeV. To study the e!ect of this cut on the template shapes, the pT -cut is increased
starting from the default value up to 40 GeV. The resulting shapes are compared in Fig. 8.7.
For all three polarisation states, large distortions are observed especially for lower cos *% values.
These distortions are di!erent for the three polarisation states. The peak on the left side of
the distribution is significantly decreased and moves towards higher cos *% values. As already
explained in Chapter 3.4.1, charged leptons emitted from left-handed W -bosons have a softer
pT-spectrum than those emitted from right-handed W -bosons, since they are emitted opposite
to the momentum direction of the W -boson. Therefore the e!ect on the left-handed templates
is more pronounced than for the other templates. Again, the templates for the e+jets channel
are more strongly a!ected by these distortions due to the tighter cuts that are applied.
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Figure 8.7.: Shape dependence of the right-handed (upper plots), left-handed (middle) and
longitudinal (lower plots) distributions on the lepton pT cut. Starting from the
default selection (20 GeV for muons and 25 GeV for electrons), the cut is increased




The binned likelihood fit is performed using the templates shown in Fig. 8.4 and 8.5. The fit
procedure is based on the Minuit package used within ROOT [154]. The background contri-
butions are constrained by Gaussian priors that allow the normalisations to float within their
uncertainties. These Gaussian priors are set to the values according to their MC normalisation
for the small background contributions, or to their data-driven normalisations for W+jets and
the background due to misidentified leptons. The normalisations and uncertainties were shown
in Tab. 7.2. The number of events in the signal templates is expressed as the product of e"-
ciencies, acceptances and the number of events before applying the selection. The latter are the
parameter in the likelihood fit, called Ni. The product of e"ciency and acceptance e!ects is
summarised in the term selection e!ciency, .sel, in the following. Since the selection e"ciencies
are di!erent for the three polarisation states, they have to be taken into account in the template




i · Ni with i = 0, L, R. (8.5)
The sum of all template normalisations is calculated as:
nexp,templ = n0,templ. + nL,templ. + nR,templ. + nW+jets + nMisid.leptons + nRemBkg , (8.6)















The W -helicity fractions are then obtained from the ratio:
Fi =
Ni
N0 + NL + NR
for i = 0, L, R. (8.8)
For the combined likelihood fit, the signal templates for the respective polarisation states are
combined while each background contribution is fitted separately. The selection e"ciencies for
the combined templates are adjusted accordingly. Hence, the combined template fit uses either
eight or nine templates.
8.2.4. Ensemble tests
For the estimation of systematic and expected statistical uncertainties, so-called pseudo-data
distributions are used. This pseudo-data is obtained from MC simulation by varying the param-
eters under study within one standard deviation. So-called ensembles are obtained by fluctuating
each bin of the pseudo-data distribution according to Poissonian statistics. A template fit is
performed to each ensemble (pseudo-experiment). Usually 5,000 pseudo-experiments are per-
formed if not stated otherwise and the resulting fit parameters are histogrammed. The mean
values of N0 , NL and NR are used to calculate the specific W -helicity fractions for each pseudo
data distribution. The di!erence between the fractions obtained from the nominal distribution
to the fractions obtained from the up- and down-variations are calculated, respectively. In case
of asymmetric uncertainties, the largest deviation is taken and the uncertainty is symmetrised.
If only one variation is studied (when for example comparing MC Generators), the full di!erence
is taken as symmetric uncertainty.
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8.3. Method validation
The method is validated by performing linearity tests and creating pull distributions. The pull





To test the linearity of the method, ensemble tests are performed on pseudo-data distributions.
The W -helicity fractions are calculated from the mean of the distributions:
Fi =
< Ni >
< N0 > + < NL > + < NR >
for i = 0, L, R. (8.10)
The result for the fractions and parameters are now plotted dependent on their input values.
For an unbiased estimator, a slope of 1 and an o!set of zero are expected. The distributions for
the Ni are plotted symmetrically around zero. The background contributions are expected to be
stable and the absolute di!erence of the fit result to the expectation value is drawn dependent
on the input values for F0. A slope and an o!set of zero are expected. The calibration curves
are created using 5,000 ensembles per calibration point. The longitudinal W -helicity fraction is
varied between 0.4 and 1.0. If it is varied up by 0.1, the two other fractions are both decreased
by 0.05. The mean values of the pull distributions are also drawn for each calibration point as
well as the pull width.
The measurement is performed following two di!erent approaches. First, the analysis is carried
out under the assumption that the b-quark mass is zero, leading to a vanishing right-handed
component. Since only two signal samples are considered in this approach, it is called two-
dimensional fit in the following. For the second part of the analysis, all three helicity fractions
are estimated simultaenously. This approach is hence called three-dimensional fit. The method
validation is performed for both approaches.
The results for the signal parameters and helicity fractions are summarised in Tab. 8.3 for the
two-dimensional fit and in Tab. 8.4 for the three-dimensional fit. The corresponding tables for
the background contribution can be found in Tab. A.15 and A.16. The distributions for the
two-dimensional fit in the combined channel are shown in Fig. 8.8. The calibration curves are
unbiased, only small deviations are shown. The RMS dependence plots, however, show that the
RMS is not 1 but smaller for all parameter. This can be explained with the Gaussian priors
that are used. Just to show the consistency of the method, the fit has been performed with
signal templates only and the results are schon in Appendix A.7 for the combined fit for the
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Figure 8.8.: Calibration curves are shown in the upper plots for F0 and FL respectively, to-
gether with the pull dependence plots in the middle for the fit parameters N0 and
NL and the corresponding RMS distributions below. The two-dimensional fit was




























Linearity tests Pull RMS
Parameter Channel Slope O!set Slope O!set Slope O!set
F0 e+jets 1.000 ± 0.001 0.000 ± 0.001
FL e+jets 1.000 ± 0.001 0.000 ± 0.000
N0 e+jets 0.999 ± 0.001 46 ± 65 < 10!6 0.003 ± 0.004 < 10!6 0.748 ± 0.003
NL e+jets 1.000 ± 0.001 -92 ± 41 < 10!6 -0.015 ± 0.005 < 10!6 0.924 ± 0.003
F0 µ+jets 1.000 ± 0.001 0.000 ± 0.001
FL µ+jets 1.000 ± 0.001 0.000 ± 0.001
N0 µ+jets 1.000 ± 0.001 -18 ± 49 < 10!6 -0.001 ± 0.005 < 10!6 0.908 ± 0.004
NL µ+jets 1.000 ± 0.001 -22 ± 38 < 10!6 -0.004 ± 0.005 < 10!6 0.869 ± 0.003
F0 Combined 0.999 ± 0.001 0.000 ± 0.001
FL Combined 0.999 ± 0.001 0.000 ± 0.001
N0 Combined 1.000 ± 0.001 45 ± 40 < 10!6 0.005 ± 0.005 < 10!6 0.866 ± 0.003















































































































Linearity tests Pull RMS
Parameter Channel Slope O!set Slope O!set Slope O!set
F0 e+jets 1.002 ± 0.001 -0.001 ± 0.001
FL e+jets 1.001 ± 0.001 0.000 ± 0.001
FR e+jets 1.002 ± 0.002 0.000 ± 0.000
N0 e+jets 1.001 ± 0.001 -118 ± 69 < 10!6 -0.007 ± 0.004 < 10!6 0.761 ± 0.003
NL e+jets 1.002 ± 0.002 30 ± 67 < 10!6 -0.000 ± 0.004 < 10!6 0.790 ± 0.003
NR e+jets 1.002 ± 0.002 4 ± 59 < 10!6 0.000 ± 0.004 < 10!6 0.786 ± 0.003
F0 µ+jets 1.005 ± 0.002 -0.003 ± 0.001
FL µ+jets 1.005 ± 0.002 -0.001 ± 0.001
FR µ+jets 1.005 ± 0.005 -0.000 ± 0.001
N0 µ+jets 1.001 ± 0.001 -12 ± 54 < 10!6 -0.001 ± 0.005 < 10!6 0.889 ± 0.003
NL µ+jets 1.002 ± 0.002 -22 ± 70 < 10!6 -0.001 ± 0.004 < 10!6 0.763 ± 0.003
NR µ+jets 1.001 ± 0.002 -66 ± 66 < 10!6 -0.005 ± 0.005 < 10!6 0.830 ± 0.003
F0 Combined 1.001 ± 0.001 0.000 ± 0.001
FL Combined 1.001 ± 0.001 0.000 ± 0.001
FR Combined 1.001 ± 0.001 0.000 ± 0.001
N0 Combined 1.000 ± 0.001 77 ± 42 < 10!6 0.009 ± 0.005 < 10!6 0.866 ± 0.003
NL Combined 1.000 ± 0.001 -105 ± 49 < 10!6 -0.010 ± 0.004 < 10!6 0.786 ± 0.003



































































































8. Analysis Strategy and Uncertainty Evaluation
8.4. Statistical Uncertainty
The statistical uncertainties are obtained from a fit to the data distribution. Minuit provides
the fitted number of events and the corresponding statistical uncertainties. The fractions are
calculated from the parameters N0, NL and NR. These parameters are highly correlated. The
correlations 1(Ni, Nj) are evaluated using ensemble tests. For the error propagation, the correla-
tions between the parameters have to be taken into account. To perform the error propagation,




-2N0 -N0 -NL 1(N0 , NL ) -N0 -NR 1(N0 ,NR )
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) for i = 0, L, R .
Therefore the uncertainty on Fi results in:
-2Fi =









-j-k1(Nj , Nk) for i = 0, L, R . (8.11)
Two-dimensional fit
The fit to the data distribution is performed and the statistical uncertainty is extracted first for
the two-dimensional fit. F0 and FL are fully anti-correlated. Ensemble tests are performed to
estimate the expected statistical uncertainty. The comparison between expected and observed
uncertainties is shown in Tab. 8.5. Since F0 and FL are fully anti-correlated, their absolute
uncertainties are identical.
e+jets µ+jets Comb.
Fraction Exp. Obs. Exp. Obs. Exp. Obs.
F0 0.026 0.027 0.021 0.022 0.016 0.016
FL 0.026 0.027 0.021 0.022 0.016 0.016
Table 8.5.: Comparison between expected and observed statistical uncertainty for the three
channels using the two-dimensional fit. Only small di!erences are observed. Due
to the higher cuts in the e+jets channel and the corresponding smaller event yield,




The procedure is repeated and the parameter NR is included in the fit. The correlations between
the parameters are obtained from ensemble tests. They are shown in Tab. 8.6. The correlations
are used to calculate the uncertainties on the W -helicity fractions. The expected and observed
statistical uncertainties are compared in Fig. 8.9 for the combined fit and in Tab. 8.7 for all
three channels. The statistical uncertainty of F0 and FR in the µ+jets channel is higher than in
the e+jets channel despite the larger event yield. This is founded in the larger anti-correlations
observed in the µ+jets channel (see Tab. 8.6) that leads to larger uncertainties. In both channels,
the observed and expected uncertainties are in good agreement.
e+jets
N0 NL NR
N0 1.00 -0.51 -0.32
NL -0.51 1.00 0.78
NR -0.32 0.78 1.00
µ+jets
N0 NL NR
N0 1.00 -0.57 -0.40
NL -0.57 1.00 0.85
NR -0.40 0.85 1.00
Combined
N0 NL NR
N0 1.00 -0.53 -0.34
NL -0.53 1.00 0.83
NR -0.34 0.83 1.00
Table 8.6.: Correlation coe"cients for the parameters N0 , NL and NR. The correlations are
estimated using 5,000 ensembles. The anti-correlations between N0 and NL as well
as between N0 and NR are larger in the µ+jets channel, leading to larger statistical
uncertainties.
e+jets µ+jets Comb.
Fraction Exp. Obs. Exp. Obs. Exp. Obs.
F0 0.041 0.038 0.043 0.044 0.030 0.029
FL 0.022 0.020 0.019 0.020 0.015 0.014
FR 0.026 0.024 0.029 0.029 0.020 0.019
Table 8.7.: Comparison between expected and observed statistical uncertainty for the three
channels using the three-dimensional fit.
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e+jets
F0 FL FR
F0 1.00 -0.85 -0.89
FL -0.85 1.00 0.52
FR -0.89 0.52 1.00
µ+jets
F0 FL FR
F0 1.00 -0.84 -0.93
FL -0.84 1.00 0.59
FR -0.93 0.59 1.00
Combined
F0 FL FR
F0 1.00 -0.84 -0.91
FL -0.84 1.00 0.55
FR -0.91 0.55 1.00
Table 8.8.: Correlation coe"cients for the three helicity fractions F0 , FL and FR . The corre-
lations are estimated using 5,000 ensembles. Strong anti-correlations are observed
between F0 and FL as well as between F0 and FR whereas the fractions FL and
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Figure 8.9.: Comparison between expected and observed statistical uncertainties for the three-
dimensional fit, using a combined likelihood fit. 5,000 ensembles were created to
calculate the correlations shown on the right-hand side that are used in the error
propagation. N0 and NL as well as N0 and NR are anti-correlated whereas NL and
NR are highly correlated.
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8.5. Systematic Uncertainties
With the large number of tt̄-events produced at the LHC, the measurements of most top-quark
properties are limited by systematic uncertainties. Therefore, it is crucial to identify the domi-
nating uncertainties and to develop methods that allow for their reduction. The di!erent sources
of systematic uncertainties are presented in the following. For large e!ects on the shape, the
respective distributions are shown. The normalisation e!ects are shown in Chapter A.8. If the
systematic uncertainty a!ects only the signal process, the distributions only contain the signal
process (Label: Signal Only), otherwise also the background distributions are included (Label:
Pseudo data). The systematic uncertainties are evaluated using ensemble tests as described in
Chapter 8.2.4.
8.5.1. Signal modelling
Several sources of systematic uncertainties are caused by the signal modelling. These uncertain-
ties are discussed in the following in more detail. While the di!erences in normalisation (see
Tab. A.12) should have no influence on the systematic uncertainties, the shape of the pseuo-data
distributions change the result of the ensemble tests.
Monte Carlo generators
The impact of the signal MC generator has been studied by performing two comparisons. In
case 1, Mc@nlo is compared to the LO Alpgen generator [141]. In case 2, the NLO generators
Mc@nlo [131] and Powheg 3 [155] are compared. All generators are interfaced to Herwig
[122]. The W -helicity fractions are obtained from ensemble tests to the pseudo-data distributions
and the di!erence between the helicity fractions is calculated for both sets of generators. The
largest uncertainty of the two is symmetrised and taken as systematic uncertainty. Figure 8.10
shows the corresponding normalised pseudo data distributions for the e+jets (left) and µ+jets
channel (right). While the e!ect on the shape is very similar in both channels, the e!ect on the
normalisation is larger in the µ+jets channel (see Tab. A.12).
3For the sample generated with Powheg+Herwig, Tauola does not include the tau polarisation in the simulation.
Therefore this uncertainty can be slightly overestimated.
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Figure 8.10.: Shape comparison of the tt̄-distributions for the e+jets channel (left) and the
µ+jets channel (right). The upper plots show the comparison between the NLO
generator Mc@nlo with the LO generator Alpgen. The lower plots show
the comparison of Mc@nlo with the NLO generator Powheg. Larger shape
deviations are observed for the comparison with Powheg.
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Parton showering
To evaluate the impact of the parton shower model, the Powheg generator is used. Two
pseudo data distributions are created, one using Powheg interfaced to Herwig, the other
using Powheg with Pythia. While Pythia is based on the Lund string fragmentation model
[121], Herwig uses a cluster hadronisation model. The full di!erence between the obtained
W -helicity fractions is symmetrised and taken as systematic uncertainty. The corresponding tt̄-
distributions are compared in Fig. 8.11. While the shape di!erence is similar in the e+jets and
µ+jets channel, the impact on the normalisation is larger in the e+jets channel (see Tab. A.12).


















































Figure 8.11.: Comparison between the tt̄-distributions for the samples generated with
Powheg+Herwig (solid line) and Powheg+Pythia (dotted line) for the
e+jets channel (left) and the µ+jets channel (right), respectively. The impact
on the shape is rather similar, while the e!ect on the normalisation is slightly
larger in the e+jets channel (see Tab. A.12).
Initial and final state radiation
The impact of initial state and final state radiation (ISR/FSR) is estimated using the Acermc
[142] generator. Acermc is based on a LO matrix element and the MRST LO** PDF [156]
is used. For the showering, Pythia is used. In the W -helicity analysis published in [3], the
uncertainty due to ISR/FSR in the lepton+jets template method was one of the largest system-
atic uncertainties. This e!ect could be significantly reduced by using the results of the jet gap
fraction analysis presented in [157]. This analysis performs a measurement using the tt̄ dilepton
channel with the requirement of two b-tags. No additional central jet is allowed with a pT that
exceeds a certain value. The gap fraction is calculated as the ratio between the number of events
without such a central jet and the total number of selected events. In Fig. 8.12 the gap fraction
is shown as a function of the pT threshold for the central jet. Comparing the data distribution
and the uncertainty on the jet gap fraction with the previously used Acermc central and vari-
ation samples, a large deviation is observed that shows that the uncertainty on the initial state
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Figure 8.12.: The jet gap fraction as a function of the pT threshold compared to the previ-
ously used central AcerMC samples and the corresponding ISR up and down
variations. The figures are taken from [157]. The uncertainties from these sam-
ples are strongly overestimated. The measurement has been used to tune the
ISR parameters which leads to a decrease of the corresponding uncertainty.
The results obtained in the jet gap fraction analysis allowed to tune the ISR parameters, leading
to a significantly decreased systematic influence. The pseudo data distributions used for the
current W -helicity measurement are shown in Fig. 8.13.



















































Figure 8.13.: Comparison between two samples generated with Acermc using Pythia for
the parton showering. The ISR and FSR parameters are varied simultaneously
up and down, leading to samples with more and less parton showering.
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8. Analysis Strategy and Uncertainty Evaluation
The parton showering activity has been varied up and down simultaneously for the ISR and FSR
parameters. Since no nominal distribution is available, the di!erence between the W -helicity
fractions obtained from these two variations is calculated and half of this di!erence is taken as
systematic uncertainty. The impact on the cos *% distribution is larger for the e+jets channel
(left), where deviations are observed on both ends of the cos *% spectrum.
Underlying event
The uncertainty due to the underlying event is modelled using Acermc interfaced to Pythia.
Measurements of underlying event observables such as the charged particle multiplicity in data
taken at the LHC with a centre-of-mass energy of
!
s = 900 GeV and
!
s = 7 TeV [158] allowed
for an improved MC tuning. The AUET2B LO** PDF [129] tune was used in the simulation
and two samples were created in which the underlying event activity was increased/decreased by
about 10% using the Professor tool [159]. The e!ect on the shape is small in both channels,
the corresponding distributions are compared in Fig. A.7. Since no nominal sample is available,
the W -helicity fractions are obtained from the up and down variation and half of the di!erence
is taken as systematic uncertainty.
Colour reconnection
The samples for the evaluation of the colour reconnection uncertainty are generated with the
Acermc generator interfaced to Pythia. The samples use the Perugia2011 tunes that are
described in [160]. Data from SPS, LEP and the Tevatron were used to tune the parameters.
Two samples are created: one is using the standard Perugia2011 tune while the other is simulated
without colour reconnection e!ects. The full di!erence between the W -helicity fractions that
are obtained from the two pseudo data sets are used as symmetric uncertainty. Small changes
are observed in both channels that are slightly larger in the µ+jets channel. The distributions
are compared in Fig. A.8.
Top-quark mass
The systematic uncertainty due to the top-quark mass is estimated using pseudo data distribu-
tions where tt̄- and single-top samples with di!erent top-quark masses. Samples with generated
top-quark masses between 167.5 and 177.5 GeV in steps of 2.5 GeV are used. The W -helicity
fractions are obtained from ensemble tests to each pseudo data distribution and plotted as a
function of the top-quark mass. A linear fit is performed to the resulting distribution and the
uncertainty on each fraction is obtained from the slope, corresponding to the 0.9 GeV uncer-
tainty of the Tevatron combination result [16]. The corresponding pseudo-data distributions
are shown in Fig. 8.14. The upper plots show the comparison of baseline samples (generated
using a top-quark mass of 172.5 GeV) with samples based on lower top-quark masses. The
lower plots show the comparison with higher top-quark masses. As expected due to the direct
mass dependence, a strong change of the shape is observed. Another test has been performed
to estimate the influence of the top-quark mass that has been used as fixed value within the
kinematic likelihood fit in the event reconstruction. The results are shown in th Appendix A.6.
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Figure 8.14.: Comparison between pseudo-data distributions consisting of tt̄- and single top
samples that are generated with di!erent top-quark masses. The upper plots
show the deviation of samples for lower top-quark masses from the nominal
distribution while the lower plots show the comparison of samples with higher
top-quark masses.
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8. Analysis Strategy and Uncertainty Evaluation
Parton density functions
For the uncertainty due to the parton density functions (PDFs), three di!erent sets of PDFs
are compared, namely CT10 [35], MSTW [36] and NNPDF20 [37]. Each PDF set is provided
together with its corresponding uncertainties (52 uncertainties for CT10, 40 for MSTW and 100
for NNPDF20). The simulated events of the pseudo-data distribution are reweighted using the
LHAPDF tool [161] for each uncertainty provided. This reweighting leads to a new pseudo-data
distribution which is evaluated using 2,000 ensemble tests. The uncertainty for each PDF set is
estimated using three di!erent approaches. For CT10, the symmetric Hessian is used. If Fk,+
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For NNPDF20, the results are averaged over all 100 PDF sets for each polarisation state and
the corresponding uncertainty is the standard deviation from this averaged value. The total
uncertainty due to the PDFs is obtained by calculating the envelope of the three estimates. The
half width of the envelope is taken as systematic uncertainty.
8.5.2. Background modelling
Background normalisation
As described in Chapter 8.2, the background normalisations are estimated in the fit while they
are constrained within the predicted uncertainties. Therefore the normalisation uncertainty is
included in the statistical uncertainty of the fit.
Fake lepton shape
e+jets channel The fake lepton background is obtained using a matrix method as described
in Chapter 6.3.1. The shape uncertainty of this estimate is obtained by varying the fake and
real e"ciencies independently while keeping the normalisation of the contribution to the default
value. The W -helicity fractions are obtained from ensemble tests for each variation and the
uncertainties are added in quadrature.
µ+jets channel As explained in Chapter 6.3.1, two di!erent matrix methods for the fake
lepton estimate in the µ+jets channel exist. Three di!erent pseudo data sets are obtained,
one for each method and the average of the two methods as nominal distribution. The largest




The shape of the W+jets distribution depends on the parameters used within the Alpgen
generator. For the evaluation of the corresponding uncertainty, scale factors that account for
the change of the two parameters with the largest impact are provided. The minimum transverse
momentum of the light quarks is set to 15 GeV in the default setup. For the variation, it is
lowered to 10 GeV. Furthermore, a modified factorisation scale (Q2 = m2W + pT,W ) is used
instead of the default scale Q2 = m2W +
/
i pT (jets). Pseudo data sets with these modifications
in the W+jets contribution were created and ensemble tests are performed. The di!erence of
the resulting W -helicity fractions to the nominal fractions is calculated. The two uncertainties
are added in quadrature.
W+jets HF fraction
As explained in Chapter 6.3.2, scale factors are applied to correct for the flavour composition
of the W+jets samples. The scale factors are applied on pretag level such that the flavour
composition is changed to match those in data while the overall W+jets normalisation remains
unchanged. To take into account the systematic uncertainties on these estimates, di!erent
pseudo data sets are created. First, the scale factors Fbb and Fc are varied within one standard
deviation in an anti-correlated way while adjusting the fraction of light events accordingly to
keep the overall normalisation fixed. This is done for the up and down variation and for each
jet bin separately. In addition, pseudo-data sets are created while varying only either Fbb or Fc
while again the normalisation remains constant. Since the scale factors are obtained in the jet
bin containing only 2 jets, an additional uncertainty of 25 % per jet bin is applied. For each
up/down variation pair, the maximum deviation from the nominal fractions is calculated. The
uncertainties for the di!erent variations are then added in quadrature.
8.5.3. Detector modelling
Jet energy scale
The uncertainty on the jet energy scale has been discussed in Chapter 5.4. The uncertainties
due to close-by jets, flavour composition, 0-intercalibration and b-JES are taken into account.
Furthermore, a pileup-correction is applied [162]. The jet energy scale is varied within one
standard deviation and the event selection and reconstruction is applied to these varied samples.
The two pseudo data distributions are compared to the nominal distribution in Fig. 8.15. For
both channels, a shape dependence is observed for the up and down variations. While the e!ect
on the down variation is similar in both channels, the e+jets channel shows larger deviations in
the distribution for the up variation as well. The di!erence of the estimated W -helicity fractions
is calculated for the up and down variation and the largest deviation is taken as systematic
uncertainty.
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Figure 8.15.: Comparison of the nominal pseudo data distribution with jet energy scale up
and down variations for the e+jets (left) and µ+jets channel (right). The e!ect
on the down variation is similar in both channels while the impact for the up
variation is more pronounced in the e+jets channel.
Jet energy resolution
The jet energy resolution, as described in Chapter 5.4 has an overall uncertainty of about
10% [110]. To evaluate the impact of this uncertainty on the measurement of the W -helicity
fractions, the transverse momentum of the jets is smeared according to this uncertainty and the
event selection and reconstruction is applied on these samples. The corresponding pseudo data
distributions are compared in Fig. 8.16. The impact on the shape is large in both channels but
more pronounced in the upper end of the angular distribution for the e+jets channel. The full
di!erence between the evaluated W -helicity fractions is taken as symmetric uncertainty.
Jet reconstruction e"ciency
According to the uncertainty on the jet reconstruction e"ciency of about 2 %, jets are randomly
dropped in the selection and the event selection and reconstruction is applied. The impact on
the shape is small as shown in Fig. 8.17, but larger for the µ+jets channel. The full di!erence
between the evaluated W -helicity fractions is taken as symmetric uncertainty.
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Figure 8.16.: Comparison of the nominal pseudo data distribution with distributions where
the jet energy resolution is varied within one standard deviation for the e+jets
(left) and µ+jets channel (right). The impact is large in both channels but more
pronounced in the e+jets channel.





















































Figure 8.17.: Comparison of the nominal pseudo data distribution with distributions where
the jet reconstruction e"ciency is varied within one standard deviation for the
e+jets (left) and µ+jets channel (right). The impact is small in both channels
but more pronounced in the µ+jets channel.
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8. Analysis Strategy and Uncertainty Evaluation
Lepton energy and momentum scale
The lepton energy and momentum scale is corrected by default in the simulated events. An
estimate of the systematic uncertainty on this correction was provided based on Z & ee and
Z & µµ events for the e+jets and µ+jets channel, respectively. For the muon momentum scale,
the pseudo data distribution with the default scale is compared to the distribution where the
correction is not applied as shown in Fig. 8.19. For the e+jets channel, the electron energy scale
is varied up and down within one standard deviation as shown in Fig. 8.18. The comparison
with the nominal distribution shows a change in the shape for both channels. The deviation in
the up variation of the electron energy scale is however much more pronounced. The maximum
di!erence is taken as systematic uncertainty in the e+jets channel while the full di!erence
in the µ+jets channel is taken as symmetric uncertainty. In the combined likelihood fit, the










































































Figure 8.18.: Comparison of the nominal pseudo data distribution with distributions where
the electron energy scale (left) and electron energy resolution (right) is varied
up and down within one standard deviation.
Lepton energy and momentum resolution
The lepton energy and momentum resolution is corrected by default in the simulated events.
Z & ee and Z & µµ events were taken to evaluate the systematic uncertainty on this correction.
The up- and down-variations of these corrections are applied and new pseudo data distribution
are created that are compared with the nominal distributions in Fig. 8.18 (right) and Fig. 8.19
(upper plots). For the e+jets channel, the maximum deviation is taken as symmetric uncertainty
while for the µ+jets channel the uncertainty contribution from the inner detector and muon
spectrometer resolution are added in quadrature. In the combined likelihood fit, the uncertainties





































































































Figure 8.19.: Comparison of the nominal pseudo data distribution with distributions where
the muon resolution is varied up and down within one standard deviation in the
inner detector (left) and the muon spectrometer (right). The lower plot shows
the comparison with the muon momentum scale. The shape changes for the
muon momentum resolution are small except for the last bin, a larger e!ect is
observed for the muon momentum scale.
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Figure 8.20.: Shape dependence of the cos *% distribution due to uncertainties on the missing
transverse energy. The upper two plots show the e!ect of the variation of the
cellout and softjet term while the lower plots show the comparison with the
variation of the pileup term.
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8.5. Systematic Uncertainties
Lepton e"ciency scale factors
The lepton scale factors for the identification, reconstruction and trigger e"ciencies are varied
independently within their uncertainties and the systematic uncertainties are added in quadra-
ture. Since they have only a very small impact on the shape of the distribution, they are not
shown here separately. In the combined likelihood fit, the uncertainties for the e+jets and µ+jets
channel are evaluated separately and are added in quadrature.
Missing transverse energy
When changing the energy scale and resolution of the jets and leptons as explained above,
the missing transverse energy has to be corrected accordingly. As explained in Chapter 5.6,
additional cellout and softjets terms are taken into account in the calculation of the missing
transverse energy. The impact of these terms is evaluated while varying them fully correlated
within one standard deviation (see upper plots in Fig. 8.20). In addition, the uncertainty due to
pileup e!ects is evaluated (see lower plots in Fig. 8.20) and the uncertainties on the W -helicity
fractions are added in quadrature.
B-tagging e"ciency
For the evaluation of the b-tagging uncertainty, the separate uncertainties for b-tag, c-tag and
mistag are varied within one standard deviation. This leads to new weights that are applied to
each jet and the total event weight is recalculated using the procedure described in Chapter 5.5.
The uncertainties are evaluated separately for these three cases and added in quadrature for the
total uncertainty. Since the e!ects on the shape are small, the distributions are not shown here.
Luminosity
As described in Chapter 8.2, the luminosity uncertainty of 1.8 % is included in the uncertainties
that are constraining the background normalisation and is hence included in the statistical un-
certainty. The impact of the luminosity is fully correlated between the three signal contributions.
Therefore the e!ect cancels out when calculating the W -helicity fractions.
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Pileup uncertainty
As discussed in Chapter 6, the MC events are reweighted to match the pileup conditions in data.
The average number of interactions per bunch crossing, < µ >, is used for this reweighting. In
order to test a possible pileup-dependence of our measurement, the data set is split into six
smaller samples according to < µ > or to the number of primary vertices, NPrim.. A finer
binning was not possible due to the limited MC statistics available to create the templates.
The templates are fitted to each of the six data distributions and the corresponding helicity
fractions are drawn dependent on < µ > or NPrim. as shown in Fig. 8.21. A linear fit is carried
out and the slope of the linear fit is taken to test the pileup dependence. The results are shown
in Tab. 8.9 for the two-dimensional and in Tab. 8.10 for the three-dimensional fit. All slopes are
in agreement with zero within 1.3 standard deviations. Therefore no additional uncertainty is
assigned.
Fraction Variable e+jets µ+jets Combined
F0 NPrim. 0.011 ± 0.013 -0.003 ± 0.011 0.003 ± 0.008
F0 < µ > 0.003 ± 0.006 -0.000 ± 0.005 0.002 ± 0.004
Table 8.9.: Slope of the linear fit to the W -helicity fractions dependent on the number of
primary vertices, NPrim., or the average number of interactions per bunch crossing,
< µ >. The two-dimensional fit is used.
Fraction Variable e+jets µ+jets Combined
F0 NPrim. 0.028 ± 0.021 -0.024 ± 0.019 0.003 ± 0.014
FL NPrim. -0.018 ± 0.013 0.008 ± 0.010 -0.003 ± 0.008
FR NPrim. 0.012 ± 0.012 0.012 ± 0.012 0.000 ± 0.009
F0 < µ > -0.004 ± 0.010 -0.005 ± 0.009 0.003 ± 0.007
FL < µ > -0.001 ± 0.006 0.002 ± 0.005 0.000 ± 0.004
FR < µ > 0.004 ± 0.006 0.002 ± 0.006 0.003 ± 0.004
Table 8.10.: Slope of the linear fit to the W -helicity fractions dependent on the number of
primary vertices, NPrim., or the average number of interactions per bunch crossing,
< µ >. The three-dimensional fit is used.
8.5.4. Method specific uncertainties
Template statistics
Six di!erent templates are used in the binned likelihood fit. After applying the event selection,
the number of events in the sample used to create these templates is significantly reduced.
To account for possible fluctuations in the templates, ensemble tests are performed. In these
ensemble tests, the pseudo data distribution is not changed, but the template distributions
are fluctuated within their sample statistics assuming Poisson statistics. The width of the
distributions for the W -helicity fractions are taken as a measure of the uncertainty that arises
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Figure 8.21.: Measurement of the W -helicity fractions dependent on the number of primary
vertices, NPrim., or the average number of interactions per bunch crossing,




A template method as described in Chapter 8.2 is used to measure the W -helicity fractions based
on a data set collected with the ATLAS detector at a centre-of-mass energy of
!
s = 7 TeV. The
integrated luminosity of the data set amounts to
!
dtL = 4.7 fb!1. The statistical uncertainties
are obtained from the best-fit results to the data distribution. The systematic uncertainties are
evaluated by comparing the ensemble test results from nominal and systematically varied pseudo-
data distributions as described in Chapter 8.2.4. First, the results for the two-dimensional fit
are presented in Chapter 9.1. The measurement is performed under the assumption that the
b-quark mass vanishes and the right-handed fraction is zero1. The measurement is carried out
both in the e+jets and µ+jets channel as well as in a combined likelihood fit. The result from
the combined fit is used to set a limit on the coe"cient of the dimension-six operator O33tW that
was introduced in Chapter 3.4.2. In the second part of this chapter, the three-dimensional fit is
used to perform a simultaneous measurement of all three polarisation states. Again, the fit is
performed in the separate lepton channels and in a combined likelihood fit. The corresponding
results are presented in Chapter 9.2. The result of the combined likelihood fit, allows to set
limits on the anomalous Wtb-couplings.
9.1. Two-dimensional fit
9.1.1. W -helicity fractions
In Fig. 9.1, the best-fit results for the e+jet channel (left) and for the µ+jets channel (right) are
shown by the solid line and are compared to the respective data distributions (black markers).
The statistical and systematic uncertainties are shown by the hatched area. The solid area
represents the sum of the three background contributions.





N(W+jets) 2294 1574 2376 833 0.05
N(Fake lepton) 843 422 670 337 0.41
N(RemBkg) 1669 370 1687 359 0.05
Table 9.1.: Best-fit results for the e+jets channel using the two-dimensional fit. The extracted
W -helicity fractions are shown with their statistical uncertainties. The predicted
and fitted background normalisations are compared. The relative di!erence be-
tween them is shown in units of the standard deviation from the background pre-
diction.
1Following the approach in [79, 80].
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Figure 9.1.: Result of the data fit in the e+jets channel (left) and the µ+jets channel (right)
using the two-dimensional fit. The data distributions (black markers) are shown
together with the best-fit result (solid line) and the background distribution (solid
area). The statistical and systematic uncertainties are shown by the hatched area.
In the lower part of the plot, the residual distribution with the corresponding
uncertainties are drawn.
The Tables 9.1 and 9.2 show the extracted W -helicity fractions and their statistical uncertainties
for the e+jets and µ+jets channel, respectively. Furthermore, the fitted background normalisa-
tions are compared with the predicted values alongside their respective uncertainties. The fitted
background contributions are in agreement with the predicted values within their uncertainties.





N(W+jets) 4457 3022 5532 691 0.36
N(Fake lepton) 1774 406 2063 291 0.71
N(RemBkg) 2517 497 2570 493 0.11
Table 9.2.: Best-fit results for the µ+jets channel using the two-dimensional fit. The ex-
tracted W -helicity fractions are shown with their statistical uncertainties. The
predicted and fitted background normalisations are compared. The relative di!er-
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Figure 9.2.: Result of the data fit in the combined lepton+jets channel using the two-
dimensional fit. The data distributions (black markers) are shown together with
the best-fit result (solid line) and the background distribution (solid area). The
statistical and systematic uncertainties are shown by the hatched area. In the




Figure 9.2 shows the best-fit result of the combined likelihood fit compared to the data distribu-
tion. The corresponding W -helicity fractions and their statistical uncertainties are summarised
in Tab. 9.3. Two signal and six background templates are used in the fit, as each background
component is allowed to float separately within its uncertainty. As graphically shown by the
residual distribution, the best-fit result is in good agreement with the data distribution. The
extracted W -helicity fractions and their statistical uncertainties are shown together with the
predicted and observed background normalisations. The statistical uncertainties on the frac-
tions are reduced by the combined fit.





N(W+jets) e+jets 2294 1574 2037 590 0.16
N(W+jets) µ+jets 4457 3022 5626 646 0.39
N(Fake lepton) e+jets 843 422 690 299 0.36
N(Fake lepton) µ+jets 1774 406 2199 255 1.05
N(RemBkg) e+jets 1669 370 1642 349 0.07
N(RemBkg) µ+jets 2517 497 2683 482 0.33
Table 9.3.: Best-fit results for the combined likelihood fit using the two-dimensional fit. The
extracted W -helicity fractions are shown with their statistical uncertainties. The
predicted and fitted background normalisations are compared. The relative di!er-
ence between them is shown in units of the standard deviation from the background
prediction.
The systematic uncertainties for the three measurements are compared in Tab. 9.4. For easier
comparison, they are also shown graphically in Fig. 9.3. Only one result is shown for each
channel since by construction, the uncertainties of F0 and FL are identical when performing
the two-dimensional fit. For the e+jets and µ+jets channel, the statistical and systematic
uncertainties are of similiar size. The systematic uncertainties in all measurements are mainly
driven by the uncertainty on the top-quark mass, followed by the jet energy scale and jet
resolution uncertainties. This large impact of the top-quark mass uncertainty is expected since
the W -helicity fractions have a direct mass dependence as shown in Eq. 3.19. The larger impact
of the jet energy scale and resolution on the e+jets channel can be explained when comparing
the e!ect of these uncertainties for each process separately as shown in Chapter 8.5.3. The
distributions for the e+jets channel show a stronger shape dependency which can be explained
by the tighter cuts on lepton pT and EmissT which leads to a larger distortion of the templates
as described in Chapter 8.2.
A large di!erence in uncertainty is also observed for the uncertainty due to parton showering,
initial and final state radiation as well as the underlying event activity, where the e!ect on the
e+jets channel is higher than in the µ+jets channel. The corresponding pseudo-data distribu-
tions are compared in Chapters 8.5.1 and A.9. For all three uncertainties, the e!ect on the
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e+jets channel is much more pronounced. The e!ect for the parton showering can be explained
with the mis-modelling in the Herwig sample as mentioned in the previous chapter. Herwig
uses Tauola for the " decay. However, the polarisation of the " -lepton is not accounted for in
the decay. Therefore the electrons and muons from the semileptonic " -decay have on average
a softer transverse momentum which again a!ects the e+jets channel stronger due to the high
ET -cut.
If the uncertainties estimated for the single lepton channels are of di!erent size, the uncer-
tainty from the combined likelihood fit is expected to be inbetween as observed for example
for the jet energy scale and resolution. In case of the lepton-related uncertainties, the di!erent
sources are estimated individually (for example electron and muon resolution), and the evaluated
uncertainties are added in quadrature. Since the selection cuts in the µ+jets channel are less
tight than in the e+jets channel, the higher event yield leads to a smaller statistical uncertainty.
The final results for the W -helicity fractions using the two-dimensional fit are in summary:
F0 = 0.698 ± 0.027 (stat.) ± 0.031 (syst.) [e+jets channel]
FL = 0.302 ± 0.027 (stat.) ± 0.031 (syst.) [e+jets channel]
F0 = 0.685 ± 0.022 (stat.) ± 0.027 (syst.) [µ+jets channel]
FL = 0.315 ± 0.022 (stat.) ± 0.027 (syst.) [µ+jets channel]
F0 = 0.695 ± 0.016 (stat.) ± 0.029 (syst.) [lepton+jets channel]
FL = 0.305 ± 0.016 (stat.) ± 0.029 (syst.) [lepton+jets channel]
The result from the combined likelihood fit is limited by the systematic uncertainties, while the
uncertainty due to the top-quark mass as well as due to the jet energy scale and resolution have
the largest impact. When comparing this result above with the measurement published in [3]
using 1.04 fb!1, the overall uncertainty is decreased by about 34% results are in good agreement
with the SM prediction.
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Category e+jets µ+jets comb.
Statistical unc. 0.027 0.022 0.016
Detector modelling
Jet energy scale 0.014 0.010 0.011
Jet energy res. 0.015 0.008 0.011
Jet reconstruction e!. 0.002 0.003 0.001
JVF SF 0.001 0.000 0.001
Lepton energy scale 0.009 0.000 0.008
Lepton energy res. 0.003 0.004 0.005
Lepton SF 0.002 0.001 0.003
b-tagging 0.003 0.003 0.003
Missing ET 0.005 0.006 0.003
Signal and background modelling
MC Generator 0.004 0.005 0.007
Parton showering 0.004 0.001 0.000
ISR/FSR 0.005 0.002 0.001
Underlying event 0.003 0.000 0.001
Color reconnection 0.003 0.004 0.004
Top mass (0.9 GeV) 0.014 0.014 0.014
PDF 0.004 0.004 0.003
W+jets shape 0.001 0.004 0.003
W+jets HF 0.005 0.012 0.008
Fake lepton shape 0.002 0.001 0.001
Method uncertainties
Template stat. 0.011 0.010 0.011
Total uncertainty 0.041 0.035 0.033
Table 9.4.: Summary of statistical and systematic uncertainties using the two-dimensional fit.
The results are shown for the e+jets (left column) the µ+jets (middle) and the
combined lepton+jets channel (right column). The total uncertainties of the W -
helicity fractions are dominated by the statistical and the top-quark mass uncer-
tainty (assuming a top-mass uncertainty of 0.9 GeV in the systematics evaluation).
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Figure 9.3.: Graphical comparison of the di!erent sources of uncertainty for the µ+jets (trian-
gle), the combined lepton+jets channel (circle) and the e+jets channel (squarel),
using the two-dimensional fit. The total uncertainty of the combined likelihood
fit is mainly driven by systematic uncertainties, while the uncertainty due to the
top-quark mass has the largest impact.
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9. Results
9.1.2. Limit on C33tW
The result of the two-dimensional fit allows to set a limit on the coe"cient of the dimension-six
operator O33tW that was introduced in Chapter 3.4.2. As shown in Equation 3.29, this operator
can lead to an alteration of the Wtb vertex. The limit on C33tW is obtained using a Bayesian
approach, using the top-quark and W -boson mass as well as the widths of the W -boson and
C33tW itself as parameters. The masses and widths are allowed to float within their uncertainties
while C33tW is constrained by the precision of the F0 measurement. The CKM matrix element
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Figure 9.4.: Result for the fit parameter Re(C33tW )/#
2 showing the prior probability distribu-
tion (red line) as well as the distribution of the posterior probability (black line).
The posterior probability density is integrated symmetrically around the peak to
obtain the 68% (green) and 95% (yellow) probability interval, respectively.
The fit is carried out using Markov Chain Monte Carlo [163]. The method is implemented in
the BAT package [164]. The central 68% and 95% probability intervals on C33tW were obtained




) [#1.01, 1.14] TeV!2.




The measurement is repeated using a three-dimensional fit while fitting the contributions of all
three polarisation states simultaneously. Therefore three signal and three background templates
(six background templates for the combined likelihood) are used in the fit.
9.2.1. W -helicity fractions
The best-fit results for the e+jets and for the µ+jets channel in Fig. 9.5 are represented by the
solid line and are compared to the respective data distributions (black markers). The statistical
and systematic uncertainties are shown by the hatched area on top of the best-fit result. The
solid area represents the sum of the three background contributions. The best-fit result is
in good agreement with the data distribution. The best-fit parameters and the W -helicity
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Figure 9.5.: Result of the data fit in the e+jets channel (left) and the µ+jets channel (right)
using the three-dimensional fit. The data distributions (black markers) are shown
together with the best-fit result (solid line) and the background distribution (solid
area). The statistical and systematic uncertainties are shown by the hatched area.
fractions along with their statistical uncertainties are shown in Tab. 9.5 and Tab. 9.6 for the
e+jets and the µ+jets channel, respectively. The fitted background normalisations agree with
their predictions within the corresponding uncertainties. Although the data set for the µ+jets
channel is larger, a smaller statistical uncertainty is observed in the e+jets channel. As discussed
in Chapter 8.4, the large anti-correlations that are observed in the µ+jets channel lead to a higher
uncertainty. Moreover, the observed statistical uncertainty in the e+jets channel is smaller than
expected, while in the µ+jets channel the observed uncertainty is larger than expected. The
systematic uncertainties are compared in Tab. 9.7. The measurements are dominated by the
systematic uncertainty while the statistical uncertainties are still large. The reason for these
large statistical contributions in both channels are the large uncertainties that constrain the











N(W+jets) 2294 1574 1554 1080 0.47
N(Fake lepton) 843 422 457 381 0.92
N(RemBkg) 1669 370 1641 361 0.08
Table 9.5.: Best-fit results for the e+jets channel using the three-dimensional fit. The ex-
tracted W -helicity fractions are shown with their corresponding statistical uncer-
tainties. The predicted and fitted background normalisations are compared. The
relative di!erence between them is shown in units of the standard deviation from
the background prediction.







N(W+jets) 4457 3022 5128 1527 0.22
N(Fake lepton) 1774 406 2023 321 0.61
N(RemBkg) 2517 497 2561 494 0.09
Table 9.6.: Best-fit results for the µ+jets channel using the three-dimensional fit. The ex-
tracted W -helicity fractions are shown with their corresponding statistical uncer-
tainties. The predicted and fitted background normalisations are compared. The




The systematic uncertainty is dominated by the jet energy scale and resolution, the missing
transverse energy and the MC generators. Furthermore, the limited number of MC events for
all templates leads to a sizable contribution. In agreement with the observation made for the
two-dimensional fit, the e+jets channel is more a!ected by the systematics. This was explained
by the tight cuts that lead to larger distortions of the angular distribution. When varying
the jet and lepton energy scale and resolution, the changes are propagated into the calculation
of the missing transverse energy. The tighter EmissT cut in the e+jets channel leads then to
a reduced sensitivity at large cos *% values. This e!ect is especially large for the jet energy
scale and reconstruction but is also observed for the lepton energy/momentum scale and for
the ISR/FSR uncertainty: Fig. 8.13 (left) in Chapter 8.5.1 shows a larger discrepancy of the
pseudo-data distributions at high cos *% values for the e+jets distribution. Hence, a much larger
uncertainty is observed in the e+jets channel. In contrast to that, the µ+jets channel has
larger uncertainties due to the colour reconnection and the MC generator comparisons. The
corresponding pseudo-data distributions are compared in Chapter 8.5.1 and in the Appendix
A.9.
F0 = 0.641 ± 0.038 (stat.) ± 0.080 (syst.) [e+jets channel]
FL = 0.320 ± 0.020 (stat.) ± 0.030 (syst.) [e+jets channel]
FR = 0.039 ± 0.024 (stat.) ± 0.067 (syst.) [e+jets channel]
F0 = 0.669 ± 0.044 (stat.) ± 0.072 (syst.) [µ+jets channel]
FL = 0.320 ± 0.020 (stat.) ± 0.026 (syst.) [µ+jets channel]




Category F0 FL FR F0 FL FR
Statistical unc. 0.038 0.020 0.024 0.044 0.020 0.029
Detector modelling
Jet energy scale 0.047 0.017 0.041 0.034 0.008 0.027
Jet energy res. 0.027 0.001 0.028 0.022 0.003 0.020
Jet reconstruction e!. 0.000 0.001 0.001 0.004 0.004 0.000
JVF SF 0.000 0.001 0.001 0.001 0.001 0.001
Lepton energy scale 0.022 0.005 0.021 0.010 0.004 0.007
Lepton energy res. 0.013 0.003 0.010 0.007 0.004 0.003
Lepton SF 0.001 0.001 0.001 0.001 0.000 0.001
b-tagging 0.004 0.002 0.004 0.004 0.003 0.003
Missing ET 0.024 0.008 0.017 0.020 0.010 0.010
Signal and background modelling
MC Generator 0.028 0.012 0.016 0.036 0.011 0.025
Parton showering 0.012 0.001 0.011 0.001 0.001 0.000
ISR/FSR 0.013 0.008 0.006 0.001 0.002 0.001
Underlying event 0.004 0.003 0.001 0.002 0.001 0.002
Color reconnection 0.011 0.001 0.010 0.016 0.002 0.014
Top mass (0.9 GeV) 0.004 0.008 0.012 0.007 0.007 0.014
PDF 0.009 0.004 0.006 0.014 0.006 0.010
W+jets shape 0.002 0.001 0.002 0.001 0.003 0.003
W+jets HF 0.011 0.002 0.010 0.011 0.008 0.012
Fake lepton shape 0.003 0.001 0.002 0.005 0.002 0.003
Method uncertainties
Template stat. 0.028 0.014 0.018 0.031 0.013 0.021
Total uncertainty 0.089 0.036 0.071 0.084 0.033 0.062
Table 9.7.: Summary of statistical and systematic uncertainties using the three-dimensional





The combined likelihood fit using the three-dimensional fit is performed with three signal and
six background templates, allowing the individual background normalisations to float within
their uncertainties. The result of the datafit is shown in Fig. 9.6. The corresponding helicity
fractions and background normalisations are summarised in Tab. 9.8. The fitted background
contributions are in agreement with their corresponding predicted values. The statistical un-
certainties are decreased by the combined fit with respect to the separate e+jets and µ+jets
channels. In Tab. 9.9, the systematic uncertainties of the combined likelihood are shown. The







N(W+jets) e+jets 2294 1574 1527 774 0.49
N(W+jets) µ+jets 4457 3022 4675 1135 0.07
N(Fake lepton) e+jets 843 422 554 328 0.69
N(Fake lepton) µ+jets 1774 406 2113 269 0.84
N(RemBkg) e+jets 1669 370 1614 350 0.15
N(RemBkg) µ+jets 2517 497 2666 483 0.30
Table 9.8.: Best-fit results for the combined likelihood fit using the three-dimensional fit. The
extracted W -helicity fractions are shown with their corresponding statistical un-
certainties. The predicted and fitted background normalisations are compared.
The relative di!erence between them is shown in units of the standard deviation
from the background prediction.
total uncertainty is mainly driven by the jet energy scale and resolution, missing transverse en-
ergy and MC generators as well as the uncertainty due to limited MC statistics. In Figs. 9.7, 9.8
and 9.9, the uncertainties of the three measurements presented above are compared graphically
for F0, FL and FR, respectively. The overall uncertainties on FL are smaller and its dominating
uncertainties are due to uncertainties on the jet energy scale, missing transverse energy, MC
generator and due to limited template statistics. The uncertainty due to the choice of the par-
ton shower model is much larger in the e+jets than in the µ+jets channel. As explained in
the previous subchapter, the mis-modelling of the Herwig sample is expected to be the cause
of this di!erence. The di!erence in jet energy scale and resolution as well as for the missing
transverse energy uncertainty were discussed in detail above.
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Figure 9.6.: Result of the data fit in the combined lepton+jets channel using the three-
dimensional fit. The data distributions (black markers) are shown together with
the best-fit result (solid line) and the background distribution (solid area). The
statistical and systematic uncertainties are shown by the hatched area. In the




Category F0 FL FR
Statistical unc. 0.029 0.014 0.019
Detector modelling
Jet energy scale 0.041 0.012 0.034
Jet energy res. 0.024 0.001 0.024
Jet reconstruction e!. 0.002 0.001 0.001
JVF SF 0.001 0.000 0.001
Lepton energy scale 0.010 0.004 0.010
Lepton energy res. 0.007 0.005 0.005
Lepton SF 0.005 0.004 0.002
b-tagging 0.004 0.002 0.003
Missing ET 0.022 0.008 0.014
Signal and background modelling
MC Generator 0.030 0.011 0.021
Parton showering 0.008 0.002 0.006
ISR/FSR 0.004 0.002 0.003
Underlying event 0.003 0.001 0.002
Color reconnection 0.012 0.001 0.011
Top mass (0.9 GeV) 0.006 0.007 0.013
PDF 0.007 0.003 0.006
W+jets shape 0.003 0.003 0.000
W+jets HF 0.011 0.005 0.009
Fake lepton shape 0.003 0.001 0.002
Method uncertainties
Template stat. 0.028 0.014 0.018
Total uncertainty 0.077 0.030 0.060
Table 9.9.: Summary of statistical and systematic uncertainties using the three-dimensional
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Figure 9.8.: Graphical comparison of the di!erent sources of uncertainty on the longitudinal
fraction FL for the µ+jets (triangle), the combined (circle) and the e+jets channel





























































































































The final result of the three-dimensional fit is shown below. Figure 9.10 shows the graphical
comparison of the individual measurements and the combined result with the Standard Model
expectation in the F0-FL-plane. The fit result for the e+jets channel is shown (triangle up)
together with the error ellipse (dashed line). The uncertainties in the e+jets channel are slightly
higher due to the tighter cuts that lead to a decrease of sensitivity on both sides of the cos *%
spectrum. The uncertainties for the µ+jets channel are smaller and the error ellipse is drawn
using a dotted line. Finally, the error ellipse for the combination is drawn (solid line) together
with the uncertainties in x- and y-direction. The black error bars show the statistical uncertainty
while the red error bars show the total uncertainty. All measurements are consistent with each
other and in good agreement with the SM prediction. They are also consistent with the results
obtained for the two-dimensional fit. The correlations between F0 and FL shown in Figure 9.10
are obtained from the total uncertainties and are determined to 1 = -0.66 (e+jets), 1 = -0.78
(µ+jets) and 1 = -0.70 (combined fit).
F0 = 0.659 ± 0.029 (stat.) ± 0.071 (syst.) [lepton+jets channel] ,
FL = 0.317 ± 0.014 (stat.) ± 0.026 (syst.) [lepton+jets channel] ,
FR = 0.024 ± 0.019 (stat.) ± 0.057 (syst.) [lepton+jets channel] .
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Figure 9.10.: Summary of the best-fit results and the corresponding error ellipse in the e+jets
channel (triangle up, dashed line), the µ+jets channel (triangle down, dotted
line) and the combination for the lepton+jets channel (circle, solid line). The re-
sults are compared with the Standard Model prediction at NNLO (green square)
[66]. The results are in good agreement with the Standard Model prediction.
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9. Results
9.2.2. Limits on anomalous Wtb couplings
The W -helicity fractions obtained from the three-dimensional fit are now used to determine limits
on the anomalous couplings introduced in Chapter 3.4.2. In contrast to the chirality conserving




$$ are chirality flipping. In contrast to the approach
followed in Section 9.1.2, the b-quark mass has to be taken into account when calculating the
limits on the anomalous couplings. The calculation is done with the TopFit program using
an acceptance-rejection method [70, 83]. The one-dimensional limits are obtained under the
assumption that VL = 1 and that all but one coupling vanish. These limits can be directly
translated into limits on the operator coe"cients as described in Eq. 3.31. The results at 95%
confidence level are:




Re(gL) ) [#0.23, 0.20] &
Re(C33dW)
#2
) [ # 2.7, 2.4]TeV!2
Re(gR) ) [#0.10, 0.07] &
Re(C33uW)
#2
) [ # 1.1, 0.8]TeV!2 .
Two dimensional limits on the gL-gR plane are calculated under the assumption that VL = 1 and
VR = 0. The result can be seen in Fig. 9.11. The yellow region shows the 95% confidence level
and the green distribution the 68% confidence level. The smaller upper region is only shown
here for completeness. Such large gR values would only be possible if the single-top cross section
was much larger than observed, therefore this region is already excluded [165, 166, 167]. Both
the one-dimensional and two-dimensional limits are in agreement with vanishing anomalous
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Figure 9.11.: Two-dimensional region for the anomalous Wtb couplings gL and gR at 68% and
95% confidence level. The upper region is excluded by the size of the single-
top cross section. The results for the operators are consistent with zero. No
deviation from SM expectations is observed.
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10. Summary and Conclusions
The polarisation of W -bosons in top-quark decays was studied using events containing top-
antitop pairs. The measurements were based on a dataset corresponding to an integrated
luminosity of 4.7 fb!1 that was collected with the ATLAS detector in 2011 in proton-proton
interactions with a centre-of-mass energy of 7 TeV. The W -helicity fractions were measured in
the lepton+jets channel, characterised by the presence of one high-pT lepton, missing trans-
verse energy and at least four high-pT jets with at least one b-tagged jet. The background is
composed of the production of W -bosons with additional jets, background due to misidentified
leptons as well as single top, Z+jets and diboson production. The requirement to have at least
one b-tagged jet leads to a significant improvement of the signal-to-background ratio.
The events were reconstructed using a kinematic likelihood approach. The four jets with high-
est transverse momentum were considered for the event reconstruction. b-tagging information
was used to improve the event reconstruction. Furthermore, the top-quark mass was fixed in the
kinematic fit which leads to a significant increase of the reconstruction e"ciency. The jet-parton
assignment with the highest probability was chosen for the analysis.
In order to measure the W -helicity fractions, the angular distribution of the charged lepton,
cos *%, was used. This variable is defined as the angle between the charged lepton and the
negative direction of the b-quark in the rest frame of the W -boson. The variable can be calculated
using the best fit results of the kinematic likelihood fit and provides good separation power
between the three polarisation states.
The W -helicity fractions were measured using a template method. This approach allows to
fully exploit the shape of the angular distribution. Two di!erent measurements were performed.
First, a two-dimensional fit was performed where the right-handed fraction is fixed to zero.
This allows to set limits on the dimension-six Operator C33tW that was introduced in an e!ective
Lagrangian approach and would lead to an alteration of the W -helicity fractions. Furthermore,
a three-dimensional measurement is carried out where the three helicity fractions were measured
simultaneously. Taking into account the b-quark mass, limits on anomalous couplings were set.
Two-dimensional fit
From the combined likelihood fit to the e+jets and µ+jets distribution, the results for F0 and
FL are obtained:
F0 = 0.695 ± 0.016 (stat.) ± 0.029 (syst.) ,
FL = 0.305 ± 0.016 (stat.) ± 0.029 (syst.) .
This measurement is limited by the systematic uncertainty. A comparison of this result with the
measurement published in [3] using 1.04 fb!1 shows an improvement of the total uncertainty
by 34%. This leads to an improved limit on the operater coe"cient C33tW . The result at 95%
probability is
Re(C33tW )
!2 ) [#1.01, 1.14] TeV
!2. All results are in good agreement with the SM
prediction.
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10. Summary and Conclusions
Three-dimensional fit
The three-dimensional fit was performed while extracting all three helicity fractions simultane-
ously. The result of the combined likelihood fit is:
F0 = 0.659 ± 0.029 (stat.) ± 0.071 (syst.)
FL = 0.317 ± 0.014 (stat.) ± 0.026 (syst.)
FR = 0.024 ± 0.019 (stat.) ± 0.057 (syst.) .
The total fit result is compared with the most precise measurements from ATLAS [3], CMS [74],
and the Tevatron combination1 [78] in Fig. 10.1. The yellow band shows the result presented
in this thesis while the green line shows the values from the SM prediction [66]. While the
uncertainty on F0 is of similar size as the results from the ATLAS and Tevatron combination,
the uncertainty on FR is larger. When compared directly to the result of the template method
in the lepton+jets channel with 1.04 fb!1, the uncertainties are reduced by about 27% for F0 ,
40% for FL and 10% for FR. Therefore the result presented here is the most precise single
measurement of the W -helicity fractions to date.
W-boson helicity fractions
0 0.5 1
ATLAS Work in progress
Combined channel R
F LF 0F
-1ATLAS combination, 1 fb




-1Template method, 4.7 fb
NNLO QCD
-1ATLAS 4.7 fb
Figure 10.1.: Comparison of the best fit results presented in this thesis (triangle down) with
the combination of Tevatron measurements [78] (circle), CMS [74] (square) and
the previous ATLAS combination that was perfomed based on a data set of
1.04 fb!1 [3] (triangle up). The NNLO prediction is shown with the green line
[66]. For easier comparison, the measurement presented in this thesis is shown
in addition by the yellow band.
1The left-handed helicity fraction and corresponding uncertainty has been calculated from the uncertainties and
correlations of F0 and FR.
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Prospects for future measurements
As shown in the results summarised above, the measurements are limited by systematic uncer-
tainties. The main contributions are the uncertainties due to the jet energy scale and resolution.
These uncertainties could be reduced by introducing nuisance parameters in a profile likelihood
approach. The uncertainty due to the limited template statistics can be reduced by increasing
the number of generated MC events for the template distributions. Furthermore, the statistical
uncertainy in the three-dimensional fit is still relatively large due to the large uncertainties on
the background prediction. This could be improved by including a background dominated region
in a combined likelihood fit. One possible channel could be defined as events that do not have





Event yields and kinematic distributions for the lepton+jets channel using the pretag selection
(see Chapter 7.2). The discrepancies in normalisation that are shown in Tab. A.1 are covered by
the uncertainties. The uncertainty bands in Fig. A.1 and A.2 contain the statistical uncertainty
as well as the normalisation and luminosity uncertainty of 1.8%. The Protos generator is used
for the signal modelling. In the e+jets channel, deviations at higher lepton ET are observed.
e+jets µ+jets
Process Events Uncertainty Events Uncertainty
tt̄(Protos) 21141 2340 32070 3526
W+jets 13214 2284 26322 4526
Misid. leptons 3923 1962 6282 1438
Single Top 1475 116 2460 187
Z+jets 2900 1396 2911 1401
Diboson 231 16 375 24
Total predicted 42884 4062 70419 6082
Observed 40738 71385
S/B 0.97 0.84
Table A.1.: Event yields for the e+jets (left) and µ+jets channel (right) after the selection of
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Figure A.1.: Comparison of data and simulated events in the e+jets channel for lepton and
jet quantities as well as the missing transverse energy after the pretag selec-
tion. The yellow band in the residual distributions contains beside the statistical
uncertainty further uncertainties on the cross-section normalisation and on the
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Figure A.2.: Comparison of data and simulated events in the µ+jets channel for lepton and
jet quantities as well as the missing transverse energy after the pretag selec-
tion. The yellow band in the residual distributions contains beside the statistical
uncertainty further uncertainties on the cross-section normalisation and on the
luminosity. Data and simulation agree within the uncertainties.
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A. Appendix
A.2. Kinematics of Reconstructed Top Quarks
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Figure A.3.: Comparison of top-/antitop-distributions for data and simulated events in the
e+jets channel that are reconstructed using a kinematic likelihood fit.
128
A.2. Kinematics of Reconstructed Top Quarks
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Figure A.4.: Comparison of W -boson and tt̄-distributions for data and simulated events in
the e+jets channel that are reconstructed using a kinematic likelihood fit.
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Figure A.5.: Comparison of top-/antitop-distributions for data and simulated events in the
µ+jets channel that are reconstructed using a kinematic likelihood fit.
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Figure A.6.: Comparison of W -boson and tt̄-distributions for data and simulated events in
the µ+jets channel that are reconstructed using a kinematic likelihood fit.
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A. Appendix
A.3. Monte Carlo samples
Process Generator Showering PDF Nr(Events)
!
Ldt [fb!1]
W (& e#̄e) Np0 Alpgen Herwig CTEQ6L1 6952874 0.8
W (& e#̄e) Np1 Alpgen Herwig CTEQ6L1 4998487 3.2
W (& e#̄e) Np2 Alpgen Herwig CTEQ6L1 3768632 8.3
W (& e#̄e) Np3 Alpgen Herwig CTEQ6L1 1008947 8.3
W (& e#̄e) Np4 Alpgen Herwig CTEQ6L1 744998 24.3
W (& e#̄e) Np5 Alpgen Herwig CTEQ6L1 419947 50.2
W (& µ#̄µ) Np0 Alpgen Herwig CTEQ6L1 6962239 0.8
W (& µ#̄µ) Np1 Alpgen Herwig CTEQ6L1 4988236 3.2
W (& µ#̄µ) Np2 Alpgen Herwig CTEQ6L1 3768737 8.3
W (& µ#̄µ) Np3 Alpgen Herwig CTEQ6L1 1008446 8.3
W (& µ#̄µ) Np4 Alpgen Herwig CTEQ6L1 754898 24.6
W (& µ#̄µ) Np5 Alpgen Herwig CTEQ6L1 418496 50.0
W (& " #̄! ) Np0 Alpgen Herwig CTEQ6L1 3418296 0.4
W (& " #̄! ) Np1 Alpgen Herwig CTEQ6L1 2499194 1.6
W (& " #̄! ) Np2 Alpgen Herwig CTEQ6L1 3750928 8.3
W (& " #̄! ) Np3 Alpgen Herwig CTEQ6L1 1009946 8.3
W (& " #̄! ) Np4 Alpgen Herwig CTEQ6L1 249998 8.1
W (& " #̄! ) Np5 Alpgen Herwig CTEQ6L1 65000 7.8
Wbb Np0 Alpgen Herwig CTEQ6L1 474997 8.4
Wbb Np1 Alpgen Herwig CTEQ6L1 205000 4.8
Wbb Np2 Alpgen Herwig CTEQ6L1 174499 8.4
Wbb Np3 Alpgen Herwig CTEQ6L1 69999 7.7
W cc Np0 Alpgen Herwig CTEQ6L1 1274846 8.3
W cc Np1 Alpgen Herwig CTEQ6L1 1049847 8.4
W cc Np2 Alpgen Herwig CTEQ6L1 524947 8.4
W cc Np3 Alpgen Herwig CTEQ6L1 170000 8.4
W c Np0 Alpgen Herwig CTEQ6L1 6497837 6.6
W c Np1 Alpgen Herwig CTEQ6L1 2069646 6.6
W c Np2 Alpgen Herwig CTEQ6L1 519974 6.7
W c Np3 Alpgen Herwig CTEQ6L1 115000 6.6
W c Np4 Alpgen Herwig CTEQ6L1 30000 7.0
WW Alpgen Herwig MRST 2489242 146.3
ZZ Alpgen Herwig MRST 249999 197.8
WZ Alpgen Herwig MRST 999896 180.4
Table A.2.: List of generators used for the production of W+jets samples including heavy-
flavour samples for di!erent number of parton multiplicities and diboson samples.
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Process Gen. Shower. PDF Nr(Events)
!
Ldt [fb!1]
Z(& e+e!) Np0 Alpgen Herwig CTEQ6L1 6618284 7.9
Z(& e+e!) Np1 Alpgen Herwig CTEQ6L1 1334897 7.9
Z(& e+e!) Np2 Alpgen Herwig CTEQ6L1 2004195 39.6
Z(& e+e!) Np3 Alpgen Herwig CTEQ6L1 549949 39.4
Z(& e+e!) Np4 Alpgen Herwig CTEQ6L1 149948 41.7
Z(& e+e!) Np5 Alpgen Herwig CTEQ6L1 50000 48.2
Z(& µ+µ!) Np0 Alpgen Herwig CTEQ6L1 6615230 7.9
Z(& µ+µ!) Np1 Alpgen Herwig CTEQ6L1 1334296 8.0
Z(& µ+µ!) Np2 Alpgen Herwig CTEQ6L1 1999727 39.7
Z(& µ+µ!) Np3 Alpgen Herwig CTEQ6L1 549896 39.3
Z(& µ+µ!) Np4 Alpgen Herwig CTEQ6L1 150000 43.6
Z(& µ+µ!) Np5 Alpgen Herwig CTEQ6L1 50000 51.9
Z(& "+"!) Np0 Alpgen Herwig CTEQ6L1 10613179 12.7
Z(& "+"!) Np1 Alpgen Herwig CTEQ6L1 3334137 19.8
Z(& "+"!) Np2 Alpgen Herwig CTEQ6L1 1004847 19.9
Z(& "+"!) Np3 Alpgen Herwig CTEQ6L1 509847 36.3
Z(& "+"!) Np4 Alpgen Herwig CTEQ6L1 144999 41.6
Z(& "+"!) Np5 Alpgen Herwig CTEQ6L1 45000 46.8
Z(& e+e!) Np0 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 994949 0.3
Z(& e+e!) Np1 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 299998 2.8
Z(& e+e!) Np2 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 9999461 9.3
Z(& e+e!) Np3 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 149998 14.3
Z(& e+e!) Np4 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 40000 17.3
Z(& e+e!) Np5 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 10000 17.4
Z(& µ+µ!) Np0 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 999849 0.3
Z(& µ+µ!) Np1 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 300000 2.8
Z(& µ+µ!) Np2 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 999992 19.3
Z(& µ+µ!) Np3 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 150000 14.3
Z(& µ+µ!) Np4 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 39999 17.3
Z(& µ+µ!) Np5 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 10000 17.4
Z(& "+"!) Np0 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 999649 0.3
Z(& "+"!) Np1 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 299999 2.8
Z(& "+"!) Np2 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 498899 9.6
Z(& "+"!) Np3 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 150000 14.4
Z(& "+"!) Np4 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 39999 17.3
Z(& "+"!) Np5 (mll =10-40 GeV) Alpgen Herwig CTEQ6L1 10000 17.4




Process Generator Showering PDF Nr(Events)
!
Ldt [fb!1]
Z(& e+e!)bb Np0 Alpgen Herwig CTEQ6L1 409832 49.9
Z(& e+e!)bb Np1 Alpgen Herwig CTEQ6L1 160000 51.6
Z(& e+e!)bb Np2 Alpgen Herwig CTEQ6L1 60000 53.9
Z(& e+e!)bb Np3 Alpgen Herwig CTEQ6L1 30000 61.5
Z(& µ+µ!)bb Np0 Alpgen Herwig CTEQ6L1 409949 50.0
Z(& µ+µ!)bb Np1 Alpgen Herwig CTEQ6L1 155000 50.2
Z(& µ+µ!)bb Np2 Alpgen Herwig CTEQ6L1 60000 53.9
Z(& µ+µ!)bb Np3 Alpgen Herwig CTEQ6L1 29999 61.5
Z(& "+"!)bb Np0 Alpgen Herwig CTEQ6L1 150000 18.3
Z(& "+"!)bb Np1 Alpgen Herwig CTEQ6L1 99999 32.1
Z(& "+"!)bb Np2 Alpgen Herwig CTEQ6L1 40000 36.0
Z(& "+"!)bb Np3 Alpgen Herwig CTEQ6L1 9000 18.5
Table A.4.: List of generators used for the production of Z+jets heavy-flavour samples for
di!erent number of parton multiplicities.
Process Generator Showering PDF Nr(Events)
!
Ldt [fb!1]
tt̄ (lepton+jets) Protos Pythia CTEQ6L1 498999 6.9
tt̄ (dilepton) Protos Pythia CTEQ6L1 499500 29.2
Single Top (s-chan. W & e#̄e) Mc@Nlo Herwig CT10 253410 506.7
Single Top (s-chan. W & µ#̄µ) Mc@Nlo Herwig CT10 253594 507.1
Single Top (s-chan. W & " #̄! ) Mc@Nlo Herwig CT10 253511 506.9
Single Top (associated Wt) Mc@Nlo Herwig CT10 797024 50.6
Single Top (t-chan. W & e#̄e) AcerMC Pythia MRST 843473 121.0
Single Top (t-chan. W & µ#̄µ) AcerMC Pythia MRST 844230 121.1
Single Top (t-chan. W & " #̄! ) AcerMC Pythia MRST 845149 121.4




The kinematic likelihood fitter performs the fit using the Minuit package. If the fit does not
converge, an error flag is written out. The analysis is only performed on events that survive
this cut on the convergence criterion. Tab. A.6 and A.7 show the e!ect of the cut on the event
yields whereas Tab. A.8 shows the impact on the selection e"ciency. Mc@nlo was used for the
signal modelling. The observed e!ect is on sub-percent level and hence no uncertainty has to
be assigned.
Process without Minuit Cut with Minuit Cut Di!erence [%]
tt̄ Mc@nlo 16145 16113 0.2
W+jets (DD) 2298 2294 0.2
Single Top 1180 1178 0.2
Fake lepton (DD) 847 843 0.5
Z+jets 446 445 0.2
Diboson 46 46 0.0
Total predicted 20962 20920 0.2
Observed 21956 21906 0.2
Table A.6.: Event yields before and after the cut on non-converged Minuit fits for the e+jets
channel.
Process without Minuit Cut with Minuit Cut Di!erence [%]
tt̄ Mc@nlo 26548 26490 0.2
W+jets (DD) 4464 4457 0.2
Single Top 1969 1965 0.2
Fake lepton (DD) 1778 1774 0.2
Z+jets 481 479 0.4
Diboson 73 73 0.0
Total predicted 35312 35238 0.2
Observed 37919 37845 0.2
Table A.7.: Event yields before and after the cut on non-converged Minuit fits for the µ+jets
channel.
Fraction w/o Cut w Cut Di!erence [%] w/o Cut w Cut Di!erence [%]
F0 0.04699 0.0469 0.19 0.07176 0.0716 0.27
FL 0.03438 0.0343 0.23 0.05636 0.0563 0.20
FR 0.04611 0.0459 0.30 0.06903 0.0688 0.33
Table A.8.: Selection e"ciencies before and after the cut on non-converged Minuit fits for the




As observed in the pretag and b-tag control plots, the transverse momentum/energy of the
lepton in the simulated samples does not match the data distribution for high values. To test
the e!ect on the central value, a cut at pT = 150 GeV was applied and the central value with the
corresponding statistical uncertainties are evaluated for the two-dimensional fit. For the e+jets
channel, the data yield is reduced by about 3 % while for the µ+jets channel the reduction is
about 2 %. The central values increase after applying the cut and the statistical uncertainty
decrease a bit. However the changes are still within statistical uncertainties.
w/o cut with cut
Fraction Channel Fi Stat. Fi Stat.
F0 e+jets 0.698 0.027 0.711 0.022
F0 µ+jets 0.685 0.022 0.703 0.020
Table A.9.: Best-fit result for the W -helicity fractions with statistical uncertainties for the
two-dimensional fit. A cut on the transverse energy/momentum was applied at
150 GeV.
A.6. Mass Dependence
The event reconstruction is performed using the KLFitter with a fixed top-quark mass of 172.5
GeV. The W -helicity fractions are top-quark mass dependent and a large uncertainty is observed
due to the top-quark mass. Hence, the influence of the choice of the fixed top-quark masses in
the kinematic likelihood fit has to be studied. The mass was set to 171 GeV and 174 GeV in
the kinematic fit. The events are reconstructed and a fit was performed to the pseudo-data
distribution reconstructed with the same mass as the templates. Ensemble tests were performed
using 2,000 ensembles for each mass point. The helicity fractions in the µ+jets channel barely
change, whereas a small shift is observed for the e+jets channel. However, the mass range
here is three times larger than the uncertainty on the current world-average mass. Hence, the
uncertainty due to the fixed top mass is small compared to the systematic uncertainty already
considered.
F0 FL FR
mtop [GeV] (e+jets) (µ+jets) (e+jets) (µ+jets) (e+jets) (µ+jets)
171 0.710 0.681 0.296 0.325 -0.006 -0.006
174 0.693 0.681 0.302 0.323 0.005 -0.003
Table A.10.: W -helicity fractions extracted from pseudo experiments with di!erent top-quark





When validating the analysis method, Pull and RMS distributions were created. The RMS
distributions showed for all parameters a smaller RMS than the expected result 1. This is due
to the background constraints in the Likelihood. To test that the method does estimate the un-
certainties properly, the calibration curves were obtained by fitting only the signal distributions.
The RMS distributions are fitted with a straight line and the slope and o!set of these fits are
summarised in Tab. A.11. The distributions have a spread of 1 and a mean of zero, hence to
bias is observed.
Parameter Slope O!set
N0 < 10!6 1.001 ± 0.007
NL < 10!6 1.004 ± 0.004
NR < 10!6 0.995 ± 0.004
Table A.11.: Fit results from RMS dependence test in the combined lepton+jets channel using
the three-dimensional fit only for signal templates.
A.8. Systematic normalisation e!ects
e+jets µ+jets
Uncertainty Sample 1/Sample 2 S1 S2 Di!. [%] S1 S2 Di!. [%]
MC gen. Mc@nlo/Alpgen 16,113 16,150 0.23 26,490 26,310 0.68
MC gen. Mc@nlo/Powheg 16,220 16,764 3.35 25,931 26,935 3.87
Showering Herwig/Pythia 16,764 16,649 0.69 26,935 27,012 0.29
ISR/FSR More/Less PS 17,486 18,364 5.02 28,136 28,598 1.64
Colour rec. CR / no CR 18,383 18,469 0.47 29,234 29,239 0.02
Underl. event More/Less UE 17,816 18,004 1.06 28,638 28,554 0.30
Table A.12.: The grey shaded area shows the relative di!erence in normalisaton for the two




















































Systematic tt̄ W+jets Fake Lepton Single Top Z+jets Diboson
JES 6.7/-9 34/-7.5 - 11/-14 40/-5.4 38/-11
JER -0.9/–0.9 15/-15 - -0.19/–0.19 27/-27 16/-16
JEFF -1.1/–1.1 12/-12 - -1.9/–1.9 12/-12 10/-10
JVFSF 1.3/-1.5 1.6/-1.6 - 1.2/-1.4 1.9/-1.7 1.5/-1.5
b-tag 4/-4.4 1.8/-1.9 - 4.7/-5.1 2.3/-2.4 1.3/-1.4
c-tag 0.4/-0.4 6.8/-6.8 - 0.51/-0.51 4/-4 7.8/-7.9
mis-tag 0.32/-0.32 6/-5.9 - 0.32/-0.32 8.5/-8.4 4.6/-4.5
MUID -1/-1 12/12 - -1.9/-1.9 13/13 10/9.8
MUMS -1/-1.1 12/12 - -1.9/-1.9 13/13 10/10
MUSC -0.91/–0.91 12/-12 - -1.7/–1.7 14/-14 11/-11
ID-SF 0.74/-0.74 0.74/-0.74 - 0.74/-0.74 0.73/-0.73 0.74/-0.74
Reco-SF 0.32/-0.32 0.34/-0.34 - 0.32/-0.32 0.34/-0.34 0.34/-0.34
Trigger-SF 1.3/-1.3 1.2/-1.2 - 1.3/-1.3 1.2/-1.2 1.3/-1.3
Wjets (HF1) - 19/1.7 - - - -
Wjets (HF2) - 14/1.7 - - - -
Wjets (HF3) - 19/3.8 - - - -
Wjets (HF4) - 14/3.8 - - - -
Wjets (HF5) - 14/8.7 - - - -
Wjets (HF6) - 25/-0.87 - - - -
Wjets (ptjmin10) - 12/-12 - - - -
Wjets (iqop3) - 12/-12 - - - -
Norm. 11/-11 17/-17 23/-23 7/-7 48/-48 5/-5
Table A.14.: E!ect of di!erent systematic uncertainties on the normalisation of the di!erent processes in the e+jets channel. The










Linearity tests Pull RMS
Parameter Channel Slope O!set Slope O!set Slope O!set
N(W+jets) e+jets 14 ± 18 -11 ± 13 0.017 ± 0.022 -0.013 ± 0.016 0.021 ± 0.016 0.604 ± 0.011
N(Misid. lept.) e+jets 8 ± 5 -6 ± 4 0.023 ± 0.016 -0.019 ± 0.012 -0.002 ± 0.012 0.455 ± 0.008
N(Rem. Bkg) e+jets -2 ± 3 1 ± 2 -0.004 ± 0.007 0.002 ± 0.005 -0.033 ± 0.005 0.218 ± 0.004
N(W+jets) µ+jets 9 ± 21 -6 ± 15 0.015 ± 0.031 -0.013 ± 0.022 0.061 ± 0.022 0.820 ± 0.015
N(Misid. lept.) µ+jets -17 ± 7 12 ± 5 -0.062 ± 0.025 0.043 ± 0.018 0.107 ± 0.018 0.623 ± 0.012
N(Rem. Bkg) µ+jets 1 ± 1 -1 ± 1 0.002 ± 0.003 -0.001 ± 0.002 -0.015 ± 0.002 0.088 ± 0.002
N(W+jets, e+j) Combined -4 ± 13 -2 ± 10 -0.007 ± 0.023 -0.004 ± 0.016 0.045 ± 0.016 0.610 ± 0.012
N(W+jets, µ+j) Combined 5 ± 18 -8 ± 13 0.008 ± 0.029 -0.013 ± 0.020 0.052 ± 0.020 0.769 ± 0.015
N(Misid. lept. e+j) Combined 6 ± 7 -5 ± 5 0.019 ± 0.023 -0.016 ± 0.017 -0.006 ± 0.016 0.655 ± 0.012
N(Misid. lept. µ+j) Combined 7 ± 7 -7 ± 5 0.025 ± 0.027 -0.023 ± 0.019 0.073 ± 0.019 0.714 ± 0.014
N(Rem. Bkg e+j) Combined -1 ± 4 1 ± 3 -0.002 ± 0.010 0.003 ± 0.007 -0.051 ± 0.007 0.308 ± 0.005



















































































































Linearity tests Pull RMS
Parameter Channel Slope O!set Slope O!set Slope O!set
N(W+jets) e+jets 3 ± 20 4 ± 15 0.002 ± 0.019 0.004 ± 0.014 -0.039 ± 0.013 0.733 ± 0.010
N(Misid. lept.) e+jets 6 ± 4 -6 ± 3 0.017 ± 0.011 -0.016 ± 0.008 0.015 ± 0.008 0.389 ± 0.006
N(Rem. Bkg) e+jets 5 ± 2 -5 ± 2 0.014 ± 0.005 -0.013 ± 0.004 -0.000 ± 0.004 0.201 ± 0.003
N(W+jets) µ+jets 8 ± 34 1 ± 25 0.006 ± 0.022 0.001 ± 0.016 0.017 ± 0.016 0.831 ± 0.012
N(Misid. lept.) µ+jets 3 ± 5 -4 ± 4 0.008 ± 0.016 -0.011 ± 0.012 0.029 ± 0.012 0.588 ± 0.008
N(Rem. Bkg) µ+jets -1 ± 1 0 ± 1 -0.001 ± 0.002 0.001 ± 0.002 -0.005 ± 0.002 0.085 ± 0.001
N(W+jets, e+j) Combined -1 ± 15 5 ± 11 -0.001 ± 0.020 0.006 ± 0.015 0.007 ± 0.014 0.754 ± 0.010
N(W+jets, µ+j) Combined 11 ± 24 1 ± 18 0.010 ± 0.021 -0.000 ± 0.016 0.007 ± 0.015 0.804 ± 0.011
N(Misid. lept. e+j) Combined -1 ± 5 0 ± 4 -0.004 ± 0.016 0.001 ± 0.011 0.047 ± 0.011 0.552 ± 0.008
N(Misid. lept. µ+j) Combined -6 ± 5 3 ± 4 -0.024 ± 0.019 0.011 ± 0.014 0.039 ± 0.014 0.691 ± 0.010
N(Rem. Bkg e+j) Combined 1 ± 3 1 ± 2 -0.004 ± 0.008 0.004 ± 0.006 -0.025 ± 0.005 0.297 ± 0.004



































































































A.9. Additional systematic distributions



















































Figure A.7.: Comparison between the tt̄-distributions for the samples generated with
more/less underlying event activity for the e+jets channel (left) and the µ+jets
channel (right), respectively. The impact on the shape is small for both channels,
but a bit larger for the e+jets channel.


















































Figure A.8.: Comparison between the tt̄-distributions for the samples generated with CR for
the e+jets channel (left) and the µ+jets channel (right), respectively. The impact
on the shape is small for both channels.
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Kröninger, for a lot of discussions and advice, not to forget the constant encouragement (next
time I just print everything in red ;) ). Furthermore, I would like to thank Lisa Shabalina for
all the support during our time at CERN, and also Jarka, Katha, Ste", Johannes, Boris, Stefan
and Lubka for all the ice-cream/tequila parties and football watching :)
My thanks goes also to Nuno Castro and Antonio Onofre who were always reliable teamworkers
when the next conference was approaching. I also like to thank my :) students Chris Delitzsch,
Philipp Stolte and Cora Fischer who were the best students one could wish for.
My thanks goes to everyone who helped proofreading this thesis, namely Boris, Chris, Jo-
hannes, Kevin, Philipp, Joern and Ste". Your input and encouragement was a great help. In
terms of computing needs, I would like to thank Joerg Meyer, whom I would also like to thank
for fixing the cluster and giving support also at the weekends or whenever somebody needed
help. My special thanks goes to Anna (for her good taste of music and the unforgettable week
in Perugia ;) ), Boris, who never takes me too seriously when I’m freaking out (and who is so
selfless that he even sacrifices his sleep to help others), Johannes, for always keeping my spir-
its high when necessary and last but not least, Chris, for the unbelievable talent to be always
smiling, even late at night when sitting in her o"ce ;) .
I would also like to thank my Physics and Maths teachers in highschool for a good preparation
for the university (especially my physics teacher Martin Patz). Furthermore I would like to thank
my friends at home who didn’t see me very often during the last years.
Finally, my biggest thanks of all goes to my parents and my sister Marion. You were always
there for me when I needed you, and gave me the opportunity to do what I wanted to do without
doubting or asking what it was for. I hope, at some point, I can do the same for you. My final
words go to Markus, I thank you for never losing your optimism and to give me the feeling that,





Date of birth: January 15, 1985
Place of birth: Meppen
Nationality: German
Education:
1991 – 1995 Primary School (Georgschule Altharen)
1995 – 1997 Orientierungsstufe (Martinischule Haren)
1997 – 2004 Gymnasium Haren (Abitur 2004)
2004 – May 2009 Physics student at the Georg-August-University of Göttingen
May 2009 Diploma in Physics (“Studies with the Matrix Element Method using the
example of a top quark mass measurement with the ATLAS experiment”)
June 2009 – PhD student at the Georg-August University Göttingen
March 2013 with Prof. Dr. Arnulf Quadt
Preliminary conference results:
Moriond ’11 “Measurement of the W-boson polarization in top quark decays in pp colli-
sion data at
!
s=7 TeV using the ATLAS detector”
(ATLAS-CONF-2011-037)
Lepton/Photon ’11 “Measurement of the W boson polarisation in top quark decays in 0.70
fb!1 of pp collisions at
!
s = 7 TeV with the ATLAS detector”
(ATLAS-CONF-2011-122)
Publications: “Measurement of the W boson polarization in top quark decays with the
ATLAS detector” , (JHEP 1206 (2012) 088)
Göttingen, March, 2013
List of Tables
Hiermit versichere ich, dass ich die Dissertation mit dem Titel “Messung der W-Boson
Polarisation in Top-Quark Zerfällen mit dem ATLAS-Detektor” selbständig und ohne
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