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The nuclear magnetic resonance (NMR) shift, χα, at low temperatures is examined for a
massless Dirac electrons in the organic conductor, α-(BEDT-TTF)2I3, where α [= A (= A’),
B, and C] denotes the sites of the four molecules in the unit cell. The Dirac cone exists within
an energy of 0.01 eV between the conduction and valence bands. The magnetic response
function is calculated by taking account of the long-range Coulomb interaction and electron
doping. Calculating the interaction within the first order in the perturbation, the chemical
potential is determined self-consistently, and the self-energy and vertex corrections are taken
to satisfy the Ward identity. The site-dependent χα is calculated at low temperatures of
0.0002 < T < 0.002 (T is temperature in the unit of eV) by correctly treating the wave
function of the Dirac cone. At lower (higher) temperatures the self-energy (vertex) correction
of χα at all sites except for B is dominant and the sign is negative (positive), while the sign
of the correction at the B site is always negative. For moderate doping, the shift as a function
of T takes a minimum at which χC ≃ χA = χA′ > χB. The relevance of the shift to the
experiment is discussed.
1. Introduction
After the extensive studies on the electronic properties of low-dimensional
molecular solids,1) a massless Dirac electron was found in a two-dimensional or-
ganic conductor, α-(BEDT-TTF)2I3,
2) consisting of the molecule BEDT-TTF
[bis(ethylenedithio)tetrathiafulvalene], which forms a crystal with four molecules, A, A’
B, and C (A = A’), in the unit cell. Using a tight-binding model with the transfer energy
estimated by the extended Hu¨ckel method,3, 4) the massless Dirac electron is described by
two valleys in the Brillouin zone where a Dirac point and Dirac cone are located between
the conduction and valence bands, and a zero-gap state is realized owing to a three-quarter
filled band.2) The existence of the Dirac cone was verified by first-principles calculation.5)
The effect of the Dirac cone, which causes the density of states (DOS) to reduce linearly to
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zero at the energy of the Dirac point,6) appears in both electric and magnetic properties but
in a different way.7) The linear dependence of the DOS reasonably explains the conductivity
being almost constant at low temperatures, in addition to the conductivity at absolute zero
temperature being close to the universal conductivity.8, 9) The DOS of the massless Dirac
cone gives the spin susceptibility, which decreases linearly with decreasing temperature and
shows the smallest (largest) value at site B (site C).10) However, the calculation in terms of
the tight-binding model is not enough to understand the shift of nuclear magnetic resonance
(NMR),11, 12) since the deviation of the shift from the linear temperature dependence is
large, suggesting a role of the electron correlation in the magnetic property. The detailed
measurement of the NMR shift13) suggested a noticeable effect of the interaction, although the
relative magnitude of the susceptibility is compatible with that of the tight-binding model.10)
The subsequent theoretical work studied the role of the long-range Coulomb interaction in
the shift on the basis of the renormalization of the velocity,14, 15) which takes account of only
the self-energy of the Green function. Moreover, the wave function of the Dirac cone must
be treated correctly, since the Dirac electron in α-(BEDT-TTF)2I3 is obtained by the four
molecules per unit cell. Further, it is important to calculate the response function by treating
both the self-energy and vertex corrections to satisfy the Ward identity.16) In fact, the vertex
correction of the spin-spin response function has been calculated for the on-site repulsive
interaction,17, 18) where the vertex correction becomes large at high temperatures.
It the present study, we examine the NMR shift at low temperatures by taking account of
the long-range Coulomb interaction and possible electron doping. The perturbational method
is applied to calculate the shift since the coupling constant of the interaction is small due to
a large dielectric constant in the organic conductor, as shown in the next section. In Sect.
2, the formulation is given where the wave function is treated correctly, and both self-energy
and vertex corrections are calculated to satisfy the Ward identity. In Sect. 3, the solution
of the chemical potential is carefully examined. The NMR shift is examined by choosing a
moderate magnitude of the interaction and the doping, and the result is analyzed in terms of
the self-energy and vertex corrections. In Sect. 4, we give a summary and discussion on the
relevance to experiments.
2. Model and Formulation
The crystal structure of α-(BEDT-TTF)2I3 is shown in Fig. 1, which consists of four
molecules (α = A, A’, B, and C) in the unit cell. Transfer energies between nearest neigh-
bor molecular sites are given by a1, a2, a3, b1, b2, b3, and b4. There are also transfer energies
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Fig. 1. (Color online) Crystal structure of α-(BEDT-TTF)2I3 consisting of four molecules A, A’, B
and C, where the center of the unit cell (dotted square) is taken at the middle point of A and A’
(closed circle). The transfer energies between nearest-neighbor molecular sites are given by bonds
a1, a2, a3, b1, b2, b3, and b4. There are also transfer energies between next-nearest-neighbor sites
along the y-axis, and site potentials (in the main text).
between next-nearest-neighbor sites along the y-axis, where ad1, ad3, and ad4 correspond to
A-A, B-B, and C-C, respectively. Site potentials are also added; p1, p2, p3, and p4 act on the
A, A’, B,and C sites respectively, which come from the mean field of the short-range repulsive
interaction.
We consider a Hamiltonian given by
H = H0 +Hint , (1)
where H0 is the kinetic energy of a tight binding model with site potential pα,
5, 10) and Hint
denotes the long-range Coulomb interaction given by
H0 =
∑
i,j
∑
α,β
∑
σ
ti,j;α,βψ
†
i,α,σψj,β,σ +
∑
i,α
∑
σ
pαψ
†
i,α,σψi,α,σ , (2)
Hint =
∑
i,j,α,β
∑
σ,σ′
e2
|ri,α − rj,β|
ψ†i,α,σψ
†
j,β,σ′ψj,β,σ′ψi,α,σ . (3)
ψ†i,α,σ is the creation operator of the electron with spin σ for the molecular site α in the i-th
unit cell, forming a square lattice with N and l being the total number of lattice sites and the
lattice constant. ti,j;α,β is the transfer energy between nearest-neighbor molecular sites. i (and
j) denotes the sites of the unit cell forming a square lattice and α (and β) denotes the four
molecular orbitals of A, A’, B, and C. Equation (3) denotes the long-range Coulomb interaction
between sites ri,α and rj,β. Using the Fourier transform ψkα,σ = N
−1/2
∑
j exp[−ikrj]ψj,α,σ,
where rj is a position vector on the square lattice, Eq. (2) in terms of the wave vector
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k = (kx, ky) is rewritten as
H0 =
∑
k
Φσ(k)
†H˜0(k)Φσ(k) , (4)
where Φσ(k) = (ψk,A,σ, ψk,A′,σ, ψk,B,σ, ψk,C,σ) and H˜0(k) is the 4×4 matrix Hamiltonian given
by
H˜0(k) =


hA a b c
a∗ hA′ d e
b∗ d∗ hB f
c∗ e∗ f∗ hC


. (5)
The matrix elements a, · · · , f are represented in terms of transfer energies and the wave vector
k = (kx, ky).
10) Taking an inversion center between A and A’ as the origin of the unit cell and
using k˜x = kxl and k˜y = kyl, these matrix elements are given by hA = hA′ = 2a1d cos k˜y + pA,
hB = 2a3d cos k˜y + pB, hC = 2a4d cos k˜y + pC, a = a3 + a2e
ik˜y , b = b3e
−ik˜x/2 + b2e
ik˜x/2,
c = b4e
i(−k˜x+k˜y)/2 + b1e
i(k˜x+k˜y)/2, d = b2e
−ik˜x/2 + b3e
ik˜x/2, e = b1e
i(−k˜x−k˜y)/2 + b4e
i(k˜x−k˜y)/2,
f = a1(e
ik˜y/2 + e−ik˜y/2). These transfer energies in the unit of eV are given by a1 = 0.0267,
a2 = 0.0511, a3 = 0.0323, b1 = 0.1241, b2 = 0.1296, b3 = 0.0513, b4 = 0.0512, a1d = 0.0119,
a3d = 0.0046, a4d = 0.0060, pA = 1.0964, pB = 1.1475, and pC = 1.0997.
The energy band ǫγ(k) [ǫ1(k) > ǫ2(k) > ǫ3(k) > ǫ4(k)] is calculated from
H˜0(k)|γ(k) > = ǫγ(k)|γ(k) > , (6a)
|γ(k) > =
∑
α
dαγ |α > , (6b)
where |γ > and |α > denote the wave functions corresponding to the energy band (eigenvalue)
and the lattice site, respectively.
∑
α dαγ(k)
∗dαγ′(k) = δγ,γ′ and
∑
γ dαγ(k)
∗dβγ(k) = δα,β.
The component of the wave function dαγ(k), which is characteristic of α-(BEDT-TTF)2I3,
is associated with the topological property of the wave function.19) Although such a property
also exists in graphene, the novel features of the present case arise from the interference effect
of the four kinds of dαγ(k) in the perturbational calculation of the NMR shift as shown later.
The Dirac point, which is located between the conduction and valence bands [i.e., ǫ1(k) and
ǫ2(k) ], is given by kD/(π/l) = ±(0.683, 0.440), corresponding to two valleys, and leads to a
zero gap state due to the three-quarter-filled band.
By taking account of the screening, Eq. (3) within the random phase approximation (RPA)
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Fig. 2. Diagram for the density of zeroth order n(0) (a) and first order n(1)(b), where the summation
of α is taken. The solid line denotes the one-particle Green function (iωn + µ − ǫγ(k))
−1, where
ωn(= (2n+ 1)πT ) is the Matsubara frequency with n being an integer. The dashed line denotes
the RPA-screened interaction vq,eff given by Eq. (7b).
is rewritten as (Appendix A)
Hint =
1
Nl2
∑
k1,k2,q
∑
α,β
∑
σ,σ′
vq,eff × ψ
†
k1−q,σ
ψ†
k2+q,σ′
ψk2,σ′ψk1,σ , (7a)
vq,eff =
gl
|q|+ qTF
, (7b)
where g = 2πe2/(lǫ), ǫ = ǫ1ǫ2. Here the intralayer and interlayer dielectric constants are given
by ǫ1 = (1 + 1.43e
2/v) and ǫ2[∼ o(10)], respectively. The latter is introduced owing to the
layered system and is taken as a parameter since ǫ2 is known only for the insulating state.
20) e
is the electronic charge. For l ≃ 10 A˚, which is the length of the lattice constant, 2πe2/l ≃ 8.5
eV, v/l ≃ 0.05 eV, and e2/v ≃ 27, with v being the averaged velocity of the Dirac cone. For
ǫ2 ≃ 5, the coupling constant is estimated as g = 0.04 eV, which is used in the numerical
calculation. Note that the dielectric constant in the present case, ǫ ≃ 200, is much larger than
that of the graphene, ǫ ≃ 4, with e2/v = 2.2.14) Since we examine the chemical potential
away from the Dirac point, we introduce a quantity qTF(δµ, T ) which is the Thomas–Fermi
screening constant given by (Appendix A)
qTF =
4e2/v
ǫ(1− λ2)3/2
×
|δµ|+ T
v
, (7c)
where δµ = µ − µ0 and µ0 denotes µ at g = 0 and T = 0. In deriving Eq. (7c), we used a
2×2 effective Hamiltonian with the tilting parameter of the Dirac cone, λ = 0.8. In Eq. (7a),
we take |q · (ri,α − ri,β)| = 0 owing to the long-range Coulomb interaction. We calculate Hint
with a coupling constant g (in the unit of eV) up to the first order in the perturbation.
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Fig. 3. Diagram of the response function for the zeroth order (a), the first order of the self-energy
correction (b), (c), and the vertex correction (d). Notations are the same as in Fig. 2.
The number density per spin up to the first order of the perturbation of Hint is given
by n(0) + g n(1), where n(0) and n(1) are respectively shown in Figs. 2(a) and 2(b), and are
calculated as (Appendix B)
n(0) =
1
N
∑
k
4∑
γ=1
f(ǫγ(k)) , (8)
n(1) = −
1
N2l2
∑
k,k′
∑
γ1,γ3
1
|k − k′|+ qTF
×
∂f(ǫγ1(k))
∂ǫγ1(k)
f(ǫγ3(k
′))
×
∣∣< γ3(k′)|γ1(k) >∣∣2 . (9)∑
α |α >< α| =
∑
γ |γ >< γ|, f(ǫ(k)) = 1/(exp[(ǫ(k)−µ)/T ]+1), and µ denotes the chemical
potential. T is temperature and kB = 1. The quantity n
(1) is calculated as a function of δµ
and T .
Since the number of electrons per spin and unit cell is 3, the chemical potential µ is
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determined by
3 + nd = n
(0) + g n(1) , (10)
where nd denotes the doping concentration. For g = 0, nd = 0, and T=0, µ is estimated as µ0
= 1.2688, which corresponds to ǫ(kD), i.e., the energy at the Dirac point.
We consider an external magnetic field, Hext, applied in a direction parallel to the two-
dimensional plane to avoid the orbital effect of the magnetic field, Noting that the Zeeman
energy is given by −
∑
j
∑
β mˆjβHext, the NMR shift (2µ
2
B = 1 with µB being the Bohr
magneton) per unit cell and at the α site is calculated as
χα = lim
Hext→0
∑
i
〈mˆiα〉
NHext
=
1
2N2
∫ 1/T
0
〈
Tτ (
∑
i
mˆiα(0)
∑
jβ
mˆjβ(τ))
〉
H
dτ , (11)
where < · · · >H denotes the average on H in Eq. (1). Tτ is the ordering operator of the
imaginary time τ , mˆjα = nˆjα↑ − nˆjα↓, and nˆjασ = ψ
†
jασψjασ. It is crucial that the shift at
the α site is affected not only by the same kind of molecule but also by the different kinds
of molecules due to four molecules per unit cell. The shift up to first order in terms of the
perturbation is given by
χα ≃ χ
(0)
α + g χ
S
α + g χ
V
α , (12)
which is calculated using a response function in terms of the Green function.21) The first term
denotes the zeroth order given by Fig. 3(a). The second term of Eq. (12) is the self-energy
correction of the first order given by Figs. 3(b) and 3(c). The third term of Eq. (12) is the
vertex correction of the first order given by Fig. 3(d). It should be noted that, in addition to
the second and third terms, another contribution called the A–L term22) is generally required
to satisfy the Ward identity,16) as shown for the fluctuation conductivity. However Figs. 3(b),
3(c), and 3(d) are enough in the present case of the magnetic field due to the cancellation by
the summation of β in
∑
jβ mˆjβ(τ) of Eq. (12).
The response function of the zeroth order is calculated as (Appendix C)
χ(0)α =
∑
β
χ0αβ = −
1
N
∑
k,γ
∂f(ǫγ(k))
∂ǫγ(k)
d∗αγ(k)dαγ(k) , (13)
which is rewritten as
χ(0)α = −
∫ ∞
−∞
dω
∂f(ω)
∂ω
Dα(ω) , (14)
Dα(ω) =
1
N
∑
k
∑
γ
δ(ω − ǫγ(k))d
∗
αγ(k)dαγ(k) . (15)
Dα(ω) denotes the local DOS per spin and unit cell, the total DOS is D(ω) =
∑
αDα(ω), and
7/21
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dωD(ω) = 4. At low temperatures, for which the numerical calculation is performed in the
next section, we obtain χ
(0)
α ∝ T due to Dα(ω) ∝ |ω|.
Performing a summation over β in Figs. 3(b) and 3(c), the second term of Eq. (12) is
calculated as (Appendix C)
gχSα =
g
2N2l2
∑
k,k′
∑
γ1,γ2,γ3
1
|k − k′|+ qTF
×
1
ǫ2 − ǫ1
(
∂f2
∂ǫ2
−
∂f1
∂ǫ1
)
× f(ǫγ3(k
′))
×
(
< γ1(k)|α >< α|γ2(k) >< γ3(k
′)|γ1(k) >< γ2(k)|γ3(k
′) > +(c.c.)
)
, (16)
where f1 = f(ǫ1), f2 = f(ǫ2), f4 = f(ǫ4), ǫ1 = ǫγ1(k), ǫ2 = ǫγ2(k), and ǫ4 = ǫγ4(k − q).
Performing a summation over β in Fig. 3(d), the third term of Eq. (12) is calculated as
(Appendix C)
gχVα =
g
N2l2
∑
k,k′
∑
γ1,γ2,γ3
1
|k − k′|+ qTF
×
f1 − f2
ǫ1 − ǫ2
×
∂f3
∂ǫ3
× < γ1(k)|α >< α|γ2(k) >< γ3(k
′)|γ1(k) >< γ2(k)|γ3(k
′) > , (17)
where f1 = f(ǫ1), f2 = f(ǫ2), f3 = f(ǫ3), ǫ1 = ǫγ1(k), ǫ2 = ǫγ2(k), and ǫ3 = ǫγ3(k
′).
3. NMR Shift
3.1 Chemical potential
The chemical potential δµ is calculated self-consistently using Eq. (10), which is rewritten
as
nhole + nd = g n
(1) , (18)
where nhole = 3− n
(0). Equation (18) gives δµ as a function of T , nd, and g, i.e., δµ(T, nd, g).
In order to obtain δµ as a function of T , nd, and g, Eqs. (8) and (9) (i.e., n
(0) and n(1)) are
calculated as a function of δµ and T , where δµ = µ− µ0 with µ0 given by ǫ(kD) at T = 0.
First we examine δµ at T=0. Using the effective 2×2 Hamiltonian of the Dirac cone
(Appendix A) with velocity v and tilting parameter λ, Eq. (8) is calculated as
nhole = −sgn(δµ)
δµ2l2
4πv2
1
(1− λ2)3/2
. (19)
In the present case of λ = 0.8 and v/l ≃ 0.05, nhole = −sgn(δµ)C0δµ
2 with C0 ≃ 150
(eV)−2. Equation (9) is also estimated as n(1) = C1|δµ| with C1 ≃ 12 (eV)
−2 (Appendix
B). Substituting these values into Eq. (18), δµ is obtained as follows. For nd = 0, δµ =
−g(C1/C2)(< 0), while δµ = (−gC1 +
√
(gC1)2 + 4C0nd)/(2C0)(> 0) for nd > (gC1)
2/(4C0).
In the range of 0 < nd < (gC1)
2/(4C0), there are three kinds of solutions, [δµ = (−gC1 +√
(gC1)2 + 4C0nd)/(2C0) and (−gC1±
√
(gC1)2 − 4C0nd)/(2C0)], where we take the smallest
8/21
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Fig. 4. (Color online) (a) δµ (= µ−µ0) dependence of n
(1) with fixed T = 0.001, 0.0004, and 0.0002,
where the dotted line denotes n(1) with qTF = 0 at T=0.0002. (b) δµ dependence of nhole+nd and
gn(1) for T = 0.0002 with g=0.04, where nhole = 3−n
(0) and nd denotes the doping concentration.
µ0(= 1.2688) denotes the chemical potential for T = 0 and nd = 0 in the absence of interaction.
The intersection gives a solution for δµ, where the lowest one is taken when there are many
solutions.
one, δµ = (−gC1 −
√
(gC1)2 − 4C0nd)/(2C0)(< 0), in order to obtain a solution connected
continuously to that of T=0. Thus, a first-order transition occurs at nd = (gC1)
2/(4C0), where
the sign of the chemical potential δµ changes from negative to positive with decreasing g or
increasing nd.
Here we mention the state given by δµ < 0 for nd = 0. Since δµ < 0 gives n
(1) > 0 from
Eqs. (9) and (B·4), the chemical potential is located at the valence band with ǫ2(k) − µ0 =
δµ(< 0). This implies the emergence of an excess electron density at k with ǫ2(k) = µ in the
valence band, which has the effect of reducing the chemical potential to keep the total number
of filled electrons. Thus, holes exist in the valence band below the Dirac point (i.e., the valley
of the Dirac cone) even for nd = 0.
Next we examine δµ for T 6= 0, which is calculated numerically from Eq. (10). When there
is more than one solution, we choose the smallest one in order to be consistent with that of
T = 0. Figure 4(a) shows the δµ dependence of n(1) for fixed T = 0.0002 (solid line), 0.0004
(dashed line) and 0.001 (dot-dashed line). The quantity n(1) is positive, where n(1) = 0 at T=0,
and n(1) at low temperatures is proportional to T due to the factor −∂f(ǫγ1(k))/∂ǫγ1(k). It is
found that n(1) as a function of δµ shows n(1)(δµ)−n(1)(0) ∝ δµ2 for small δµ, although there
is a slight deviation from the symmetric behavior and a slight maximum at δµ = 0. In order
9/21
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0.001 0.002
−0.002
−0.001
0
T (eV)
δµ
g=0, µd=0
0.00025
0
nd=0.00031
0.00023
Fig. 5. T dependence of δµ for g = 0.04 with fixed nd = 0.00031, 0.00025, 0.00023, and 0, which are
obtained from nd + nhole = gn
(1). The symbols (diamonds) correspond to δµ for nd = 0.00028.
The dashed line (g=0) denotes δµ for g = 0 and nd = 0.
to see the suppression of n(1)(δµ) by the screening, n(1) with qTF = 0 at T=0.0002 (dotted
line) is compared with the solid line. Figure 4(b) shows the δµ dependence of nd + nhole and
gn(1) with g = 0.04 for T=0.0002, where the intersection gives a solution of δµ. Thus, the
chemical potential δµ is calculated self-consistently for fixed T , nd, and g. The solution of δµ
is a single value for nd =0.00031 and 0. For nd=0.00025, there are three solutions and the
lowest δµ is chosen as shown for T=0.
Figure 5 shows the T dependence of δµ with some choices of nd for g=0.04, where there are
the following three types of T dependence of δµ, depending on nd. For large nd (= 0.00031),
there is a crossover from δµ > 0 to δµ < 0 with increasing T (> 0.0001). δµ takes a minimum
above the temperature corresponding to δµ = 0. For small nd (=0.00023 and 0), δµ < 0
exists for arbitrary T and δµ increases monotonically with increasing T . In the region of
0.0026 < nd < 0.00031 (for example, nd =0.0028 (diamonds)), δµ jumps from δµ < 0 to
δµ > 0 with increasing T (> 0.0002), while such a jump diminishes for T > 0.005. Based on
more precise calculation, we find that the jump of δµ occurs at (nd, T ) ≃ (0.00032, 0), (0.00031,
0.0002), (0.00028, 0.0003), (0.00026, 0.0004), forming a line of the boundary between δµ < 0
and δµ > 0, which terminates before T ≃ 0.0005. For simplicity, the present paper does not
treat such a region where a first-order transition occurs at low temperatures (T < 0.0005).
Using δµ of Fig. 5 with a moderate choice of nd, we examine the NMR shift χα in the next
section to obtain a similar result to that of an experiment at low temperatures. The choice of
nd is discussed in Sect. 4.
10/21
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0.001 0.002
0
0.2
0.4
T (eV)
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α=A=A’
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α=C
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Fig. 6. (Color online) T dependence of NMR shift χα with α = A (=A’), B, and C for g = 0.04 and
nd = 0.00025. The dashed line denotes χ
(0)
α for g = 0, nd = 0.0, and δµ = 0. Note that χ − χ
(0)
corresponds to the sum of the self-energy and vertex corrections, where χ = χA+A′+B+C.
3.2 NMR shift
The numerical calculation of the NMR shift is performed as follows. The zeroth-order
term given by Eq. (13) is calculated by dividing the summation into n = 200 segments for
the axes of kx and ky in the first Brillouin zone. Equation (7a) is calculated in the reduced
region consisting of two valleys around the Dirac point ±kD. In order to examine the effect of
the interaction at low temperatures of T < 0.002, the calculation of Eqs. (9), (16), and (17)
is performed by choosing |k ± kD|/π < 0.1 with 40 segments. This choice is reasonable since
the change by |k ± kD|/π < 0.14 is less than 10%. The NMR shift is examined in the range
of 0.0002 < T < 0.002 due to the limited number of segments.
Using the chemical potential δµ obtained in Fig. 5, we calculate Eq. (12) to examine the
T dependence of the NMR shift. Figure 6 shows the T dependence of χα with g = 0.04 and
nd = 0.00025, where α = A(=A’), B, and C denotes the shift for the respective site and α =
A+A’+B+C denotes the sum of the shift. It is noticed that the relation χC > χA > χB still
holds even in the presence of the interaction. The dashed line denotes χ
(0)
α , i.e., the shift in
the case of g = 0, which is proportional to T .10) Compared with χ
(0)
α , χα exhibits a noticeable
reduction, i.e., suppression, which comes from g(χS + χV ) (< 0). At T ≃ 0.0005, χC and χA
show a minimum and χC ≃ χA, while χB reduces almost to zero. There is an enhancement of
χC and χA at low temperatures due to the finite |δµ|, which increases χ
(0)
α . The suppression
of χα becomes large for larger g since gχ
S and gχV are mainly proportional to g.
In order to understand the suppression of χα, the contributions of self-energy and vertex
11/21
J. Phys. Soc. Jpn. Full Paper
0.001 0.002−0.4
−0.2
0
0.2
−0.05
0
0.05
T (eV)
gXα
S
α=A
α=B
α=C
α=A+A’+B+C
gXα
V
α=A+A’+B+C
α=B
(a)
0.001 0.002
0
0.2
0.4
T (eV)
Xα
(0)
α=A=A’
α=B
α=C
(b)
Fig. 7. (Color online) (a) T dependence of the self-energy (solid line) and vertex corrections (dashed
line) corresponding to Fig. 6. (b) T dependence of the corresponding χ
(0)
α with µ 6= 0 and g=0.4.
For 0.0004 < T , gχSα(< 0) takes a larger magnitude than that of gχ
V
α (> 0). Thus, the self-energy
correction determines the suppression of χα in Fig. 6.
corrections are examined in Fig. 7(a). The effect of the self-energy correction gχS is much larger
than that of the vertex correction gχV at low temperatures of T < 0.0015. For 0.0015 < T <
0.002, the contribution of gχV (> 0) becomes comparable with that of gχS(< 0), and then
the suppression of χα becomes small. At higher temperatures, it is expected that the vertex
correction becomes dominant compared with the self-energy correction, i.e., χα is enhanced
compared with χ
(0)
α . Figure 7(b) shows χ
(0)
α (= χα − gχ
S
α − gχ
V
α ), which is always larger than
χα in the absence of the interaction (dashed line) due to δµ 6= 0. At low temperatures, χ
(0)
α is
enhanced due to the increase in |δµ|.
We examine χα for some other values of nd for comparison with Fig. 6. Figure 8(a) shows
χα for nd = 0.00031, where the T dependence of χα is similar but the height is slightly
larger than that for nd = 0.00025. The case of nd = 0.00031, where δµ(> 0) for T < 0.0004,
is almost on the boundary of the jump in µ. χα for nd = 0.00028 is similar but a jump
below the minimum occurs at higher temperatures. Figure 8(b) shows χα for nd = 0.00023.
The T dependence of χα is similar to that of nd = 0.00025 but the height is also large. For
nd = 0.00023, δµ(< 0) is slightly lower than that of nd = 0.00025 owing to being away from
the boundary of the jump of δµ. Thus, there is an optimum value of nd that gives the lowest
χα. Such nd is lower and moderately away from the boundary of the jump. The case of nd = 0
is shown in Fig. 8(c) to understand the role of nd by comparison with Fig. 6. The height of
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Fig. 8. (Color online) T dependence of χα with g=0.04 for nd = 0.00031 (a), nd = 0.00023 (b), nd = 0
(c), and µ = 0 (d). Notations are the same as in Fig. 6. δµ in (c) is determined self-consistently.
For 0.0008 < T , δχα(= χα − χ
(0)
α ) is negative but small due to the competition of gχSα and χ
(0)
α .
For nd = 0, δµ becomes much lower than that of Fig. 4. Thus, the deviation of δµ from zero
gives the enhancement of the DOS. This enhances the magnitude of both gχSα and χ
(0)
α . (d) T
dependence of δχα, which is similar to that in (c), but χ
S
α is much smaller due to the small DOS.
The enhancement of δχα at low temperatures is absent due to µ = 0.
χα further increases, but a small suppression (χα − χ
(0)
α < 0) for 0.0008 < T still exists due
to competition between the enhancement of χ
(0)
α and the decrease in gχS , which occurs for
large |δµ|. However a large enhancement of χα is seen at low temperatures since the effect of
|δµ| 6= 0 on χ
(0)
α is larger than that of |gχS | at low temperatures. Thus, it turns out that nd
with a moderate magnitude has the effect of reducing χα. Figure 8(d) shows χα for δµ = 0 and
g = 0.04. Although the interaction gives δµ 6= 0, the case of δµ = 0 is compared with Fig. 6
to clarify the role of δµ in χα. For δµ = 0, the reduction given by χα − χ
(0)
α < 0 still exists
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but is small. A minimum of χα is absent and χα decreases monotonically. The magnitudes of
χS and χV are smaller but their T dependence is similar to that in Fig. 7(a) except for low
T (< 0.0005).
Thus, the origin of the minimum of χα is as follows. When |δµ| increases from zero (as
found by the presence of g 6= 0), the DOS at the chemical potential increases, and the increase
in |χS | becomes much larger than χV , resulting in the large suppression of χα, as seen from
Fig. 6. However, |δµ| also increases χ
(0)
α at T < 0.0006 as shown in Fig. 7. Such competition
gives a minimum of χα at T ≃ 0.0004 in Fig. 6.
4. Summary and discussion
We examined the NMR shift χα at low temperatures of T < 0.002 eV for massless Dirac
electrons in the organic conductor α-(BEDT-TTF)2I3. The response function was calculated in
the presence of the long-range Coulomb interaction, where screenings were taken into account.
Treating the interaction up to the first order in the perturbation, the chemical potential in
the presence of the doping nd was calculated self-consistently, and the response function was
calculated for both self-energy and vertex corrections to satisfy the Ward identity. The self-
consistent solution of δµ was examined on the plane of nd and T . The suppression of χα was
obtained using nd close to the boundary between δµ > 0 and δµ < 0 at T = 0. We found
a novel fact that both χSB < 0 and χ
V
B < 0. The suppression of χα originates from the self-
energy correction being dominant over the vertex correction. A minimum of χα exists at low
temperatures. At lower temperatures, the shift is enhanced due to δµ 6= 0.
Here we compare Fig. 6 with other previous work. The fact that the sign of the vertex
correction χ
(V )
α is positive for α = A and C but negative for B is compatible with the model
with the on site-repulsive interaction.18) This suggests a common feature of the vertex cor-
rection even though the interaction range is different between these models. The fact that
0 > gχSA+A′+B+C at low temperatures is consistent with the sign expected by the calculation
of the self-energy of the Green function.14) The negative sign of χ
(S)
A+A′+B+C in the present
paper is the same as that obtained by calculating the renormalization of the velocity of the
Dirac cone in terms of such a Green function.15) In the present calculation, a large suppression
of χα is obtained for a finite doping (nd) with δµ 6= 0, while suppression is obtained in the
absence of doping with δµ = 0 for the case of velocity renormalization.
We note a reduced model of a 2×2 Hamiltonian23) consisting of only two bands, the
conduction and valence bands, which are obtained from ǫ1(k) and ǫ2(k) with dα,1 (α = A (=
A’), B, C) in Eqs. (6a) and (6b). Calculating Eqs. (9), (16), and (17) with these two bands
14/21
J. Phys. Soc. Jpn. Full Paper
and all the α, we found that the difference in the numerical result between the reduced model
and the 4×4 Hamiltonian (Eq. (5) is about 3% suggesting the validity of the effective 2×2
Hamiltonian with a choice of the base in terms of the Luttinger–Kohn representation.23) The
present calculation gives the NMR shift directly owing to the diagonalization of Eq. (5) for
each k. Although the comparison of the intermediate process with the effective Hamiltonian
is complicated due to the factors dα,1 and dα,2 depending on the choice of the base, the same
result of the NMR shift is expected when the components of the base are reasonably taken
into account.
We took nd as a parameter to explain the NMR shift. The parameter is located slightly
away from the first-order transition since, at present, such a transition has not been found
experimentally. The existence of nd(> 0) is claimed from the Hall conductivity, where a theory
without interaction24) predicted nd ≃ 10
−6 and an experiment25) estimated nd = (0.1 – 1)
×10−5. The experimental estimation is reasonable owing to the enhancement of nd by the
interaction. However, the present choice of nd ≃ 10
−4, which is larger than the experimental
value, still remains a problem to be resolved in the future.
Finally we discuss the relevance of the present work to the experiment on the NMR shift in
α-(BEDT-TTF)2I3. Site-selective NMR shows that the electron susceptibility decreases with
decreasing T below < 0.01 eV with χC > χA(= χA′) > χB,
11, 12) where the suppression from
the T linear dependence of χα is visible and the strong suppression of χB shows a gaplike T
dependence. The behavior at lower temperatures is as follows.13) For T < 0.005, χB becomes
almost zero with a minimum. Also both χA and χC decrease rapidly. At T ≃ 0.002, all χα
become almost zero. This experimental result is compared with our theoretical result of χα in
Fig. 6 (nd = 0.00025 and g = 0.04), which shows a large suppression of χB at low temperatures.
Thus, a common T dependence is seen for temperatures above the minimum. However, the
present calculation shows an enhancement at lower temperatures while the experiment shows
monotonic decreases in χC and χA. Further, the characteristic temperature in the present
calculation is much lower than that in the experiment. Such a difference may be reduced by
considering a larger magnitude of g. Another comment is regarding the chemical potential
δµ as shown in Fig. 5. For larger nd(= 0.0003), the T dependence of δµ, which moves from
positive to negative, is qualitatively similar to that obtained theoretically in terms of carrier
doping without interaction.24) In fact, such a change of the sign, which gives rise to the change
in the Hall coefficient, was verified by an experiment on the Hall conductivity.25)
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Appendix A: Effective interaction
We analytically calculate the screening constant for the bare Coulomb interaction (Eq. (3))
using an effective 2×2 Hamiltonian23, 24) for the Dirac cone around the Dirac point kD, given
by
Heff =

vk˜y + λvk˜x vk˜x
vk˜x −vk˜y + λvk˜x

 , (A·1)
where k˜ = (k˜x, k˜y) = k−kD with the Dirac point kD. For simplicity we rewrite as k˜ → k. The
eigenvalue of Eq. (A·1) is given by ξγ,k = vλkx+γv|k| with (γ = ±). Equation (A·1) describes
the Dirac cone with tilting parameter λ, where the kx axis is taken as the tilting direction. The
poralization function of Eq. (A·1), which is given by the density-density response function, is
written as26)
Π(q, δµ, T ) = −
2
N2
∑
γ,γ′
∑
k
1 + γγ′(k · k′)/|k||k′|
2
×
f(ξγ,k)− f(ξγ′,k′)
−ξγ′,k′ + ξγ,k
, (A·2)
where k′ = k+ q and f(ξ) = 1/(exp[(ξ− δµ)/T ] + 1). Using Eq. (A·2), the effective Coulomb
interaction within the RPA is written as
vq,eff =
vq
1 + qTF/q
=
gl
|q|+ qTF
, (A·3)
where
vq =
v0q/ǫ2
1 + v0qΠ(q, 0, 0)
=
v0q
ǫ
≡
gl
q
, (A·4)
Π(q, 0, 0) =
q
2πv
〈
1√
1− λ2 cos2 θq
〉
θq
, (A·5)
g = 2πe2/(ǫl), v0q = 2πe
2/q, q = |q|, and l is the lattice constant. ǫ = ǫ1ǫ2. ǫ1(= 1 +
v0qΠ(q, 0, 0))
26) is the intralayer dielectric constant and ǫ2 denotes the interlayer dielectric
constant, taken as ≃ 5. <>θ denotes the average over the angle θ = θq, which denotes the
angle between q and the tilted axis of the Dirac cone with tilting parameter λ. Equation (A·5
) is multiplied by 4 due to the freedom of the spin and valley. In Eq. (A·3), the denominator,
1+qTF/q, is an interpolation formula used to describe the crossover between small q(<< qTF)
and large q(>> qTF). This gives a reasonable result compared with the exact one.
26) Assuming
only the intralyer screening due to δµ(6= 0), qTF is written as
qTF = qvqΠ(0, δµ, T ) ≃ qvq ×
4(|δµ| + T )
2πv2(1− λ2)3/2
, (A·6)
which is the Thomas–Fermi screening including temperature. Thus, qTF is estimated as
qTF ≃
4e2/v
ǫ(1− λ2)3/2
×
|δµ|+ T
v
≃ 2.5×
|δµ| + T
v
, (A·7)
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where g = 0.21/ǫ2, ǫ1 = 1 + v
0
qΠ(q, 0, 0) ≃ 40. In deriving Eq. (A·7), we used the parameters
λ ≃ 0.8, e2/v = 27.2, 2πe2/l = 8.5 eV, v/l = 0.05 eV, < (1 − λ2 cos2 θ)−1/2 >θ= 1.43, and
(1− λ2)−3/2 = 4.62. Note that g = 0.04 corresponds to ǫ2 ≃ 5.
Appendix B: Number density
Using the matrix, S(1/T )=Tτ exp[−
∫ 1/T
0 Hint(τ)dτ)],
21) where Tτ is the ordering operator
of the imaginary time (τ) and Hint(τ) = e
(H0−µ)τHinte
−(H0−µ)τ , we calculate the density and
response functions up to the first order in Hint.
The number density per unit cell and per spin is calculated from
lim
τ→−0
1
N
∑
i
∑
α
−〈Tτ (ψi,α(τ)ψi,α(0)
†S(1/T ))〉0
〈S(1/T )〉0
≃ n(0) + gn(1) , (B·1)
where 〈 〉0 denotes the thermal average on H0. From Eq. (6a) with ψkα =
∑
γ dαγ(k)ψkγ , the
density of the zeroth order shown in Fig. 2(a) is calculated as
n(0) =
1
N
∑
i
∑
α
〈ψ†i,αψi,α〉0 =
1
N
∑
k
∑
α
〈ψ†kαψkα〉0
=
1
N
∑
γ
∑
k
∑
α
dαγ(k)
∗dαγ(k)× 〈ψ
†
kγψkγ〉0
=
1
N
∑
γ
∑
k
T
∑
n
G(n, ǫγ(k)) =
1
N
∑
γ
∑
k
f(ǫγ(k)) . (B·2)
The Green function is given by G(n, ǫγ(k))=
∫
(−Tτ 〈ψkγ(τ)ψkγ(0)
†〉e−iωnτdτ = (iωn + µ −
ǫγ(k))
−1, where ωn(= (2n + 1)πT ) is the Matsubara frequency with n being an integer and
T
∑
nG(n, ǫγ(k)) = f(ǫγ(k)) = 1/(exp[(ǫγ(k)− µ)/T ] + 1).
The density of the first order is calculated as (Fig. 2(b))
gn(1) = −g
T 2
N2l2
∑
n,n′
∑
k,q
∑
γ1,γ2,γ3
∑
α′,β′
1
|q|+ qTF
G(n, ǫγ1(k))G(n, ǫγ2(k))G(n
′, ǫγ3(k − q))
×d∗αγ1(k)dα′γ1(k)d
∗
α′γ3(k − q)dβ′γ3(k − q)d
∗
β′γ2(k)dαγ2(k)
= −g
T 2
N2l2
∑
n,n′
∑
k,q
∑
γ1,γ3
∑
α′,β′
1
|q| + qTF
G(n, ǫγ1(k))
2G(n′, ǫγ3(k − q))
×dα′γ1(k)d
∗
β′γ1(k)d
∗
α′γ3(k − q)dβ′γ3(k − q)
= −g
1
N2l2
∑
k,q
∑
γ1,γ3
∑
α′,β′
1
|q|+ qTF
×
∂f(ǫγ1(k))
∂ǫγ1(k)
× f(ǫγ3(k − q))
×dα′γ1(k)d
∗
β′γ1(k)d
∗
α′γ3(k − q)dβ′γ3(k − q) . (B·3)
Equation (B·3) leads to Eq. (9). Note that gn(1) > 0 since −∂f(ǫ)/∂ǫ > 0 and f(ǫ) > 0.
At T=0, Eq. (9) is examined using an effective 2×2 Hamiltonian (Appendix A) with γ = ±
and tilting parameter λ, where the Dirac cone is tilted with maximum velocity v(1 + λ) and
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minimum velocity v(1− λ). Equation (9) is calculated as
n(1) =
|δµ|l3
2π2
∫ kc
0
dy y
∑
γ3=±
〈
f(ǫγ3(k
′)) < γ3(k
′)|γ1(k) > |
2/v(θ)2√
k2µ + y
2 − 2ykµ cos(θ − θ′) + qTF(δµ, 0)
〉
θ,θ′
, (B·4)
where δµ = µ−µ0 with µ0 given by ǫ(kD) at T = 0. γ1 = + or −, <>θ denotes an average with
respect to θ, y = k′, kc(>> δµ/v) is the momentum cutoff of the Dirac cone vθ = v(1+λ cos θ),
k = k(cos θ, sin θ), k′ = k′(cos θ′, sin θ′), and kµ = |δµ|/v(θ). For λ = 0.8 and v/l ≃ 0.05, the
numerical estimation gives n(1) = C1|δµ| with C1 ≃ 12 (eV)
−2.
Appendix C: Response function
The NMR shift at the α site is obtained from
χα =
∑
β
χαβ ≃ χ
(0)
α + gχ
S
α + gχ
V
α , (C·1)
where χαβ is the response function between the α and β sites, which is calculated by
21)
χαβ =
1
N
∑
k
∫ 1/T
0
〈
Tτ (ψ
†
kα(τ)ψkα(τ)ψ
†
kβ(0)ψkβ(0)S(1/T ))
〉
0
〈S(1/T )〉0
eiωnτdτ |iωn→+i0 .(C·2)
We took 2µ2B as unity with µB being the Bohr magneton. Equation (C·2) is calculated by
expanding S(1/T ), in terms of Hint where the zeroth order gives χ
(0)
α and the first order gives
gχSα + gχ
V
α . In the second-order terms, there is the A–L contribution whose diagram reduces
to a disconnected diagram21) in the absence of Hint. Such a contribution, which is added to
Eq. (C·1) to satisfy the Ward identity16) for the RPA given by Eq. (7b), vanishes in the present
case due to the summation of mˆjβ in Eq. (11) with respect to β.
From Fig. 3(a), the zeroth order is calculated as
χ(0)α = −
T
N
∑
n
∑
k
∑
γ,γ′
∑
β
G(n, ǫγ(k))G(n, ǫγ′(k))d
∗
αγ(k)dβγ(k)d
∗
βγ′(k)dαγ′(k)
= −
1
N
∑
k
∑
γ,γ′
∑
β
f(ǫγ(k))− f(ǫγ′(k))
ǫγ(k)− ǫγ′(k)
d∗αγ(k)dβγ(k)d
∗
βγ′(k)dαγ′(k)
= −
1
N
∑
k,γ
∂f(ǫγ(k))
∂ǫγ(k)
d∗αγ(k)dαγ(k) . (C·3)
In Eq. (C·3), we used the identity∑
β
dβγ(k)d
∗
βγ′(k) = δγ,γ′ , (C·4)
which is also applied in the following calculation of gχSα and gχ
V
α .
The first order consists of the self-energy correction gχSα and the vertex correction gχ
V
α .
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From Figs. 3(b) and 3(c), the self-energy correction is calculated as
gχSα =
gT 2
N2l2
∑
n,n′
∑
k,q
1
|q| + qTF
∑
γ1,γ2,γ3,γ4
∑
α′,β′
∑
β
G(n, ǫγ1(k))G(n
′, ǫγ4(k − q))G(n, ǫγ3(k))G(n, ǫγ2(k))
×d∗αγ1(k)dα′γ1(k)d
∗
α′γ4(k − q)dβ′γ4(k − q)d
∗
β′γ3(k)dβγ3(k)d
∗
βγ2(k)dαγ2(k) + (1↔ 2) . (C·5)
Using Eq. (C·4) and the partial fraction decomposition in terms of G(n, ǫγ),
gχSα =
g
N2l2
lim
3→2
∑
k,q
1
|q|+ qTF
∑
γ1,γ2,γ3,γ4
∑
α′,β′(
f1
(ǫ1 − ǫ2)(ǫ1 − ǫ3)
+
f2
(ǫ2 − ǫ3)(ǫ2 − ǫ1)
+
f3
(ǫ3 − ǫ1)(ǫ3 − ǫ2)
)
×d∗αγ1(k)dα′γ1(k)d
∗
α′γ4(k − q)dβ′γ4(k − q)d
∗
β′γ2(k)dαγ2(k)× (f(ǫ4)/2) + (1↔ 2)
=
g
2N2l2
∑
k,q
∑
γ1,γ2,γ4
∑
α′,β′
1
|q|+ qTF
×
(
f1 − f2
(ǫ1 − ǫ2)2
+
1
ǫ2 − ǫ1
∂f2
∂ǫ2
)
× (f(ǫ4)) + (1↔ 2)
×d∗αγ1(k)dαγ2(k)dα′γ1(k)d
∗
β′γ2(k)d
∗
α′γ4(k − q)dβ′γ4(k − q) , (C·6)
which leads to Eq. (16). f1 = f(ǫ1), f2 = f(ǫ2), f4 = f(ǫ4), ǫ1 = ǫγ1(k), ǫ2 = ǫγ2(k), and
ǫ4 = ǫγ4(k − q). Since ∂
2f(ǫ)/∂ǫ2 > 0 and f(ǫ) > 0, one finds that
∑
α gχ
S
α < 0.
Applying a method similar to Eq. (C·5), the vertex correction shown by Fig. 3(d) is
calculated as
gχVα =
gT 2
N2l2
∑
n,n′
∑
k,q
1
|q| + qTF
∑
γ1,γ2,γ3,γ4
∑
α′,β′
∑
β
G(n, ǫγ1(k))G(n
′, ǫγ3(k − q))G(n
′, ǫγ4(k − q))G(n, ǫγ2(k))
×d∗αγ1(k)dα′γ1(k)d
∗
α′γ3(k − q)dβγ3(k − q)d
∗
βγ4(k − q)dβ′γ4(k − q)d
∗
β′γ2(k)dαγ2(k)
=
g
N2l2
lim
4→3
∑
k,q
1
|q| + qTF
∑
γ1,γ2,γ3,γ4
∑
α′,β′
f1 − f2
ǫ1 − ǫ2
×
f3 − f4
ǫ3 − ǫ4
×d∗αγ1(k)dα′γ1(k)d
∗
α′γ3(k − q)dβ′γ4(k − q)d
∗
β′γ2(k)dαγ2(k) , (C·7)
which leads to Eq. (17). f1 = f(ǫ1), f2 = f(ǫ2), f3 = f(ǫ3), ǫ1 = ǫγ1(k), ǫ2 = ǫγ2(k), and
ǫ3 = ǫγ3(k − q). In the last equality, we used the fact that the summation with respect to
β gives ǫ3 = ǫ4. Note that [(f1 − f2)/(ǫ1 − ǫ2)] × [(f3 − f4)/(ǫ3 − ǫ4)] > 0 due to f(ǫ) being
a monotonically decreasing function with ǫ and that
∑
α d
∗
αγ1(k) · · · dαγ2(k) > 0, suggesting∑
α gχ
V
α > 0.
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