This article presents results from a study of all slices from 43 programs, ranging up to 136,000 lines of code in size. The study investigates the effect of five aspects that affect slice size. Three slicing algorithms are used to study two algorithmic aspects: calling-context treatment and slice granularity. The remaining three aspects affect the upstream dependencies considered by the slicer. These include collapsing structure fields, removal of dead code, and the influence of points-to analysis.
INTRODUCTION
A static program slice is a semantically meaningful portion of a program that captures a subset of the program's computation [Weiser 1984] . A slice is computed from a "slicing criterion" (a program point and variable of interest). Two kinds of slice are considered in this study: backward slices, which contain those parts of the program that potentially affect the slicing criterion, and forward slices, which contain those parts of the program potentially affected by the slicing criterion.
Slicing is a widely-applied technique because it allows a program to be simplified and thus allows attention to be focused on a subcomputation based on a user-selected criterion. Slicing has been applied to reverse engineering [Canfora et al. 1994b; Simpson et al. 1993] , program comprehension , software maintenance [Canfora et al. 1994a; Gallagher 1992; Gallagher and Lyle 1991] , debugging [Agrawal et al. 1993; Kamkar 1993; Lyle and Weiser 1987; Weiser and Lyle 1985] , testing [Binkley 1997 [Binkley , 1998 Gupta et al. 1992; Harman and Danicic 1995; Hierons et al. 1999 Hierons et al. , 2002 , component reuse [Beck and Eichmann 1993; Cimitile et al. 1995a ], program integration Horwitz et al. 1989] , and software metrics [Bieman and Ott 1994; Lakhotia 1993; Ott and Thuss 1993] . There are several surveys of slicing techniques, applications and variations [Binkley and Gallagher 1996; Binkley and Harman 2004; De Lucia et al. 2001; Tip 1995] .
In all applications of slicing, the size of a slice is crucial: The more statements that can be determined to have no impact upon the slicing criterion, the better. The value of many slicing techniques depends directly on slice size. This leads to a natural question: Just how big is a typical program slice? This article seeks to answer this question for the C programming language. In order to provide a definitive answer, a large code base containing a variety of programs is studied. Five factors that influence slice size are also studied: the expansion of structure fields, inclusion of calling context, level of granularity of the slice, presence of dead code, and choice of points-to analysis.
The question of typical slice size is deceptively subtle. What constitutes a "typical" slicing criterion? This is rather subjective and thus hard to identify. In order to overcome the difficulties associated with (subjectively) choosing a selection of criteria, the article considers all possible slicing criteria, thereby guaranteeing to include all typical criteria. This is a time-consuming and demanding goal for an empirical study, only made possible by recent developments in slicing technology and a set of slice construction optimizations described elsewhere [Binkley and Harman 2003b] . Owing to the large size of the subject set and the fact that slices were constructed for every point in every program, the data can be used as a benchmark of static slice size, against which average slice size for different definitions of typical slicing criteria can be compared.
The results of the empirical study reported here make the following contributions:
-Determination and evaluation of average slice size. Results are presented concerning slice size for backward and forward slices over a large set of programs ranging in scale from several hundred lines of code to over 136,000 noncomment, nonblank lines of code. The slice on every executable statement was taken. Most previous studies concern subject programs of at least one order of magnitude smaller than those considered herein. Furthermore, all such studies take several orders of magnitude fewer slices. Thus, the present article presents the largest study of program slice size to date. -Evaluation of the impact of calling context on slice size. Results are presented that evaluate the impact of calling context sensitivity upon slice computation time and size. Formally, the calling-context problem can be summarized as ensuring that after processing a call from call-site c, results are propagated to c and not to other call sites. Call strings have been used to track calling context [Horwitz et al. 1998 ]. In essence, these strings are built by labeling the call and return for call-site c i with unique terminal symbols (e.g., "( i " and ") i ") and then ensuring that the string of symbols produced by a graph traversal belongs to a specified context-free language [Reps et al. 1994; Reps 1998; Horwitz et al. 1998 ] (e.g., each "( i " is matched with ") i "). Few previous studies have addressed this question, and those which have, have produced contradictory results. The advent of slicing tools which, for pragmatic reasons, cannot fully account for calling context [Atkinson and Griswold 1998; Mock et al. 2002] makes this evaluation very timely. The findings suggest that slicing tools which fail to fully account for calling context have to be used with care. -Evaluation of the impact of slice granularity on slice size. Results are presented concerning slices constructed at statement and function granularity. These findings suggest that function slices are typically one-third as large as their corresponding statement slices. In cases where a large program is to be sliced, this reduction in precision may be worthwhile because of the enormous decrease in slice construction time. Furthermore, statistical analysis reveals a strong linear correlation between function slice size and statement slice size. This suggests that function slices might be inexpensive predictors of statement slice size. -Evaluation of the impact of structure field expansion on slice size. Results concerning the impact of collapsing structure fields on slice size suggest that for certain programs, this makes an important difference. Such programs contain structures with function pointers. This finding replicates those by Bent et al. [2000] . Overall, they lead to a 6-7% change in slice size. -Evaluation of the effect of points-to analysis. A smaller-scale study is included that considers the difference between two possible choices for points-to analysis. Overall, points-to analysis precision had a relatively small effect on slice size, namely, of 1.1%. -Evaluation of the impact of dead code. Finally, results are presented that indicate that dead code has little effect on average slice size. Over all 43 programs, removal of dead code reduced average slice size by about 2%.
The remainder of the article is organized as follows: Section 2 describe background information. Section 3 describes the four slicers used to generate the empirical data studied in Section 4, while Sections 5 and 6 describe threats to validity of the results and implications of the results for future slicing work and applications. Section 7 presents an account of related work and how it compares with the results reported here. Finally, Section 8 concludes.
BACKGROUND
This section presents a brief summary of program slicing, the subject programs studied, and the environment in which the study was conducted, including threats to the validity of the experiment.
Program Slicing
To compute the large number of slices required in this study, Grammatech's deep structure analysis tool CodeSurfer [Grammatech 2002 ] was used. Three other general-purpose program slicing tools exist: Blair and Associates, Inc. commercialized version of the NIST slicer, Unravel [Lyle et al. 1995] and Mock et al.'s Sprite tool [2002] , both of which slice by solving (anew) data-flow equations for each slice, and Jayaraman et al.'s Java slicer [2005] .
CodeSurfer builds an intermediate representation called the system dependence graph (SDG) [Horwitz et al. 1998 ]. The program slices studied in Section 4 are computed using graph reachability over the SDG. CodeSurfer's output goes through two preprocessing steps before slicing begins. The first identifies intraprocedural strongly connected components (SCCs) and replaces them with a single representative vertex. The key observation here is that any slice that includes a vertex from an SCC will include all the vertices from that SCC; thus, there is a great potential for saving effort by avoiding redundant work [Binkley and Harman 2003b] . Once discovered, SCC formation is done by moving all edges of represented vertices to the representative. The edgeless vertices are retained to maintain the mapping back to the source. While slicing, the slicer need never encounter them. The second preprocessing step reorders the vertices of each procedure into topological order. This is possible because cycles have been removed by the SCC formation. Topological sorting improves memory performance-in particular, cache performance [Binkley and Harman 2003b] .
After preprocessing, two kinds of slices are computed [Horwitz et al. 1998 ]: backward and forward interprocedural slicing. Taken with respect to vertex v, a backward slice includes the vertices representing computations that potentially affect the computation represented at v. A forward slice is the dual of a backward slice. For statement s represented by vertex v, the forward slice on v includes those program elements potentially affected by the computation at s. In both cases the variables of interest are assumed to be those used by the vertex.
Subjects
The study considers just over one million lines of C code from 43 subject programs that range in size from 600 LoC (lines of code) to almost 180 KLoC. Figure 1 shows the 43 subject programs along with some statistics related to the programs and their SDGs. These statistics include four measures of program size: first, column two gives the size of each program as reported by the Unix word-count utility wc. Line counts, especially using the word count, provide a rather crude method. The data is included to provide a consistent measure of program size that facilitates comparison with prior studies. To provide a better estimate of program size, the next column reports the number of nonblank noncomment lines of code as reported by sloc count [Wheeler 2005 ]. The next two columns provide a measure of the dependence complexity in the program by reporting the number of vertices and edges, respectively, in each SDG.
In the SDG, global variables are modeled as value-result parameters; thus, corresponding vertices are added at call sites and procedure entry. Each such "global pseudoparameter" counts as a node in the SDG. This is why it is important to measure size in LoC and SLoC and not in SDG nodes. As can be seen in Figure 1 , the number of nodes per line of code can vary dramatically. For example, consider the two programs compress and copia. The large number of nodes per line of code for copia (compared to compress) comes from the fact that it has twice as many globals, 20 times the number of calls, and 10 times the number of functions.
The sixth column of Figure 1 reports the number of backward slices taken (the same number of forward slices was taken) for each subject program. At first glance, we might expect the number of slices to equal the number of nonblank noncomment source lines. The two do not match because a slice was computed for each vertex that represented executable code. It turns out that one "line of code" may be represented by multiple vertices. For example, the line "for(i=0; i<10; i++)" generates three vertices, representing initialization, test, and increment of i. In general, each SDG vertex contains, at most, one side-effect, and call parameters are separated in different nodes [Horwitz et al. 1998 ]. For example, the dependence subgraph for the function "f(int *a)" includes an entry vertex labeled "f" and three parameter vertices. Two represent the incoming value of "a" and "*a" and one represents the result value of "*a".
The subject programs cover a wide range of programming styles. For example, the program prepro is Fortranesque in its use of arrays. In contrast, several other programs make heavy use of function pointers. The program ed is rather "single-minded," while the program acct contains many different (although related) computations. Studying 43 different programs provides sufficient diversity to draw general conclusions about the effectiveness of program slicing from the results of this study.
Study Construction Environment
The experimental process was fairly straightforward. Data was collected by slicing on every vertex that represents source code using each of four slicer configurations. The data was collected on a dual processor computer running Red Hat Linux 7.1 and kernel version 2.4.2-2. Each processor was a 1000MHz Pentium III and had a 256KB cache. The processors share 4GB of main memory. Memory contention between the two processors on the shared memory bus slowed each processor down by 15.5% relative to a single processor in an identical environment; thus, the effective single CPU speed was 845MHz. CPU utilization was 99 + % for all runs of the slicer. The slicer was built using the GNU gcc compiler version 2.96, using the -O3 optimization flag.
The times reported in this article are for slicing only. The construction of the SDG and the preprocessing done by the slicer are excluded. Slice times reported represent the time taken to compute all forward and backward slices. This is a considerable number of slices and much work went into optimizing the slicing algorithm to speed up the computation of numerous slices from a single program. This work is reported elsewhere [Binkley and Harman 2003b] .
Though slicer pace is not the primary focus of this article, for the reader's information, the final two columns of Figure 1 present the pace of the slicing computation, which is computed by dividing the number of vertices processed per second by the average 14.1 vertices per line of code. The pace is given for both line-count measures.
It is interesting to note that there is a rather large variation in slice pace, which ranges from 10 KLoC to over 12 MLoC per second. There are two coupled causes for this variation: The SDG includes vertices that represent global variables as additional function parameters. Thus, programs with large numbers of both globals and function calls include a high proportion of such vertices. The processing time for an edge is a near-constant 60 nanoseconds; however, programs with large numbers of globals and functions (which is correlated with a large number of function calls) have a considerably higher number of edges per vertex. As the addition of a single global variable (i.e., a single line of code) can introduce many new vertices, LoC does not make a good predictor of slice pace.
Slice size could have been reported as a percentage of the vertices in the SDG (effectively the same vertex set as in a CFG, with the addition of pseudovertices for representation of global variables entering and leaving a procedure). The problem with doing this is that it makes the results hard to compare with other studies of slicers that use a different or no underlying graph. Even with SDG-based slicing, there is variation in the number of vertices that a program's SDG has. For example, the process of collapsing structure fields changes the number of vertices in the graph (but not the number of lines of code in the program). Similarly, a recent enhancement to CodeSurfer added a linear number of vertices in exchange for removing a quadratic number of edges. Such changes make the "percentage of vertices in a graph" a moving and poorly-defined target. Finally, line count was also chosen for a pragmatic reason: Ultimately, a tool user is going to want to know which source lines are relevant to a query. Thus, it is the percentage of these lines that is relevant to a software engineer.
EXPERIMENTAL SETUP
Experiments were conducted to explore the effects of five factors that may have an influence upon slice size. The aim of the work is to provide benchmark data on slice size and to explore these influencing factors. The five factors studied were:
(1) the treatment of calling context, (2) the level of granularity, (3) the treatment of structure fields, (4) the choice of points-to analysis, and (5) the effect of dead code on slice size. These aspects form a set of options available to a slicer. Some of them, notably points-to analysis and calling context, have been widely-studied in previous empirical work on factors that influence slice size [Binkley and Harman 2004] . The first two aspects represent changes to the actual slicing algorithm. Thus, the three slicers described in the following Slicer s 1 is expected to be the most precise, with s 2 allowing the impact of calling context to be researched and s 3 allowing the granularity of a slice to be studied. The remaining three aspects affect the construction of the underlying SDG to be sliced. Slicer s 1 is used to explore the effect on slice size of the impact, or collapsing structure fields, of pointer analysis precision and dead code removal. Thus five empirical comparisons are reported in the next section. This section first describes each comparison in greater detail.
Calling Context: Respected or Ignored
Slicers s 1 and s 2 allow the treatment of calling context to be studied. When slicing, "respecting calling context" refers to the task of tracking call sites to determine the point at which to resume slicing after a called procedure has been sliced. A slicer that ignores calling context treats the calls to a given procedure as indistinguishable, so that a call from one call site is treated as a potential call from all the others. Though safe, this has the potential to dramatically increase slice size. Respecting calling context requires matching an appropriate call site with a return, for example, using a stack. However, the stack approach is somewhat inefficient. The "summary edges" approach of the SDG allows the two-pass algorithm to efficiently track calling context [Horwitz et al. 1998; Reps et al. 1994 ].
Granularity: Statement or Function Level
Slicers s 1 and s 3 allow the effect of "slice granularity" to be studied. Traditionally, slicing operates at the statement level of granularity: A slice may include or exclude individual statements. However, as an engineer will typically either consider or not consider the code from a procedure (especially when procedure size is not excessive), an alternative to slicing at the statement level is to slice at the function level, where entire functions are either included or excluded.
Function-level slicing is expected to be much quicker and easier to perform than statement-level slicing, which makes it a good (and perhaps sufficient) first approximation. There are interesting questions as to how much is given up in terms of precision and how much of an impact this has on a programmer. The precision question is addressed in the next section, while the impact question is a topic for future investigation. 
Structure Fields: Expanded or Contracted
Slicer s 1 is used to study the effect of collapsing structure fields [Yong et al. 1999] . This is best understood by way of example. Consider the following code:
Assume that write fn potentially points to the two functions write ext2 and write nfs, and read fn potentially points to the functions read ext2 and read nfs. With structure fields expanded, the function call (*file1.readfn)(· · ·) potentially calls read ext2 and read nfs. With structure fields collapsed, all structure fields are treated as a single variable. Collapsing write fn and read fn means that the call (*file1.readfn)(· · ·) appears to call write ext2 and write nfs in addition to read ext2 and read nfs.
For programs with structures that contain pointers, especially function pointers, this collapse has the potential for a significant impact on slice size. Thus, in the study each SDG was built twice, once with structure fields collapsed and once with them expanded.
The effect of collapsing structure fields can also be seen on the underlying SDGs. For example, the data in Figure 1 is for expanded-field SDGs. Here, the sum of the number of vertices and edges in all graphs are 19 and 68 million, respectively. The corresponding sums when structure fields are collapsed are 14 and 140 million. The following table summarizes the effect on computation time of this mild decrease in vertices, but rather dramatic increase in edges. By collapsing fields, nodes become merged. This reduces the number of nodes in the graphs (from 19 to 14 million). However, by merging nodes, additional (spurious) dependencies are created. This is reflected by additional edges in the SDGs (the edges rise from 68 to 140 million). This extra dependence means that the slices will be larger (will include more statements).
Points-To Analysis
Points-to algorithms (e.g., Andersen [1994] , Fahndrich et al. [1998] , and Heintze and Tardieu [2001] ) can be flow-and context-sensitive or insensitive [ Anderson et al. 2001; Shapiro and Horwitz 1997] . Presently, neither context [Callahan 1998; Ruf 1995; Wilson and Lam 1995] nor flow-sensitive analyses [Choi et al. 1993; Emami et al. 1994; Landi and Ryder 1992] scale to the size of the programs considered herein. In the other direction, very imprecise pointsto information negatively affects most data-flow analyses, including program slicing. For example, in the extreme case, all pointers are assumed to point to all variables.
Between these extremes lies the spectrum [Shapiro and Horwitz 1997 ] of context-and flow-insensitive pointer analyses [Andersen 1994; Burke et al. 1995; Steensgaard 1996; Zhang et al. 1996] . At one end of this spectrum, Steensgaard's algorithm [1996] , for example, merges all the nodes pointed to by a given pointer. In contrast, Andersen's algorithm [1994] leaves these nodes expanded. The loss of precision present in Steensgaard's algorithm causes a corresponding increase in slice size. For example, with the program ijpeg, the use of Steensgaard's pointer analysis led to an average slice size of 2.5 times that computed using Andersen's algorithm. Foster et al. [2000] proposed a contextsensitive (polymorphic) version of Andersen's algorithm, but found that it did not significantly improve on the monomorphic version.
Slicer s 1 is used to consider the impact of points-to analysis precision. The original dependence graphs were configured and constructed using Andersen's context-and flow-insensitive points-to algorithm [1994] , which scales to the size of the programs considered in the study. Section 4.4 provides a smaller-scale study that compares the use of Andersen's algorithm with slices of SDG built using Steensgaard's [1996] algorithm.
Dead Code
Programs can contain dead code (code which is not executed for any possible initial state). Such dead code may be removed from the construction of any slice. If a program were to contain a large amount of dead code then the slices of the program would necessarily be (somewhat artificially) small. This might produce surprising results and impede the goal of providing benchmark data on slice size for a large set of programs. Programs can contain dead code for a variety of reasons. For example, it is possible that the code is switched on by a flag in order to debug the behavior of the program. Rather than removing the debugging code before release, the debug flag is simply set to false, making parts of the program inaccessible.
Without a study of the specific question of the level of dead code in the programs researched, it is not possible to assess its impact upon the findings. Of course, the problem of whether a statement is dead (unreachable) is not decidable [Weyuker 1977 ]. Fortunately, the dead code in a program can be safely approximated by slicing forward from the start node of the main function. Any nodes not included are considered dead code. Any node not included in this way will not be in any slice. Therefore, it makes sense to check whether there is a large number of these dead code nodes, as this would artificially reduce the size of all slices. In the next section, the impact of this kind of dead code is studied as a separate question in its own right.
RESULTS
This section presents data comparing slices from the three slicers along with an investigation of the effect of structure field collapse, points-to analysis, and dead code removal. To begin with, the baseline data for Slicer s 1 is provided in Figure 3 . For each program, the figure presents the size of the program and the average slice size for backward and forward slicing. Averages were computed from all slices taken with respect to vertices representing executable code (the number of slices computed for each program are presented in Figure 1 ).
As seen in the last row of the table, for Slicer s 1 over all 43 programs, the average backward slice contained 28.1% of the program and the average forward slice contained 26.1% of the program. One way to appreciate the assistance that program slicing provides is to take a look at raw code sizes. Consider a program whose average size is near in average size for the entire collection. For example, ijpeg contains about 20 KLoC and has an average slice size of 31%, or 5,761 LoC. Clearly, the complexity of comprehending, testing, debugging, or maintaining 5,761 LoC is lower than that of comprehending, testing, debugging, or maintaining 20 KLoC.
Each average is given in terms of lines of code and as a percentage of lines of code from the original program. To get a better understanding of the variation in slice size, the averages are followed by standard deviations in slice sizes (expressed as percentages). These standard deviations indicate the variation in individual slice sizes for each program. There is also a notable variation in the level of variation of slice sizes.
The range of the average slice size is striking. For example, the low for backward slicing is 7.4% (for program acct-6.3) and its high is 61.7% (for program go). Taken together with the standard deviations, these results suggest two things:
(1) Although this article presents results on average slice size that are relatively "stable" as a benchmark (due to the large number of programs studied), they can be no more than a benchmark against which other slicing results can be compared. For example, they allow us to say that a program has "an unusually large (respectively, small) set of slice sizes" or that a particular program slice is "unusually large (respectively, small)." (2) The variation in average slice size between programs and within the set of slices for a given program, together with the variation in standard deviations for the set of slices of a given program, suggest that a number of slice-based measurements may be worth considering. For example, the authors have argued that the phenomenon of programs with large numbers of slices of identical size can be an indication of "dependence pollution," that is, avoidable clusters of dependence, consisting of a large set of mutually interdependent nodes. This has been studied in more detail elsewhere [Binkley and Harman 2005] , where slicing is used to identify dependence pollution and refactoring is used to remove it. In addition, slicing has previously been used as the basis for a definition of analytical code-level software metrics [Bieman and Ott 1994; Harman et al. 1997; Meyers and Binkley 2004] . These forms of observation about slice size and variations in slice size might lead to improved slice-based metrics.
The Effect of Calling Context
Slicer s 2 differs from Slicer s 1 in that it ignores calling context. Several other studies have reported on the impact of calling context on slice size [Agrawal and Guo 2001; Atkinson and Griswold 1998; Krinke 2002] . However, the data presented herein represents by far the largest, most general such study to-date. This data is compared with previous studies in the Related Work section. In short, ignoring calling context saves the time required to set-up Pass 2 of the two-pass slicing algorithm. However, it produces larger slices (the slices can be no smaller, and thus there is never a reduction in the number of statements encountered). Furthermore, increasing slice size brings an increase in work and thus takes proportionately more time to discover the statements of the slice. Figure 4 shows this comparison for each program. Over all programs, the average slice size increase is 50% and ranges from 0.17% for copia (rounded to 0% in the figure) to 330% for acct. The weighted average is smaller: 21% for backward and 28% for forward slicing. For most programs, the size increase is the dominant effect, and slicing time increases. The most dramatic example of this is acct, whose average slice size more than quadruples and whose backward slicing time more than quintuples. This is due to the fact that acct contains a lot of separate functionality using some common code, but with little overlap otherwise. Consequently, context-insensitive slicing includes multiple functionalities, but these are separated when context is respected.
However, with a few of the programs, the overhead of tracking calling context dominates and the slicing time actually decreases, even though the resulting slices are larger (these programs have negative time "increases" in Figure 4 ). In the worst case, Pass 2 must revisit every vertex (statement), effectively doubling the work. In practice, li shows the most dramatic change: a 29% reduction in computation time. An examination of the code shows that li contains a large number of small functions. This serves to increase the time spent on the interface between Pass 1 and Pass 2 because the interface relates to procedure boundaries. A closer examination, using multiple runs with a profiler, shows an average of 16% reduction in computation time. Three main factors account for this. First, the test to see if a particular edge is traversed in a given pass, which is unneeded when calling context is ignored, is executed over 4 billion times when processing li. This accounts for half of the time increase. The other half comes from the interface between Pass 1 and Pass 2, with the simple linked list code that the slicer uses between passes accounting for 20% of the overall time difference.
Effect of Level of Granularity
To assess the level of correlation between statement-and function-level slice size, two statistical tests, Spearman and Pearson correlations, were used. Pearson's linear correlation attempts to construct quantitative linear models from sets of data. The output of a Pearson correlation is a correlation coefficient, The Spearman test does not attempt to construct a linear correlation between the two variables, but merely gives a correlation coefficient indicating whether increases in one variable are accompanied by increases in the other. The presence of a Pearson correlation is always accompanied by that of a Spearman correlation. However, it is possible for data to have a strong Spearman correlation without having a strong Pearson correlation. When this happens, it gives some evidence that there may be a nonlinear increase in the dependent variable corresponding to increases in the independent variable.
Various attempts were made to construct linear regression models to explain the data. No statistically significant correlation was found between the impact of calling context and several structural features of the code studied, including number of global variables, number of functions, and number of calls per function. The only models found to provide a strong correlation were those that related the impact of calling context and the number of calls in the program. Of course, this is a somewhat unsurprising correlation. The model is additional Sloc per slice = 0.58 * calls + 467 with R = 0.75, R 2 = 0.54 (i.e., just over half of the increase in slice size when ignoring context is explained by the number of calls). In the model, calls plays a significant role, with a p value < 0.0001. However, this was the only correlation found, and it is an unsurprising one.
The data for Slicer s 3 is shown in Figure 7 . Here an entire procedure is collapsed into a single vertex. Obviously, collapsing the dependence graph for a procedure to a single node greatly speeds-up the computation of slices. For example, the program spice has approximately 2,500 functions and 1.75 million vertices. However, at the function level of abstraction, the graph to be sliced has one vertex per function, so slicing spice at this level of abstraction is a similar problem to statement-level slicing of the very smallest of programs considered in the study. As the data shows, this gain in speed is achieved at the expense of precision.
Slice size can be measured in absolute terms using the number of statements or functions in a slice. It can also be measured in relative terms as a proportion of the statements (respectively, functions) in the slice. The correlation between both these measures, as well as between them and the size of the program (measured in statements and functions), is presented. Figure 5 gives the correlations between statement and function slice sizes. As may be expected, the size of a slice is linearly correlated to the number of statements in the program; bigger programs have bigger slices. The correlation is stronger (R = 0.996 compared to R = 0.728) at the statement level of granularity, though the rank correlation is equally strong for both levels. This can be accounted for by the granularity "mismatch" embodied in attempting to predict the size of a function slice in terms of statements. Observe that the strength of linear correlation of the size of a function slice, as predicted by the number of functions, is much greater (R = 0.916). Figure 6 presents correlations between statement and function slice proportions. For these data there is no evidence of a linear correlation, apart from the correlation between the average percentage of statements in a slice and average percentage of functions in a slice (Row 2 of the figure). The strong linear fit indicates that the trend is for the percentage of statements to be about three-quarters of that of functions. This arises because of the coarseness of a function-level slice.
Notice also that there is some evidence for a nonlinear trend in the growth of the average proportion of statements in a statement slice against the number of statements and the number of functions. For these, the best fit comes from an exponential model, but it must be stressed that no fit gives a strong correlation (including rank correlation).
In addition to measuring function-level slice size in terms of functions, Figure 7 includes the size of function-level backward slices measured in noncomment nonblank (LoC). Depending on whether a function-level slice includes predominately small or large functions, measuring slice size at the statement level can include a larger or smaller percentage of a program than measuring at the function level. However, when averaged over all slices, these two effects cancel each other: In half of the programs, slices favor smaller functions (i.e., counting lines of code produces a smaller percentage) and in the other half, larger functions are favored.
This difference is not dramatic for most programs: For two of three programs the difference is less than 10%. The largest change in favor of small functions (for ijpeg) is −16.1%. The largest change in favor of large functions (for termutils) is 30.9%. This is indicative of a general pattern in which measuring function-level slice size using SLoC reports smaller slices. This behavior occurs with programs that include a few large functions which are not in most slices.
Function slices can be computed in almost negligible time. Since they are only one-third larger than statement-level slices, they may be useful surrogates for finer-grained (and more precise) statement-level slices (particularly for larger programs). Furthermore, the strong linear correlation between statement-and function-level slice size means that function-level slices be useful predictors of statement-level slice sizes. In this way, a programmer may first construct function-level slices from a large procedure and then choose from these a set of interesting slices to examine at the statement level. The overall computation cost of this process would be significantly reduced. Figure 8 shows the slice size data gathered using Slicer s 1 with SDGs built with structure fields both expanded and collapsed. The figure presents the size of Figure 8 repeat data from Figure 3 . Columns 6 to 9 show the slice sizes when structure fields are collapsed. Collapsing structure fields have the smallest influence of the three variants on slice size. These values are only a few percentage points above those obtained with expanded structure fields. The only significant increase that accompanies the collapse of structure fields occurs with programs where structures contain multiple pointers and, in particular, pointers to functions. For example, the most extreme case of this is the program prepro. This effect has also been observed and studied by Mock et al. [2002] . The final two columns report the percent increase in slice size caused by collapsing structure fields.
Effect of Structure Field Collapse

Steensgaard versus Andersen
In general, the choice of points-to analysis can affect the results of "downstream" analyses such as slicing. In practice, greater precision in points-to analysis does not tend to yield greater precision in slicing, as this precision is masked by other dependences in the program [Mock et al. 2002] . This section presents results for a subset of the programs studied. It explores the effect of using Steensgaard's algorithm in place of (the more precise) Andersen's algorithm. The imprecision in Steensgaard's algorithm makes it impossible to construct the SDG for the entire collection of subject programs. In other words, the imprecision of Steensgaard pointer analysis leads to a dramatic increase in the number of edges on the SDG, making computation of the SDG for larger programs infeasible. Figure 9 shows the results of using Steensgaard's and Andersen's algorithms. As can be seen, there is a small overall reduction in the average slice size that can be achieved using Andersen's algorithm, as opposed to than Steensgaard's.
Effect of Dead Code
The data presented in this subsection measures the effect of restricting Slicer s 1 to ignore vertices representing dead code. A statement (vertex) is considered dead if there is no context-sensitive dependence path from the entry of the main procedure to the statement. This is a safe approximation to the set of statements that can not be executed on any input. As explained in Section 3, such code is identified by slicing forward on the entry vertex of function main. Figure 10 shows the resulting data. In addition to each program and its size (in SLoC), the figure includes the percentage of live code in each program. This varies significantly from 61% to 99.9%. However, the distribution is highly skewed towards the 90's: Two-thirds of the programs are 95% or more live code and nine in ten are 90% or more. The final five columns of Figure 10 illustrate the effect on slice size. They include the average slice size, repeated for comparison from Figure 3 , the average slice size counting only live code, and finally, the change in slice size obtained by considering only live code. For most programs the amount of dead code is minimal; thus, its effect on slice size is minimal: Two-thirds of the programs show less than 1% difference and all but four show less than 5% difference in average slice size. Pearson correlations between the percentage of live code and the percentage of reduction in average slice size show a statistically significant ( p < 0.00001) correlation with R = −0.80 (a rise in live code produces a decrease in slice size reduction). The impact on forward slicing (not shown in Figure 10 ) is similar, but slightly muted. For example, while acct shows an 18% change for backward slicing, it shows only a 13% change for forward slicing.
THREATS TO VALIDITY
In any empirical study, it is important to consider threats to validity. In the absence of human subjects, only two potential threats need be considered. These are threats to external and internal validity. External validity, sometimes referred to as selection validity, is the degree to which the findings can be generalized. Internal validity is the degree to which conclusions can be drawn about the causal effect of the independent variable on the dependent variable.
In the following discussion, a distinction is made between algorithm selection (which may threaten external validity) and implementation detail (which may threaten internal validity). Here different algorithms have different inputoutput relationships, while the details of implementation affect the performance (execution timing and memory footprint) of an algorithm, but not its semantics.
Three selections were made in the experiment: the programs analyzed, slicing criterion, and SDG construction options. Regarding the first, it is possible that the selected programs are not representative of programs in general and thus results from the experiment do not apply to "typical" programs. Considering 43 subject programs helps to mitigate this concern. As described previously, these programs include diverse programming styles and domains. This diversity makes it more likely that the conclusions made about the techniques generalize. However, it remains possible that programs written in styles not considered herein (e.g., real-time, embedded, and event-driven systems), or nonopen source programs will exhibit significantly different behaviors.
The second form of external validity comes from slice selection bias: the degree to which results depend on the particular slices chosen for study. As discussed in the Related Work section, previous empirical work has focused on detailed examination of a limited number of slices. These slices were chosen either by experienced programmers [Bent et al. 2000] or by selecting particular vertex types [Agrawal and Guo 2001; Krinke 2002] . This selection introduces bias to the results: It is not known whether a favorable result was caused by fortunate slice selection. To mitigate this concern, the slice with respect to every executable line of code (every vertex that represents executable code) was taken. Slicing on all executable lines of code allows the experiment to investigate the question of what a typical slice size might be for a slice chosen "at random." It is, however, possible that the results for only those slices of interest to an engineer are statistically different from all slices. It is encouraging to note that related work indicates that this is not the case [Bent et al. 2000] .
The final form of external validity deals with the extent to which results can be generalized to alternate "upstream" SDG constructions. It is conceivable that there may be some algorithm alternatives or future improvements that affect SDG construction, resulting in a dramatic effect on slice size. For example, improved points-to analysis precision might reduce slice size. However, existing empirical evidence for slicing "in the small" suggests that this is not the case [Landi and Ryder 1992; Mock et al. 2002; Harrold 1999a, 1999b] .
The second threat to validity is internal: the degree to which conclusions can be drawn about the causal effect of the independent variable on the dependent variable. In this experiment, the only serious threat comes from the potential for faults in the slicers. Other common forms of internal validity, for example, construct validity (the degree to which the variables used in the study accurately measure the concepts they purport to measure), are not an issue, as the variable measured (slice size) can be measured with high precision. Thus, the only serious internal validity concern comes from the assumption that tools correctly implement each slicing algorithm. In practice, the slicing tools might contain errors, or employ imprecise analyses (e.g., imprecise data-flow analysis or points-to analysis). To mitigate this concern, mature slicing tools were used and thoroughly tested. This reduces the impact that implementation faults may have on the conclusions reached regarding dependence analysis.
IMPLICATIONS OF THE FINDINGS
Weiser's original motivation for slicing was that it would be a technique to support debugging [1979] . The argument was elegant, simple, and compelling:
Why should programmers waste time in debugging activity that considers parts of the program that cannot possibly have an effect upon the point at which an error was noticed, when automated tool support could reveal this?
One of the original motivations for the study of dynamic slicing [Korel and Laski 1988] was to improve the applicability of slicing to debugging. Initial anecdotal evidence from small-scale static slicing prototype tools was that static slices were disappointingly large and therefore of less help to debugging than had been hoped.
However, many authors continued to develop new application areas for static slicing, such as reverse engineering [Canfora et al. 1994b; Simpson et al. 1993 ], program comprehension [De Lucia et al. 1996 , testing [Binkley 1998; Gupta et al. 1992; Harman and Danicic 1995; Hierons et al. 2002 Hierons et al. , 1999 , and software metrics [Bieman and Ott 1994; Lakhotia 1993; Ott and Thuss 1993] . Following Weiser's initial work, many authors also developed techniques for slicing, but not until comparatively recently have sufficiently mature program slicing tools been able to handle large programs written using the entirety (rather than merely a subset) of a popular programming language. The advent of these tools has made large-scale empirical study of slice size possible so that we may address the fundamental question: "How large can we expect a typical static slice to be?"
The answers to this question provided herein have important implications for the many applications for slicing that have been proposed and studied since Weiser's original work [1979] . For example, the fact that slices tend to consist of about one-third of the programs from which they are constructed is an optimistic result for all applications, since size of slice is crucial in all cases. Bieman and Ott [1994] use static slicing as a basis for the measurement of functional cohesion. The essential idea is that the larger degree of overlap existing among a set of a function's slices, the more cohesive the function must be, since it contains a larger proportion of its "shared" computation. However, the presence of dead code will tend to depress the value of the metric because dead code will not appear in any slice and so will not be in the intersection. The presence of large amounts of dead code would tend to suggest caution in the measurement of cohesion using the approach of Bieman and Ott. Fortunately, as the results presented in Section 4.5 show, the impact of dead code on slice size is generally low. However, the simple forward slicing technique used for eliminating code which is dead to the slicer might be used as prudent augmentation to the Bieman and Ott [1994] cohesion metric. In other words, in assessing functional cohesion, it would be advisable to remove code not in the forward slice on the entry vertex from all computations.
In work on reverse engineering, the finding that slice sizes tend to be about a third of the program means that slicing can be a useful technique for supporting extraction of program fragments for reengineering. Furthermore, the variation in slice size noted in Section 4 is very important for work on reengineering. It suggests, as might be expected, that amenability to a slice-based approach to reengineering will vary dramatically from one program to another. This suggests that some prior analysis of slice sizes could form the basis of an assessment of suitability for slice-based approaches to reengineering.
In work on software testing, slicing has been proposed as a technique for reducing testing effort. For example, when attempting to generate test data to execute a particular branch or statement (for coverage adequacy purposes [Beizer 1990] ), there will be no point in executing statements that cannot affect the node or predicate to be covered. In automated test data generation using heuristic techniques, such as the chaining method [Ferguson and Korel 1996] and evolutionary testing [Wegener et al. 2001] , the program under test may need to be executed many tens of thousands of times in order to generate test data to cover some hard-to-reach statement or branch. In such cases it makes sense to first slice the program to make a smaller version (the slice) tailored to the testing objective at hand. The observation that slices are, on average, about one-third of the program from which they are constructed suggests that this is worthwhile.
In other approaches to software test data generation, such as symbolic execution [Clarke 1976 ], the complexity of the symbolic execution mechanism is a • D. Binkley et al. crucial factor in applicability. Here, once again, the ability to (on average) slice away about two-thirds of the program may have significant benefits.
For program comprehension the findings are also important. As the results show, there are many programs that have sets of very small slices, making these programs highly amenable to slice-based approaches to comprehension. Even for programs with larger slices, any reduction in code size is going to be beneficial to comprehension, since it avoids the human wasting time on code not relevant to the comprehension question at hand. The fact that the study found very few extremely large slices indicates that optimism is not misplaced.
Furthermore, the ability to quickly produce slices at the function level of granularity may be beneficial in work on slice-based comprehension. Strong statistical correlations between statement-and function-level slicing indicate that the function-level slice could be used as predictor of statement-level slice size. This would provide a mechanism for quickly identifying parts of the program for which slice-based comprehension may have the biggest impact.
RELATED WORK
There has been considerable previous work concerning the tradeoffs between algorithmic precision and slice size [Agrawal and Guo 2001; Atkinson and Griswold 1998; Beszédes and Gyimóthy 2002; Binkley and Harman 2003b; Harrold and Ci 1998; Krinke 2002; Liao et al. 1999; Liang and Harrold 1999a; Mock et al. 2002; Orso et al. 2001b; Reps et al. 1994; Sinha et al. 1999; Lyle et al. 1995; Venkatesh 1995; Zhang et al. 2003 ]. Although this work touches upon the issue of slice size, much of it has been concerned with the development of slicing algorithms. Consequently, such work uses changes in slice size that arise from differing algorithmic choices to provide empirical evidence to support a particular choice of algorithm, rather than addressing the question of typical slice size per se.
The results of experiments reported in the present article on the impact of the choice of points-to analysis on slice size tend to bear out the findings of previous authors, who find that increasing points-to precision for slices of C programs does not appear to yield significant additional gains, once a certain level of precision is reached. Mock et al. [2002] attribute this to the fact that increasing points-to precision may reduce the number of edges in the SDG, but this does not necessarily increase the average slice size. In other words, while increasing edges creates more transitive dependence paths in the SDG, in order for some node t to be in the slice, all that is required is a single transitive dependence path from a node s which is in the slice to node t. Liang and Harrold [1999b] compare slice size using four points-to analyses, namely, Steensgaard's [1996] , Andersen's [1994] , Landi and Ryder's (a flowand context-sensitive analysis) [1992] , and their own flow-insensitive, contextsensitive points-to analysis [Liang and Harrold 1999a] . In this experiment, slices are taken of the programs, which range in size from 1,132 to 17,263 LoC. For all but one program, which shows a 14% difference, the difference in slice size is less than 2%. Relevant to this discussion, it was only possible to run Landi and Ryder's points-to analysis on smaller programs, that is, those with fewer than 5,000 LoC. Mock et al. [2002] show that using precise dynamic pointer information yields only small improvement in slice size. This is because removing a dependence that connects two statements does not change the slice when there exists another (possibly transitive) dependence connecting the two statements.
The rest of this section considers other previous empirical work on program slices. In particular, research dealing with empirical studies of program slicers is not considered. To begin with, the Unravel project report considered all slices of a single program [Lyle et al. 1995] . Figure 11 presents a summary of the results from this study.
The work of Orso et al. [2001a Orso et al. [ , 2001b , Sinha et al. [1999] , and Liang and Harrold [1999a] also considered slice size (though this was not the primary focus of their work). Like the study reported herein, these authors considered all statement-level slicing criteria, but the studies concerned a smaller set of smaller programs. For programs on the order of thousands of lines of code, Orso et al. [2001a Orso et al. [ , 2001b were able to slice on all statement-level criteria. For those on the order of tens of thousands of lines of code, the results reported were based on a single slice. The study reported herein therefore continues the style of these approaches, but is considerably larger in scale, both with regard to the size and number of programs considered. The authors believe that the work reported herein is at least one order of magnitude larger than any previous related study. Beszédes and Gyimóthy [2002] describe the approximation of static slices using the union of dynamic slices. They consider three programs ranging from 5,592 to 37,539 lines of code and report an average reduction (portion of the code removed by slicing) of 18%. This stands in contrast to the over 70% average removal reported in Section 4. It is not clear what the difference should be attributed to. However, note that the slicing algorithm used by Beszédes and Gyimóthy [2002] is based upon unioning dynamic slices and so it is markedly different from that used herein. A more direct comparison might prove interesting because, in theory, the union of dynamic slices could never exceed the size of a static slice. Liao et al. describe the SUIF tool [1999] , with which slices were used to reduce the number of lines of loop code examined by a programmer. While not the focus of their work, some slice size statistics are given. An average reduction of 78% was reported. The loops studied were small (the largest is 268 lines of code). However, it is interesting to note that a similar reduction was found for the much larger dataset studied herein.
• D. Binkley et al. Bent et al. [2000] present 18 slices computed for six different programs ranging in size from 842 to 14,554 lines of code. They report an average slice size (measured in nonblank noncomment lines of code) of 12%, with the largest slice size being 35%. Two of the programs they studied also appear in the present article in Figure 3 (although they may be different versions): For compress the three slices included 1.5%, 14%, and 41% of the program (compared to the 25% shown in Figure 3) , and for ed the three slices included 16%, 4.2%, and 14% of the program (compared to the 54% shown in Figure 3) . In contrast to the work reported herein, Bent et al. reported considerably smaller slices. This is encouraging, as the slicing criteria in their study were picked by "experts" to be "representative." However, their sample size is small (18 versus 1,176,158 backward slices).
Two other studies by Atkinson and Griswold also include some slice size data. In the first [2001] , six slices (one from each of six programs, measuring 2,692 to 189,043 nonblank lines of code) were found to include 16%, 27%, 6.7%, 31%, 31%, and 30% of the program. The average of these is 24%, which is close to, but below, the average given in Figure 3 . Care is required in drawing conclusions from this comparison, as the number of slices actually taken is so small. Also, the slices were constructed without regard for calling context. As the study reported herein indicates, this can lead to a marked decrease in precision. In their second study [Atkinson and Griswold 1998 ], slice size (not the focus of the work) is given in terms of the number of "three address statements in the slice". As the initial number of three address statements for each program is not given, a percentage of the reduction computation is impossible.
Krinke undertook an empirical evaluation of slicing (and chopping) [2002] . His study concentrates on the effects of k-limiting call strings, where context information is only kept to depth k. His work summarizes data from 39,043 slices of 14 programs (slices were computed from all formal-in vertices in each program's SDG). The average slice size ranged from 17.3% to 51.0% of the program with an overall average of 39.5%.
Agrawal and Guo studied the tradeoff between context sensitivity and computation time for a collection of Java programs, ranging up to about 3,000 LoC [2001] . The focus of their work was on the effect of different techniques for dealing calling context. They found that ignoring context caused an 86% increase in slice size while speeding-up slicing by a factor of 1.72 [2001] . Their approach to handling context was expensive. The authors noted that "in the worst case, the number of times a vertex is added to the work list is exponential in the number of methods in the program." In contrast, the slicing algorithm studied in Section 4 is linear in size of the SDG and handles calling context with no added space overhead. In fact, the data from Section 4 actually shows an increase in slicing time when calling context is ignored (due to the increased number of vertices that must be processed). The discrepancy between the runtimes is most likely due to inefficient context handling in the Agrawal and Guo slicer, which, it turns out, was found to be incorrect by Krinke [2002] . Krinke reports that ignoring context caused a 68% increase in slice size and a 40% increase in slice time. The size increased by more than the 50% increase reported in Figure 4 , whereas the 40% time increase is less than the 77% increase from Figure 4 . The difference may be accounted for by slicing-criterion selection bias.
All of the aforementioned studies considered slice size for C programs, but more recently, there has been initial work on slicing for Java, where similar tradeoffs between calling context and slice size have been investigated [Hammer and Snelting 2004] . It is evident from the related work that there is a need for standardization in reporting statistics related to slice sizes. This has caused some authors to move away from measurement based on code so as to consider function points [Jones 1991] . For example, the research described earlier uses "nonblank noncomment" lines of code, "nonblank" lines of code, "three address statements," and "LoC as reported by word count" to measure program and slice size. While "LoC as reported by word count" is a rather crude metric, it does at least provide a common baseline to which results can be compared. As the present study has included data for a large number of slices and reports both total LoC and NC-NB LoC, it is hoped that future studies will do the same to help facilitate comparison.
Unlike the work reported here, many large-scale studies avoid slicing on all statement-level slicing criteria (for practical reasons). Agrawal and Guo [2001] comment that "considering all possible slicing criteria from every program in our benchmark set would have resulted in a very large total number of [slices], which would not have been feasible to experiment with." Krinke comments that some slice constructions took over 300MB of memory or failed to finish in eight hours. Using the SDGs that CodeSurfer produces, augmented by collapsing SCCs and topologically sorting the vertices, it is possible to slice on every vertex that represents executable code and to do so for larger programs than were considered by either Agrawal and Guo or Krinke. In part, the ability to slice large programs on every slicing criterion was made possible by a set of optimizations to the SDG analysis reported elsewhere [Binkley and Harman 2003b] .
The ability to slice on every possible slicing criterion is important: It avoids the potential selection bias that may be present in the studies of Bent et al. [2000] , Agrawal and Guo [2001] , and Krinke [2002] . However, it may mean that the slices studied here could not be called "typical" in the sense that they would be representative of the subset selected in some particular application of program slicing. Of course, deciding upon what constitutes a typical slicing criterion (and therefore a typical slice) is an inherently subjective, qualitative, and application-dependent judgment. Therefore, the results reported herein form a general baseline against which to compare future work that considers typical slices for a given domain.
SUMMARY
In all applications of program slicing, the issue of slice size is important. The smaller the slice, the better. This article reports results from the largest study of static program slice size conducted to date. The results give a benchmark size of a static slice (either forward or backward) of just under one-third of the program (28.1% for backward and 26.1% for forward slices). While one-third of a million lines is still a substantial quantity of code to analyze, slicing a 100 line procedure to produce a 33 line subprocedure can be highly useful and is, indeed, used in many applications of slicing, including measurement [Bieman and Ott 1994; Longworth et al. 1986; Ott and Thuss 1989] , testing [Harman and Danicic 1995] , and comprehension [Cimitile et al. 1995a [Cimitile et al. , 1995b .
The article considers the impact of calling context, which is a somewhat unresolved issue, since some previous authors (e.g., Krinke [2002] ) suggest that calling context is important, while others (e.g., Mock et al. [2002] ) suggest it is not. The results presented here go a long way towards settling the issue, due to the size of the study. The results appear to replicate those presented by Krinke [2002] indicating that ignoring calling context causes an increase in both slice size and computation time.
The article investigated the slices constructed at larger, function-level granularity. At this function level, slices proved to be larger (due to the imprecision of larger granularity), but not impractically so. A function slice is around 50% larger than a corresponding statement slice, but can be computed in negligible time. This linear trend in price of the imprecision paid for the speedup was found to be strongly statistically significant.
Finally, the article considers the impact on slice size of three upstream analysis and manipulation phases: structure field collapse, points-to analysis, and dead code removal. Collapsing structure fields increases average slice size by only a few percentage points. For some programs (those which made use of function pointers in structure fields), the impact of structure field expansion was found to be much greater, replicating the results of Bent et al. [2000] . The choice of points-to analysis and the removal of dead code were found to have little effect on average slice size.
Future investigation in this area could fruitfully address the correlation between call-tree depth and slice size. Continued investigation of the programming styles, techniques, and use of function pointers in programs would also be helpful in characterizing the types of slice arising from them.
