Abstract. We prove an asymptotic formula for the shifted convolution of the divisor functions d 3 (n) and d(n), which is uniform in the shift parameter and which has a power-saving error term. The method is also applied to give analogous estimates for the shifted convolution of d 3 (n) and Fourier coefficents of holomorphic cusp forms. These asymptotics improve previous results obtained by several different authors.
Introduction
The binary additive divisor problem is concerned with sums of the form
where d(n) is the usual divisor function. In the past decades a lot of effort has been made to study this problem and several results have been obtained (see [16] for a historical survey).
Here we will go one step further and look at the sums
where d 3 (n) is the ternary divisor function. This problem has also been studied by several authors, beginning with Hooley [9] . The first result with a power-saving error term seems to be given by Deshouillers [3] , who used spectral methods to attack a smoothed version of this problem, much in the spirit of his earlier joint work with Iwaniec [4] on the binary additive divisor problem. Naturally, Deshouillers' result can also be used to treat sums like D ± (x, h) with sharp cut-off, although he did not work out the details.
As Friedlander and Iwaniec [6] pointed out, another approach was possible as a consequence on their work on the ternary divisor function in arithmetic progressions. Heath-Brown [8] improved their result, and showed that for any ε > 0, where P is a polynomial of degree three. Bykovskiȋ and Vinogradov [2] returned to the spectral approach of Deshouillers [3] based on the Kuznetsov formula and stated (1.1) with an exponent where P h is a polynomial of degree three, and where the implied constants depend only on ε.
Let us also state the analogous result for the smoothed sum. For a smooth function w : R → R, which is compactly supported in where P w,h is a polynomial of degree three, and where the implied constants depend at most on w and ε.
By θ we denote the bound in the Ramanujan-Petersson conjecture (see section 2.2 for a precise definition). With the currently best value for θ we get an error term which is ≪ x 7 8 , thus improving the result of Deshouillers [3] . Our method applies as well to the dual sum
In contrast to the analogous sum with two binary divisor functions (see [16, Theorem 2]), the main term in our case is a little bit more complicated. Our result is 
The implied constant depends only on ε.
In particular, we have as leading term
where the constant is given by
, and where C(N ) is a multiplicative function defined on prime powers by
.
Let ϕ(z) be a holomorphic cusp form of weight κ for the modular group SL 2 (Z). Let a(n) be its normalized Fourier coefficients, so that ϕ(z) has the Fourier expansion
The divisor function and the Fourier coefficients a(n) share a lot of similarities in their behaviour, so one might expect to get analogous results as in Theorems 1.1 and 1.2 for the sums
and
with the difference that now we cannot expect a main term to appear anymore. Indeed, Pitt [19] and Munshi [18] already obtained results of this sort. Using our method we will be able to partially improve their results by showing
where the implied constants depend at most on w, on the holomorphic cusp form ϕ(z) and on ε.
Of course the dual sum
can be treated as well.
Theorem 1.5. We have
12 +ε , where the implied constant depends only on ε.
As in [2] and [3] , our main ingredient is the Kuznetsov trace formula, which enables us to exploit the cancellation between Kloosterman sums. This approach yields much better error terms than by using results from algebraic geometry to bound complicated exponential sums individually, as it is done in the other works [6] , [8] , [18] and [19] on D ± (x; h) and A ± (x; h), which give power-saving error terms.
Prerequisites
Note that ε always stands for some positive real number, which can be chosen arbitrarily small. However, it need not be the same on every occurrence, even if it appears in the same equation. To avoid confusion we also want to recall that as usually e(q) := e 2πiq , and that 
2.1. The Voronoi summation formula and Bessel functions. Using the wellknown Voronoi formula for the divisor function (see [10, Chapter 4.5] or [11, Theorem 1.6]) and the identity
it is not hard to show the following summation formula for the divisor function in arithmetic progressions: 
where
In the same way, an analogous formula for Fourier coefficients of holomorphic cusp forms can be obtained by using the corresponding Voronoi formula (see [ 
Here we also want to recall the bounds
the latter following from the Ramanujan-Petersson conjecture proven by Deligne. Concerning the Bessel function appearing in Theorems 2.1 and 2.2, we want to sum up some well-known facts. We know that
and that for µ ≥ 1,
3) 4) and such that for any µ ≥ 0,
Proof. We start with the integral representations
which can be found in [7, 3.871] . Here we will only look at Y ν (ξ), as the proof for J ν (ξ) is almost identical. As in [4, Lemma 4], we use a substitution
so that we can write the integral above as
dy.
Now writing the cosine function out as a sum of exponential functions, we get (2.4)
The estimate (2.5) can be shown by splitting the integral at 1 and repeatedly using partial integration on the part which goes to ∞. The statements for Y ν (ξ) follow from (2.1).
2.2. The Kuznetsov trace formula and the Large sieve inequalities. We follow in great parts the notation used in [5] . Let q be some positive integer, which will stay fixed throughout this section, and let Γ := Γ 0 (q) be the Hecke congruence subgroup of level q. For these groups we have the spectral decomposition 
The Selberg eigenvalue conjecture says that λ 1 ≥ 1 4 , which would imply that all κ j are real and non-negative, however this still remains to be proven. The eigenvalues with 0 < λ j < 1 4 as well as the corresponding values κ j are called exceptional, and lower bounds for these exceptional λ j imply upper bounds for the corresponding iκ j . Let θ ∈ R + 0 be such that iκ j ≤ θ for all exceptional κ j uniformly for all levels q; by the work of Kim and Sarnak [13] we know that we can choose
For any cusp c of Γ we have the Eisenstein series, defined for Re s > 1 and z ∈ H by
which can be continued meromorphically to the whole complex plane. The space L 2 Eis (Γ\H) is then the continuous direct sum spanned by the E c (z; 1 2 + ir), r ∈ R, and the Fourier expansion of these Eisenstein series around ∞ is given by
(2π|n|y)e(nx).
Finally, denote by M k (Γ) the space of holomorphic cusp forms of weight k and
Then the Fourier expansion of f j,k around ∞ is given by
With the whole notation set up, we can now formulate the famous Kuznetsov trace formula (see [5, Theorem 1] ). 
,
where the Bessel transforms are defined bŷ
To get some first estimates for the appearing Bessel transforms we refer to [1, Lemma 2.1]:
Lemma 2.5. Let f : (0, ∞) → C be a smooth and compactly supported function such that
For oscillating functions, we can do better. Assume w : (0, ∞) → C to be a smooth and compactly supported function such that supp w ≍ X and w (ν) ≪ 1 X ν for ν ≥ 0, and for α > 0 define
Then the following two lemmas give bounds for the Bessel transforms of f (ξ), depending on the sizes of X and α.
Lemma 2.6. Assume that
X ≪ 1 and αX ≫ 1.
Proof. We begin with (2.10). Using the Taylor series of the J ν -Bessel function we can write the Bessel transformf (ir) aŝ
, one can check that we have the bound
By splitting the sum in (2.12) at m = µ, and using partial integration for the finite part while estimating trivially the rest, we get that
The estimate forf (ir) follows in exactly the same way by using the corresponding Taylor series for K 2ir (ξ).
For the proof of (2.11) we follow [12, Lemma 3] . We begin with the following identity (see [7, 8.411 .11]),
which giveŝ
with
To bound I + we use partial integration µ-times on the integral over η and get
The treatment of I − is a little trickier since the factor γ(ζ) := α − cosh ζ occuring in the exponent may vanish, so that we have to treat the integral differently depending on whether γ(ζ) is near 0 or not. Out of technical reasons, it is easier to use smooth weight functions to split the integral. Set
, be suitable weight functions such that
and define
Note that for all i = 1, 2, 3,
Then we have to consider the integrals 14) and using partial integration µ-times over η we get
This already proves (2.11) for ν = 0. The result for ν ≥ 1 can be shown the same way by partially integrating ν-times over ζ before estimating the integrals absolutely.
The estimate forf (r) can be shown analogously by using the integral representation
(see [7, 8.432.4] ). Finally, the proof forf (r) also goes along the same lines -in this case we use the identity
which can be found for instance in [7, 8.411 .1].
Lemma 2.7. Assume that
Then for ν ≥ 0,
Proof. The first bound (2.15) follows directly from (2.7). The proof of the other bounds follows the same path as in Lemma 2.6, so we only want to point out some differences. In the case off (r), we again use the identity (2.13). For I + we here get the bound
It is again necessary to split I − , and in order to do so, we choose a suitable weight function u 1 (ξ) which satisfies u 1 (ξ) = 1 for |ξ| ≥ 2Z, u 1 (ξ) = 0 for |ξ| ≤ Z,
in the same way as in (2.14), and we get
This gives (2.16) for ν = 0. By partially integrating over ζ, we get the result for higher ν. Finally, the results forf (r) andf (r) can be deduced similarly by using the appropriate integral representations for the occuring Bessel functions.
Another important tool are the large sieve inequalities for Fourier coefficients of cusp forms and Eisenstein series (see [5, Theorem 2] ). For a sequence a n of complex numbers define
and furthermore set
c,r (N ) := N <n≤2N a n n ir ϕ c,n 1 2 + ir ,
Then we have the following 
where the implicit constants depend only on ε.
When there is no averaging over n, the bounds given by the large sieve inequalities are not optimal. So, we also want to mention Lemma 2.9. Let K ≥ 1 and n ≥ 1. Then 
where the implicit constant depends only on ε.
Proof. We have κj exc.
To treat the sum on the right hand side we make use of [10, (16. 58)], which says that κj exc.
and the result follows.
3. Proof of Theorems 1.1 and 1.4
Our method applies to D ± (x; h) as well as A ± (x; h), and it will pose no further difficulty to treat both cases simultaneously. With this in mind, we let α(n) be a placeholder for d(n) or a(n).
From now on we consider x and h as fixed. Let w : R → [0, ∞) be a smooth function with compact support in 
where Ω := x −ω with 0 ≤ ω < We will need a smooth decomposition of the ternary divisor function, for which we will use a similar construction as the one used in [15] 
as well as
Note that this function is non-zero only when a, b ≪ c.
It will be useful to use a partition of unity on (0, ∞) constructed as follows. Let h X be smooth and compactly supported functions such that
where the last sum runs over powers of 2. Then we set
Note that we can bound the derivatives of h ABC by 3.1. Use of the Voronoi summation formula. We have
where we have set
Note that
Now we use Theorem 2.1 in the case
and Theorem 2.2 in the case α = a, which gives
The possible main term will be given by
which we will compute at the end. First we want to treat the other sums and show that they are small enough.
Here we can restate the outer sum as follows We set The function F ± (c, m) can be bound by
however, when m ≫ c 2 x we can use (2.2) to get
We set
and a standard exercise then shows that we can cut the sum over m in R ± ABC at M ± 0 , so that it is sufficient to look at the sums
where we have divided the range of summation over n into dyadic intervalls [M, 2M ]
2 k , where k runs over positive integers.
Auxiliary estimates.
We want to use the Kuznetsov formula given in Theorem 2.4 for the inner sum in (3.4). To bring the functions F ± (c, n) into the right shape, we definẽ
where h(m) is a smooth and compactly supported bump function such that
Then we have
In order to seperate the variable m we use Fourier inversion. First define
which is just a normalization factor. We havẽ
Before going on, we need some good estimates for the Bessel transforms occuring in the Kuznetsov formula. For convenience set
Proof. Since all occurring integrals can be interchanged, we can look directly at the Bessel transforms ofF ± (c, m) and its first two partial derivatives in m. We will confine ourselves with the treatment ofF ± (c, m), since the corresponding estimates for the derivatives can be shown the same way.
First we want to use Lemma 2.5 to prove the first two bounds. Again we can look directly at the function inside the integral over ξ, given by
for which we have the bounds
Hence by the mentioned lemmâ
for c ≥ 0, from which we get (3.5) and (3.6).
When M ≫ M − 0 , oscillation effects come into play. By using Lemma 2.3 and partially integrating once over ξ, we get
It is hence enough to look at
where we have the bounds
We use Lemma 2.6 with α = 1 2π ξ |h| and X = W , which is possible since
and so we getĤ
which then give (3.7) and (3.8).
3.3. Use of the Kuznetsov trace formula. Now we are ready to apply the Kuznetsov trace formula. We will only look at R + ABC (M ) and we will assume that h ≥ 1, since all other cases can be treated in very similar ways. Here we use Theorem 2.4 on the inner sum,
Hence we can write our sum as
c,r (M ) dr,
Ξ exc. (M ) needs a special treatment, which we will do in the following section. First, we want to look at the other summands, and here we will restrict ourselves to Ξ 1 , since the treatment of the other sums can be done along the same lines.
First assume M ≪ M − 0 . We divide Ξ 1 (M ) into two parts:
For Ξ 1a (M ) we get using (3.6), Cauchy-Schwarz, Theorem 2.8 and Lemma 2.9,
We split up the remainig sums into dyadic segments
and in the same way as above we get
, which then gives
The case M ≫ M − 0 is handled the same way: We again divide Ξ 1 (M ) into two parts
and this time we use the bound (3.8), which gives
The same bounds apply for Ξ 2 (M ) and Ξ 3 (M ), so that we end up with 
With the currently best value for θ, this would weaken our result considerably. However, we can reduce the effect of the exceptional eigenvalues by exploiting the fact that these eigenvalues appear infrequently. Cauchy-Schwarz and (3.5) give
The second factor be can treated with the large sieve inequalities. Because of
we can use Lemma 2.10 to bound the first factor. So,
, and hence , which is a substantial improvement to (3.10) .
so that by construction i∈Z u i (ξ) = 1 for ξ ∈ (0, N − 1).
We have
hence it is enough to look at the sums
The evaluation of these sums follows the same path as in section 3, we will therefore use in large parts the same notation and omit many details. For the sake of easier notation, we will leave out the i-subscript from now on. So u(ξ) := u i (ξ), and we have All these bounds can be derived the same way as in Lemma 3.1. There are two slight differences, though: Applying partial integration once over ξ is useless here. Furthermore, instead of Lemma 2.6 we need to use Lemma 2.7. Now applying the Kuznetsov formula and the large sieve inequalities, we get that .
In contrast to section 3, the exceptional eigenvalues cause no problem at all. 
