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Using Bernstein polynomial approximations, we prove the central limit theorem for linear spec-
tral statistics of sample covariance matrices, indexed by a set of functions with continuous




y)2], the support of
the Marc˘enko–Pastur law. We also derive the explicit expressions for asymptotic mean and
covariance functions.
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1. Introduction and main result
Let Xn = (xij)p×n,1≤ i≤ p,1≤ j ≤ n, be an observation matrix and xj = (x1j , . . . , xpj)t






(xj − x¯)(xj − x¯)∗,
where x¯ = n−1
∑n
j=1 xj and A
∗ is the complex conjugate transpose of A. The sample
covariance matrix plays an important role in multivariate analysis since it is an unbiased
estimator of the population covariance matrix and, more importantly, many statistics in
multivariate statistical analysis (e.g., principle component analysis, factor analysis and
multivariate regression analysis) can be expressed as functionals of the empirical spectral
distributions of sample covariance matrices. The empirical spectral distribution (ESD) of
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× cardinal number of {j: λj ≤ x},
where λ1, . . . , λp are the eigenvalues of A.
Assuming that the magnitude of the dimension p is proportional to the sample size n,














since FBn and FSn have the same liming properties, according to Theorem 11.43 in [8].
We refer to [3] for a review of this field.
The first success in finding the limiting spectral distribution (LSD) of sample covariance
matrices is due to to Marcˇenko and Pastur [13]. Subsequent work was done in [11, 12,
16, 17] and [18], where it was proven that under suitable moment conditions on xij , with






(x− a)(b− x), x ∈ [a, b],
with point mass 1− 1/y at the origin if y > 1, where a= (1−√y)2 and b = (1 +√y)2;
the constant y is the dimension-to-sample-size ratio index. The commonly used method
to study the convergence of FBn is the Stieltjes transform, which is defined for any




x− z dF (x), ℑz 6= 0.
It is easy to see that sF (z¯) = sF (z), where z¯ denotes the conjugate of the complex
number z. As is known, the Stieltjes transform of the MP law s(z), sFy is the unique
solution to the equation
s=
1
1− y− z − yzs (1.1)













Here, and in the sequel,
√
z denotes the square root of the complex number z with
positive imaginary part.
Using a Berry–Esseen-type inequality established in terms of Stieltjes transforms, Bai
[2] was able to show that the convergence rate of EFBn to Fyn is O(n
−5/48) or O(n−1/4),
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according to whether yn is close to 1 or not. In [4], Bai, Miao and Tsay improved these
rates in the case of the convergence in probability. Later, Bai, Miao and Yao [5] proved
that FBn converges to Fyn at a rate of O(n
−2/5) in probability and O(n−2/5+η) a.s. when
yn = p/n is away from 1; when yn = p/n is close to 1, both rates are O(n
−1/8). The exact
convergence rate still remains unknown for the ESD of sample covariance matrices.
Instead of studying the convergence rate directly, Bai and Silverstein [7] considered the
limiting distribution of the linear spectral statistics (LSS) of the general form of sample
covariance matrices, indexed by a set of functions analytic on an open region covering the
support of the LSD. More precisely, let D denote any region including [a, b] and A(D) be
the set of analytic functions on D. Write Gn(x) = p[FBn(x)−Fyn(x)]. Bai and Silverstein




f(x) dGn(x), f ∈A(D).
Their result is very useful for testing large-dimensional hypotheses. However, the analytic
assumption on f seems inflexible in practical applications because in many cases of
application, the kernel functions f can only be defined on the real line, instead of on
the complex plane. On the other hand, it is proved in [8] that the CLT of LSS does not
hold for indicator functions. Therefore, it is natural to ask what the weakest continuity
condition is that should be imposed on the kernel functions so that the CLT of the LSS
holds. For the CLT for other types of matrices, one can refer to [1].




f(x) dGn(x), f ∈C4(U),
where U denotes any open interval including [a, b] and C4(U) denotes the set of functions
f :U →C which have continuous fourth order derivatives.
Denote by s(z) the Stieltjes transform of F y(x) = (1 − y)I(0,∞)(x) + yFy(x) and set
k(z) = s(z)/(s(z) + 1), where, for x ∈R, s(x) = limz→x+i0 s(z).
Our main result is as follows.
Theorem 1.1. Assume that:
(a) for each n, Xn = (xij)p×n, where xij are independent identically distributed (i.i.d.)
for all i, j with Ex11 = 0, E|x11|2 = 1, E|x11|8 <∞ and if xij are complex variables,
Ex211 = 0;
(b) yn = p/n→ y ∈ (0,∞) and y 6= 1.
The LSS Gn = {Gn(f): f ∈ C4(U)} then converges weakly in finite dimensions to a
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and covariance function

















f ′(x1)g′(x2)ℜ[k(x1)k(x2)− k(x1)k(x2)] dx1 dx2, (1.5)
where the parameter κ1 = |Ex211|2 takes the value 1 if xij are real, 0 otherwise, and
κ2 = E|x11|4 − κ1 − 2.
Remark 1.2. In the definition of Gn(f), θ =
∫
f(x) dF (x) can be regarded as a popu-
lation parameter. The linear spectral statistic θˆ =
∫
f(x) dFn(x) is then an estimator of
θ. We remind the reader that the center θ=
∫
f(x) dF (x), rather than E
∫
f(x) dFn(x),
has its strong statistical meaning in the application of Theorem 1.1. Using the limiting
distribution of Gn(f) = n(θˆ− θ), one may perform a statistical test of the ideal hypothe-
sis. However, in this test, one cannot apply the limiting distribution of n(θˆ−Eθˆ), which
was studied in [14].
The strategy of the proof is to use Bernstein polynomials to approximate functions
in C4(U). This will be done in Section 2. The problem is then reduced to the analytic
case. The truncation and renormalization steps are in Section 3. The convergence of the
empirical processes is proved in Section 4. We derive the mean function of the limiting
process in Section 5.
2. Bernstein polynomial approximations














converge to f˜(y) uniformly on [0,1] as m→∞.
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where ξy is a number between k/m and y. Hence,









For the function f ∈C4(U), there exist 0< al < a< b < br such that [al, br]⊂ U . If we
let ǫ ∈ (0,1/2) and perform a linear transformation y = Lx+c, where L= (1−2ǫ)/(br−al)
and c = ((al + br)ǫ− al)/(br − al), then y ∈ [ǫ,1− ǫ] if x ∈ [al, br]. Define f˜(y) , f((y −














From (2.1), we have









Since h˜(y), y(1− y)f˜ ′′(y) has a second order derivative, we can once again use Bern-



















So, with hm(x) = h˜m(y),





















Bn − Fyn ](dx)
+ p
∫ (




[FBn − Fyn ](dx)
= ∆1 +∆2 +∆3.
For ∆3, under the conditions in Theorem 1.1, by Lemma A.1 in the Appendix,
‖FBn −Fyn‖=Op(n−2/5),
where a=Op(b) means that limx→∞ limn→∞ P (|a/b| ≥ x) = 0.
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Taking m2 = [n3/5+ǫ0 ] for some ǫ0 > 0 and using integration by parts, we have that
∆3 = −p
∫ (




(Fn(x)− F (x)) dx
= Op(n
−ǫ0)
since (f(x)− fm(x) + 12mhm(x))′ =O(m−2). From now on, we choose ǫ0 = 1/20, so m=
[n13/40].
Note that fm(x) and hm(x) are both analytic. Based on Conditions 4.1 and 4.2 in





It suffices to consider ∆1 =Gn(fm). Clearly, the two polynomials fm(x) and f˜m(y),
defined only on the real line, can be extended to [al, br]× [−ξ, ξ] and [ǫ,1− ǫ]× [−Lξ,Lξ],
respectively.
Since f˜ ∈C4[0,1], there exists a constantM such that |f˜(y)|<M ∀y ∈ [ǫ,1−ǫ]. Noting
that for (u, v) ∈ [ǫ,1− ǫ]× [−Lξ,Lξ],
|u+ iv|+ |1− (u+ iv)| =
√
u2 + v2 +
√





































If we take |ξ| ≤ L/√m, then |f˜m(y)| ≤M(1+L2/(mǫ))m→MeL2/ǫ as m→∞. There-




m]. In other words, fm(x) is





Let v = 1/
√
m= n−13/80 and γm be the contour formed by the boundary of the rect-
angle with vertices (al± iv) and (br± iv). Similarly, one can show that hm(x), f ′m(x) and
h′m(x) are bounded on γm.
3. Simplification by truncation and normalization
In this section, we will truncate the variables at a suitable level and renormalize the
truncated variables. As we will see, the truncation and renormalization do not affect the
weak limit of the spectral process.
By condition (a) in Theorem 1.1, for any δ > 0,
δ−8E|x11|8I{|x11|≥√nδ}→ 0,
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which implies the existence of a sequence δn ↓ 0 such that
δ−8n E|x11|8I{|x11|≥√nδn}→ 0
as n→∞. Let xˆij = xijI{|xij |≤√nδn} and x˜ij = (xˆij−Exˆij)/σn, where σ2n = E|xˆij−Exˆij |2.
We then have Ex˜ij = 0 and σ
2
n→ 1 as n→∞. We use Xˆn and X˜n to denote the analogs
of Xn when the entries xij are replaced by xˆij and x˜ij , respectively; let Bˆn and B˜n be
analogs of Bn, and let Gˆn and G˜n be analogs of Gn. We then have




≤ pn−3δ−8n E|x11|8I{|x11|≥√nδn} = o(n−2).
From Yin, Bai and Krishnaiah [19], we know that λBˆnmax and λ
B˜n
max are a.s. bounded by
b= (1 +
√
y)2. Let λAj denote the jth largest eigenvalue of matrix A. Since






|Exˆ11|2 ≤ E|x11|2I{|x11|≥√nδn} ≤ o(δ2nn−3),




|λBˆnj − λB˜nj |
≤K(tr(Xˆn − X˜n)(Xˆn − X˜n)∗)1/2 (3.2)









n np|Exˆ11|2 = o(δ2nn−1).
From the above estimates in (3.1) and (3.2), we obtain∫
f(x) dGn(x) =
∫
f(x) dG˜n(x) + op(1).
Therefore, we only need to find the limiting distribution of
∫
f(x) dG˜n(x) with the
conditions that Ex˜11 = 0, E|x˜11|2 = 1, E|x˜11|8 <∞ and Ex˜211 = o(n−2) for complex vari-
ables. For brevity, in the sequel, we shall suppress the superscript on the variables and
still use xij to denote the truncated and renormalized variable x˜ij . Note that in this
paper, we use K as a generic positive constant which is independent of n and which may
differ from one line to the next.
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4. Convergence of ∆− E∆
If we let Bn = n
−1X∗nXn, then F
Bn(x) = (1−yn)I(0,∞)(x)+ynFBn(x). Correspondingly,
we define F yn(x) = (1 − yn)I(0,∞)(x) + ynFyn(x). Let sn(z) and s0n(z) be the Stieltjes
transforms of FBn and Fyn , respectively; let sn(z) and s
0
n(z) be the Stieltjes transforms







z − x p[F






It is easy to verify that
Gn(x) = p[F
Bn(x)− Fyn(x)] = n[FBn(x)− F yn(x)].
Hence, we only need to consider y ∈ (0,1). We shall use the following notation:
rj = (1/
√












1 + (1/n)E trD−1j (z)

















D−1(z)−D−1j (z) = −βj(z)D−1j (z)rjr∗jD−1j (z), (4.1)
βj(z)− β¯j(z) = −βj(z)β¯j(z)εj(z) =−β¯2j (z)εj(z) + βj(z)β¯2j (z)ε2j(z), (4.2)
βj(z)− bn(z) = −βj(z)bn(z)δj(z) =−b2n(z)δj(z) + βj(z)b2n(z)δ2j (z). (4.3)
Note that by (3.4) of Bai and Silverstein [6], the quantities βj(z), β¯j(z) and bn(z) are
bounded in absolute value by |z|/v.
Denote the σ-field generated by r1, . . . , rj by Fj = σ(r1, . . . , rj), and let conditional
expectations Ej(·) = E(·|Fj) and E0(·) = E(·). Using the equality
D−1(z)−D−1j (z) =−βj(z)D−1j (z)rjr∗jD−1j (z), (4.4)
we have the following well-known martingale decomposition:




















Integrating by parts, we obtain



















f ′m(z) log(1 + εj(z)βj(z)) dz.
Let Rj(z) = log(1+ εj(z)βj(z))− εj(z)βj(z) and write

























f ′m(z)[εj(z)βj(z) +Rj(z)] dz, (4.6)
where here, and in the sequel, γmh denotes the union of the two horizontal parts of γm,
and γmv the union of the two vertical parts.
We first prove (4.6)→ 0 in probability. Let An = {a − ǫ1 ≤ λBn ≤ b + ǫ1} for any
0 < ǫ1 < a − al and Anj = {a − ǫ1 ≤ λBnj ≤ b + ǫ1}, where Bnj = Bn − rjr∗j and λB
denotes all eigenvalues of matrix B. By the interlacing theorem (see [15], page 328), it
follows that An ⊆Anj . Clearly, IAnj and rj are independent. By Yin, Bai and Krishnaiah
[19] and Bai and Silverstein [7], when y ∈ (0,1), for any l≥ 0,
P (λBnmax ≥ b+ ǫ1) = o(n−l) and
P (λBnmin ≤ a− ǫ1) = o(n−l).
We have P (Acn) = o(n
−l) for any l≥ 0.
By continuity of s(z), for large n, there exist positive constants Ml and Mu such
that for all z ∈ γmv, Ml ≤ |yns(z)| ≤Mu. Letting Cnj = {|βj(z)|−1IAnj > ǫ2}, where
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0< ǫ2 <Ml/2 and Cn =
⋂n
j=1Cnj , we have

















{∣∣∣∣ 1n trD−1j (z)− yns(z)








∣∣∣∣ 1n trD−1j (z)− yns(z)





O(n−2/5)4 + nP (Acn)≤O(n−2/5),
where we have used Lemma A.1. Defining Qnj = Anj ∩ Cnj and Qn =
⋂n
j=1Qnj , it is
easy to show that Qnj is independent of rj and P (Q
c







f ′m(z)[εj(z)βj(z) +Rj(z)]IQnj dz + op(1).
From the Burkholder inequality, Lemma A.3 and the inequalities |n−1 trDj(z)Dj(z¯)|IAnj ≤























By Lemma A.3, for z ∈ γmv, we have
n∑
j=1




























Therefore, from the above estimates, we can conclude that (4.6) converges to 0 in
probability. Similarly, for z ∈ γmh, we also have the following estimates:
n∑
j=1









































where op(1) follows from (4.7), (4.8) and Condition 4.1 below. Therefore, our goal reduces
to the convergence of
∑n
j=1 Ynj .
Since Ynj ∈ Fj and Ej−1Ynj = 0, {Ynj, j = 1, . . . , n} is a martingale difference sequence
and thus
∑n
j=1 Ynj is a sum of a martingale difference sequence. In order to apply a
martingale CLT ([9], Theorem 35.12) to it, we need to check the following two conditions:
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converges to a constant c(f, g) in probability, where f, g ∈ C4(U) and fm, gm are their
corresponding Bernstein polynomial approximations, respectively.
Proof of Condition 4.1. By Lemmas A.5 and A.6, for any z ∈ γmh,
E|εj(z)|6 ≤ K
n6

























Proof of Condition 4.2. Note that in Cauchy’s theorem, the integral formula is inde-






































m(z2)Γn(z1, z2) dz1 dz2,
where Γn(z1, z2) =
∑n
j=1 Ej−1[Ej(εj(z1)βj(z1))Ej(εj(z2)βj(z2))] and γ
′
m is the contour
formed by the rectangle with vertices a′l ± i/2
√
m and b′r ± i/2
√
m. Here, 0 < al < a
′
l <





union of the horizontal parts of γ′m.
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First, we show that
Γn(z1, z2)− Γ(z1, z2) Pr.−→ 0 uniformly on γmh × γ′mh,
where
Γ(z1, z2) = κ2yk(z1)k(z2)− (κ1 +1) ln s(z1)s(z2)(z1 − z2)
s(z1)− s(z2) .
From Lemma A.6, for all z ∈ γmh ∪ γ′mh and any l≥ 2,



















Let [A]ii denote the (i, i) entry of matrix A. For any two p× p non-random matrices
A and B, we have
E(x∗1Ax1 − n trA)(x∗1Bx1 − n trB)













aiibii + κ1 trAB
T + trAB,























, Γn1(z1, z2) + Γn2(z1, z2).
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For Γn2(z1, z2), by Lemmas A.6, A.7 and −zs(z)(s(z) + 1) = 1, we get
Γn2(z1, z2) = κ2ynk(z1)k(z2) + op(1),
where op(1) denotes uniform convergence in probability on γmh × γ′mh.






















f ′(x1)g′(x2)ℜ[k(x1)k(x2)− k(x1)k(x2)] dx1 dx2,
which is (1.5) in Theorem 1.1.











LetDij(z) =D(z)−rjr∗j −rir∗i , βij(z) = (1+r∗iD−1ij (z)ri)−1, b12(z) = (1+ 1nE trD−112 (z))−1
and t(z) = (z − n−1n b12(z))−1. Write











Multiplying by t(z)Ip on the left, D
−1
j (z) on the right and combining with the identity
r∗iD
−1








































It is easy to verify that for all z ∈ γmh ∪ γ′mh,
|t(z)|=
∣∣∣∣z + n− 1n 11+ n−1E trD−112 (z)










since al ≤ |z| ≤ br + 1. Thus, by Lemmas A.6, A.4 and the Cauchy–Schwarz inequality,
we have
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Using the identity




j (z2) =A1(z1, z2) +A2(z1, z2) +A3(z1, z2), (4.19)
where



























































j (z2)−D−1ij (z2))EjD−1ij (z1)
∣∣∣∣
(4.20)








and by Lemma A.3, we have






















For A1(z1, z2), by Lemmas A.4 and A.5,
E
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≤ E




















j (z2)). Using the identity (4.16), we have
| tr(Ej(D−1ij (z1))D−1ij (z2)) trD−1ij (z2)− ϕj(z1, z2) trD−1j (z2)| ≤Knv−3.
Thus, in conjunction with Lemma A.6, we can get
E
∣∣∣∣A1(z1, z2) + j − 1n2 t(z1)b12(z2)ϕj(z1, z2) trD−1j (z2)
∣∣∣∣≤ K√nv3 . (4.22)










=− tr(t(z1) trD−1j (z2)) +A4(z1, z2),
where E|A4(z1, z2)| ≤K
√
n/v3.
Using Lemma A.6, the expression for D−1j (z2) in (4.14) and the estimate






























By Lemma A.6, we can write
ϕj(z1, z2)
[
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an(z1, z2)→ a(z1, z2) = ys(z1)s(z2)
(s(z1) + 1)(s(z2) + 1)






1− ta(z1, z2) dt=− ln(1− a(z1, z2)) =− ln
l(z1, z2)
s(z1)− s(z2) ,
where l(z1, z2) = s(z1)s(z2)(z1 − z2), which implies that










= −(κ1 + 1) ln(l(z1, z2)) + (κ1 +1) ln(s(z1)− s(z2)) + op(1).
Thus, adding the vertical parts of both contours and using the fact that f ′m(z) and














m(z2) ln(l(z1, z2)) dz1 dz2 +O(v)
= o(1).








m(z2) ln(s(z1)− s(z2)) dz1 dz2 +op(1)
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which is (1.4) in Theorem 1.1. 
5. Mean function






We shall first consider Mn(z) = p[Esn(z)− s0n(z)] = n[Esn(z)− s0n(z)].




j , multiplying by D
−1(z) on the right-hand side and using
(4.13), we find that


















Taking trace, dividing by n on both sides and combining with the identity zsn(z) =















Then, once again using (4.13) and A−1 −B−1 =−A−1(A−B)B−1, we get
Ip
z(Esn(z) + 1)

























Taking trace, dividing by p and taking expectation, we find that



















































For s0n(z), since s
0


































(s0n(z) + 1)(Esn(z) + 1)
(Esn(z)− s0n(z)) +Esn(z)s0n(z)Rn(z),























Thus, in order to find the limit of Mn(z) = n[Esn(z)− s0n(z)], it suffices to find the




j (z)rj − 1n trD−1(z) and J¯n(z) =
∑n
j=1E(βj(z)d¯j(z)).
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By (4.3), we have






























































It follows from Bai and Silverstein [6], (4.3) that for l≥ 2,
E
∣∣∣∣ 1n trD−1(z)− 1n trED−1(z)






















From the above estimates on T1 and T2, we conclude that
Jn(z) = J¯n(z) + ǫ¯n,
where here, and in the sequel, ǫ¯n =O((
√
nv3)−1).































, J¯n1(z) + J¯n2(z) + J¯n3(z).
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E trD−2j (z) + ǫ¯n , z
2s2(z)ψn(z) + ǫ¯n.
By the identity of quadric form (4.11) and the fact, from Lemma A.7, that E[D−1j (z)]ii


















ii + κ1 trD
−2






2(z)− z2s2(z)(κ1 + 1)ψn(z) + ǫ¯n,
where κ1, κ2 and k(z) were defined in Theorem 1.1. Our goal is now to find the limit of
ψn(z). Using the expansion of D
−1

















































Note that the cross terms will be 0 if either D−1ij (z) or D
−1
lj (z) is replaced by D
−1
lij (z),
where Dlij(z) =Dij(z)− rlr∗l =D−1lj (z)− rir∗i and
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Therefore, by (4.16), we conclude that the sum of cross terms is negligible and bounded
by K/(
√










































































E[trD−2ij (z)(p+O(1))] + ǫ¯n = ynψn(z) + ǫ¯n.










1− ynk2(z) + ǫ¯n.



























1− ynk2(z) + ǫ¯n
, M˜1(z) + M˜2(z) + ǫ¯n.


























f ′m(z) ln(1− ynk2(z))dz





f ′(x) arg(1− yk2(x)) dx,
























Hence, summing the two terms, we obtain the mean function of the limiting distribution
in (1.3).
Appendix
Lemma A.1. Under the conditions in Theorem 1.1, we have
‖EFn −F‖ = O(n−1/2), ‖Fn − F‖=Op(n−2/5),
‖Fn −F‖ = O(n−2/5+η) a.s. for any η > 0.
This follows from Theorems 1.1, 1.2 and 1.3 in [5].
Lemma A.2 [Burkholder (1973), [10]]. Let Xk, k = 1,2, . . . , be a complex martingale
difference sequence with respect to the increasing σ-fields Fk. Then, for p > 1,
E
∣∣∣∑Xk∣∣∣p ≤KpE(∑ |Xk|2)p/2.
In the reference [10], only real variables were considered. It is straightforward to extend
to complex cases.
Lemma A.3. For x= (x1, . . . , xn)
t with i.i.d. standardized real or complex entries such
that Exi = 0 and E|xi|2 = 1, and for C an n×n complex matrix, we have, for any p≥ 2,
E|x∗Cx− trC|p ≤Kp[(E|x1|4 trCC∗)p/2 +E|x1|2p tr(CC∗)p/2].
This is Lemma 8.10 in [8].
Lemma A.4. For any non-random p× p matrix A,
E|r∗1Ar1|2 ≤Kn−1‖A‖2.
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Proof. Recalling the truncation steps E|x11|8 <∞ and Lemma A.3, we have, for all
l > 1,







Then, (A.1) is the consequence of (A.2) and the Ho¨lder inequality. 
Lemma A.6. Under the conditions in Theorem 1.1, for any l ≥ 2,E|βj(z)|l, E|β¯j(z)|l
and |bn(z)|l are uniformly bounded in γmh. Furthermore, βj(z), β¯j(z) and bn(z) are uni-
formly convergent in probability to −zs(z) in γmh.
Proof. By (4.2) and (4.3) in [6], we have, for any l≤ 2,
E| trD−1j (z)−E trD−1j (z)|l ≤Knl/2v−l, (A.3)
E|rjD−1j (z)rj − 1/nE trD−1j (z)|l ≤Kn−l/2v−l. (A.4)
This lemma follows from Lemma A.3, (A.3), (A.4) and the following facts.
Fact 1. Since s0n(z) = − 12 ( 1yn − 1ynz
√
z2− (1 + yn)z + (1− yn)2 − 1−ynynz ) and s0n(z) =
− 1−ynz + yns0n(z), we have
zs0n(z) =− 12 (1− yn + z −
√
z2− (1 + yn)z + (1− yn)2).
Thus, zs0n(z) is bounded in any bounded and closed complex region.


























where the last inequality follows from (5.6).







Fact 4. From Lemma A.1, we have
|zEsn(z)− zs0n(z)| ≤ zynE|sn(z)− s0n(z)|
= zynE









−2/5) = Op(n−2/5v−1). 
Lemma A.7. Under the conditions in Theorem 1.1, as n→∞,
max
i,j
|Ej [D−1j (z)]ii − s(z)| → 0 in probability
uniformly in γmh, where the maximum is taken over all 1≤ i≤ p and 1≤ j ≤ n.
Proof. First, let ej (1≤ j ≤ n) be the p-vector whose jth element is 1, the rest being 0
and e′i, the transpose of ei. Then,
E|[D−1(z)]ii − [D−1j (z)]ii| = E|e′i(D−1(z)−D−1j (z))ei|
= E|βj(z)e′iD−1j (z)rjr∗jD−1j (z)ei|
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|(El −El−1)βl(z)e′iD−1l (z)rlr∗lD−1l (z)ei|2
)3
.








l (z)ei. We have that
|EZl(z)| ≤ K
nv2































In Section 5, it is proved that p(Esn(z)− s(z)) converges to 0 uniformly on γmh. The
proof of Lemma A.7 is thus complete. 
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