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DEMAZURE MODULES AND WEYL MODULES: THE TWISTED CURRENT
CASE
GHISLAIN FOURIER AND DENIZ KUS
Abstract. We study finite–dimensional respresentations of twisted current algebras and show that any
graded twisted Weyl module is isomorphic to level one Demazure module for the twisted affine Kac-
Moody algebra. Using the tensor product property of Demazure modules, we obtain, by analyzing the
fundamental Weyl modules, dimension and character formulas. Moreover we prove that graded twisted
Weyl modules can be obtained by taking the associated graded modules of Weyl modules for the loop
algebra, which implies that its dimension and classical character are independent of the support and
depend only on its classical highest weight. These results were known before for untwisted current
algebras and are new for all twisted types.
1. Introduction
Weyl modules for loop algebras g ⊗ C[t, t−1], where g is a simple complex Lie algebra, have gained a
lot of attraction during the last two decades. Starting with the analysis of finite–dimensional irreducible
modules for quantum affine algebras ([CP01b]), which are highest weight modules in a certain sense. It
was natural to ask for maximal finite–dimensional modules with these highest weights since contrary to
the theory of simple complex Lie algebras, the category of finite–dimensional modules is not semi–simple.
In the same paper it was conjectured, that the classical limit q = 1 of these irreducible modules specialize
to modules for the loop algebra satisfying some universal properties, the so called local Weyl modules.
In a series of papers ([BN04], [CL06], [CP01a], [FL07], [Nak01], [Nao]) the character and dimension of
these Weyl modules were computed. In the proofs, these modules were identified with Weyl modules for
the current algebra g⊗ C[t]. Using the tensor product property ([CP01b]) and some pullback maps, the
study was reduced to analyzing graded Weyl modules for g ⊗ C[t], where the grading is induced by the
grading of C[t].
One major step in the analysis of the graded Weyl modules is their identification with level one Demazure
modules for simply–laced algebras ([CL06], [FL07]). With the tensor product property for Demazure
modules ([FL06]) and the computation for fundamental Weyl and Demazure modules ([CL06], [FL06]),
the character and dimension formulas were proven. In the non simply–laced case, Weyl modules admit a
filtration by Demazure modules and via this filtration, the dimension and character formula were proven
([Nao]). One should mention that these results can also be deduced from the results in [BN04], [Nak01],
but there is no written proof so far in the literature.
Local Weyl modules for current and loop algebras can be parametrized by finitely supported functions
from C (resp. C∗) to P+, the set of dominant integral weights for g. To each function one can associate
a weight, which is the sum of all images, hence in P+. To summarize the results above, the dimension
and character of a local Weyl module are independent of the support of the parametrizing function and
depend only on its weight. The graded local Weyl module of weight λ is parametrized by the function
of weight λ with support in the origin only. We can also reformulate this result in terms of the global
2 GHISLAIN FOURIER AND DENIZ KUS
Weyl module, which is a projective module in a certain category and in general infinite–dimensional.
The results on local Weyl modules are equivalent to the statement, that the global Weyl module is a free
module for a certain commutative algebra Aλ.
There are several ways to generalize the notion of local Weyl modules. By replacing C[t, t−1] with a
commutative, associative algebra ([FL04], [CFK10]) one can define local and global Weyl modules as
before, obtain similar tensor product properties, but character and dimension formulas are known only
in certain cases. Even for a case as simply looking as g = sl2 and C[t1, . . . , tn] with n ≥ 4 there is no
dimension formula known.
Another way of generalizing local Weyl modules is to look at twisted current and loop algebras. Given
a complex simple Lie algebra g and a commutative algebra A (= C[t],C[t, t−1]), both equipped with the
action of a finite group Γ (Γ = Z/mZ) by automorphism, one can extend this action to g ⊗ A. The
fixpoint Lie algebra (g ⊗ A)Γ is called the twisted current algebra (resp. twisted loop algebra). The
twisted current algebra is a subalgebra of the twisted affine Kac-Moody algebra associated to g, while
the twisted loop is obtained by taking the quotient by the central element of the subalgebra without
derivation [Car05].
Local Weyl modules for the twisted loop algebra were introduced and studied in [CFS08]. It was proven,
that every Weyl module is the tensor product of Weyl modules located in a single point only. So to obtain
dimension and character formulas it was sufficient to compute them for Weyl modules with support in a
single point. The main theorem in [CFS08] states that every Weyl module for the twisted loop algebra
is isomorphic to the restriction of a Weyl module for the untwisted loop algebra. So all interesting
information can be deduced from this isomorphism. In [FMS] the aforementioned global Weyl modules
will be defined and studied for twisted loop algebras as well. It will be shown, that the twisted global
Weyl module is a submodule of the untwisted global Weyl module, viewed as a module for the twisted
loop algebra by restriction. The results about twisted local Weyl module translate again into the freeness
of the twisted global Weyl module as a module for a certain commutative algebra AΓλ.
In [FKKS] the notion of local Weyl modules was generalized to certain equivariant map algebras. Given
X an affine scheme and g a finite–dimensional Lie algebra, both defined over an algebraically closed field
and Γ a finite group acting on X and g by automorphisms, the equivariant map algebra is the Lie algebra
of equivariant maps from X to g. In [FKKS] several restrictions to this general case were assumed, the
group action on X had to be free and abelian. But under these assumptions, again the tensor product
property was proven. Furthermore it was shown, that every Weyl module for the equivariant map algebra
is isomorphic to the restriction of a Weyl module for the algebra of maps from X to g.
In this paper we are considering the gap in the computation of dimension and character formulas for
local Weyl modules of twisted current algebras. For twisted and untwisted loop and current algebras,
dimension formulas for all local Weyl modules are known except for graded local Weyl modules for the
twisted current algebra. Let Γ be the finite group of non–trivial diagram automorphism of a simple Lie
algebra g, so Γ is of order 2 or 3 and g of type A,D,E. In terms of equivariant map algebras, the affine
scheme would be X = C and Γ = 〈ξ〉, where ξ is the multiplication by a primitive 2nd or 3rd root of
unity. We see immediately that 0 is a fix point, so the group action is not free. In this setting, the results
of [FKKS] do not apply at the origin.
The goal of this paper is to compute a dimension and character formula for the local Weyl module located
in 0 (the graded local Weyl module) of the twisted current algebra. The main tool are, as in [FL07] and
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[Nao], Demazure modules.
There are two cases to be considered, the first one is:
Theorem. Let g be not of type A2l and λ ∈ P+0 , then the local graded (g⊗C[t])Γ-Weyl module WΓ(λ)
is isomorphic to a Demazure module of level 1.
In the proof we will use the sl2 ⊗ C[t] and the (sl3 ⊗ C[t])Γ cases (proven in [CP01b], [CL06], resp.
Section 7). A tensor product property for Demazure modules was proven in [FL06], so to obtain a
character formula for Weyl modules it is sufficient to determine the fundamental local Weyl modules, as
done in Section 5. Concluding we were able to prove an analogous result to [CFS08], [FKKS], that the
dimension of the local Weyl module does not depend on the support but only on the highest weight.
Theorem. For g not of type A2l and λ ∈ P+0 , the local graded (g ⊗ C[t])Γ-Weyl module is isomorphic
to the associated graded module of the restriction of a local Weyl module for g⊗ C[t, t−1].
In the second case, we assume that g is of type A2l, then the fixpoint algebra g0 is of type Bl. Here with
our methods, one can only determine the local Weyl module for weights λ, where λ(α∨l ) is odd. In this
case there is an identification with Demazure modules as before, so the graded local (g ⊗ C[t])Γ-Weyl
module is isomorphic to a Demazure module of level 1. Furthermore we are able to show the following:
Theorem. Let λ = λ1 + λ2 ∈ P+0 , where λ2(α∨l ) is odd, and a ∈ C∗. Then
WΓ(λ) ∼= gr(Wa(λ1)⊗WΓ(λ2)),
where Wa(λ1) is the local Weyl module for g⊗ C[t, t−1], supported in a with highest weight λ1.
In the case where λ(α∨l ) is even the dimension and character of the local Weyl modules remains uncom-
puted, the identification with Demazure modules fails. We can state here a conjecture only
Conjecture. Let λ ∈ P+0 , then the graded local Weyl module is isomorphic to the associated graded
module of the restriction of a local Weyl module for g⊗C[t, t−1]. The dimension of a local Weyl module
of highest weight λ is independent of the support of the module.
The structure of the paper is as follows, in Section 2 are basics and notations for affine Kac-Moody
algebras recalled, in Section 3 for twisted current algebras. In Section 4 Demazure and Weyl modules are
defined. In Section 5 we identify Demazure modules with Weyl modules and determine the “smallest”
Weyl modules. In Section 6 we show that every graded Weyl module of the twisted current algebra can
be obtained by taking the associated graded of the restriction of a untwisted loop module. In Section 7,
the case g = sl3 is treated seperately, since it is used in some of the proofs of the other cases.
Acknowledgements: We would like to thank Vyjayanthi Chari and Peter Littelmann for helpful discus-
sions. We would also like to thank the Hausdorff Research Institute for Mathematics and the organizers of
the Trimester Program on the Interaction of Representation Theory with Geometry and Combinatorics,
during which the ideas in the current paper were developed. The first author was partially sponsored
by the DFG-Schwerpunktprogramm 1388 “Darstellungstheorie” and the second author by the “SFB/TR
12-Symmetries and Universality in Mesoscopic Systems”.
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2. The affine Kac-Moody algebras
2.1. Notation and basic results. In this section we fix the notation and the usual technical padding.
Let g = g(A) be a simple complex Lie algebra of rank l associated to a Cartan matrix A of finite type.
We fix a Cartan subalgebra h in g and a Borel subalgebra b ⊇ h. Denote Φ ⊆ h∗ the root system of g,
and, corresponding to the choice of b, let Φ+ be the set of positive roots and let Π = {α1, . . . , αl} be the
corresponding basis of Φ.
For a root β ∈ Φ let β∨ ∈ h be its coroot. The basis of the dual root system (also called the coroot
system) Φ∨ ⊂ h is denoted Π∨ = {α∨1 , . . . , α∨l }. The Weyl group W of Φ is generated by the simple
reflections si = sαi associated to the simple roots.
Let P =
⊕l
i=1 Zωi be the weight lattice of g and let P
+ =
⊕l
i=1 Z≥0ωi be the subset of dominant
weights. The group algebra of P is denoted Z[P ], we write χ =
∑
aµe
µ (finite sum, µ ∈ P , aµ ∈ Z)
for an element in Z[P ], where the embedding P →֒ Z[P ] is defined by µ 7→ eµ. Further we denote by
Q =
⊕l
i=1 Zαi (respectively Q
+ =
⊕l
i=1 Z≥αi) be the root (respectively positive root) lattice and let
{x±i , hi|i ∈ I} be a set of Chevalley generators of g.
Let ĝ be the affine Kac–Moody algebra (twisted or untwisted) corresponding to the Cartan matrix
Â = (ai,j). Note that, if ĝ is a untwisted affine Kac–Moody algebra associated to g:
ĝ = g⊗C C[t, t−1]⊕ Cc⊕ Cd.
Here d denotes the derivation d = t ddt and c is the canonical central element. Recall that the Lie bracket
is defined as
[tm ⊗ x+ λc+ µd, tn ⊗ y + νc+ ηd] = tm+n ⊗ [x, y] + µntn ⊗ y + ηmtm ⊗ x+mδm,−n(x, y)c.
We assume ĝ is arbitrary (possibly twisted) and we fix a Cartan subalgebra ĥ in ĝ and a Borel subalgebra
b̂ ⊇ ĥ, Π = {α0, . . . , αl} the set of simple roots, Π∨ = {α∨0 , . . . , α∨l } the set of simple coroots. Denote
by Φ̂ the root system of ĝ and let Φ̂+ be the subset of positive roots. We denote by P̂ the weight
lattice of ĝ and let P̂+ be the subset of dominant weights. The Weyl group Ŵ of Φ̂ is generated by the
simple reflections si = sαi associated to the simple roots. Further we fix uniquely determined vectors
w = (a0, . . . , al)
t, v = (a∨0 , . . . , a
∨
l ), such that vÂ = Âw = 0. Then it is known that the center of ĝ is
1-dimensional and is spanned by the canonical cantral element
c =
l∑
i=0
a∨i α
∨
i .
Define further
δ =
l∑
i=0
aiαi; θ = δ − a0α0
and d ∈ ĥ which satisifes the following conditions
αi(d) = 0, for i = 1, . . . , l; α0(d) = 1.
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Clearly the elements α∨0 , . . . , α
∨
l , d form a basis of ĥ. We have a non–degenerate symmetric bilinear form
〈·, ·〉 on ĥ defined in ([Kac90], Chapter 6)
(2.1)

〈α∨i , α∨j 〉 = aja∨j ai,j i, j = 0, . . . , ℓ
〈α∨i , d〉 = 0 i = 1, . . . , ℓ
〈α∨0 , d〉 = a0a∨0 〈d, d〉 = 0.
This Ŵ -invariant form induces a isomorphism
ν : ĥ −→ ĥ∗, ν(h) :
{
ĥ → C
h′ 7→ 〈h, h′〉
With the notation as above it follows for i = 0, . . . , l:
ν(α∨i ) =
ai
a∨i
αi
Let Λ0, . . . ,Λl be the fundamental weights in P̂+, then for i = 1, . . . , l we have
(2.2) Λi = ωi +
a∨i
a∨0
Λ0.
With this we have P̂ =
∑l
i=0 ZΛi + Z(δ/a0) and P̂
+ =
∑l
i=0 Z≥0Λi + Z(δ/a0).
2.2. Realisation of twisted affine algebras. In this paper we are mainly interested in twisted affine
Kac-Moody algebras, which can be realised as fixed point subalgebras of so-called twisted graph auto-
morphisms. Let g be a finite dimensional simple Lie algebra and σ : g→ g be a graph automorphism of
order m. In particular
m =
{
2, if g of type A2l, A2l−1, Dl+1 or E6
3, if g is of type D4
Let ξ be a primitive mth root of unity, then it is well-known that there exists a decomposition of g into
eigenspaces. We obtain:
g = g0 ⊕ · · · ⊕ gm−1,
whereby gj = {x ∈ g|σ(x) = ξjx}, j = 0, · · · ,m−1. The fixed point algebra g0 is again a simple complex
Lie algebra of type Cl, Bl, F4 or G2 and the eigenpaces are irreducible g0-modules.
Remark 2.2.1. Let a be a subalgebra of g such that σ(a) = a, then we get a analogue decomposition
a = a0 ⊕ · · · ⊕ am−1.
So if g = n⊕ h⊕ n− is a triangular decomposition of g, we obtain
gj = nj ⊕ hj ⊕ (n−)j for all 0 ≤ j ≤ m− 1.
Now we can extend σ to a automorphism of the corresponding untwisted affine algebra given by
σ(x⊗ ti) = ξ−iσ(x) ⊗ ti for x ∈ g
σ(c) = c; σ(d) = d.
The twisted affine algebra is realized as the fixed point subalgebra
ĝ ∼=
⊕
k∈Z
(g0 ⊗ tmk)⊕ · · · ⊕
⊕
k∈Z
(gm−1 ⊗ tmk+(m−1))⊕ Cc⊕ Cd
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=
m−1⊕
j=0
⊕
k∈Z
(gj ⊗ tmk+j)⊕ Cc⊕ Cd.
Using the above notation we can conclude
ĥ = h0 ⊕ (Cc+ Cd) ĥ∗ = (h0)∗ ⊕ (Cδ + CΛ0).
We have the following table, which describes the various possibilities for g, g0, ĝ and the eigenspaces
g1, g2.
m g g0 ĝ g1 g2 Dynkin diagram of ĝ
2 A2 A1 A
(2)
2 V (4ω1) / ◦0 ◦1
2 A2l, l ≥ 2 Bl A(2)2l V (2ω1) / ◦0 ⇒ ◦1 − · · · − ◦l−1⇒ ◦l
2 A2l−1, l ≥ 2 Cl A(2)2l−1 V (ω2) / ◦1 −
◦0|◦
2
− · · · − ◦
l−1
⇐ ◦
l
2 Dl+1, l ≥ 3 Bl D(2)l+1 V (ω1) / ◦0 ⇐ ◦1 − · · · − ◦l−1⇒ ◦l
2 E6 F4 E
(2)
6 V (ω1) / ◦0 − ◦1 − ◦2 ⇐ ◦3 − ◦4
3 D4 G2 D
(3)
4 V (ω2) V (ω2) ◦1 ⇛ ◦2 − ◦0
We put a “0” on (almost) everything related to g0, e.g. denote by Φ0 ⊆ (h0)∗ the root system of g0. The
recently defined element δ is the imaginary root in Φ̂+ and θ is the highest short root of the root system
of g0 if Â is of type A
(2)
2l−1, D
(2)
l+1, E
(2)
6 , D
(3)
4 . In the remaining twisted cases θ − α1 is the highest root of
the root system of g0. For more details we refer to ([Kac90],[Car05]).
Remark 2.2.2. The untwisted Kac-Moody algebras ĝ = g ⊗C C[t, t−1] ⊕ Cc ⊕ Cd can also be realised
as fixed point algebras for any automorphism of order 1. We have g0 = g and the eigenspaces are the
zerospaces. In this case θ is the highest root of g.
2.3. The extended affine Weyl group. Now we give a description of the Weyl group Ŵ of the affine
Kac-Moody algebra ĝ. The Weyl group is generated by fundamental reflections s0, . . . , sl, which act on
ĥ∗ by
si(λ) = λ− λ(α∨i )αi, λ ∈ ĥ∗.
Since δ(α∨i ) = 0 for all i = 0, . . . , l, the Weyl group Ŵ fixes δ. Another well-known description of the
affine Weyl-group is the following. Let W0 be the subgroup of Ŵ generated by s1, . . . , sl, i.e. W0 can be
identified with the Weyl group of the Lie algebra g0, since W0 operates trivially on (Cδ+CΛ0). Further
let
(2.3) M =
l∑
i=1
Zαi if Â symmetric or m > a0
or
(2.4) M = ν(
l∑
i=1
Zα∨i ) otherwise.
For an element µ ∈M let tµ the following endomorphism of the vector space ĥ∗:
(2.5) Λ = λ+ bΛ0 + rδ 7→ tµ(Λ) = Λ + Λ(c)µ− (〈Λ, µ〉+ 1
2
〈µ, µ〉Λ(c))δ
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Obviously we have tµ ◦ tµ′ = tµ+µ′ , denote tM the abelian group consisting of the elements tµ, µ ∈ M .
Then Ŵ is the semidirect product Ŵ =W0×tM .
The extended affine Weyl group Ŵ ext is the semidirect product Ŵ ext = Ŵ×tL, where L = ν(
⊕l
i=1 Zω
∨
i )
is the image of the coweight lattice. The action of an element tµ, µ ∈ L, is defined as above in (2.5). Let
Σ be the subgroup of Ŵ ext stabilizing the dominant Weyl chamber Ĉ:
Σ = {σ ∈ Ŵ ext | σ(Ĉ) = Ĉ}.
Then Σ provides a complete system of coset representatives of Ŵ ext/Ŵ , so we can write in fact Ŵ ext =
Σ×Ŵ .
The elements σ ∈ Σ are all of the form
σ = τit−ν(ω∨i ) = τit−ωi ,
where ω∨i is a minuscule fundamental coweight. Further, set τi = w0w0,i, where w0 is the longest word
W0 and w0,i is the longest word in Wωi , the stabilizer of ωi in W0.
2.4. Weight space decomposition and roots. Remember that the Borel subalgebra for the twisted
case is given by:
b̂ = ((h0 ⊕ n0)⊗ 1)⊕
⊕
k∈N>0
(g0 ⊗ tmk)⊕
⊕
k∈N
(g1 ⊗ tmk+1)⊕ · · · ⊕
⊕
k∈N
(gm−1 ⊗ tmk+(m−1))⊕ Cc⊕ Cd.
Furthermore we remember that gj is a irreducible g0-module for all j, so one can obtain the following
weight space decomposition
gj =
⊕
α∈(h0)∗
(gj)α
Proposition 2.4.1. hj = (gj)0; (n−)j =
⊕
α∈Φ−h0
(gj)α; nj =
⊕
α∈Φ+h0
(gj)α, 0 ≤ j ≤ m− 1.
Let (Φ0)s be the set of short roots and (Φ0)l be the set of long roots of g0 and Φj = {α ∈ (h0)∗|(gj)α 6=
0} − {0}, then we get
gj = hj ⊕
⊕
α∈Φj
(gj)α = hj ⊕
⊕
α∈Φ+j
(gj)α ⊕
⊕
α∈Φ−j
(gj)α,
whereby dim(gj)α = 1 for all α ∈ Φj , hence (gj)±α = CX±α,j for α ∈ Φ+j and we have the following table
[Car05]:
g g0 Φ1 Φ2 Dynkin diagram of g0
A2 A1 (Φ0) ∪ {2α : α ∈ Φ0} / ◦
1
A2l, l ≥ 2 Bl (Φ0) ∪ {2α : α ∈ (Φ0)s} / ◦
1
− ◦
2
− · · · − ◦
l−1
⇒ ◦
l
A2l−1, l ≥ 2 Cl (Φ0)s / ◦
1
− ◦
2
− · · · − ◦
l−1
⇐ ◦
l
Dl+1, l ≥ 3 Bl (Φ0)s / ◦
1
− ◦
2
− · · · − ◦
l−1
⇒ ◦
l
E6 F4 (Φ0)s / ◦
1
− ◦
2
⇐ ◦
3
− ◦
4
D4 G2 (Φ0)s (Φ0)s ◦
1
⇛ ◦
2
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3. The twisted current algebra C(ĝ)
In this section we will define the twisted current algebra C(ĝ) and certain subalgebras, which will be
needed in the following sections. The main object of this paper will be
C(ĝ) :=
m−1⊕
j=0
⊕
k≥0
(gj ⊗ tmk+j).
The algebra C(ĝ) can be realized by taking the fixpoints under the group of automorphisms Γ restricted
to the current algebra, in detail (g⊗ C[t])Γ ∼= C(ĝ), hence it is called the twisted current algebra.
In order to give an explicit basis of C(ĝ) we use the embedding gj →֒ g for all 0 ≤ j ≤ m − 1, so that
we can realize the generators of the weight spaces (gj)±α as elements in g. This is already described
in [Kac90],[Car05] and [CFS08] if α is a simple root and can be continued to arbitrary α ∈ Φ0: Let
(α˜1, · · · , α˜m) be a m-element orbit of σ on Φ and x±α˜i ∈ g be root vectors such that σ(x
±
α˜i
) = x±α˜i+1 . Then
we obtain
(
m−1∑
i=0
(ξi)jx±σi(α˜1)) ∈ (gj)±α˜1h0 , 0 ≤ j ≤ m− 1.
In ([Car05], Chapter 18.4) it is shown that the weight spaces of gj are spanned by such elements for all
m-element orbits (α˜1, · · · , α˜m). So the weight spaces (gj)±α can be described as follows: There has to
be a root α˜, such that α˜h0 = α and
(3.1) CX±α,j = C(
m−1∑
i=0
(ξi)jx±σi(α˜))
We set further
(3.2) Chα,j = C(
m−1∑
i=0
(ξi)jhσi(α˜))
At this point we have adapted our notation while we denote by hα,0 the coroot of a root α ∈ Φ0.
Lemma 3.0.1. Assume ĝ is of type A
(2)
2l−1, D
(2)
l+1, E
(2)
6 or D
(3)
4 . If α is a long root then we get an canonical
isomorphism
sl2 ⊗ C[t] ∼= 〈X±α,0 ⊗ tms, hα,0 ⊗ tms|s ∈ N〉C =: sl2,α ⊗ C[tm]
and if α is short we have
sl2 ⊗ C[t] ∼= 〈X±α,j ⊗ tms+j , hα,j ⊗ tms+j |s ∈ N , 0 ≤ j ≤ m− 1〉C =: sl2,α ⊗ C[t].
Proof. Since the Lie algebra 〈X±α,0, hα,0〉C is canonically isomorph to sl2 the first isomorphism is given by
x± ⊗ ts 7→ X±α,0 ⊗ tms
h⊗ ts 7→ hα,0 ⊗ tms.
To verify the second isomorphism we define
x± ⊗ ts 7→ X±α,j ⊗ ts, if s ≡ j mod m
h⊗ ts 7→ hα,j ⊗ ts, if s ≡ j mod m
To show that this map is an homomorphism of Lie algebras we need to check
(3.3) [X+α,i1 , X
−
α,i2
] = hα,i1+i2 mod m, [hα,i2 , X
±
α,i1
] = ±2X±α,i1+i2 mod m
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Since we require α to be a short root, we know that the weight space (gj)±α, 0 ≤ j ≤ m− 1 is non-zero
and therefore we can use the description in (3.1), (3.2) with α˜, such that σ(α˜) 6= α˜. More than this, a
case by case consideration shows σj(α˜)(σi(α˜)∨) = 0 and σj(α˜) − σi(α˜) is not a root for i 6= j, e.g. in
type D
(2)
l+1 we have for an arbitrary short root αi + · · · + αl of Bl, that α˜ = αi + · · ·+ αl and therefore
σ(α˜)− α˜ = αl+1−αl is not a root and σ(α˜)(α˜∨) = α˜(σ(α˜)∨) = 0. The proof in the other cases is similar.
We set X±α,j = (
∑m−1
i=0 (ξ
i)jx±σi(α˜)), hα,j = (
∑m−1
i=0 (ξ
i)jhσi(α˜)). The required equations in (3.3) are now
immediate. 
If ĝ is of type A
(2)
2l we obtain a similar result
Lemma 3.0.2. Assume ĝ is of type A
(2)
2l and α be a long root then we get an canonical isomorphism
sl2 ⊗ C[t] ∼= 〈X±α,j ⊗ tms+j , hα,j ⊗ tms+j |s ∈ N , 0 ≤ j ≤ m− 1〉C =: sl2,α ⊗ C[t]
and if α is a short root, then we get an canonical isomorphism
C(A
(2)
2 )
∼= 〈X±α,j ⊗ tms+j , X±2α,1 ⊗ tms+1, hα,j ⊗ tms+j |s ∈ N, 0 ≤ j ≤ m− 1〉C.
Proof. The proof of the first isomorphism is similar to Lemma 3.0.1 and to justify the second isomorphism
we will demonstrate how to realize the elements hα,j , X
±
α,j, X
±
2α,1 as elements in A2l. Let α = αi+ · · ·+αl
be an arbitrary short root of type Bl and α˜ = αi + · · ·+ αl be the root considered as a root in type A2l,
i.e. the restriction to h0 equals α. It is easy to see that σ(α˜) 6= α˜, σ(α˜) − α˜ is not a root of A2l and
continuing σ(α˜)(α˜∨) = α˜(σ(α˜)∨) = −1. We set
X±α,j = (ξ)
j
√
2(x±α˜ + ξ
jx±σ(α˜)) ∈ (gj)±α
X±2α,1 = [x
±
α˜ , x
±
σ(α˜)] ∈ (g1)±2α
hα,j = 2
δ0,j (hα˜ + ξ
jhσ(α˜))
Now, knowing the embedding in A2l, it is straighforward to check the required relations. 
3.1. Filtration on C(ĝ). The Lie algebra C(ĝ) has a natural grading and an associated natural filtration
F •(C(ĝ)), where F s(C(ĝ)) is defined to be the subspace of g-valued polynomials with degree smaller or
equal s. One has an induced filtration also on the enveloping algebra U(C(ĝ)) and therefore an induced
filtration on arbitrary cyclic U(C(ĝ))-modules W with cyclic vector w. Denote by Ws the subspace
spanned by the vectors of the form g.w, where g ∈ F s(U(C(ĝ))), and denote the associated graded
C(ĝ)–module by gr(W )
gr(W ) =
⊕
i≥0
Wi/Wi−1, where W−1 = 0.
4. Demazure modules and Weyl modules
4.1. Definition of Demazure modules. For a dominant weight Λ ∈ P̂+ let V (Λ) be the irreducible
highest weight module of highest weight Λ. Given an element w ∈ Ŵ , fix a generator vw(Λ) of the line
V (Λ)w(Λ) = Cvw(Λ) of ĥ–eigenvectors in V (Λ) of weight w(Λ).
Definition. The U(b̂)–submodule Vw(Λ) = U(b̂).vw(Λ) generated by vw(Λ) is called the Demazure sub-
module of V (Λ) associated to w.
Remark 4.1.1.
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(1) Since ĥ acts by multiplication with a scalar on vw(Λ), the Demazure module Vw(Λ) is a cyclic
U(n̂)–module generated.
(2) The modules Vw(Λ) are finite–dimensional although V (Λ) is infinite–dimensional.
To associate more generally to every element σw ∈ Ŵ ext = Σ×Ŵ a Demazure module, recall that
elements in Σ correspond to automorphisms of the Dynkin diagram of ĝ, and thus define an associated
automorphism of ĝ, also denoted σ. For a module V of ĝ let σ∗(V ) be the module with the twisted action
g ◦ v = σ−1(g)v. Then for the irreducible module of highest weight Λ ∈ P̂+ we get σ∗(V (Λ)) = V (σ(Λ)).
So for σw ∈ Ŵ ext = Σ×Ŵ we set
(4.1) Vσw(Λ) := Vσwσ−1 (σ(Λ)).
We are mainly interested in g0-stable Demazure modules. For i ∈ I0 we have X−αi,0vw(Λ) = 0 if and only
if w(Λ)(α∨i ) ≤ 0. Consequently we can see that Vw(Λ) is g0-stable if and only if w(Λ)(α∨i ) ≤ 0 for all
i ∈ I0. Assume that ω(Λ) = −λ + kΛ0 + iδ, then Vw(Λ) is stable under g0 if and only if λ ∈ P+0 . We
define a set
X = {(λ, k, i) ∈ P+0 × (1/a∨0 )Z>0 × (1/a0)Z | ∃!Λ ∈ P̂+ : w0(λ) + kΛ0 + iδ ∈ Ŵ (Λ)},
where w0 is the longest word in W0. Let (λ, k, i) ∈ X and ω ∈ Ŵ , such that ω(Λ) = w0(λ) + kΛ0 + iδ.
Then by the above computation we get the g0-stability of the Demazure module Vw(Λ) and we denote
Vw(Λ) = D(k, λ)[i].
Remark 4.1.2.
(1) The g0 stable Demazure modules are in fact C(ĝ)-modules.
(2) For any Λ ∈ P̂+ and i ∈ (1/a0)Z, we have V (Λ) ∼= V (Λ+ iδ), as C(ĝ)-modules. Therefore we get
D(k, λ)[i] ∼= D(k, λ)[i + n],
which justifies the notation D(k, λ) as a C(ĝ)-module.
Remark 4.1.3. Whenever we speak about D(k, λ) we will assume that (λ, k) ∈ X . If ĝ is not of type
A
(2)
2l (l ≥ 1) the set X is given by X = P+0 × Z>0 × Z and else we have P+0 × Z>0 × Z ( X .
4.2. Demazure character formula. Let β be a real root of the root system Φ̂. We define the Demazure
operator:
Dβ : Z[P̂ ]→ Z[P̂ ], Dβ(eλ) = e
λ − esβ(λ)−β
1− e−β
Lemma 4.2.1.
(1) For λ, µ ∈ P̂ we have:
(4.2) Dβ(e
λ) =

eλ + eλ−β + · · ·+ esβ(λ) if 〈λ, β∨〉 ≥ 0
0 if 〈λ, β∨〉 = −1
−eλ+β − eλ+2β − · · · − esβ(λ)−β if 〈λ, β∨〉 ≤ −2
(2) Let χ, η ∈ Z[P̂ ]. If Dβ(η) = η, then
(4.3) Dβ(χ · η) = η · (Dβ(χ)).
Proof. For (1) see ([Dem74], (1.5)–(1.8)) and for (2) see ([FL06], (2.2)). 
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Since Dαi(1− eδ) = (1− eδ) for all i = 0, . . . , n, (4.3) shows that the ideal Iδ = 〈(1− eδ)〉 is stable under
all Demazure operators Dβ . Thus we obtain induced operators (we still use the same notation Dβ)
Dβ : Z[P̂ ]/Iδ −→ Z[P̂ ]/Iδ, eλ + Iδ 7→ Dβ(eλ) + Iδ.
In the following we denote by Di, i = 0, . . . , n the Demazure operator Dαi corresponding to the simple
root αi. Recall that for any reduced decomposition w = si1 · · · sir of w ∈ Ŵ the operatorDw = Di1 · · ·Dir
is independent of the choice of the decomposition (see [Kum02], Corollary 8.2.10). We have the following
important theorem:
Theorem 4.2.1 ([Kum02] Chapter VIII).
CharVw(Λ) = Dw(e
Λ).
We will need the following elementary proposition:
Proposition 4.2.1. Let λ∨1 , λ
∨
2 be two dominant coweights, and set λ
∨ = λ∨1 + λ
∨
2 . Then
(1) Dt−ν(λ∨
1
)
Dt−ν(λ∨
2
)
= Dt−ν(λ∨)
(2) Dt−ν(λ∨1 )
Dω0 = Dt−ν(λ∨1 )ω0
4.3. Properties of Demazure modules. Since Vw(Λ) = U(b̂) · vw(Λ), there exists an Ideal J ⊆ U(b̂),
such that Vw(Λ) ∼= U(b̂)/J . So the Demazure module can be described by generators and relations, which
was done in [Mat88]. We give here a reformulation for the twisted affine case:
Proposition 4.3.1 ([Mat88]). Let Λ ∈ P̂+ and let w be an element of the affine Weyl group of ĝ. The
Demazure module Vw(Λ) is as a U(b̂)-module isomorphic to the cyclic module, generated by v 6= 0 with
respect to the following relations.
For β ∈ Φ+j , 0 ≤ j ≤ m− 1 we have:
(X+β,j ⊗ tms+j)kβ+1.v = 0 where s ≥ 0, kβ = max{0,−〈w(Λ), (β + (ms+ j)δ)∨〉}
(X−β,j ⊗ tms+j)kβ+1.v = 0 where s > −δj,{1,··· ,m−1}, kβ = max{0,−〈w(Λ), (−β + (ms+ j)δ)∨〉}
(h⊗ tms+j).v = δj,0δs,0w(Λ)(h)v ∀h ∈ hj , where s ≥ 0, d.v = w(Λ)(d).v, c.v = w(Λ)(c)v
Corollary 4.3.1. As a module for C(ĝ) the Demazure module D(k, λ) is isomorphic to the cyclic U(C(ĝ))–
module generated by a vector v 6= 0 subject to the following relations:
For β ∈ Φ+j , 0 ≤ j ≤ m− 1 we have:
nj ⊗ tjC[tm].v = 0
(X−β,j ⊗ tms+j)kβ+1.v = 0 where s ≥ 0, kβ = max{0, 〈λ, β∨〉 −
2(ms+ j)
〈β, β〉 ka
∨
0 }
(h⊗ tms+j).v = δj,0δs,0λ(h)v ∀h ∈ hj , where s ≥ 0
Proof. The proof is similar to the one given in ([FL07] Corollary 1). 
Remark 4.3.1. Since the defining relations of D(k, λ) respect the grading of C(ĝ), D(k, λ) is a graded
module.
In [FL06] it was shown by using the Demazure operator, that D(k, λ) decomposes as a g (resp. g0)
module into a tensor product of ”smaller” Demazure modules. We give here the result for the twisted
affine case:
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Theorem 4.3.1. [FL06] Let λ∨ = λ∨1 +λ
∨
2 + . . .+λ
∨
r be a sum of dominant coweights. Then for m ≥ 0 we
have an isomorphism of g0-modules between the Demazure module V−λ∨(mΛ0) and the tensor product
of Demazure modules:
V−λ∨ (mΛ0) ≃ V−λ∨1 (mΛ0)⊗ V−λ∨2 (mΛ0)⊗ · · · ⊗ V−λ∨r (mΛ0).
Remark 4.3.2. This theorem holds for any special vertex k of the twisted affine diagram.
4.4. Definition of Weyl modules. The representation theory of twisted current algebras is particularly
interesting because the category of finite–dimensional representation is not semisimple. It makes sense to
ask for the “maximal” finite–dimensional cyclic representations in this class, which leads to the definition
of Weyl modules. Let λ =
∑l
i=1miωi ∈ P+0 be a dominant integral weight for g0. Then we define the
Weyl module WΓ(λ) in terms of generators and relations:
Definition. Let λ =
∑l
i=1miωi be a dominant integral weight for g0. Denote W
Γ(λ) be the U(C(ĝ))-
module generated by an element wλ with the relations:
(4.4) nj ⊗ tjC[tm].wλ = 0, 0 ≤ j ≤ m− 1
(4.5) (h⊗ tms+j).wλ = δj,0δs,0λ(h)wλ ∀h ∈ hj , where s ≥ 0
(4.6) (X−β,0 ⊗ 1)λ(β
∨)+1wλ = 0, for all positive roots β of g0
Remark 4.4.1. Note that the modulesWΓ(λ) are graded modules since U(C(ĝ)) is graded by the powers
of t and the defining relations are graded, particulary we have
WΓ(λ) ∼=
⊕
s∈Z+
WΓ(λ)[s],
where WΓ(λ)[s] is a g0-module by identifying g0 with g0 ⊗ 1 ⊆ C(ĝ).
4.5. Properties of Weyl modules.
Proposition 4.5.1.
(1) We have
WΓ(λ) =
⊕
µ∈(h0)∗
WΓ(λ)µ
and WΓ(λ)µ 6= 0 only if µ ∈ λ −Q+0 . Further we get WΓ(λ)µ 6= 0 if and only if WΓ(λ)w(µ) 6= 0
for all w ∈W0.
(2) As a g0 module W
Γ(λ) and WΓ(λ)[s] decompose into finite–dimensional irreducible representa-
tions of g0.
(3) Let µ be a dominant integral weight, such that λ − µ is as well dominant integral. Then there
exists a canonical homomorphism WΓ(λ)→WΓ(µ)⊗WΓ(λ− µ) mapping wλ to wµ ⊗ wλ−µ.
Proof. It sufficies to show that for every v ∈ WΓ(λ)µ the module U(g0).v is finite dimensional, since
this proves the non-trivial statements in part (1) and (2). Part (3) is clear from the defining relations.
Given v ∈ WΓ(λ)µ we obtain U(g0).v = U((n−)0)U(n0).v. From part (1) we obtain that U(n0).v is
finite dimensional. By the PBW-theorem U((n−)0) is spanned by monomials, so it suffices to show that
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X−β,0 ∈ (n−)0 acts nilpotently on v. Assume that v ∈ U(C(ĝ))wλ and the action of (n−)0 on C(ĝ), which
is given by the Lie bracket is locally nilpotent. We obtain with
(X−β,0 ⊗ 1)λ(β
∨)+1wλ = 0, (X
−
β,0)
N (u.wλ︸ ︷︷ ︸
=v
) =
N∑
k=0
(
N
k
)
((X−β,0)
ku)(X−β,0)
N−kwλ
that X−β,0 acts nilpotently on v, which finally implies that U(g0).v is finite dimensional. 
Remark 4.5.1. WΓ(λ) is finite–dimensional. This will be an immediate consequence of Theorem 5.0.2
and Corollar 7.1.2.
By definition we obtain some obvious maps between Weyl modules and certain Demazure modules.
Corollary 4.5.1. Let λ be a dominant integral weight for g0. Then for all k ∈ (1/a∨0 )Z>0, such that
(λ, k) ∈ X, the Demazure module D(k, λ) is a quotient of the Weyl module WΓ(λ).
Proof. This follows immediately by comparing the relations for the Weyl module in Definition 4.4 and
the relations for the Demazure module in Corollary 4.3.1. 
In this paper we want to show, that the map between Weyl and Demazure modules is in fact an
isomorphism. This is already known for untwisted current algebras of simply-laced type ([CP01b],
[CL06],[FL07]). We recall the result for g = sl2 here only, since this will be heavily used throughout
this paper.
Theorem 4.5.1. For g = sl2 and nω ∈ P+, we have an isomorphism of sl2 ⊗ C[t]-modules
W (nω) ∼= D(1, nω).
5. Connection between Weyl modules and Demazure modules
In this section we will show, that almost all Weyl modules are isomorphic to certain Demazure modules,
e.g. the map in Corollary 4.5.1 is in fact an isomorphism.
Theorem 5.0.2. Suppose ĝ is of type A
(2)
2l−1, D
(2)
l+1, E
(2)
6 or D
(3)
4 , then we have an isomorphism of C(ĝ)-
modules
WΓ(λ) ∼= D(1/a∨0 , λ).
If ĝ is of type A
(2)
2l and λ =
l∑
i=1
miωi be a dominant weight, such that ml is odd, we have an isomorphism
of C(ĝ)-modules
WΓ(λ) ∼= D(1/a∨0 , λ).
Proof. By Corollary 4.5.1 we know already that the Demazure module is a quotient of the Weyl module.
By comparing the defining relations in Corollary 4.3.1 and in Definition 4.4, we see that to prove that
this map is an isomorphism, it is sufficient to show that the generator of the Weyl module is subject to
the following relations:
For all 0 ≤ j ≤ m− 1, β ∈ Φ+j :
(5.1) (X−β,j ⊗ tms+j)kβ+1.wλ = 0, where s ≥ 0, kβ = max{0, 〈λ, β∨〉 −
2(ms+ j)
〈β, β〉
1
a∨0
a∨0 }.
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Assume ĝ is not of type A
(2)
2l , then (5.1) is equivalent to :
(5.2) (X−β,j ⊗ tms+j)kβ+1.wλ = 0, where s ≥ 0, kβ =
{
max{0, 〈λ, β∨〉 − s}, if β is long
max{0, 〈λ, β∨〉 − (ms+ j)}, if β is short
Let β ∈ Φ+0 be a long root and V = U(sl2,β ⊗ C[tm]).wλ ⊆ WΓ(λ) be the sl2,β ⊗ C[tm]-submodule.
Further let W (〈λ, β∨〉ω) be the sl2 ⊗ C[t]-Weyl module, which is by Theorem 4.5.1 isomorphic to the
sl2 ⊗ C[t]-Demazure module D(1, 〈λ, β∨〉ω). Since wλ is a cyclic generator for V and satisfies obviously
the defining relations of W (〈λ, β∨〉ω) we obtain by Lemma 3.0.1 a surjective homomorphism:
W (〈λ, β∨〉ω) ∼= D(1, 〈λ, β∨〉ω)։ V ⊆WΓ(λ).
In particular, wλ satisfies the defining relations of D(1, 〈λ, β∨〉ω), which contain the relation
(x− ⊗ ts)max{0,〈λ,β∨〉−s}+1.v = 0 ∀s ∈ N,
therefore again by Lemma 3.0.1 we obtain
(X−β,0 ⊗ tms)max{0,〈λ,β
∨〉−s}+1.wλ = 0
Now suppose β is a short root and consider the sl2,β ⊗C[t]-submodule V = U(sl2,β ⊗C[t]).wλ ⊆WΓ(λ).
By the same reasons as above and Lemma 3.0.1 we get an surjective homomorphism
W (〈λ, β∨〉ω) ∼= D(1, 〈λ, β∨〉ω)։ V ⊆WΓ(λ),
and therefore wλ satisfies again the relations of D(1, 〈λ, β∨〉ω). Using the isomorphism in Lemma 3.0.1
we obtain:
(X−β,j ⊗ tms+j)max{0,〈λ,β
∨〉−(ms+j)}+1.wλ = 0, ∀s ∈ N, 0 ≤ j ≤ m− 1,
which proves (5.2).
To prove the theorem it remains to consider the case where ĝ is of type A
(2)
2l . We have (λ, 1/2, 0) ∈ X ,
in particulary we have D(1/a∨0 , λ) = Vω0tλ−ωl (Λl). In order to use again Corollary 4.3.1 we reformulate
(5.1) into
(5.3)
(X−β,j ⊗ tms+j)kβ+1.wλ = 0, s ≥ 0, kβ =

max{0, 〈λ, β∨〉 − (ms+ j)}, if β is long
max{0, 〈λ, β∨〉 − 2(ms+ j)}, if β is short
max{0, 〈λ, β∨〉 − 1/2(ms+ 1)}, if β = 2α, α is short
We will prove case by case that the generator of WΓ(λ) satisfies the relations in (5.3). For long roots
the proof is similar to the other cases by using Lemma 3.0.2. So let β be a short root and 〈X±β,j ⊗
tms+j , X±2β,1⊗ tms+1, hβ,j ⊗ tms+j〉C the Lie algebra which is isomorphic to C(A(2)2 ) by Lemma 3.0.2. We
consider the submodule U(C(A
(2)
2 )).wλ ⊆ WΓ(λ), which is trivially a quotient of the A(2)2 -Weyl module
WΓ(〈λ, β∨〉ω). In Section 7 Theorem 7.0.1 we prove (independent of Section 1-6) that WΓ(〈λ, β∨〉ω) ∼=
D(1/2, 〈λ, β∨〉ω). The proof is finished with the observation, that the defining relations for A(2)2 -Demazure
module D(1/2, 〈λ, β∨〉ω) contain the relations
(X−β,j ⊗ tms+j)max{0,〈λ,β
∨〉−2(ms+1)}+1.w = 0, (X−2β,1 ⊗ tms+1)max{0,1/2(〈λ,β
∨〉−(ms+1))}+1.w = 0.

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5.1. Fundamental Weyl modules. In the previous section we have seen that Weyl modules are iso-
morphic to certain Demazure modules. Since most of the Demazure modules have a nice tensor product
decomposition, see Theorem 4.3.1, we can transfer this result to most Weyl modules (only the A
(2)
2l case
needs more work). Using this decomposition, to compute the dimension and character of Weyl modules
it is enough to describe the g0 decomposition of fundamental Weyl modules W
Γ(ωi).
Theorem 5.1.1. Let ω1, · · · , ωl be the fundamental weights in P+0 . Viewed as a g0-module the funda-
mental Weyl modules decomposes into the direct sum of irreducible g0-modules as follows:
• if ĝ is of type A(2)2l
WΓ(ωi) ∼= V (ωi),
WΓ(2ωl) ∼= V (2ωl)
• if ĝ is of type A(2)2l−1
WΓ(ωi) ∼=
⊕
si¯+···+si=1
V (si¯ωi¯ + · · ·+ si−2ωi−2 + siωi),where i¯ ∈ {0, 1} and i = i¯ mod 2
• if ĝ is of type D(2)l+1
WΓ(ωi) ∼=
⊕
s1+···+si≤1
V (s1ω1 + · · ·+ siωi), i 6= l
WΓ(ωl) ∼= V (ωl)
• if ĝ is of type E(2)6
WΓ(ω1) ∼=
⊕
s≤1
V (sω1)
WΓ(ω2) ∼= V (0)⊕ V (ω1)⊕2 ⊕ V (ω2)⊕ V (ω4)
WΓ(ω3) ∼= V (0)⊕2 ⊕ V (ω1)⊕4 ⊕ V (ω2)⊕3 ⊕ V (ω4)⊕3 ⊕ V (2ω1)⊕ V (ω1 + ω4)⊕ V (ω3)
WΓ(ω4) ∼=
⊕
s1+s4≤1
V (s1ω1 + s4ω4)
• if ĝ is of type D(3)4
WΓ(ω1) ∼= V (0)⊕ V (ω1)⊕ V (ω2)⊕2
WΓ(ω2) ∼=
⊕
s≤1
V (sω2)
Proof. If ĝ is of type A
(2)
2l−1 orD
(2)
l+1 the decomposition rule is immediate from Theorem 5.0.2 and Theorem
2 in [FL06]. By same reasons the theorem is true for i = 2 if ĝ is of type D
(3)
4 and for i = 1, 4 in type
E
(2)
6 . For i = 1 one can check t−w1 = w0s0s2s1s2s0 and therefore with the Demazure character formula
we get
Dt−w1 (e
Λ0) = Dw0(e
0 + 2eω2 + eω1)⇒WΓ(ω1) ∼= Vt−ω1 (eΛ0) ∼=G2 V (0)⊕ V (ω1)⊕ V (ω2)⊕2,
which proves the claim for type D
(3)
4 .
So it remains to consider the nodes i = 2, 3 in type E
(2)
6 and the general case in type A
(2)
2l . In [CM06]
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Kirillov-Reshetikhin modules KR(sωi) respectively KR
σ(sωi) for the twisted version are defined. By in-
specting the defining relations it follows that KR-modules of level 1 (e.g. s = 1) are precisely fundamental
Weyl modules, in particular
W (ωi) ∼= KR(ωi) and WΓ(ωi) ∼= KRσ(ωi).
Since the decomposition of KR-modules are known as g respectively g0-modules (see [Kle98],[Cha01],[HKO
+02]
or [CM06] for instance) we obtain the predicted decomposition for i = 2, 3 in type E
(2)
6 and for the general
case in type A
(2)
2l .
It remains to considerWΓ(2ωl), so let 〈X±αl,j⊗ tms+j, X±2αl,1⊗ tms+1, hαl,j⊗ tms+j |s ∈ N, 0 ≤ j ≤ m−1〉C
be the Lie algebra which is by Lemma 3.0.2 isomorphic to C(A
(2)
2 ). Then we obtain a surjective homo-
morphism
WΓ(2ω)։ U(C(A
(2)
2 )).w2ωl ⊆WΓ(2ωl).
In Section 7 we will show that the A
(2)
2 -Weyl module W
Γ(2ω) is an irreducible sl2-module and hence
(X−αl,0 ⊗ t2).w2ωl = (X−2αl,1 ⊗ t).w2ωl = (X−αl,1 ⊗ t).w2ωl = 0. So WΓ(2ωl) is isomorphic to the Kirillov-
Reshetikhin module KRσ(2ωl), hence the decomposition is known by [CM06]. 
Such a similar decomposition is already known for the untwisted fundamental Weyl modules W (ωi), see
[Cha01] or [FL06] for instance. This fact motivates us to compare the dimension of twisted and untwisted
fundamental Weyl modules. For notational reasons, we have to extend certain linear functions h0 −→ C
to functions on h. So let µ ∈ P+0 (with µ(α∨l ) ∈ 2Z≥0 if g is of type A2l). We define the extension, by
abuse of notation also denoted by µ, on a basis of h by:
µ(hi) =

µ(α∨i ) if g is not of type A2l
0 if i /∈ I0
(1− δi,l2 )µ(α∨i ) if g is of type A2l
Since there might be a confusion in notation in the A2l and the l-th fundamental weight case only, we
will use this identification in the remaining of the paper without further comment.
Lemma 5.1.1. Let ω1, · · · , ωl be the fundamental weights in P+0 . We set ǫ = (1+ δi,l) if g is of type A2l
and ǫ = 1 else, then we obtain
dimWΓ(ǫωi) = dimW (ǫωi), 1 ≤ i ≤ l.
Proof. Using Theorem 5.1.1, Theorem 2 in [FL06] and Lecture 24 in [FH91], we obtain the following
straightforward calculations:
• if ĝ is of type A(2)2l , (g, g0) = (A2l, Bl):
dimWΓ(ǫωi) =
(
2l+ 1
i
)
= dim(Vg(ωi)) = dimW (ǫωi)
• if ĝ is of type A(2)2l−1, (g, g0) = (A2l−1, Cl):
dimWΓ(ωi) =
(
2l
i¯
)
+
i−i¯
2∑
j=1
(
2l
i¯+ 2j
)
−
(
2l
i¯+ 2j − 2
)
=
(
2l
i
)
= dimW (ωi)
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• if ĝ is of type D(2)l+1, (g, g0) = (Dl+1, Bl):
dimWΓ(ωi) =
{
2i, if i = l
1 +
∑i
j=1
(
2l+1
j
)
, i 6= l =
{
2i, if i = l∑ i−pi
2
j=0
(
2l+2
pi+2j
)
, i 6= l
=
{
dimVg(ωl), if i = l
dim(Vg(ωi)⊕ Vg(ωi−2)⊕ · · · ⊕ Vg(ωpi)), i 6= l
= dimW (ωi)
• if ĝ is of type E(2)6 , (g, g0) = (E6, F4):
dimWΓ(ω1) = 27 = dimVg(ω1) = dimW (ω1)
dimWΓ(ω2) = 378 = dim(
⊕
s2+s6=1
Vg(s2ω2 + s6ω6)) = dimW (ω2)
dimWΓ(ω3) = 3732 = dim(Vg(0)⊕ Vg(ω4)⊕2 ⊕ Vg(ω1 + ω6)⊕ Vg(ω3)) = dimW (ω3)
dimWΓ(ω4) = 79 = dim(
⊕
s4≤1
Vg(s4ω4)) = dimW (ω4)
• if ĝ is of type D(3)4 , (g, g0) = (D4, G2):
dimWΓ(ω1) = 29 = dim(Vg(ω1)⊕ Vg(0)) = dimW (ω1)
dimWΓ(ω2) = 8 = dim(Vg(ω2)) = dimW (ω2)

6. Connection between twisted and untwisted Weyl modules
In this section we will show that the Weyl modules WΓ(λ) can be realized as associated graded modules
of certain untwisted Weyl modules for the loop algebra g ⊗ C[t, t−1]. So consider for a ∈ C∗ the Lie
algebra homomorphism ϕa defined as follows:
ϕa : g⊗ C[t] −→ g⊗ C[t], x⊗ tm 7→ x⊗ (t+ a)m.
For a g⊗ C[t]-module W we denote by Wa be the module obtained by pulling back W through ϕa, i.e.
x ⊗ ts acts by x ⊗ (t + a)s. Further we denote by W be the module W considered as a C(ĝ)-module,
obtained by the embedding
C(ĝ) →֒ g⊗ C[t].
We will prove:
Theorem 6.0.2. Let λ =
∑l
i=1miωi be a dominant g0-weight. If ĝ is a twisted Kac-Moody algebra not
of type A
(2)
2l we get an isomorphism of C(ĝ)-modules:
WΓ(λ) ∼= gr(Wa(λ)).
If ĝ is of type A
(2)
2l and λ = λ1 + λ2 ∈ P+0 , such that ml and λ2(α∨l ) are odd we get an isomorphism of
C(ĝ)-modules:
WΓ(λ) ∼= gr(Wa(λ1)⊗WΓ(λ2)).
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Proof. Let ĝ be not of type A
(2)
2l , by combining [FKKS] and [CFS08] it follows, that Wa(λ) is a cyclic
C(ĝ) module. Therefore the associated graded is again cyclic and it remains to observe, that the image
of the highest weight generator w satisfies for j ∈ {0, . . . ,m− 1} and hj ∈ hj the relations
(hj ⊗ tms+j).w = 0, (s, j) 6= (0, 0)
(h0 ⊗ 1)w = λ(h0)w.
Thus we obtain a surjective homomorphism
(6.1) WΓ(λ)։ gr(Wa(λ)).
In order to compare the dimension of these modules we exploit the tensor product decomposition of
WΓ(λ) as a g0-module by combining Theorem 5.0.2 and Proposition 4.3.1. We obtain the following :
(6.2) WΓ(λ) ∼= WΓ(ω1)⊗m1 ⊗ · · · ⊗WΓ(ωl)⊗ml as g0-modules.
An analogue decomposition was proven in [FL07] for untwisted Weyl modules for the current algebra of
a simply-laced simple Lie algebra and is generalized in [Nao] for the non simply-laced case. From this it
follows immediately
dim gr(Wa(λ)) = dimW (λ) =
l∏
i=1
(dimW (ωi))
mi .
Hence by Lemma 5.1.1 we check that (6.1) is in fact an isomorphism.
From now on, we assume that ĝ is of type A
(2)
2l . Since Wa(λ1) and W
Γ(λ2) are cyclic C(ĝ)-modules it
follows with the usual arguments of [FKKS] and the Chinese remainder theorem, that the tensor product
is cyclic as well. Therefore we obtain similar to (6.1) a surjective homomorphism
(6.3) WΓ(λ)։ gr(Wa(λ1)⊗WΓ(λ2)).
With the aim to compare the dimension on both sides we notice
dim gr(Wa(λ1)⊗WΓ(λ2)) = dimW (λ1) dimWΓ(λ2) =
l∏
i=1
(dimW (ωi))
λ1(α
∨
i ) dimWΓ(λ2).
Our goal now is to prove the following tensor product decomposition:
(6.4) WΓ(λ) ∼=g0 WΓ(ω1)⊗m1 ⊗ · · · ⊗WΓ(ωl−1)⊗ml−1 ⊗WΓ(2ωl)⊗k−1 ⊗WΓ(ωl),
where ml = 2k− 1 since the proposition is a immediate consequence of (6.4) and Lemma 5.1.1. To prove
(6.4) we investigate the character of WΓ(λ). By Theorem 5.0.2 and Theorem 4.2.1 we obtain
CharWΓ(λ) = CharVω0tλ−ωl (Λl) = Dω0tλ−ωl (e
Λl).
Suppose that V (µ) is a irreducible Bl-module, such that the coefficient nl is even, whereby µ =
∑l
i=1 niωi.
The first step will be to show that CharV (µ) is stable under the Demazure operators Di, i = 0, . . . , l.
The character of a finite dimensional g0-module is stable under the Weyl group W and hence stable
under Di, i = 1, . . . , l. It remains to consider the case i = 0. Note that α0 = δ − 2θ = δ − θ where
θ = α1+· · ·+αl is the highest short root of Bl. We define maps sθ : (h0)∗ → (h0)∗, sθ(λ) = λ−λ(θ
∨
)θ and
sθ : (h0)
∗ → (h0)∗, sθ(λ) = λ−λ(θ∨)θ. Since θ∨ = 2(α∨1 + . . .+α∨l−1)+α∨l and θ∨ = α∨1 + . . .+α∨l−1+ 12α∨l
we get clearly sθ = sθ. Thus ν is a weight in V (µ) if and only if sθ(ν) is a weight. Assume ν ∈ (h0)∗ is a
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weight, hence ν = µ−Q+0 and therefore 〈ν, α∨0 〉 = 〈ν, (δ − θ)∨〉 = 〈ν,−θ∨〉 ∈ Z. We have proved that D0
can be defined on CharV (µ) and D0 = D−θ. We obtain
D0(Char V (µ)) = D−θ(Char V (µ)) = CharV (µ)
In a second step we prove that the characters are the same by using induction on
∑l−1
i=1mi + (k − 1). So
if the sum is 1 we have to show
Dω0tωi (e
Λl) = CharWΓ(ωi + ωl) = e
1
2Λ0Char (Vg0(ωi)⊗ Vg0(ωl)), i < l
Dω0t2ωl (e
Λl) = CharWΓ(3ωl) = e
1
2Λ0Char (Vg0 (2ωl)⊗ Vg0(ωl)).
In other words, we have to figure out the g0-module decomposition of W
Γ(ωi+ωl) respectively W
Γ(3ωl).
By Lemma 4.5.1(2) we already know that there exists such a decomposition and since the modules are
finite–dimensional every g0-submodule is a direct summand. So our assignment is to find all highest
weight vectors, first beginning with the highest weight vectors living in WΓ(ωi+ωl)[1]. Suppose α ∈ Φ1,
such that (X−α,1 ⊗ t).w is a highest weight vector, i.e. the element is non-zero and the upper triangular
part of g0 acts by zero. We want to restrict the choice of α to one possible case. Note that α is
of the form αj + · · · + αl or 2(αj + · · · + αl), 1 ≤ j ≤ l or of the form αp + · · · + αq respectively
αp + · · ·+ αq−1 + 2(αq + · · ·+ αl), p, q ≤ l − 1. If α is a short root, we obtain from Lemma 3.0.2
(6.5) WΓ(〈ωi + ωl, α∨〉ω)։ U(〈X±α,j ⊗ tms+j , X±2α,1 ⊗ tms+1, hα,j ⊗ tms+j〉C ∼= C(A(2)2 )).w,
whereby WΓ(〈ωi + ωl, α∨〉ω) is the Weyl module for type A(2)2 . So if j > i in the representation of α
as a sum of simple roots we get 〈ωi + ωl, α∨〉 = 1. In Section 7 it is shown that WΓ(ω) is irreducible
and therefore (X−α,1 ⊗ t).w = (X−2α,1 ⊗ t).w = 0. Now assume j < i and (X−αj+···+αl,1 ⊗ t).w 6= 0 is a
highest weight vector. Hence 0 = (X+αj+···+αi−1,0 ⊗ 1)(X−αj+···+αl,1 ⊗ t).w = (X−αi+···+αl,1 ⊗ t).w, which
is a contradiction to (6.3). In almost the same manner one sees that (X−2(αj+···+αl),1 ⊗ t).w cant’t be a
highest weigth vector. If α is a long root, we get with Lemma 3.0.2
W (〈ωi + ωl, α∨〉ω)։ U(sl2,α ⊗ C[t]).w,
wherebyWΓ(〈ωi+ωl, α∨〉ω) is the Weyl module for the current algebra sl2⊗C[t]. So if α = αp+ · · ·+αq
we obtain again 〈ωi+ωl, α∨〉 ≤ 1 and therefore (X−α,1⊗ t).w = 0. Let α be of the form αp+ · · ·+αq−1+
2(αq + · · · + αl), such that i ≥ p and (X−α,1 ⊗ t).w is a non-zero highest weight vector. Therefore the
upper triangular part acts by zero, especially
0 = (X+αq+···+αl,0 ⊗ 1)(X+αp+···+αi−1,0 ⊗ 1)(X−αp+···+αq−1+2(αq+···+αl),1 ⊗ t).w
= (X+αq+···+αl,0 ⊗ 1)(X−αi+···+αq−1+2(αq+···+αl),1 ⊗ t).w = (X
−
αi+···+αl,1
⊗ t).w,
which is again a contradiction to (6.3). Hence the only possibility to get a highest weight vector of degree
one is to apply (X−αi+···+αl,1⊗t) on w. Clearly we have by Section 7 (X−αi+···+αl,1⊗t)2.w = (X−αi+···+αl,1⊗
t2s+1).w = (X−αi+···+αl,0⊗t2s).w = 0 for s ≥ 1, because in (6.5) we have 〈ωi+ωl, (αi+. . .+αl)∨〉 = 3. Thus
one can check that (X−αi+···+αl,1 ⊗ t).w satisfies the relations (4.4), (4.5) in Definition 4.4 and has weight
ωi−1+ωl with respect to h0. Hence the calculations above show on the one hand that (X
−
αi+···+αl,1
⊗ t).w
is really a highest weight vector but on the other hand we get more than this, namely a surjective map
WΓ(ωi−1 + ωl)։ U(C(A
(2)
2l ))(X
−
αi+···+αl,1
⊗ t).w
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Since WΓ(ωi+ωl)[1] ∼=g0 Vg0 (ωi−1+ωl) ∼= U(g0)(X−αi+···+αl,1⊗ t).w we obtain WΓ(ωi+ωl) = U(g0).w⊕
U(C(A
(2)
2l ))(X
−
αi+···+αl,1
⊗ t).w ∼=g0 Vg0(ωi + ωl) ⊕WΓ(ωi−1 + ωl)/I, for some ideal I. Using (6.3) one
can check that the ideal is zero and therefore by induction we prove our claim, because for i = 1 we get
Char (Vω0tω1 (Λl)
∼= Vω0s0s1...sl(Λl)) = Dω0D0 . . . Dl(eΛl) = Dω0(eΛl + eΛl−αl + · · ·+ eΛl−αl−···−α1 + eΛl+ω1)
= e
1
2Λ0Char (Vg0(ω1 + ωl)⊕ Vg0(ωl)) = e
1
2Λ0Char (Vg0(ω1)⊗ Vg0(ωl))
Exactly the same way one can prove the existence of a surjective map
WΓ(ωl−1 + ωl)։ U(C(A
(2)
2l ))(X
−
αl,1
⊗ t).w
Furthermore a more simple calculation showsWΓ(3ωl)[1] ∼=g0 Vg0(ωl−1+ωl) ∼= U(g0)(X−αl,1⊗t).w. Hence
WΓ(3ωl) ∼=g0 Vg0(2ωl)⊗ Vg0(ωl), which proves finally the initial step. So let
∑l−1
i=1mi + (k − 1) > 1 and
mi, i < l or k − 1 such that one of them is bigger or equal to 1. Using Proposition 4.2.1 we get in the
first case
Dω0tλ−ωl (e
Λl) = Dt−ωiDω0tλ−ωl−ωi (e
Λl)
= Dt−ωi (e
1
2Λ0Char (Vg0(ω1)
⊗m1 ⊗ · · · ⊗ Vg0(ωi)⊗mi−1 ⊗ · · · ⊗ Vg0(2ωl)k−1 ⊗ Vg0(ωl)))
= Char (Vg0(ω1)
⊗m1 ⊗ · · · ⊗ Vg0(ωi)⊗mi−1 ⊗ · · · ⊗ Vg0(2ωl)k−1)Dt−ωi (e
1
2Λ0Char (Vg0 (ωl)))
= e
1
2Λ0Char (Vg0 (ω1)
⊗m1 ⊗ · · · ⊗ Vg0(ωi)⊗mi ⊗ · · · ⊗ Vg0(2ωl)k−1 ⊗ Vg0(ωl)).
In the second we obtain
Dω0t2(k−1)ωl (e
Λl) = D−t2ωlDω0t2(k−2)ωl (e
Λl) = D−t2ωl (e
1
2Λ0Char (Vg0(2ωl)
⊗k−2 ⊗ Vg0(ωl)))
= Char (Vg0 (2ωl)
⊗k−2)D−t2ωl (e
1
2Λ0Char (Vg0(ωl))) = e
1
2Λ0Char (Vg0 (2ωl)
⊗k−1 ⊗ Vg0(ωl)).

As an immediate consequence of Theorem 6.0.2 and its proof we obtain explicit dimension formulas
for Weyl modules. Such formulas for Weyl modules, as already mentioned, were previously known for
untwisted current algebras (see [CL06],[FL07] or [Nao]).
Corollary 6.0.1. Let λ =
∑l
i=1miωi be a decomposition of a dominant weight λ ∈ P+0 .
(1) If ĝ is a twisted affine Kac-Moody algebra not of type A
(2)
2l (l ≥ 1), then
dimWΓ(λ) =
l∏
i=1
(dimWΓ(ωi))
mi =
l∏
i=1
(dimW (ωi))
mi .
(2) If ĝ is of type A
(2)
2l and ml = 2k − 1, then
dimWΓ(λ) =
l−1∏
i=1
(dimWΓ(ωi))
mi(dimWΓ(2ωl))
k−1 dimWΓ(ωl) = (
l−1∏
i=1
(
2l + 1
i
)mi
)
(
2l+ 1
l
)k−1
2l.
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6.1. Constructions from arbitrary local Weyl modules. In the previous section we investigate the
connection between untwisted and twisted Weyl modules. We have seen that the twisted ones can be
realized as associated graded modules of certain untwisted Weyl modules located in a single point. In
this section we generalize this result using untwisted Weyl modules located in a finite number of points.
Let W 1, · · · ,W k be finite–dimensional, graded and cyclic modules with cyclic vectors w1, . . . , wk for the
current algebra and further let W be a given cyclic graded C(ĝ)-module (possibly trivial) with cyclic
vector w.
Proposition 6.1.1. Let ai ∈ C∗, 1 ≤ i ≤ k be non-zero complex numbers, such that ami 6= amj for i 6= j,
then W 1a1 ⊗ · · · ⊗W kak ⊗W is a cyclic U(C(ĝ))-module, particulary we get
W 1a1 ⊗ · · · ⊗W kak ⊗W = U(C(ĝ)).(w ⊗ w)
Proof. As W i are finite–dimensional and graded, there exists a sufficiently large Ni such that x⊗ ts acts
trivially for s ≥ Ni. Thus the ideal Ji := g⊗ (t− ai)NiC[t] acts trivially on W iai . We define η : C∗ → N,
ai 7→ Ni, then Supp η do not contain two points in the same Γ-orbit and therefore similar to the proof of
Theorem 6.0.2 we obtain that W 1a1 ⊗ · · · ⊗W kak is a cyclic U(C(ĝ))-module. The rest is a application of
the Chinese remainder theorem. 
Remark 6.1.1. We can consider arbitrary g-modules V (λi), λi ∈ P+, 1 ≤ i ≤ k as graded and cyclic
g⊗ C[t]-modules, where the action is given by
x⊗ f(t).v = f(0)x.v, x ∈ g, f ∈ C[t].
Hence if W i = V (λi), it is already shown in [Lau10] or in a more general setting of equivariant map
algebras in [NSS], that the tensor product in Proposition 6.1.1 is irreducible. Moreover it is known that
all finite–dimensional irreducible modules are tensor products of evaluation modules.
In [FKKS] local Weyl modules for equivariant map algebras were defined and a tensor product property
was proven. It was shown that if W i is an untwisted graded Weyl module, then W iai is an local Weyl
module for C(ĝ) supported in the point ai. The tensor product property gives thatWa1(λ1)⊗· · ·⊗War (λr)
is a local Weyl module for C(ĝ). It was shown that every local Weyl module of C(ĝ) can be obtained in
this way. The following corollary, in A
(2)
2l again the odd-case is considered only, shows that the dimension
and g0 character is independent of the support of the local Weyl module.
Corollary 6.1.1. Let λ = λ1 + · · ·+ λr be a decomposition of a dominant weight λ ∈ P+0 into dominant
weights and let a1, . . . , ar ∈ C∗ s.t. ami 6= amj for i 6= j.
(1) If ĝ is a twisted affine Kac-Moody algebra not of type A
(2)
2l , then we have an isomorphism of
C(ĝ)-modules:
WΓ(λ) ∼= gr(Wa1(λ1)⊗ · · · ⊗War (λr))
(2) If ĝ is of type A
(2)
2l and λi(α
∨
l ) ∈ 2Z≥0 for 1 ≤ i ≤ r − 1 and λr(α∨l ) is odd, then we get an
isomorphism of C(ĝ)-modules:
WΓ(λ) ∼= gr(Wa1 (λ1)⊗ · · · ⊗War−1(λr−1)⊗WΓ(λr))
Proof. By Proposition 6.1.1 the right hand side in (1) respectively (2) is cyclic. Hence it is easy to obtain
a surjecive map of C(ĝ)-modules, which is by Theorem 6.0.2 clearly an isomorphism. 
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Remark 6.1.2. As mentioned in the introduction, Weyl modules are defined in [FKKS] in a more
general way, with support in C. And they are parametrized by finitely supported functions from C to
P+. With this corollary we have shown in all cases except the even case in A
(2)
2l , that the dimension and
g0 character of a local Weyl module depends only on its g0 maximal weight and NOT on the support of
its parametrizing function. Concluding one might be able to show that the global Weyl module is a free
module for a certain algebra, which might be part of a forthcoming publication.
Remark 6.1.3. The same construction of an associated graded module out of finite–dimensional, graded
and cyclic g⊗ C[t]-modules is defined in [FL99] and is called the fusion product. In the twisted case the
same construction fails, since for this, one would need a pullback map like
m−1∑
j=0
(xj ⊗ tms+j) ∈ C(ĝ) 7→
m−1∑
j=0
(xj ⊗ (t+ a)ms+j) /∈ C(ĝ).
Therefore we have constructed in our results associated graded C(ĝ)-modules out of modules coming from
g⊗ C[t], which represent an analogue of fusion products.
6.2. Summary of the results. As a conclusion we summarize our results: Let λ = m1ω1 + · · ·+mlωl
be a dominant weight of g0 and ǫ = 0 if l is odd and ǫ = 1 else, then
• if ĝ is of type A(2)2 (n is odd)
WΓ(nω) ∼= gr(W (ω1)⊗(k−1) ⊗WΓ(ω)) ∼= Vs1t(n−1)ω (Λ1)
• if ĝ is of type A(2)2l (ml is odd)
WΓ(λ) ∼= gr(W (ω1)⊗m1 ⊗ · · · ⊗W (ωl−1)⊗ml−1 ⊗W (ωl)⊗(k−1) ⊗WΓ(ωl)) ∼= Vω0tλ−ωl (Λl)
• if ĝ is of type A(2)2l−1
WΓ(λ) ∼= gr(W (ω1)
⊗m1⊗· · ·⊗W (ωl)
⊗ml
) ∼=
{
Vω0tλ(Λ0), if m1 + 3m3 + · · ·+ (l − ǫ)ml−ǫ is even
Vω0tλ−ω1 (Λ1), else
• if ĝ is of type D(2)l+1
WΓ(λ) ∼= gr(W (ω1)
⊗m1 ⊗ · · · ⊗W (ωl)
⊗ml
) ∼=
{
Vω0tλ(Λ0), if ml is even
Vω0tλ−ωl (Λl), else
• if ĝ is of type E(2)6
WΓ(λ) ∼= gr(W (ω1)⊗m1 ⊗ · · · ⊗W (ωl)⊗ml) ∼= Vω0tλ(Λ0)
• if ĝ is of type D(3)4
WΓ(λ) ∼= gr(W (ω1)
⊗m1 ⊗ · · · ⊗W (ωl)
⊗ml
) ∼= Vω0tλ(Λ0)
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7. Proofs for the type A
(2)
2
In this section our attention is dedicated to the twisted Kac-Moody algebra A
(2)
2 . In the previous sections
we claim that the results hold already for A
(2)
2 , so to complete our work it misses to verify the follwing
main result of this section.
Theorem 7.0.1. Let n be an odd integer, then the Weyl moduleWΓ(nω) is isomorphic to the Demazure
module D(1/2, nω) ∼= Vs1t(n−1)ω (Λ1).
7.1. Properties of WΓ(nω) and minimal powers.
Lemma 7.1.1. Let Iσ be the left ideal in U(C(A
(2)
2 )) generated by nj ⊗ tjC[tm], (hα,0 ⊗ t2r), (hα,1 ⊗
t2r−1), r ≥ 1, 0 ≤ j ≤ m− 1. Then for every k ∈ N+ there exists a non-zero scalar ck, c˜k ∈ C such that
(1)
(7.1) (X+α,0 ⊗ 1)2k−1(X−2α,1 ⊗ t)k =
{
ck(X
−
α,1 ⊗ tk) mod Iσ, if k is odd
ck(X
−
α,0 ⊗ tk) mod Iσ, if k is even
(2)
(7.2) (X+2α,1 ⊗ t)k−1(X−2α,1 ⊗ t)k = c˜k(X−2α,1 ⊗ t2k−1) mod Iσ
Proof. The first equation is a simple reformulation of Lemma 3.3 (iii) in [CFS08]. We will prove the
second equation by induction. For k = 1 we get trivially c˜k = 1. Suppose that (2) is already true for all
p ≤ k, then
(X+2α,1 ⊗ t)k(X−2α,1 ⊗ t)k+1 = (X+2α,1 ⊗ t)(X+2α,1 ⊗ t)k−1(X−2α,1 ⊗ t)k(X−2α,1 ⊗ t)
= c˜k(X
+
2α,1 ⊗ t)(X−2α,1 ⊗ t2k−1)(X−2α,1 ⊗ t) + (X+2α,1 ⊗ t)J(X−2α,1 ⊗ t), for some J ∈ Iσ
≡ −1
2
c˜k(hα,0 ⊗ t2k)(X−2α,1 ⊗ t) mod Iσ
≡ 2c˜k(X−2α,1 ⊗ t2k+1) mod Iσ

Corollary 7.1.1. Let n ∈ N, such that n = 2k if n is even and n = 2k − 1 if n is odd. Then we have
(1) (X−2α,1 ⊗ t)kwn = 0
(2)
{
(X−α,0 ⊗ tk)wn = (X−α,1 ⊗ tk+1)wn = 0, if k is even
(X−α,0 ⊗ tk+1)wn = (X−α,1 ⊗ tk)wn = 0, if k is odd
(3) (X−2α,1 ⊗ t2k−1)wn = 0
Proof. Clearly part (2) and (3) are deductions of Lemma 7.1.1 and part (1). Assume now (X−2α,1⊗ t)kwn
is non-zero element in WΓ(nω)[k] of weight −2kω if n is even and (−2k− 1)ω if n is odd and recall that
WΓ(nω)[k] is an integrable sl2-module, i.e. Proposition 4.5.1 is applicable. That meansW
Γ(nω)[k]2kω 6= 0
respectively WΓ(nω)[k](2k+1)ω 6= 0, but both are impossible, which proves part (1). 
Corollary 7.1.2. For all n ∈ N the modules WΓ(nω) are finite–dimensional.
Proof. Proposition 4.5.1 implies that WΓ(nω)µ 6= 0 only if µ ∈ nω −Q+0 and suppose that
WΓ(nω) ∼=
⊕
µ∈P+0
V (µ)nµ
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is the decomposition of WΓ(nω) into irreducible g0-modules. Note that the number of elements in P
+
0
with the property µ ∈ nω−Q+0 is finite. The corollary follows if we prove that dimWΓ(nω)µ <∞, since
this implies nµ <∞. That the dimension can‘t be infinity is a direct consequence of Corollary 7.1.1. 
As in the other cases we show that the Weyl modules are in connection with certain associated graded
modules:
Proposition 7.1.1. Let n ∈ N, such that n = 2k if n is even and n = 2k− 1 if n is odd. Then we get a
surjective map respectively an isomorphism of U(C(A
(2)
2 ))-modules
WΓ(nω)
{
։ gr(Wa1(ω1)⊗ · · · ⊗Wak(ω1)), if n is even
∼= gr(Wa1 (ω1)⊗ · · · ⊗Wak−1(ω1)⊗WΓ(ω)), if n is odd
The map is given by wn 7→ wω1 ⊗ · · · ⊗ wω1︸ ︷︷ ︸
k
if n is even and wn 7→ wω1 ⊗ · · · ⊗ wω1︸ ︷︷ ︸
k−1
⊗wω otherwise.
Remark 7.1.1. We will proof the isomorphism claimed in the odd case in Section 7.2 and remind that
the surjectivity of the maps in Proposition 7.1.1 follows by weight reasons.
Corollary 7.1.3. We obtain,
dimWΓ(nω) ≥
{
3
n
2 , if n is even
3
⌈n
2
⌉
2, if n is odd
In Corollar 7.1.1 we proved that we can explicitly specify an integer, such that the elements with higher
powers of t act by zero. In the next we will refute the question, if there exists a smaller integer with
same property. To show this one can use the help of associated graded modules defined in Section 6 and
Proposition 7.1.1.
Lemma 7.1.2. Let n ∈ N like in Corollar 7.1.1. Then we have,
(X−α,0 ⊗ t2r)wn 6= 0, (X−α,1 ⊗ t2r+1)wn 6= 0, for all r < k2 if k is even
(X−α,0 ⊗ t2r)wn 6= 0, (X−α,1 ⊗ t2s+1)wn 6= 0, for all r < k+12 , s < k−12 if k is odd
(X−2α,1 ⊗ t2r+1)wn 6= 0, if r < k − 1
Before we are in position to prove our main result of this section we will formulate another necessary
proposition:
Proposition 7.1.2. Let n ∈ N as in Corollar 7.1.1, then we have surjective homomorphisms
WΓ((n− 2)ω)։
{
U(C(A
(2)
2 ))(X
−
α,1 ⊗ tk−1)wn, if k is even
U(C(A
(2)
2 ))(X
−
α,0 ⊗ tk−1)wn if k is odd
WΓ((n− 4)ω)։ U(C(A(2)2 ))(X−2α,1 ⊗ t2k−3)wn
Proof. The proof is straightforward with Corollary 7.1.1. 
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7.2. Proof of Theorem 7.0.1.
Proof. Note that Proposition 7.1.1 is a direct consequence of Theorem 7.0.1 and the Demazure character
formula (see Theorem 4.2.1), since this provides us
dimWΓ(nω) = dimVs1t(n−1)ω (Λ1) = dimV(s1s0)⌈
n
2
⌉s1
(Λ1) = 3
⌈n2 ⌉2.
We already know by Corollary 4.5.1 that the Demazure module D(1/2, nω) is a quotient of the Weyl
module WΓ(nω). So by Corollary 4.3.1 it remains to show that the following relations holds:
(7.3) (X−α,0 ⊗ t2r)max{0,n−4r}+1wn = 0
(7.4) (X−α,1 ⊗ t2r+1)max{0,n−2(2r+1)}+1wn = 0
(7.5) (X−2α,1 ⊗ t2r+1)max{0,k−r−1}+1wn = 0.
By Corollary 7.1.1 we can assume that the maximums are non-zero and further suppose that (X−α,0 ⊗
t2r)n−4r+1wn 6= 0, hence WΓ(nω)(n−2(n−4r+1))ω[2r(n − 4r + 1)] 6= 0. By Proposition 7.1.2 and Proposi-
tion 4.5.1 (1) we get that
WΓ(nω)(n−2j)ω [l] = 0
for all l with
l >
{
(k − 1) + · · ·+ (k − j) = jk − j(j+1)2 , if 0 ≤ j ≤ k
(k − 1) + · · ·+ (k − (n− j)) = (n− j)k − (n−j)((n−j)+1)2 , if k < j ≤ n
Hence,
2r(n− 4r + 1) ≤
{
jk − j(j+1)2 , if 0 ≤ j ≤ k
(n− j)k − (n−j)((n−j)+1)2 , if k < j ≤ n
,
with j = (n − 4r + 1), which contradicts 2r < k. Exactly the same argumentation shows also (7.4) and
(7.5) 
Remark 7.2.1. An inspection of the proof of Theorem 7.0.1 shows, that the condition, n is odd, is
not needed. Thus the relations (7.3), (7.4), (7.5) holds also in WΓ(2kω), but it is easy that they are
not enough. For instance in WΓ(6ω) we have already (X−α,0 ⊗ t2)2w6 = 0, while relation (7.3) gives
(X−α,0 ⊗ t2)3w6 = 0.
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