ABSTRACT Virtual machine (VM) placement can meet different kinds of performance targets in data centers. As a result, it has become one of the most critical operations in data centers. In this paper, we investigate the VM placement problem for cloud applications, which have intense bandwidth requirements. In this kind of applications, all VMs communicate with a single designated point. The work of predecessors focuses on the revenue of communications in the network, and tries to find a good solution composed of the best fitted VMs. However, in their work, where to place the selected VMs is not important and has no effect on their objective, and this may cause high power consumption. We formulate the problem as a bin packing problem, which is strictly NP-hard. Then, we propose a multi-objective Ant Colony System (ACS) algorithm which is called ACS-BVMP. The goal is to obtain Pareto optimal solution set, which can simultaneously maximize the revenue of communications and minimize the power consumption of PMs. The proposed algorithm is tested with some instances from the literature. Its solution set is compared with two existing multi-objective algorithms and three single-objective algorithms. The results show that our proposed algorithm outperforms the above algorithms.
I. INTRODUCTION
In recent years, cloud computing has become a popular computing paradigm, driven by the increasing demand for its pay-per-use business model [1] . To the consumers, the resource of cloud appears to be infinite, and consumers can purchase the service according to their demand based on pay-per-use mode. In the perspective of operators, the key issue is to maximize the profits, such as minimizing the power consumption and optimizing the resource utilization [2] .
Cloud computing can provide three types of service, namely, Software-as-a-Service (SaaS), Platform-as-aService (PaaS) and Infrastructure-as-a-Service (IaaS) [3] . The main advantages of cloud computing include reliability, cost savings, location and hardware independence, and multitenancy [4] . It leverages several existing technologies, such as data centers and virtualization, and gives them a new perspective [5] .
With the growing popularity of cloud-based solutions, more and more applications are migrating into the cloud. Many applications, such as Storage Area Network (SAN), require a large number of networking resources [6] . However, it is impracticable for cloud operators to satisfy these bandwidth-hungry applications at the cost of acquiring and managing more bandwidth.
To solve the problems in these bandwidth-hungry applications, operators need to consider the resources of CPU as well as the scarce bandwidth resources. Unlike CPU resources, which are shared among the virtual machines (VMs) residing in the same physical machines (PMs), the bandwidth is a kind of resources of the network topology and shared among all the VMs in the data center. The utilization of networking infrastructure highly depends on the actual situation of VM placement [7] .
The virtualization technology is widely used in cloud computings. As a result, the problem of virtual machine placement has become a hot topic in recent years. Various VM placement schemes have been proposed in the literature for IaaS layer. It is a critical operation in data centers and has a direct impact on scalability [8] , data access latency [9] , [10] , resource utilization [11] - [13] and power consumption [14] , [15] etc.
Although VM placement has attracted much attention, only a few problems of VM placement take network resources into consideration, such as [6] and [16] - [18] . Among the above bandwidth-constrained VM placement problems, the most relevant one is [6] . In order to maximize the benefit from the overall communication sent by the VMs to a single designated point in the data center, Cohen et al. try to find a good solution composed of the best fitted VMs based on a greedy algorithm. As long as the set of the selected VMs are deterministic, the revenue of communications will be the same even when these VMs are placed on different PMs. However, this may lead to a big waste of energy. As a result, we try to find a method, which can reduce the power consumption of PMs and maximize the revenue of all communications at the same time.
As shown in Fig. 1 , there are three typical network topologies for data center network architectures, namely Fat-Tree [19] , VL2 [20] , and VL2N [17] . In these architectures, PMs are organized in racks, and each PM in a rack is connected to one or two Top-of-Rack (ToR) switches. Then, each ToR switch is connected to one or two switches at the aggregation tier. Finally, each aggregation switch is connected with multiple switches at the core tier. In general, the top elements of these hierarchical structures connect the data center to the rest of the provider's network or the Internet. In bandwidth-hungry applications like SAN, the core switches are connected to a single designated point, representing the entry point of the data center network to the storage device. This single designated point is called the root in the context.
In this paper, we focus on the VM placement problem for bandwidth-hungry applications, in which all VMs communicate with a single designated point. It has been proved NP-hard in [6] . Our goal is to obtain a near-optimal solution, which can simultaneously maximize the communication revenue and optimize the power consumption of PMs. Then, we propose a multi-objective Ant Colony System (ACS) algorithm called ACS-BVMP based on layered tree hierarchical structures.
Unlike other VM placement problems, the biggest features of VM placement in these applications are the limited bandwidth resources and excessive amounts of flow demand from VMs. As a result, it is impossible to place all VMs at the same time. When a VM i is placed on a PM j, the demand of VM i must be routed completely at once. We assume that the number of PMs in the data center is sufficient, which means the bandwidth resource is the only scarce resource in this problem.
We use the concept of Pareto set to solve the multiobjective problem. After the algorithm is finished, we choose the non-dominated solution, which has the lowest power consumption, to be the near-optimal solution. It will bring significantly greater benefits to operators while the communication revenue is almost the same as that of other solutions in the Pareto optimal solution set. And the reason will be introduced in section V.
The main contributions of this paper are summarized as follows: a) We first present the bandwidth-constrained placement problem to minimize the power consumption of PMs and maximize the communication revenue at the same time. The most relevant work is based on a greedy algorithm, and only considered the communication revenue, which may lead to a big waste of energy. b) The original placement problem describes the complete accurate network topology of the data center, which makes the problem far more complex. We simplify the problem as a special bin packing problem according to the special properties in subsection III-A, and then propose a multi-objective ACS algorithm called ACS-BVMP. VOLUME 6, 2018 c) Combined with the actual situation, we propose a new metric for VM placement in bandwidth-hungry applications to evaluate the quality of non-dominated solutions in the Pareto optimal solution set, and select the non-dominated solution with the lowest power consumption as the near-optimal solution. The remainder of this paper is organized as follows: We discuss the background of our work in section II. Section III is about problem statement and formulation. In section IV, the proposed algorithm is presented. Finally, we evaluate the performance of our algorithm in section V and draw a conclusion in section VI.
II. BACKGROUND
In this section, we briefly introduce the research background, namely Bandwidth-constrained VM Placement, Ant Colony System and Pareto Set.
A. BANDWIDTH-CONSTRAINED VM PLACEMENT
Although bandwidth usage is important to data centers, it is seldom considered in VM placement problems. In this subsection, we review some works of bandwidth-constrained VM placement, which have different objectives.
We first introduce some related works with the goal of power saving. As one of the most important objectives in VM placement problems, power saving can significantly reduce the operating costs of data centers. The power consumption in a data center is commonly estimated as: servers (40 − 55%), cooling systems (15 − 30%), and network (10 − 25%) [21] . As a result, Most existing works of VM placement with the goal of power saving is about the PMs (servers), like [2] and [14] . Only a few works about the power consumption of PMs consider the bandwidth useage, and most of these authors only consider bandwidth as a resource of PMs like CPU or memory [22] . There are also some works about the power consumption of network. Fang et al. [17] propose a algorithm called VMPlanner to reduce the power consumption of network elements in a data center. The basic idea is to turn off unneeded network elements for power saving through optimize both VM placement and traffic flow routing.
Then we introduce some representative works with other objectives. Kuo et al. [10] investigate the VM placement problem in the MapReduce/Hadoop architecture. In such environments, data is partitioned and stored over several data nodes. In order to reduce the total completion time of a task, they propose a algorithm to minimize the maximum access latency under various cases. Li et al. [18] focus on the optimized placement of VMs to minimize the total cost of PMs and network. They first investigate the special situation of minimizing the network-cost with fixed PM-cost. Then, they consider the general case, in which both N-cost and PM-cost are taken into account, based on results of the special case. Shabeera et al. [16] focus on the VM and data placement problem. Their objective is to reduce cross network traffic and bandwidth, and they solve their problem by placing required number of VMs and data in physically closer PMs.
The most relevant work is [6] . Cohen et al. concentrate on the placement problem of VMs with the consideration of the networking aspect of the accurate topology. They consider the general topologies and general tree topologies, and propose corresponding greedy algorithms in these situations. However, none of these topologies are the realistic data center network architectures. The authors only consider the homogeneous environment, in which all PMs are exactly the same and each VM needs the same amount of PM resources. What's more, it is not important to figure out where to place the selected VMs in their work, which may lead to a big waste of energy.
B. ANT COLONY SYSTEM
Ant Colony Optimization (ACO) is a distributed metaheuristic inspired by the observation of real ant colonies and based upon their collective foraging behavior [23] . It is an effective and efficient method to find the near-optimal solution for NP-hard problems.
Ant System (AS) is the earliest ACO algorithm, which is originally proposed by Dorigo et al. to solve the traveling salesman problem (TSP) [24] . ACS is one of the most important improved versions of AS, which has been widely used in VM placement problems. In order to construct a near-optimal solution, Dorigo and Gambardella [25] introduce the concepts of pheromone trails and heuristic information. The heuristic information is used in combination with the pheromone information to build solutions. Each ant chooses the next moving target according to a probabilistic state transition rule, which is based on the pheromone trail and heuristic information.
The ways of pheromone trail update are classified into local pheromone update and global pheromone update [26] . The global pheromone update is applied based on the iteration-best solution after all ants have finished building a solution. While the ACS global updating rule is intended to provide a greater amount of pheromone to better solution, local updating is to shuffle the tours, so that the early targets in one ant's tour may be explored later in other ants' tours [25] .
In ACO algorithms, the convergence condition is usually set to |∆f | ≤ ε, where ∆f denotes the change in the objective value in one iteration and ε is a very small positive number.
C. PARETO SET
Many multi-objective algorithms use the concept of dominance to find the Pareto optimal solutions. The Pareto set is often used in heuristic algorithms, like Evolutionary Algorithms (EAs), Particle Swarm Optimization (PSO) algorithms and ACO algorithms [27] . And the concept of dominance is defined as follows. Without loss of generality, let us consider a multi-objective minimization problem with m parameters and n objectives:
Where x is called the parameter vector, and X is the parameter space. Let f denote objective vector, and Y denote the objective space. We consider the term ''solution'' as a decision vector and the term ''point'' as the corresponding objective vector. A solution − → x 1 dominates the solution − → x 2 , if and only if both of the two conditions are true [28] , [29] :
1) The solution − → x 1 is not worse than − → x 2 in any objective.
2) The solution − → x 1 strictly better than − → x 2 in at least one objective. All points which are not dominated by any other points are called the non-dominated points. The front, which consists of all the non-dominated points, is called the non-domination front. The points lying on the non-domination front is called Pareto optimal points, and the corresponding variable vectors are called Pareto optimal solutions [30] .
We can find a Pareto optimal solution set according to the concept of dominance. In this paper, the following procedure is used to find the Pareto optimal solution set [31] :
Step 1 Begin with i = 1.
Step 2 For all j = i, compare solutions − → x i and − → x j for domination using the above two conditions for all m objectives.
Step 3 If for any j, − → x i is dominated by − → x j , mark − → x i as ''dominated''. Increment i by one and Go to Step 2.
Step 4 If all solutions in the set are considered, Go to
Step 5, else increment i by one and Go to Step 2.
Step 5 All solutions that are not marked ''dominated'' are non-dominated solutions.
III. PROBLEM STATEMENT AND FORMULATION

A. PROBLEM STATEMENT
Before investigating the bandwidth-constrained VM placement problem, let us review the data center network topologies mentioned previously. Fig. 1 depicts the topologies of three data center network architectures, namely Fat-Tree, VL2, and VL2N. Fat-tree is designed to build a communication fabric for large-scale clusters. It leverages largely commodity Ethernet switches to support the full aggregate bandwidth of clusters, which consist of tens of thousands of elements. VL2 is a scalable and flexible data center network, which uses flat addressing to allow service instances to be placed anywhere in the network, valiant load balancing to spread traffic uniformly, and end system-based address resolution to scale to large server pools. VL2N is a variant of the traditional 2N-Tree topology [32] in which the core tier and the aggregation tier form a VL2-like topology.
These architectures share similar richly-connected topologies, and differ on how addressing and routing are implemented. These layered tree hierarchical structures usually have the following properties:
1) The capacity of the links in the tree is nondecreasing along any leaf-to-root path; 2) For each tree node u, the capacity of the upgoing link from u is less than the sum of the downgoing links from u.
Without loss of generality, we assume that the largest flow demand of a VM can be fully satisfied by any leafto-root path. According to the above assumption and special properties, the amount of flow, that the network topology of a data center can accommodate, is the value of total residual capacity of links between core switches and the root.
As a result, we only need to consider the total residual capacity of links between core switches and the root instead of constraints of the complete accurate network topology. The problem we investigate has been simplified into a special bin packing problem, in which the bins are divided into two categories. The biggest bin represents the total bandwidth resource of the network topology, and the others represent the resource of each PM. What's more, the small bins are placed in the biggest one. When we consider the placement of a VM i, the residual capacity of the biggest bin must be satisfied first, and then the residual capacity of small ones. Obviously, it is more complex than the original bin packing problem, which is strictly NP-hard.
In this paper, we consider the resources of CPU and bandwidth. The links in the topology have limited bandwidth capacity. The bandwidth requirement of a VM is represented as a flow demand to the root, and each VM has a weight which is the revenue achieved from routing a unit of flow. What's more, the flow demand of a VM must be routed completely at once. The resources of CPU are the hardware resources of PMs, while the bandwidth resources belong to a kind of network resources, which are determined by the accurate network topology and shared by all placed VMs in the data center.
B. MATHEMATICAL FORMULATION
We formulate the data center network as a directed graph G(N , E), where N is the set of network devices, including the root, switches and PMs, and E denotes the set of interconnected links. Let node r ∈ N denote the root, P ⊆ N denote the PMs. W = N \({r} ∪ P) represents the set of switches. We use V to denote the set of VMs. As shown in Fig. 1 , P is the set of leaf nodes, and the node r is directly connected with the core switches as the root of the tree.
In order to facilitate comparison in experiments, we use the following way to formulate the problem. Let d i and w i be the flow demand and the weight of VM i, respectively. We use T pj and T dj to denote the threshold of CPU and bandwidth utilization for each PM j ∈ P. Let R pi be the demand of CPU utilization for VM i, and R di denote the demand of bandwidth utilization for each VM. The total flow over link l ∈ E is denoted by f l , and the capacity of each link is represented as c l . Obviously, there exists the inequation f l ≤ c l . Variable x i,j is a binary variable, which denotes whether VM i is placed on PM j.
The bandwidth capacity of a PM j is l=(j,u) c l , which means the total capacity of all links that are directly connected to it. Since T dj and R di are percentage values, there exists the equation d i = R di l=(j,u) c l . For simplicity, we set the thresholds of both utilizations to T pj = T dj = 100% for each PM j. Then, the optimization problem can be formulated as follows:
y j s.t. constraints of PMs:
constraints of network:
Where m and n denote the total number of VMs and PMs, respectively. Let S denote a solution, R(S) and C(S) denote the corresponding values of the two objective functions. The first objective is about the communication revenue. The second objective is about the number of active PMs, which is used to calculate the power consumption.
As shown in the optimization problem, we divide the constraints into PM constraints and network constraints. The constraint (3) shows whether PM j is in active state (y j = 1) or not (y j = 0). The constraint (4) ensures that each VM is assigned to at most one PM. The constraint (5) models the capacity constraint in terms of CPU resources for each PM j. The constraint (6) and constraint (7) are about the flow conservation. The constraint (8) represents the link capacity constraint. The constraint (9) defines the domain of the variables. Only when T dj = 100%, the capacity constraint in terms of bandwidth for each PM j can be contained in the network constraints.
Although the network constraints, which describe the complete accurate network topology, can accurately reflect the actual situation in data centers, they make the placement problem far more complex. As a matter of fact, bandwidth usage is seldom considered in VM placement problems, to say nothing of the complete accurate network topology. However, these network constraints can be simplified in the situation of this paper according to the properties, which have been discussed in subsection III-A.
The study of Fan et al. [33] has shown that the power consumed by PMs exhibits linear relationship with the CPU utilization. If a PM j is active, the power consumption of j can be calculated as follows:
Where P busy j denotes the power consumption when PM j is full-loaded, and P idle j is the power consumption when PM j is idle. Let U p j denote the CPU utilization of j. Eq. (10) can also be represented as follows:
Where k = P idle j /P busy j represents the fraction of power consumption in idle state. Research testifies that the value of k for an active PM is usually between 50% and 70% [34] , which means that the power consumption produced by the idle state is the major source of wasted energy. As a result, reducing the number of active servers can significantly reduce the power consumption. To make the experimental results more intuitive, we will use the power consumption calculated by Eq. (10) instead of the number of active PMs. In this paper, the power consumption of an idle PM is fixed to 120 w, while the power consumption of a full-loaded one is 185 w.
For a VM placement problem like this, it is impractical to make a complete enumeration of all possible solutions to find the near-optimal solutions [35] . And the following shows how to apply an ACS algorithm to find good solutions in large solution spaces.
IV. THE PROPOSED ACS ALGORITHM
In this section, we first give the definition of the pheromone trail and the heuristic information. Then, we introduce how the ants construct a solution and update the pheromone trail. The algorithm and the corresponding pseudo code are presented after that.
A. DEFINITION OF THE PHEROMONE AND HEURISTIC INFORMATION
To maximize the revenue of all communications and reduce the power consumption simultaneously, we propose the ACS-BVMP algorithm in this section. In every iteration of the approach, the purpose is to place the m VMs into n PMs, so as to find a solution set that can satisfy the constraints described in the last section. A movement of an ant k means the assignment of a VM to a PM.
Similarly to other ACS algorithms, the ants' movement in ACS-BVMP depends greatly on the definition of the pheromone trail and the heuristic information. In our approach, the pheromone information is deposited between each VM and PM. The pheromone trail τ (i, j) is defined as the favorability of packing VM i into PM j, and plays the role of a distributed long-term memory: this memory is not stored locally within the individual ants, but is distributed on all pairs of VM and PM. The pheromone trail in the initialization phase is set to:
Where S 0 is the solution generated by the FFD heuristic, R(S 0 ) and C(S 0 ) are the corresponding values of the objective functions and n is the number of all PMs. Let R max denote the total revenue of all VMs and m 0 be the number of VMs that have been placed on a PM when the solution is S 0 .
The heuristic information is another important factor for ACS apart from the pheromone trail. It is used in combination with the pheromone information to build solutions. The heuristic information is denoted by η(i, j), and indicates the desirability of placing the VM i on the PM j. In our proposed algorithm, η(i, j) is calculated according to the residual bandwidth of the network topology after assigning VM i to PM j. The heuristic information η 1 (i, j) for the first objective function can be calculated as follows:
Where E top denotes the set of links between the root and core switches, and V p is the set of VMs that have been placed on PMs at this moment.
Similarly, the partial contribution of placing the VM i on the PM j for the second objective function can be calculated as follows:
Where U pj and U dj denote the CPU and bandwidth utilization of PM j before joining the VM i. The denominator means the balance of two kinds of remaining resources on the PM, and the numerator represents the resource utilization in all dimensions. ε is a very small positive real number and its value is set to 0.0001
There are several ways to combine the desirability in multi-objective problems to find the total desirability of each movement. In this paper, we use the following formula to calculate the total desirability of placing VM i on PM j:
Let V a be a set composed of all available VMs, the flow demand of which can be accommodated in the network topology. V a is defined as follows: (16) Where L tabu denotes the set of VMs that have been placed in the data center. V a will be updated after each movement of an ant, and so on till no VMs' flow demand can be satisfied by the topology. When it's turn to a new ant, the set V a will be initialized to V .
B. THE SOLUTION CONSTRUCTION
In the process of making assignments, the ant k selects a VM i to place on its current PM j by applying the pseudo-randomproportional rule given by (17) :
Where q is a random number uniformly distributed in the interval [0, 1], q 0 is a fixed parameter (0 ≤ q 0 ≤ 1), and β is a parameter which determines the relative importance of pheromone versus heuristic information (β ≥ 0). If q is greater than q 0 , this process is called exploration, otherwise it is called exploitation. Let Θ k (j) denote the candidate VMs, which can satisfy the threshold of resource utilization of PM j, for the ant k. It can be represented as follows:
Let s be a random number selected according to probability distribution, which can be calculated by:
Where the heuristic information η(i, j) is defined in Eq. (15) above. The mathematical expression of pheromone τ (i, j) is given in Eq. (21) blow. The probability distribution means the probability that the ant k selects VM i to place on PM j.
C. RULES OF PHEROMONE UPDATE
Like all other ACO algorithms, the pheromone trails update is an important component part of ACS. After each movement of an ant, the value of pheromone trail will change due to a combination of pheromone deposit and pheromone decay. In our proposed algorithm, the pheromone update consists of local pheromone update and global pheromone update. After an ant places the chosen VM i on the PM j, the pheromone level changes by applying the local updating rule as followings:
Where τ 0 is the initial pheromone level, which has been described in Eq. (12), and 0 < ρ l < 1 is the local pheromone decay parameter.
In ACS-BVMP, only the global optimal ants, which construct a solution in the Pareto set of the current iteration, are allowed to deposit pheromone after all ants have finished building a solution. In this way, the algorithm can converge faster. The global pheromone update is performed for each VOLUME 6, 2018 new added solution S in the Pareto set of the current iteration by applying the rule as followings:
Where 0 < ρ g < 1 is the global pheromone decay parameter. Let R(S) and C(S) be the values of the two objective functions when the solution is S.
The global non-dominated solutions are stored in an external set. If a solution in the current iteration is not dominated by any other solutions in the current iteration and the external set, it will be added to the external set and the quantity of pheromone in all movements which constructed the solution will be updated by applying the rule of Eq. (21) . Then all solutions dominated by the added one will be eliminated from the external set.
In our work, we choose the non-dominated solution, whose power consumption is lowest, in the Pareto set as the near-optimal solution, and the reason will be introduced in subsection V-B.
D. THE COMPLETE ACS-BVMP ALGORITHM
The complete pseudocode of ACS-BVMP algorithm is shown in Algorithm 1. Our proposed algorithm can be described in the following five steps.
Step 1 Initialization. In this step, we initialize the Pareto set P s as empty, and set all pheromone values to τ 0 .
Step 2 The construction of solutions. Let N a ants construct N a solutions according to the construction rules above. And the rules of local update is applied after an ant k has finished building its solution.
Step 3 Find the current set of non-dominated solutions.
We first calculate the solution for each ant. Then, if a solution is not dominated by any other solutions in the current iteration or that in P s , it will be added to the set. All solutions dominated by the new added one are eliminated from the set P s .
Step 4 Apply the rule of global update for each new added solution in P s of the current iteration.
Step 5 Termination check. If the maximum number of iterations M is reached, the algorithm terminates and returns P s . Otherwise, go to Step 2. In the proposed algorithm, we set the convergence condition to the inequation |∆R| + |∆S| ≤ ε, Where ∆R and ∆S represent the changes in the values of the revenue of communications and power consumption of PMs in one iteration. The maximal number of iterations M is obtained by the above inequation in preliminary experiments. For each iteration, the complexity is no more than O(m 3 ) in the worst case, where m is the total number of VMs.
Algorithm 1 Pseudocode of ACS-BVMP
Input:
Set of VMs with resource demand, set of PMs with capacity constraint and Set of the parameters Output:
A Pareto set P s . 1: Initialize the Pareto set P s to φ 2: Initialize all pheromone values to τ 0 3: repeat 4: for k = 1 to N a do 5: Initialize the set V a to V 6:
Introduce a new PM j from P 8: Initialize the set Θ k (j) to V a 9:
repeat 10: for each VM i ∈ Θ k (j) do 11: Calculate the desirability of the movement according to Eq. (15) 12: end for 13: for each VM i ∈ Θ k (j) do 14: Calculate the probability of the movement according to Eq. (19) 15: end for 16: Generate a random number q (0 ≤ q ≤ 1) Update the set V a and then Θ k (j) 24: until Θ k (j) = φ 25: until V a = φ 26: Calculate the solution for ant k 27: end for 28: If a solution is not dominated by any other solutions in the current iteration and that in P s , it will be added to P s . All solutions dominated by the new added one are eliminated from P s . 29: for each new added solutions in P s do 30: Global pheromone update (Eq. (21)) 31: end for 32: until the maximal number of Iterations M is reached 33: return P s ;
V. EXPERIMENTAL RESULTS
A. SIMULATION SETUP
In order to evaluate the performance of our proposed algorithm, we compare ACS-BVMP with two multi-objective algorithms and three single-objective algorithms in terms of evaluation criterions of multi-objective algorithms and each objective. The two evaluation criterions of multi-objective algorithms, which we use in this paper, will be introduced later.
Multi-objective algorithms include a multi-objective ant colony system algorithm (VMPACS) proposed in [2] and a multi-objective grouping genetic algorithm (MGGA) proposed in [36] . Single-objective algorithms include an ACO (SACO) algorithm proposed in [37] , a FFD algorithm proposed in [38] and a rounding algorithm proposed in [6] .
The programs of our proposed algorithm and all the algorithms above are implemented by matlab, and run on a PC with an Intel Core i7-4790 CPU at 3.60 GHz and 8 GB RAM. In all experiments for ACS-BVMP, the numeric parameters are the same and set to the following values: N a = 10, M = 150, β = 2, ρ l = ρ g = 0.35 and q 0 = 0.7. The parameter setting is obtained by preliminary experiments, and the study of [25] has shown that the experimental optimal values of the parameters are largely independent of the problem.
The simulations are performed in a common network architecture known as FAT-Tree [19] . It is a typical three-tier architecture, and almost all of the VM placement schemes consider a three-tier architecture for data center network. For simplicity, all links in the same tier have the same capacity and all the PMs in the topology are homogeneous. However, note that our approach can also be applied to the heterogeneous environments. The power consumption of an idle PM is fixed to 120 w, while the power consumption of a full-loaded one is 185 w. The problem instances are the tuples of the demand of CPU and bandwidth utilizations for 300 VMs. The instance of resource demand from a VM i is denoted as the tuple (R pi , R di ).
In all simulations, the number of PMs is set to the number of VMs in order to support the worst case, in which the bandwidth resources of the whole topology can satisfy the demand of all VMs, and only one VM is assigned per PM. The bandwidth resources of the whole topology may be different in different experiments. After the algorithm is finished, the solution with the lowest power consumption in the Pareto set will be used to calculate the performance.
In this paper, we use the method of [38] to generate random instances of CPU and bandwidth utilizations which have several correlations. The detailed pseudocode is shown in Algorithm 2.
Let R p denote the reference CPU utilization, R d be the reference bandwidth utilization, and the probability P be a reference value. The correlations of CPU and bandwidth utilizations can be controlled by changing the value of P. Besides, rand(a) returns a random uniformly distributed number of double type in the range [0, a).
We generate 300 instances for two kinds of the reference values and five probabilities in the experiments, for a total of 3000 instances. We set both R p and R d to 25% and then 45%. A instance set I . 1: Initialize instance set I to φ 2: for i = 1 to m do 3: R pi = rand(2R p ) 4 :
end if 9 : 
B. QUALITY OF THE NON-DOMINATED SOLUTIONS
In this subsection, we propose a new metric for VM placement in bandwidth-hungry applications to evaluate the quality of non-dominated solutions in the Pareto optimal solution set.
Since non-dominated solutions are considered as optimal solutions for a multi-objective optimization problem, predecessors usually think that all non-dominated solutions have the same quality. However, in practical applications, the objectives often have priorities, which can be used as the evaluation criterion of non-dominated solutions in a Pareto set. Through experiments, we find that the variance of the power consumption is much bigger than that of communication revenue in the Pareto optimal solution set. For example, we fix w i = 1 for all i ∈ V and set the total traffic that the whole topology can accommodate to 300 Gbps. Table 1 shows the variance of power consumption and communication revenue of the non-dominated solutions in the case of There is little difference among the communication revenue of the non-dominated solutions, while the values of power consumption vary a lot. In other word, if we choose the solution which has the lowest power consumption, it will bring significantly greater benefits to operators while the communication revenue is almost the same as that of other solutions in the Pareto optimal solution set. As a result, we give the objective of power consumption higher priority in our work.
C. COMPARISON WITH TWO MULTI-OBJECTIVE ALGORITHMS
In this set of experiments, we compare the proposed approach with two multi-objective algorithms: the VMPACS algorithm and the MGGA algorithm.
We fix w i = 1 for all i ∈ V and set the total traffic that the whole topology can accommodate to 300 Gbps. Each test is repeated with 50 runs for each instance and the average results over 50 independent runs are reported. After our proposed algorithm is finished after 50 runs, we will select 10 runs whose number of placed VMs is closest to the mean value. For each instance, the VMs which have been placed on a PM in the above 10 runs will be used as the input of the two multi-objective algorithms that ACS-BVMP compares to.
We use two evaluation criterions called overall nondominated vector generation (ONVG) [39] and Spacing (SP) [40] to evaluate the effectiveness of multi-objective algorithms, which is based on Pareto set. The two criterions can be calculated as followings:
Where |Y known | c denotes the cardinality of calculated Pareto front,
is the objective function, m is the number of objectives, andā is the mean value of all a i . For the Pareto front, a higher value of the ONVG metric is better. A good solution set should have a value close to 0 for the SP metric.
The Corr. in the tables means the correlation coefficients of CPU and bandwidth utilizations. Table 2 and Table 3 show the values of ONVG and SP for three multi-objective algorithms. From the results, we can see that ACS-BVMP is rationally designed and the two objectives in the ACS-BVMP algorithm are not as conflicting as those in MGGA and VMPACS.
The comparison results of power consumption for ACS-BVMP and two multi-objective algorithms under different conditions are shown in Fig. 2 . The main reason is that the two objectives in the ACS-BVMP algorithm are not as conflicting as those in MGGA and VMPACS. As a result, we prove the feasibility of simultaneously minimizing the power consumption of PMs and maximizing the communication revenue. In general, our proposed algorithm is better than these two multi-objective algorithms in terms of ONVG, SP and power saving.
D. COMPARISON WITH THREE SINGLE-OBJECTIVE ALGORITHMS
We compare ACS-BVMP with three single-objective algorithms in this subsection. And the experiments here are divided into two parts according to different objectives.
In the first part, the power consumption of our proposed algorithm is compared to that of two single-objective algorithms, a FFD algorithm and a MAX-MIN Ant System (MMAS) algorithm called SACO. The parameter setting is the same as that in the last subsection. Table 4 and Table 5 show the power consumption for each of the algorithms under different conditions.
As can be seen from the tables, the power consumption of two ACO algorithm is smaller than that of the FFD, this is because the ant colony algorithm is able to search the solution space more efficiently and globally so that it can find the solutions with a smaller number of active PMs. ACS-BVMP can effectively avoid the local convergence, which is a common problem in other ACO algorithms, therefore it can find better and more global solutions.
The aim of the second set of experiments is to evaluate the performance in terms of the revenue of communications in the network topology. In this part, we compare our approach with a rounding algorithm proposed in [6] . This rounding algorithm is actually based on a greedy algorithm. The concept of the loss percentage, which is defined as the difference between the revenue of the optimal solution and the revenue of the algorithm, is used to evaluate performance. What's more, the loss percentage will be 0, when a solution is the optimal one. We only consider the situation in which R p = R d = 25%, and the weight w i of each VM i is set to 1 and then 1 d i . The results are averaged over 50 independent runs using the instances above. The settings of other parameters are the same as those in the last subsection.
From Fig. 3 , we can see that the loss of revenue incurred by ACS-BVMP is significantly lower than that incurred by the rounding algorithm. This is because ACS-BVMP combines the partial solution information and the feedback information of the reserved time of a non-dominated solution. Meanwhile, it incorporates continuous updating of pheromone. As a result, it can find more appropriate VM placement and achieve better performance.
The comparison shows that ACS-BVMP outperforms those algorithms in terms of the objective function value.
E. SCALABILITY
In order to evaluate the scalability of our proposed algorithm, we compare the computation time under different bandwidth resources. In this subsection, the number of VMs is set to 300, while the bandwidth resource of the data center network ranges from 100 Gbps to 1000 Gbps. We fix P = 0.50 and w i = 1. Besides, we set both R p and R d to 25% and then 45%. The results are averaged over 50 different runs and are shown in Fig. 4 . As we can observe from the graph, our proposed algorithm runs for less than 5 minutes in the condition of 1000 Gbps bandwidth resource. In the case of R p = R d = 25%, it takes 241.7 seconds to figure out a new placement of VMs when the bandwidth resource of the network is 300 Gbps and the computation time becomes 292.1 seconds when we increase the total bandwidth resource to 1000 Gbps. We can also see that the computation time have similar values when the bandwidth resource is between 500 Gbps and 1000 Gbps. It is because the flow demand of all VMs can be satisfied by the data center network in those situations. Similarly, it takes 127.1 and 271.8 seconds to figure out a new placement of VMs for the bandwidth resource of 300 Gbps and 1000 Gbps in the case of R p = R d = 45%. The average flow demand of VMs here is much bigger than that in the case of R p = R d = 25%. As a result, fewer VMs can be placed in the data center, which leads to the decrease of the computation time.
On the whole, the computation time tends to be stable with increase of the total bandwidth resource, which verifies the scalability of our proposed algorithm.
VI. CONCLUSION
With the popularization of of cloud computing, the number of cloud applications like SAN, which have intense bandwidth requirements, increases rapidly in recent years. In this paper, we propose a multi-objective ACS algorithm called ACS-BVMP for the VM placement problem in bandwidthhungry applications. Our goal is to minimize the power consumption of PMs and maximize the communication revenue at the same time. The proposed algorithm is tested with instances from the literature. The result of our proposed algorithm is better than that of two existing multi-objective algorithms in terms of ONVG, SP and power saving. Then, we compare it with three single-objective approaches in terms of each objective. The comparison shows that ACS-BVMP outperforms those algorithms. Finally, we verify the scalability of the proposed algorithm through several experiments.
