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We present a coupled cluster and linear response theory to compute properties of many-electron
systems at non-zero temperatures. For this purpose, we make use of the thermofield dynamics,
which allows for a compact wavefunction representation of the thermal density matrix, and extend
our recently developed framework [J. Chem. Phys. 150, 154109 (2019)] to parameterize the so-called
thermal state using an exponential ansatz with cluster operators that create thermal quasiparticle
excitations on a mean-field reference. As benchmark examples, we apply this method to both
model (one-dimensional Hubbard and Pairing) as well as ab-initio (atomic Beryllium and molecular
Hydrogen) systems, while comparing with exact results.
I. INTRODUCTION
Temperature is an important parameter of physical
systems. For many problems, the temperature scale of
interest is far below the optical gap (or the excitation
energies). For example, typical electronic excitation en-
ergies in molecules are of the order of a few electron volts
(or eV) , which is much larger than room temperature
(∼ 25meV). In such problems where we are interested
only in electronic degrees of freedom, it suffices to know
the ground electronic state and perhaps a few low-lying
excited states. To access these states, we solve the time-
independent Schrödinger equation. As is well known,1
this is a very complicated problem and one generally re-
lies on a series of approximate methods such as Hartree-
Fock, perturbation theory, configuration interaction (CI),
coupled cluster theory2,3 (CC), Monte Carlo methods,4–8
among many more.9–11
There are, however, many interesting problems and ap-
plications where one may be interested in temperature
scales that are comparable or even larger than the exci-
tation gap. Examples include metallic compounds with
small gap that host an unconventional superconductiv-
ity persisting at relatively high temperatures,12 ultra-
cold chemistry,13,14 geochemical processes which gener-
ally involve very high temperatures and pressure,15 etc.
In these problems, we can no longer make do with a few
electronic states and must evaluate properties as thermal
averages weighted over an appropriate ensemble of states.
For a system in thermal equilibrium at inverse temper-
ature β, the ensemble of choice is generally canonical or
grand-canonical and the expectation value of an observ-
able A is defined by
〈A〉β = 1ZTr(Aρ), (1)
where ρ is the thermal density matrix, and Z is the par-
tition function, given by
ρ = e−βH
′
, Z = Tr(ρ), (2)
with H ′ = H for the canonical ensemble and H ′ = H −
µN for the grand canonical ensemble, where µ is the
chemical potential. In this paper, we shall work explicitly
with the grand canonical ensemble.
Exactly computing ρ (or equivalently Z) requires in-
formation about the entire spectrum of the Hamilto-
nian, which is far from feasible. Accordingly, just as
for zero temperature, a series of approximate methods
is needed. Several methods have been proposed over
the years to evaluate thermal averages of operators.16–31
Most of these methods can be broadly categorized into
deterministic methods such as diagrammatic perturba-
tion theory based on the Matsubara formalism,32 and
stochastic quantum Monte Carlo methods. Wavefunc-
tion methods are particularly convenient in the study of
zero-temperature ground-state properties of finite sized
systems and clearly, their thermal equivalents are highly
desirable. However, the development of such thermal
wavefunctions methods has been rather challenging, pri-
marily because the thermal density matrix cannot be ex-
pressed in terms of a single wavefunction in the original
Hilbert space. Nevertheless, several such methods have
been introduced over the years such as the Ancilla density
matrix renormalization group19,20 and finite-temperature
perturbation theories,27,33 among many more.
Given its features, especially size-extensivity and suc-
cess with weakly correlated systems, the coupled cluster
ansatz is an ideal candidate to study finite-temperature
properties. A thermal analogue of the CC method34–37
was proposed by Mukherjee et. al. and has been fur-
ther elaborated recently in independent works by White
et al.30 and Hummel.31 This formulation uses a thermal
Wick’s theorem to compactly represent the imaginary
time evolution operator as a thermal normal ordered ex-
ponential of some cluster operator and a number.
In this paper, we present an alternative approach to
thermal coupled cluster based on the thermofield dy-
namics (TFD),38–41 using a framework we recently ex-
plored in Ref. 42. Thermofield dynamics provides a con-
venient way to represent the thermal density matrix via
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2a wavefunction which evolves in temperature according
to the imaginary-time evolution Schrödinger equation.
Undoubtedly, TFD has the potential to study many-
electron systems in quantum chemistry and condensed-
matter physics.43–51 A connection between thermofield
formalism and thermal cluster-cumulant theory was also
explored by Mukherjee et. al. in Ref. 35. Here, we
parametrize this so-called thermal wavefunction as an ex-
ponential ansatz to integrate the evolution equation.
II. COUPLED CLUSTER THEORY
The coupled cluster method is one of the most widely
used methods in quantum chemistry. Introduced first
in nuclear physics by Coester and Kümmel52,53 and later
reformulated for electronic structure theory by Čižek and
Paldus,54 it uses an exponential wavefunction ansatz
|Ψ〉 = eT |Φ〉, (3)
to solve the time-independent Schrödinger equation.
Here |Φ〉 is some Hartree-Fock (HF) Slater determinant
reference and T contains particle-hole excitations defined
on this reference state,
T = T1 + T2 + . . . , (4a)
T1 =
∑
i,a
tai c
†
aci, (4b)
T2 =
1
4
∑
i,j,a,b
tabij c
†
ac
†
bcjci, . . . (4c)
where we have followed the standard notation for label-
ing orbital indices, i.e., occupied orbitals are denoted by
indices i, j, k, . . ., while unoccupied orbitals are denoted
by a, b, c, . . .. Since the wavefunction |Ψ〉 is constructed
as excitations on a single Slater determinant |Φ〉, the tra-
ditional CC is also known as single-reference CC. In what
follows, unless explicitly mentioned, we consider only the
single-reference CC. The equations for the ground state
energy and the unknown t-amplitudes can be obtained
by left-projecting the Schrödinger equation
H¯ |Φ〉 = E |Φ〉 , H¯ = e−THeT (5)
with various Slater determinants. For example, if the
cluster operator T is truncated to single and double ex-
citations only (CCSD), the energy and amplitude equa-
tions are obtained by solving the following equations
E = 〈Φ| H¯ |Φ〉 , (6)
0 = 〈Φai | H¯ |Φ〉 , (7)
0 =
〈
Φabij
∣∣ H¯ |Φ〉 , (8)
where 〈Φai | and 〈Φabij | are singly- and doubly-excited
slater determinants.
As introduced so far, CC describes a correlated ansatz
for the ket wavefunction. In order to compute expecta-
tion values other than that of the Hamiltonian, one also
needs a correlated bra state. A linear response wavefunc-
tion is generally employed for this purpose,55,56 i.e. one
makes the energy functional
E = 〈Φ|(1 + Z)e−THeT |Φ〉 (9)
stationary with respect to T and Z, where
Z = Z1 + Z2 + . . . , (10a)
Z1 =
∑
i,a
zai c
†
i ca, (10b)
Z2 =
1
4
∑
i,a
zabij c
†
i c
†
jcbca. (10c)
By realizing that the cluster operator T and CI opera-
tor Z are composed of particle-hole excitation and de-
excitation operators respectively, the bra state can be
re-written as an explicit CI wavefunction
〈Ψ′|= 〈Φ|(1 + Z)e−T = 〈Φ|(1 +W )ew0 , (11)
where w0 is a constant and W has the same operator-
form as Z.
A similar formulation known as equation of motion
CC57 (EOM-CC) can be used for excited states. Cou-
pled cluster gives highly accurate results for weakly cor-
related systems and its success can be attributed to the
polynomial computational scaling (O(N6) for CCSD) as
well as to the fact that the computed properties are size-
extensive (scale linearly with the particle number) in the
thermodynamic limit.
III. THERMOFIELD DYNAMICS
Thermofield dynamics is a real-time thermal field the-
ory that treats both time and temperature on equal foot-
ing, and was proposed as an alternative to the Keldysh
approach in the Matsubara imaginary time formalism.
It provides a prescription for purification of the thermal
density matrix, allowing us to construct a wavefunction
|Ψ(α, β)〉, with α = βµ, generally known as the thermal
vacuum, thermofield double state or simply as the ther-
mal state, so that the trace over an ensemble of states in
Eq. 1 can be replaced by an expectation value over this
wavefunction, i.e.
〈A〉 = 〈Ψ(α, β)|A|Ψ(α, β)〉〈Ψ(α, β)|Ψ(α, β)〉 . (12)
That the thermal state |Ψ(α, β)〉 cannot be a pure state
in the physical Hilbert space H is easily established since
the density matrix ρ represents mixed states to begin
with. In TFD, one therefore introduces a fictitious, con-
jugate copy of the original Hilbert space, known as the
tilde-conjugate space or H˜, and the thermal state is then
defined in the doubled space H⊗ H˜ as
|Ψ(α, β)〉 = e(αN−βH)/2|I〉, |I〉 =
∑
m
|m, m˜〉, (13)
3where H is the Hamiltonian, {|m〉} is some orthonormal
basis in the Hilbert space H and |m˜〉 is the tilde-state
corresponding to |m〉, while we have used the shorthand
notation |m, m˜〉 = |m〉 ⊗ |m˜〉. The state |I〉 is the state
with maximal entanglement between H and H˜ and is the
exact thermal state at infinite temperature (i.e. β = 0)
and α = 0. Moreover, it is invariant under any trans-
formation of the basis. Further details about the TFD
formalism and the structure of the tilde-conjugate space
H˜ can be found in Ref. 42 and the references therein.
By construction, the thermal state satisfies the follow-
ing imaginary time evolution equations,
∂
∂β
|Ψ(α, β)〉 = −1
2
H|Ψ(α, β)〉. (14a)
∂
∂α
|Ψ(α, β)〉 = 1
2
N |Ψ(α, β)〉. (14b)
One can solve for |Ψ(α, β)〉 by integrating Eq. 14, gener-
ally starting from (α, β) = (0, 0), where the initial ther-
mal state is known exactly. Exactly evolving the thermal
state |Ψ(α, β)〉 is equivalent to the exact diagonalization
of the density matrix ρ. Clearly, approximations need to
be introduced in the process.
The simplest approximation that we can invoke is to
use the mean-field Hamiltonian H0 instead of H. For a
many-electron system, the state |I〉 can be expressed in
terms of single-particle Fock states,
|I〉 =
∏
p∈levels
(|0, 0˜〉p + |1, 1˜〉p) , (15)
where |0〉p and |1〉p mean that the orbital p is empty or
occupied, respectively. Moreover, if we chose to work
with the eigen-basis of H0, i.e.
H0 =
∑
p
pc
†
pcp
the normalized mean-field thermal state can be written
as
|0(α, β)〉 =
∏
p∈levels
(
xp|0, 0˜〉p + yp|1, 1˜〉
)
, (16)
where xp and yp are related to the Fermi-Dirac statistics,
xp =
1√
1 + e(α−βp)
, (17a)
yp =
e(α−βp)/2√
1 + e(α−βp)
, (17b)
with x2p+y2p = 1. The mean-field thermal state in Eq. 16
allows us to introduce a thermal Bogoliubov transforma-
tion, [
ap
a˜†p
]
=
[
xp −yp
yp xp
] [
cp
c˜†p
]
, (18)
such that
ap|0(α, β)〉 = 0 = a˜p|0(α, β)〉.
Correlated methods can be built with either |I〉 or
|0(α, β)〉 as the reference, while integrating Eq. 14. As
we have discussed in Ref 42, the former choice, which we
call the fixed-reference formalism, performs well only in
the vicinity of β = 0, while the latter, called the covari-
ant formalism, yields accurate results for the entire range
of β. In the next section, we present details to integrate
Eq. 14 through the CC ansatz in the covariant formal-
ism. We have also included a short discussion on the
fixed-reference approach in Appendix B. For brevity of
notation, we will henceforth refer the mean-field thermal
state |0(α, β)〉 by |Ψ0〉.
IV. THERMAL COUPLED CLUSTER
As explained in Eq. 9, the CC expectation value of any
operator A can be evaluated as an asymmetric expecta-
tion value,
〈A〉CC = 〈Ψ
′|A|Ψ〉
〈Ψ′|Ψ〉 , (19)
where both the ket |Ψ〉 and the bra 〈Ψ′| states are approx-
imations to the same thermal state, and consequently
evolve according to Eq. 14 and its adjoint respectively.
Given that the Bogoliubov transformation in Eq. 18 is
BCS-like, i.e. orbitals p (in H) and p˜ (in H˜) in the mean-
field thermal state (Eq. 16) are coupled in just the same
way as two opposite momentum single-particle levels in
a BCS-wavefunction, we parametrize the ket state as an
exponential of quasiparticle creation operators58 acting
on an α- and β-dependent mean-field thermal reference,
|Ψ0〉, defined in Eq. 16,
|Ψ〉 = eS(α,β)|Ψ0〉, (20a)
S = s0 +
∑
p,q
spqa
†
pa˜
†
p +
1
(2! )2
∑
p,q,r,s
spqrsa
†
pa
†
qa˜
†
sa˜
†
r + . . .
(20b)
On the other hand, the bra state, as in the traditional
CC formalism, is approximated as a linear CI-like wave-
function, i.e.
〈Ψ′|= 〈Ψ0| (1 + Z)ez0e−S , (21)
and as explained in Eq. 11, it can be expressed as an
effective CI wavefunction
〈Ψ′| = 〈Ψ0|(1 +W )ew0 , (22a)
W =
∑
p,q
wpqa˜qap +
1
4
∑
p,q,r,s
wpqrsa˜ra˜saqap + . . .
(22b)
4For both the bra and the ket states, the reference |Ψ0〉
evolves continuously as we evolve the Schrödinger Eq. 14
(hence the name ‘covariant’). Accordingly, both the am-
plitudes (spq, wpq, etc.) and the quasiparticle opera-
tors a†, a˜† carry α- and β-dependence. The α- and β-
evolution of 〈Ψ′|, a thermal CI wavefunction, is governed
by
〈Ψ0|
(
∂W
∂α
+ (1 +W )
∂w0
∂α
)
=
1
2
〈Ψ0|NCI, (23a)
〈Ψ0|
(
∂W
∂β
+ (1 +W )
∂w0
∂β
)
= −1
2
〈Ψ0|HCI, (23b)
where HCI and NCI are effective CI Hamiltonian and
Number operators respectively, and are given by
HCI = (1 +W )H −H0 (1 +W ),
NCI = W N −N W.
A detailed discussion on thermal CI and the derivation
of these equations can be found in Ref. 42.
For the evolution of |Ψ〉, substituting the CC ansatz
from Eq. 20a into the Schrödinger Eq. 14 gives
e−S
(
∂
∂α
eS
)
|Ψ0〉 = 1
2
(
e−SNeS −N) |Ψ0〉, (24a)
e−S
(
∂
∂β
eS
)
|Ψ0〉 = −1
2
(
e−SHeS −H0
) |Ψ0〉. (24b)
The evolution equations for the amplitudes can be ob-
tained by left projecting Eq. 24 with the respective de-
terminants.
A. Wilcox identity
The process of reducing Eq. 24 to evolution equations
for the amplitudes is complicated by the fact that the
derivative of the cluster operator does not commute with
the operator itself, i.e.[
∂S
∂x
, S
]
6= 0,
where x = α, β. The derivative of the exponential cluster
operator is appropriately performed by making use of
the Wilcox identity,59 which states that the derivative of
the exponential of an operator M with respect to some
parameter λ can be evaluated as
∂
∂λ
eM(λ) =
∫ 1
0
dy e(1−y)M
∂M
∂λ
eyM . (25)
With this, the left-hand side of Eq. 24 becomes
e−S
(
∂x e
S
)
=
∫ 1
0
dy e−yS (∂xS) eyS , (26a)
= (∂xS) +
1
2!
[(∂xS), S]
+
1
3!
[[(∂xS), S], S] + . . . , (26b)
where we have used the shorthand ∂x for ∂/∂x, and made
use of the Baker-Campbell-Hausdorff expansion in going
from Eq. 26a to 26b. Finally, breaking the derivative ∂xS
into the amplitude (∂ampS) and operator (∂opS) deriva-
tives,
∂xS = ∂ampS + ∂opS,
and realizing that the former commutes with S, we can
compactly write the left-hand side of Eq. 24 as
e−S
(
∂x e
S
)
=
∂ampS
∂x
+ Sx, Sx =
∫ 1
0
dy e−yS
∂opS
∂x
eyS ,
(27)
where the integration over y in the second equation can
be carried out analytically, as explained in Eq. 26b. With
these details, Eq. 24 can be further simplified as
∂ampS
∂α
|Ψ0〉 =
[
1
2
(
e−SNeS −N)− Sα] |Ψ0〉 (28a)
∂ampS
∂β
|Ψ0〉 = −
[
1
2
(
e−SHeS −H0
)
+ Sβ
]
|Ψ0〉,
(28b)
which can then be left-projected with various thermal
quasiparticle states to yield a set of differential equations
governing the evolution of the s-amplitudes in the chem-
ical potential - temperature or α-β space. Complete ex-
pressions for the CCSD evolution equations are included
in Appendix A.
V. IMPLEMENTATION
A. Integration
An explicit Runge-Kutta method of order (4)5 with
step-size control60 has been employed for integrating the
resulting set of differential equations, where step-size is
adaptively modified so as to keep the relative error in evo-
lution within 10−8. Furthermore, for applications that
require a fixed average filling fraction, a tolerance of 10−5
in the number of electrons is used to find the target chem-
ical potential.
B. Choice of H0
As mentioned earlier, for the covariant thermal CC, a
mean-field Hamiltonian H0 =
∑
p pa
†
pap is used to con-
struct the mean-field thermal reference state |Ψ0〉. There
are several alternatives to pick this mean-field Hamilto-
nian – in thermal HF theory,16,17 one uses an H0 that
optimizes the applicable free energy, and it therefore de-
pends on α and β. Such a choice, while it may yield an
excellent mean-field thermal reference state, will result
in convoluted expressions for the mean-field evolution as
well as the operator derivatives, and is beyond the scope
of current work.
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FIG. 1. Error in internal energy for thermal HF, covariant CISD, fixed-reference and covariant thermal CCSD for (a) two-site,
and (b) six-site Hubbard models with U/t = 1, 2 respectively at half filling on average.
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FIG. 2. Error in internal energy for thermal HF, covariant CISD and CCSD for the six-level pairing model with (a) G = 0.2,
and (b) G = 0.5 respectively at half filling on average.
In our implementation, we use zero-temperature
ground-state HF, which may or may not preserve the
ground-state symmetries, to construct the energy eigen-
values in H0. Using an α- and β-independent H0 is anal-
ogous to the imaginary-time interaction picture formal-
ism and simplifies our implementation since, (i) an α-
and β-independent H0 leads to clean analytical forms for
the mean-field evolution operator as well as the α- and
β-derivatives of the thermal quasiparticle operators, and
(ii) H0 being diagonal yields a straightforward thermal
Bogoliubov transformation in Eq 18. We note, however,
that this choice is different from the one used in Ref. 42,
where we use simply the one-electron Hamiltonian to con-
struct H0.
VI. RESULTS
Armed with the working equations, we now proceed to
present results for the application of the thermal CC in
the covariant formalism, truncated at singles and doubles
(CCSD), to various many-electron systems, viz. the one-
dimensional Hubbard model,61 the pairing or the reduced
BCS model, as well as chemical systems (atomic Beryl-
lium and molecular H2). In order to make correspon-
dence with the canonical ground state limit, we present
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FIG. 3. Error in internal energy for Be atom as function of
temperature (θ) in thermal HF, covariant CISD and CCSD
as calculated in STO-3G basis.
results for all of these systems with a fixed number of
particles on average - at each β grid-point, we evolve the
thermal states in α to fix the average number of particles
before evolving again in β. We compare our results with
full configuration interaction (FCI) results.
We first apply the CCSD methods to the one-
dimensional Hubbard model with periodic boundary con-
ditions. Having already presented results for thermal CI
truncated to singles and doubles (CISD) in Ref. 42, this
model system seems to be the right place to start com-
paring thermal CC with thermal HF and CI. The Hamil-
tonian is given by
H = −t
∑
〈p,q〉,σ
(
c†p,σ cq,σ + h.c.
)
+ U
∑
p
np,↑ np,↓, (29)
where 〈, 〉 denotes that the sum is carried over sites con-
nected in the lattice, t denotes the strength of the ki-
netic energy term, U denotes the strength of the on-site
Coulomb repulsion, and np,σ = c†p,σ cp,σ is the number
operator for lattice site p and spin σ. The ratio U/t
characterizes the correlation strength.
Figure 1a shows the temperature dependence of the
error in internal energy for a two-site Hubbard model at
half-filling on average with U/t = 1 as computed by ther-
mal HF, covariant CISD, thermal CCSD as well its fixed-
reference formulation. Figure 1b presents the same for a
six-site Hubbard model with U/t = 2. For both cases, re-
stricted HF (or RHF) eigenvalues and integrals have been
used to constructH0 andH respectively. Thermal CCSD
clearly outperforms CISD, especially for larger systems
where CI is a less accurate wavefunction ansatz. More-
over, the covariant thermal CISD and CCSD go to the
appropriate ground-state restricted CCSD in the limit
β → ∞ (or θ → 0, where θ = 1/β is the temperature).
We note that while CCSD and CISD are exact in describ-
ing the ground state of the two-site Hubbard model, they
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FIG. 4. Error in internal energy for H2 molecule at bond
length of 0.74Å as function of temperature θ in thermal HF,
covariant CISD and CCSD as calculated in STO-3G basis.
are not exact at finite temperatures since we are work-
ing in the grand canonical ensemble. The fixed-reference
CCSD, on the other hand, performs poorly except for a
small window around β = 0. Such a behaviour can be
anticipated since this method uses the thermal reference
corresponding to β = 0 as its starting point. Accord-
ingly, for all other results that follow, we present only
the covariant methods.
Next, we consider the reduced BCS or the pairing
model, the Hamiltonian for which is given by
H =
∑
p
pNp −G
∑
p,q
P †pPq (30)
where Np counts the number of electrons, p denotes
the energy, and P †p/Pp respectively creates/annihilates
a pair of electrons in the pth-level, while G quantifies
the attractive pair-hopping interaction. Here we choose
the energy levels with a uniform spacing of 1 unit, i.e.,
∆ = p+1− p = 1. Figure 2a describes the temperature
dependence of the error in internal energy for a six-level
pairing model with G = 0.2 (weakly correlated) at aver-
age half-filling. Figure 2b shows the same for G = 0.5
(near critical regime). Again, we use RHF eigenvalues
and integrals to construct H0 and H, and we see that the
covariant thermal CCSD improves significantly over both
the HF and CISD. We also recover the zero-temperature
ground-state limit for thermal CISD and CCSD. Fig-
ures 3 and 4 show similar trends for atomic Beryllium
and molecular H2 at bond length 0.74Å in STO-3G basis
sets.
In all of our applications so far, H0 is constructed
using RHF energy eigenvalues. Accordingly, in the
zero-temperature limit, thermal HF approaches ground-
state RHF and thermal CCSD approaches ground-
state RCCSD. In strongly-correlated regime, where zero-
temperature RCCSD fails to converge, the evolution of
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FIG. 5. Error in internal energy for thermal HF and ther-
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Hubbard model with U/t = 5 at half filling on average.
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for the ten-site Hubbard model with t = 1, U = 2 at vari-
ous temperatures θ and a fixed chemical potential, µ = 0.9
(which ensures half-filling in the large β limit), computed us-
ing thermal CCSD. Exact (FCI) and RCCSD results for the
ground-state correlation functions are also included for refer-
ence.
thermal CCSD also eventually diverges. Such an issue
can be avoided by using unrestricted HF (or UHF) en-
ergy eigenvalues and integrals to construct H0 and H
respectively. Figure 5 shows the performance of RHF
and UHF based thermal CCSD internal energies against
FCI results for six-site Hubbard model at half-filling on
average with U/t = 5.
In addition to the internal energy, we can also compute
other physical properties and correlation functions at any
temperature / chemical potential. In Figure 6, we show
the z-component spin-spin correlation function
χ(i, j) = 〈Sz(i) Sz(j)〉 (31)
for the ten-site Hubbard model with U/t = 2. Here, the
expectation values are computed using linear-response
density matrices and orbital relaxation effects have not
been considered. As one would expect, at very high tem-
perature θ, there is no correlation between adjacent spins.
As θ is reduced, the correlation appears and becomes
maximal in the zero-temperature limit. Again, as with
the internal energies, we see that the correlation function
approaches the ground state CC in the limit β →∞.
VII. CONCLUSIONS
We have demonstrated that the framework of ther-
mofield dynamics can be exploited to formulate a finite-
temperature coupled cluster theory. We use the CCSD
approximation to benchmark our method on various
many-electron Hamiltonians and find that it performs
substantially better than the thermal Hartree-Fock and
thermal CI, just as one would expect for their ground-
state counterparts. This improved accuracy comes with
the same asymptotic O(N6) scaling (N being the num-
ber of spin-orbitals or basis functions) as does standard
quasiparticle CCSD, with a modestly larger pre-factor,
though note that we must solve these equations at each
grid point in the imaginary-time evolution. We also ob-
serve that in the zero-temperature limit, thermal HF and
CCSD approaches the appropriate ground-state HF and
CCSD.
The thermofield based formulation of CC provides
the basis for generalization of more sophisticated CC
ansatze, e.g. unitary and multi-reference CC, to finite-
temperatures, something that will be explored in future
work. Moreover, while CCSD with a perturbative treat-
ment of triple excitations, or CCSD(T), has claimed the
status of “gold standard” among ground-state methods
for achieving chemical accuracy in weakly correlated sys-
tems, it is not clear how a similar notion can be defined
for finite-temperature methods. More benchmark studies
need to be performed to understand and improve accu-
racy of thermal CC.
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8Appendix A: Thermal CCSD Equations
When the cluster operator S is truncated to singles
and double excitation operators only, i.e.,
S = s0 +
∑
pq
spqa
†
pa˜
†
q +
1
4
∑
pqrs
spqrsa
†
pa
†
qa˜
†
sa˜
†
r
the evolution equations (c.f. Eq. 24) for the CC ampli-
tudes take the following form for the α-evolution,
∂s0
∂α
=
1
2
R0N − S0α (A1)
∂spq
∂α
=
1
2
RpqN − Spqα , (A2)
∂spqrs
∂α
=
1
2
RpqrsN − Spqrsα , (A3)
where RN denotes the various CC residuals for the α-
evolution,
R0N = 〈Ψ0|
(
e−SNeS −N) |Ψ0〉,
=
∑
a
xayasaa (A4a)
RpqN = 〈Ψ0|a˜qap
(
e−SNeS −N) |Ψ0〉,
= (x2p − y2q )spq +
∑
a
xaya (sapaq − spasaq)
(A4b)
RpqrsN = 〈Ψ0|a˜ra˜saqap
(
e−SNeS −N) |Ψ0〉,
= (x2p + x
2
q − y2r − y2s)spqrs
+
1
2
P(pq)P(rs)
∑
a
xaya (sasspqar − spasaqrs)
(A4c)
and the operator-derivative terms are given by
S0α = −
1
2
∑
a
xayasaa (A5a)
Spqα =
1
2
∑
a
xaya (spasaq + spaaq) (A5b)
Spqrsα = −
1
4
P(pq)P(rs)
∑
a
xaya (sasspqar − spasaqrs) ,
(A5c)
where x and y are the thermal Bogoliubov parameters
and the dummy indices a, b, . . . are summed over all
the spin-orbitals. Equations for the β-evolution can be
obtained in a similar way,
∂s0
∂β
=
1
2
R0H − S0β (A6)
∂spq
∂β
=
1
2
RpqH − Spqβ , (A7)
∂spqrs
∂β
=
1
2
RpqrsH − Spqrsβ , (A8)
where RH denotes the various CC residuals for the β-
evolution. Using the thermal Bogoliubov transformation
described in Eq. 18, a general two-body Hamiltonian,
H =
∑
p
hpqc
†
pcp +
1
4
∑
pqrs
upqrsc
†
pc
†
qcscr,
can be expressed in terms of thermal cre-
ation/annihilation operators, and takes the form
H = h0 +
∑
ab
[
h
(11)
ab
(
a†aa˜
†
b + h.c.
)
+ h
(20)
ab a
†
aab + h
(02)
ab a˜
†
aa˜b
]
+
∑
abcd
[
h
(221)
abcd
(
a†aa
†
ba˜
†
da˜
†
c + h.c.
)
+ h
(222)
abcd a
†
aa˜
†
ba˜dac
+h
(31)
abcd
(
a†aa
†
ba˜
†
cad + h.c.
)
+ h
(13)
abcd
(
a†aa˜
†
ba˜
†
ca˜d + h.c.
)
+ h
(40)
abcda
†
aa
†
badac + h
(04)
abcda˜
†
aa˜
†
ba˜da˜c
]
(A9)
where we use h0, h(11), etc. to denote the effective matrix elements of the general quasiparticle Hamiltonian (h(11) is
associated with operators that contain a non-tilde and a tilde quasiparticle each, h(20) with two non-tilde quasiparticle
operators, and so on), which are given by
h0 =
∑
a
y2ahaa +
1
2
∑
ab
y2ay
2
buabab (A10)
h
(11)
ab = xaybfab, h
(20)
ab = xaxbfab, h
(02)
ab = −yaybfab, with fab = δabhab +
∑
c
y2cuacbc (A11)
h
(221)
abcd =
1
4
xaxbycyduabcd, h
(222)
abcd = xaxcybyduadbc, h
(31)
abcd = −
1
2
xaxbycxduabcd,
h
(13)
abcd = −
1
2
xaybycyduadbc, h
(40)
abcd =
1
4
xaxbxcxduabcd, h
(04)
abcd =
1
4
yaybycyduabcd. (A12)
9In obtaining the above expressions, we have assumed real matrix elements in the Hamiltonian. The residuals can then
be expressed compactly in terms of the effective Hamiltonian matrix elements,
R0H = 〈Ψ0|
(
e−SHeS −H0
) |Ψ0〉,
= h0 −
∑
a
y2aa +
∑
ab
h
(11)
ab sab +
∑
abcd
(2sacsbd + sabcd)h
(221)
abcd (A13a)
RpqH = 〈Ψ0|a˜qap
(
e−SHeS −H0
) |Ψ0〉,
= h(11)pq − δpqpxpyp +
∑
a
(
h(02)aq spa + h
(20)
ap saq
)
−
∑
ab
(
h
(11)
ab (saqspb + spabq)− h(222)pqab sab
)
+
∑
abc
(
h
(13)
abcq (2sabspc + sapbc)− h(31)abcp (2sacsbq + sabcq)
)
− 2
∑
abcd
h
(221)
abcd (2sac(sbqspd + spbdq)− saqsbpcd − spcsabdq)
(A13b)
RpqrsH = 〈Ψ0|a˜ra˜saqap
(
e−SHeS −H0
) |Ψ0〉,
= P(pq)P(rs)
[
h(221)pqrs +
∑
a
(
1
2
(
h(02)ar spqas + h
(20)
ap saqrs
)
+ h(13)prsasqa + h
(31)
pqsasar
)
+
1
2
∑
ab
(
h
(04)
abrs(2spasqb + spqab) + h
(40)
abpq(2sarsbs + sabrs)− h(11)ab (sarspqbs + spbsaqrs)− 2h(222)prab (sqabs + sassqb)
)
+
∑
abc
(
h
(13)
abcr
(
sabspqcs +
1
2
sas(2spbsqc + spqbc)− 2spbsaqcs
)
+ h
(31)
abcq
(
sacsbprs +
1
2
spc(2sarsbs + sabrs)− 2sarsbpcs
))
−
∑
abcd
h
(221)
abcd
(
2sac(sbrspqds + spdsbqrs)− 1
2
sarsbs(2spcsqd + spqcd) + 4sarspcsbqds
−1
4
sabrs(2spcsqd + spqcd) + (sabcrspqds + sapcdsbqrs) + 2sbqdrsapcs
)]
, (A13c)
where we have used the Baker-Campbell-Hausdorff ex-
pansion to simplify the similarity transformation, i.e.
e−SHeS = H + [H,S] +
1
2!
[[H,S], S] + . . . . (A14)
For a two-body Hamiltonian, with S truncated to at most
double quasiparticle excitations, this expansion truncates
at fourth order. Diagrammatic expressions for these
equations can also be formulated along similar lines as
Bogoliubov coupled cluster methods.62 The operator-
derivative terms in the β-evolution are given by
S0β =
1
2
∑
a
axayasaa (A15a)
Spqβ = −
1
2
∑
a
axaya (spasaq + spaaq) (A15b)
Spqrsβ =
1
4
P(pq)P(rs)
∑
a
axaya (sasspqar − sqasaprs) .
(A15c)
Appendix B: Fixed-reference formulation
In the fixed-reference formalism, which is quite analo-
gous to the Schrödinger picture approach, we choose the
state |I〉 as the zeroth order approximation to the ther-
mal state. However, as we have discussed in Ref. 42, one
can chose any value of chemical potential α0 and tem-
perature β0 to construct the thermal reference state. It
is merely a matter of comfort to use α0 = 0 = β0 as
the corresponding initial conditions for the cluster am-
plitudes are trivial. For |I〉 as our choice of reference, it
is convenient to redefine the thermal state as
|ψ(α, β)〉 = eαN−βH |I〉, (B1)
so that the thermal expectation value of any physical
quantity A becomes
〈A〉 = 〈I|A e
−βH |I〉
〈I| e−βH |I〉 , (B2a)
=
〈I|A |ψ(α, β)〉
〈I|ψ(α, β)〉 , (B2b)
and a better bra is no longer required. Correspondingly,
the governing imaginary time Schrödinger equations be-
come
∂
∂β
|ψ(α, β)〉 = −H|ψ(α, β)〉. (B3a)
∂
∂α
|ψ(α, β)〉 = N |ψ(α, β)〉. (B3b)
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The thermal state for a given chemical potential α at
inverse temperature β can then be written as an expo-
nential coupled cluster wavefunction
|Ψ(α, β)〉 = eT (α,β) |I〉, (B4)
where the cluster operator T (α, β) builds correlation
atop |I〉. With this CC wavefunction ansatz, the finite-
temperature expectation value of any physical quantity
A becomes
〈A〉 = 〈I|AeT |I〉e−t0 = 〈I|e−TAeT |I〉. (B5)
The state |I〉 is annihilated by thermal quasiparticle op-
erators ap and a˜p corresponding to xp = yp = 1/
√
2 in
the Bogoliubov transformation in Eq. 18. We will refer
these field operators as
dp, d
†
p, d˜p, d˜
†
p.
Therefore, the cluster operator T can be expressed as
T = t0 +
∑
p,q
tpqd
†
pd˜
†
p +
1
(2! )2
∑
p,q,r,s
tpqrsd
†
pd
†
qd˜
†
sd˜
†
r + . . . ,
(B6)
where the α- and the β-dependence is carried by the clus-
ter amplitudes. These cluster amplitudes are found by in-
tegrating the imaginary time Schrödinger Eq. B3, which,
upon substituting the wavefunction ansatz of Eq. B6,
gives the following working equation
∂T
∂α
|I〉 = e−TNeT |I〉, (B7a)
∂T
∂β
|I〉 = −e−THeT |I〉. (B7b)
Like conventional ground-state CC, Eq. B7 can be left-
projected with the ground and excited slater determi-
nants to yield the evolution equations for the amplitudes,
∂t0
∂β
= − 1ZI 〈I| e
−THeT |I〉, (B8a)
∂tpq
∂β
= − 1ZI 〈I| d˜qdp| e
−THeT |I〉, (B8b)
∂tpqrs
∂β
= − 1ZI 〈I| d˜rd˜sdqdp e
−THeT |I〉, (B8c)
and so on, where ZI = 〈I|I〉. Similar equations can be
derived for evolution along α. These equations can be in-
tegrated starting from β = 0 (or any other value), where
the initial values of the amplitudes are known, to the re-
quired inverse temperature and chemical potential. Here,
since |I〉 is exact at α, β = 0, we have the initial condi-
tions,
t0 = 0, tpq = 0, tpqrs = 0, . . . .
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