Modelización y resolución del problema de diseño de redes ópticas elásticas multicapa con fallos by Alonso Fernández, Carlos
  
 
 
 
 
 
 
 
 
 
 
Títol: Modelización y resolución del problema de diseño 
de redes ópticas elásticas multicapa con fallos 
Autor: Carlos Alonso Fernández 
 
Director: Luis Velasco Esteban 
Co-Director: Marc Ruiz Ramírez 
 
Departament: Arquitectura de Computadores 
Convocatòria: Junio 2014 
Llicenciatura en 
Ciències i Tècniques 
Estadístiques 
  
 
 
Agradecimientos 
Me gustaría agradecer a mis directores de proyecto toda la ayuda y dedicación que 
han tenido en la elaboración de este proyecto, así como toda la formación impartida 
en el campo de las redes ópticas. En especial a Marc Ruiz por todo su trabajo y 
paciencia en la supervisión de la  realización de esta memoria. 
Quiero dar las gracias al Grupo de Comunicaciones Ópticas (GCO) de la UPC por 
cederme un espacio, tanto físico como personal, para poder realizar este el trabajo. 
Finalmente agradecer a mi familia y amigos el apoyo recibido durante el transcurso 
de  este proyecto. 
 
  
 
 
Índice 
Lista de figuras ........................................................................... 7 
Lista de tablas ............................................................................. 9 
Capítulo 1. Introducción ......................................................... 11 
1.1 Motivación y objetivos ................................................................................. 11 
1.2 Organización de la memoria ....................................................................... 12 
Capítulo 2. Conceptos teóricos .............................................. 15 
2.1 Redes Ópticas .............................................................................................. 15 
2.1.1 Conceptos básicos .................................................................................. 15 
2.1.2 Redes ópticas elásticas .......................................................................... 16 
2.1.1 Redes ópticas elásticas multicapa ........................................................ 17 
2.1.1 Elementos de la red multicapa ............................................................. 19 
2.1.2 Mecanismos de restauración en redes multicapa elástica ................... 22 
2.2 Investigación Operativa .............................................................................. 25 
2.2.1 Formulación de problemas en flujos en redes ...................................... 25 
2.2.2 Formulaciones multiescenario .............................................................. 27 
2.3 Resumen ...................................................................................................... 29 
Capítulo 3. Definición y modelización del problema ........ 31 
3.1 Definición del problema .............................................................................. 31 
3.2 Planteamiento del problema ....................................................................... 32 
4  
3.3 Notación ....................................................................................................... 33 
3.4 Formulación matemática ............................................................................ 35 
3.5 Análisis de complejidad ............................................................................... 41 
3.6 Resumen ...................................................................................................... 42 
Capítulo 4. Métodos de resolución ........................................ 43 
4.1 SUMON-GO ................................................................................................ 43 
4.2 SUMON-ID .................................................................................................. 44 
4.2.1 Concepto General .................................................................................. 44 
4.2.2 Primera fase .......................................................................................... 45 
4.2.3 Segunda fase ......................................................................................... 46 
4.2.4 Análisis de complejidad ........................................................................ 47 
4.3 SUMON-ID-R .............................................................................................. 48 
4.3.1 Concepto General .................................................................................. 49 
4.3.2 Notación y formulación matemática ..................................................... 50 
4.3.3 Análisis de complejidad ........................................................................ 51 
4.4 Resumen ...................................................................................................... 51 
Capítulo 5. Resultados numéricos ........................................ 53 
5.1 Topologías e implementación ...................................................................... 53 
5.2 Ordenación del procesamiento de escenarios de fallos ............................... 55 
5.3 Comparación de métodos ............................................................................ 59 
5.3.1 SUMON-GO vs. SUMON-ID ................................................................ 60 
5.3.2 SUMON- ID vs. SUMON-ID-R ............................................................. 62 
5.4 Caso práctico de aplicación de SUMON ..................................................... 63 
5.5 Resumen ...................................................................................................... 66 
Capítulo 6. Conclusiones ......................................................... 67 
6.1 Contribuciones............................................................................................. 67 
6.2 Evaluación personal .................................................................................... 68 
6.3 Trabajo futuro ............................................................................................. 69 
 5 
Apendice A. Código implementado ....................................... 71 
Referencias ................................................................................ 83 
 

  
 
 
Lista de figuras 
Figura 2-1 Representación lógica de un enlace de fibra óptica ................................ 17 
Figura 2-2 Establecimiento de una conexión óptica ................................................. 18 
Figura 2-3 Red de dos capas...................................................................................... 18 
Figura 2-4 Arquitectura de red dinámica ................................................................. 20 
Figura 2-5. Elementos de una red multicapa ........................................................... 20 
Figura 2-6 Tipos de  transponders: FT(izquierda), BVT (centro), SBVT (derecha) . 21 
Figura 2-7 Ejemplo de re-enrutamiento en la capa IP/MPLS .................................. 23 
Figura 2-8 Adaptación del espectro óptico ................................................................ 23 
Figura 2-9 Ejemplo re-enrutamiento de una conexión óptica .................................. 23 
Figura 2-10 Ejemplo de modificación de la conectividad virtual ............................. 24 
Figura 2-11 Ejemplo restauración de fallo en un transponder ................................ 24 
Figura 2-12 Representación conceptual de un problema de optimización 
multiescenario ........................................................................................................... 29 
Figura 5-1 Red de referencia1 ................................................................................... 54 
Figura 5-2 Red de referencia 2: a) Topología  virtual (capa IP/MPLS);  b) Topología 
física (British Telecom) ............................................................................................. 54 
Figura 5-3 Evolución del CAPEX durante en el procesamiento por bloques de fallos.
 ................................................................................................................................... 56 
Figura 5-4 Distribución de los tiempos de resolución de LP1 y LP2  en SUMON-ID.
 ................................................................................................................................... 59 
Figura 5-5 CAPEX con BVTs y SBVTs con ρ=1 ........................................................ 64 
Figura 5-6 Ahorro relativo por el uso de SBVTs....................................................... 65 
Figura 5-7 CAPEX con respecto de ρ ........................................................................ 65 
8  
  
 
 
Lista de tablas 
Tabla 2-1 Complejidad formulaciones enlace-ruta y nodo-enlace ............................ 27 
Tabla 3-1 Configuración de los distintos tipos de transponders .............................. 36 
Tabla 3-2 Aproximaciones de las dimensiones de SUMON ..................................... 41 
Tabla 3-3 Número de variables y restricciones instancia pequeña .......................... 41 
Tabla 4-1Pseudocódigo método SUMON-ID ............................................................. 45 
Tabla 4-2  Aproximaciones de complejidad SUMON-ID .......................................... 47 
Tabla 4-3 Número de variables y restricciones SUMON-ID instancia pequeña ..... 47 
Tabla 4-4 Número de variables y restricciones SUMON-ID instancia media ......... 48 
Tabla 4-5 Pseudocódigo método SUMON-ID-R ........................................................ 49 
Tabla 4-6 Aproximaciones de complejidad de SUMON-ID-R ................................... 51 
Tabla 4-7 Ejemplo aproximación de la complejidad de SUMON-ID-R .................... 51 
Tabla 4-8 Resumen métodos de resolución ............................................................... 52 
Tabla 5-1 Evolución del CAPEX durante en el procesamiento por bloques de fallos
 ................................................................................................................................... 57 
Tabla 5-2 Resultados de los tiempos del  procesamiento por bloques de fallos ....... 58 
Tabla 5-3 Resultados comparación SUMON-GO vs. SUMON-ID con BVTs ........... 60 
Tabla 5-4 Resultados comparación SUMON-GO vs. SUMON-ID con SBVTs ......... 61 
Tabla 5-5 Resultados comparación SUMON-ID vs. SUMON-ID-R ......................... 62 

  
 
 
Capítulo 1.  
Introducción 
1.1 Motivación y objetivos 
El volumen de tráfico de datos de Internet que necesita ser transportado a través 
de las redes de comunicaciones es cada vez mayor, más heterogéneo, y más 
dinámico. Esto se debe principalmente al incremento de las aplicaciones que 
consumen un gran ancho de banda (video de alta calidad, juegos online de alta 
definición) que, no solo incrementan este tráfico desde los centros de procesamiento 
de datos hasta los usuarios finales sino que requieren de acciones de sincronización 
y migración de un gran volumen de contenidos entre centros de procesamiento de 
datos. Ello supone que varios Terabytes de datos deban ser transportados en pocos 
minutos entre distintas partes de la red [Ve13]. 
Actualmente, las redes ópticas de comunicaciones dotan de esta conectividad 
necesaria para transportar tal volumen de datos. Específicamente, la tecnología de 
redes ópticas multicapa basadas en tecnología óptica DWDM (Dense Wavelength-
Division Multiplexing) permite establecer conexiones ópticas de gran capacidad y, 
por otra parte, gestionar de forma dinámica y automatizada los recursos de 
capacidad proporcionados por estas conexiones. Así, el uso de una capa virtual 
formada por routers IP/MPLS conectados mediante enlaces virtuales que 
corresponden a conexiones ópticas permite que se establezcan y eliminen 
conexiones a nivel de la capa virtual de un modo dinámico y automatizado [Ru11]. 
A parte de estas acciones de establecimiento y liberación de conexiones ante las 
necesidades cambiantes de tráfico, existen otras operaciones que son ejecutadas de 
forma dinámica. Son especialmente importantes aquellas acciones de restauración 
de tráfico cuando un fallo afecta a la red. En redes ópticas multicapa, estos fallos 
pueden afectar tanto a componentes de la red óptica como a componentes de los 
routers de la capa IP/MPLS. Por lo tanto, los operadores buscaran tener redes que 
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sean capaces de superar estos fallos mediante mecanismos de restauración 
automatizados que coordinen ambas capas con el fin de mejorar la efectividad de 
dicha restauración. Nótese que previamente a su funcionamiento, las redes deben 
ser diseñadas y dimensionadas para asegurar que la restauración podrá ser 
ejecutada satisfactoriamente [Ru11]. 
Sin embargo, esta arquitectura de red resulta aún demasiado rígida para las 
perspectivas de tráfico futuras, ya que la dinamicidad a nivel óptico es muy 
reducida. Por ello, la investigación en nuevas tecnologías evoluciona hacia un 
escenario formado por redes ópticas elásticas, adaptables a cambios bruscos en el 
tráfico de una forma dinámica y automatizada, con una mejor gestión de los 
recursos de capacidad que, además, se ven aumentados notoriamente. La 
tecnología flexgrid permite dotar a las redes de esta elasticidad a partir de una 
infraestructura que puede ser desplegada e integrada con las actuales redes ópticas 
DWDM [Ru14]. 
En este proyecto afrontaremos el diseño óptimo de redes ópticas elásticas 
multicapa con el objetivo de asegurar recuperación del tráfico ante el evento de un 
fallo, contemplando varios tipos: corte en un enlace de fibra, fallo en un router, y 
fallo en un transponder en un router. Este trabajo continua la línea iniciada en 
[Pe12], donde se abordaba el diseño óptimo de redes flexgrid multicapa sin fallos. A 
parte de la consideración de fallos, en este proyecto incluiremos el uso de 
transponders multiflujo de ancho de banda variable (llamados SBVTs), que no se 
habían considerado en anteriores trabajos abordando problemas similares, y que se 
perfilan como elementos importantes en el desarrollo de las redes ópticas del 
futuro. 
Los objetivos específicos de este PFC en relación al problema de diseño de red 
descrito son: i) la definición y formulación matemática del problema como un 
modelo de programación lineal entera mixta; ii) el diseño, desarrollo, e 
implementación de distintos métodos de resolución de este problema; iii) la 
validación de estos métodos y del problema en sí a través de resultados numéricos; 
y iv) la aplicación de este problema como herramienta para la realización de 
estudios tecno-económicos sobre redes ópticas elásticas multicapa con consideración 
de fallos y restauración dinámica. 
 
1.2 Organización de la memoria 
El resto de este documento se organiza de la siguiente forma: en el Capítulo 2 se 
presentan los conceptos teóricos más relevantes sobre redes ópticas e investigación 
operativa, necesarios para una correcta comprensión de este trabajo. En el Capítulo 
3 se define y formula el problema de diseño de red óptica elástica multicapa 
abordado en este proyecto. En el Capítulo 4 se detallan los métodos de resolución 
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de dicho problema basados en la formulación matemática del capítulo anterior. En 
el Capítulo 5 se muestran todos los resultados numéricos de este proyecto, tanto los 
de validación de los métodos propuestos como el estudio tecno-económico realizado 
como ejemplo de aplicación útil del problema. Finalmente, el Capítulo 6 concluye el 
trabajo, apuntando las contribuciones y la valoración personal, así como las líneas 
más importantes de continuación de este trabajo en el futuro. 
Además de estos capítulos, se facilita un anexo con parte del código implementado 
en Matlab para la resolución del problema. 
 

  
 
 
Capítulo 2.  
Conceptos teóricos 
En este capítulo se introducen los conceptos teóricos sobre redes ópticas e 
investigación de operaciones necesarios para simplificar la comprensión de los 
contenidos de este proyecto. 
En primer lugar, se introducen conceptos generales sobre redes ópticas así como 
sus componentes y su representación formal. A continuación se introducen las 
redes ópticas elásticas con tecnología flexgrid y las redes con arquitectura 
multicapa, y se describen con detalle los tipos de equipamiento y mecanismos de 
restauración de fallos asociados a este tipo de redes. En segundo  lugar,  se exponen 
los conceptos de investigación operativa sobre formulación de problemas de flujos 
en redes y sobre formulaciones multiescenario. Esto, sumado a los conceptos sobre 
redes ópticas de alta capacidad expuestos en la primera sección, nos permite tener 
el suficiente conocimiento como para abordar los principales objetivos de este 
proyecto. 
2.1 Redes Ópticas 
2.1.1 Conceptos básicos 
Una red óptica se puede definir como una topología de red junto con una serie de 
equipos y dispositivos de una determinada tecnología óptica que la caracterizan. En 
general, se representa con un grafo no dirigido, donde los arcos son enlaces de fibra 
óptica y los vértices representan nodos ópticos con todo el equipamiento necesario 
para poder establecer, enrutar, y eliminar conexiones ópticas a través de las fibras 
de la red. Un enlace de fibra óptica tiene una capacidad útil que denominaremos 
espectro o ancho espectral, que se mide en GigaHerzios (GHZ) y que viene dada en 
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gran parte por el tipo de equipamiento instalado en los nodos y la eficiencia 
espectral de la establecida en las conexiones. 
Las conexiones ópticas son caminos que se establecen en la red y que permiten 
transmitir datos en forma de onda de luz (en inglés, lightpaths). En una misma 
fibra y momento pueden transportarse varias de estas conexiones simultáneamente 
porque cada una de ellas ocupa una porción del espectro óptico diferente. Es decir, 
si dividimos el espectro en varios fragmentos (o longitudes de onda), cada uno de 
ellos solo podrá soportar una conexión en un momento dado. Esta multiplexación 
del espectro óptico es lo que dota a las redes ópticas de una gran capacidad para el 
transporte de datos. 
El objetivo de las conexiones ópticas es satisfacer las demandas de peticiones de 
conexión de clientes que llegan a la red. Una demanda de conexión consta, 
fundamentalmente, de la siguiente información: los nodos origen y destino para 
realizar la conexión, y la cantidad de ancho de banda a transportar, generalmente 
expresado en Megabits por segundo (Mbps) o Gigabits por segundo (Gb/s). El 
proceso de establecimiento de estas conexiones ópticas se obtiene tras resolver el 
problema denominado de enrutamiento y asignación de espectro (en inglés RSA, 
routing and spectrum assignment). El objetivo es encontrar una ruta que contenga 
espectro suficiente para albergar el ancho de banda demandado por el cliente, 
estableciéndose si esa capacidad libre existe o rechazándose en caso contrario.  
2.1.2 Redes ópticas elásticas 
Una red óptica elástica se define como aquella red óptica que tiene la capacidad de 
adaptar el espectro asignado de las conexiones ópticas a los requerimientos de 
ancho de banda del tráfico transportado. En contraposición se encuentran las  
redes ópticas rígidas, donde cada conexión óptica ocupa la misma cantidad de 
espectro; esto conlleva a que estas redes rígidas, como las redes DWDM [ITU-
G.694] utilizadas actualmente, agrupen mucho el tráfico en conexiones ópticas de 
gran ancho de banda para así no desaprovechar recursos de capacidad. Sin 
embargo, las redes ópticas elásticas permiten una mayor versatilidad y 
adaptabilidad con el fin de obtener un mejor aprovechamiento de los recursos 
ópticos. 
Entre las tecnologías que se están investigando para el desarrollo de redes ópticas 
elásticas, la que está proporcionando un mejor balance entre rendimiento y 
complejidad tecnológica es la tecnología flexgrid [LI11]. En las redes que 
incorporan la tecnología flexgrid el espectro óptico de la red se encuentra dividido 
en porciones de la misma anchura denominadas segmentos (slices). La anchura de 
estos segmentos viene dada en GHz  y en general será un valor pequeño (por 
ejemplo: 6,25 GHz). La frecuencia central (CF) se define como la posición central 
del segmento del espectro asignado, lo cual permite ordenar los segmentos de forma 
lógica a partir de sus frecuencias centrales. En cambio, un subconjunto de 
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segmentos contiguos (adyacentes) se le denomina canal y que se caracteriza por su 
CF y por el número de segmentos que contiene.  
La asignación de espectro (SA) de una conexión óptica consiste en la búsqueda de 
un determinado canal que debe cumplir las restricciones de contigüidad y 
continuidad; es decir, todos los segmentos que ocupa una conexión óptica deben ser 
adyacentes (restricción de contigüidad), asimismo el canal asignado se debe utilizar 
la misma parte del espectro (es decir, utilizando el mismo CF) para todos los 
enlaces que utilice esa conexión óptica (restricción de continuidad). Con el fin de 
ilustrar los conceptos introducidos anteriormente, la Figura 2-1 representa el 
espectro de un enlace de fibra dentro de una red óptica flexgrid. 
 
Figura 2-1 Representación lógica de un enlace de fibra óptica 
La Figura 2-2 muestra un ejemplo de cómo se establecería una petición de conexión 
entrante en el nodo B con destino al nodo D, demandando una cantidad de ancho de 
banda que debería ser servida por 2 segmentos. En la fase de búsqueda de ruta se 
debe encontrar una que tenga suficiente capacidad utilizable, generalmente la más 
corta posible (porque es la que utiliza menos recursos). No obstante, una condición 
que deben cumplir las conexiones ópticas es que la porción de espectro usada en 
cada enlace de la ruta sea la misma (continuidad de espectro). Como se observa, 
aunque la ruta formada por los arcos B-A y A-D es la más corta en número de 
saltos y tiene capacidad libre disponible, no se puede cumplir la condición de 
continuidad. Es por eso que la ruta finalmente establecida es la que sigue los 
enlaces B-A, A-C, y C-D, que sí tiene suficientes segmentos continuos en todos los 
enlaces. 
2.1.1 Redes ópticas elásticas multicapa 
En esta sección se introduce la arquitectura multicapa para redes ópticas elásticas. 
Como se muestra en la Figura 2-3, el modelo multicapa básico de dos capas consta 
de: una capa óptica y una capa de agregación (capa IP/MPLS), mientras que las 
redes de una sola capa únicamente disponen de la capa óptica mencionada. 
La capa IP/MPLS consiste en una capa de agregación de demandas de los clientes 
que tienen que ser servidas mediante conexiones ópticas sobre la capa óptica; 
creando así, una relación cliente-servidor [Pi04]. Esta disposición permite agregar 
el tráfico de las demandas en la capa IP/MPLS y transportarlo sobre la capa óptica,  
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Figura 2-2 Establecimiento de una conexión óptica 
Capa de agregación
Capa óptica
Nodo 
óptico 
(OXC) Enlace de fibra
Router
IP/MPLS
Enlace virtual
Conexión óptica
 
Figura 2-3 Red de dos capas 
optimizando así el uso total de la capacidad de red. En contraposición, en las redes 
con una sola capa, cada demanda del cliente se direcciona usando una conexión 
óptica, mientras que en las redes multicapa diversos flujos de demandas de clientes 
pueden agruparse y transportarse en una misma conexión óptica. En apartados 
posteriores se entrará en más detalle sobre el funcionamiento de las redes elásticas 
multicapa, y cómo se establecen las relaciones entre los enlaces de la capa virtual y 
las  conexiones ópticas de la capa física. 
La capa óptica está compuesta por nodos ópticos (OXC) o nodos ópticos y enlaces de 
fibra incorporando la tecnología flexgrid mencionada en al apartado anterior. La 
capa de agregación está formada por nodos (routers) que permiten realizar 
agregación del tráfico de los clientes por medio de alguna tecnología disponible 
(IP/MPLS, Gigabit Ethernet, etc). Estos routers estan formados por una serie de 
elementos modulares (tarjetas) que se interconectan en un chasis de soporte. Los 
enlaces de esta capa representan las conexiones ópticas que se realizan en la capa 
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óptica. De hecho, la topología de esta capa se conoce como topología virtual ya que 
no existen enlaces físicos que conectan los nodos IP/MPLS. En la figura anterior se 
observa un enlace virtual y la conexión óptica que lo soporta. Por último, los nodos 
de agregación están conectados a los OXCs subyacentes por medio de puertos opto-
electrónicos. Aunque existen diferentes tipos de representación de estas 
arquitecturas, en general cada nodo en la capa de agregación se localiza junto a un 
OXC de la capa óptica. 
En este proyecto trataremos con redes multicapa jerárquicas. Así distinguiremos 
dos tipos de localizaciones según el tipo de router que tengan asociado: router de 
ingreso/salida de tráfico (comúnmente denominados routers metro) y router de 
tránsito. Mientras que los pertenecientes al primer tipo se encargan de realizar la 
agregación de flujo de los clientes, es decir son los nodos de origen y destino de las 
demandas de tráfico, los segundos proporcionan conectividad intermedia para el 
enrutamiento de los flujos en la capa virtual. Es habitual que los nodos de metro, 
pues, se encuentren cerca de los usuarios, mientras que los de transito suelen estar 
colocados junto a los nodos ópticos de la red óptica central (o red de core). Con el 
objetivo de reducir el tamaño de la topología virtual, se evitan enlaces directos 
entre nodos de metro, siendo éstos interconectados a través de al menos un router 
de tránsito. 
Finalmente, hay que destacar que las redes ópticas multicapa pueden operar 
dinámicamente, es decir, establecer y liberar conexiones en la capa virtual y óptica, 
así como restablecer el tráfico afectado por un fallo. Actualmente existen varias 
líneas de investigación a la búsqueda de la mejor arquitectura de red dinámica 
flexgrid. De una forma muy esquemática, podemos asumir una arquitectura de red 
como la representada en la Figura 2-4, en la que se puede observar: i) un 
controlador centralizado SDN (del inglés Software Defined Networks) encargado de 
computar soluciones a problemas tales como el enrutamiento o la restauración 
después de un fallo de una forma rápida y eficiente; ii) un plano de control 
distribuido que permite establecer y eliminar las conexiones que se ordenan desde 
el controlador; y iii) un sistema de gestión centralizado (NMS) encargado de 
operaciones de supervisión y monitorización que no requieren una acción inmediata 
(p.e. re-planificación de la red) [Ve14.2]. 
2.1.1 Elementos de la red multicapa 
Como se introdujo en el apartado anterior, las localizaciones o nodos de la capa 
virtual están equipadas por routers IP/MPLS. En la Figura 2-5 se observan todos 
los elementos que distinguiremos en un router durante este trabajo: chasis, tarjetas 
y transponders. Los chasis IP se puede definir como el armazón del router y 
dispondrá de un número determinado de ranuras, dependiendo las características 
de cada modelo, donde son instaladas las tarjetas; a su vez, en estas tarjetas se 
instalarán los transponders que podrán ser de diferentes tipos: de ancho de banda  
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Figura 2-4 Arquitectura de red dinámica 
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Figura 2-5. Elementos de una red multicapa 
fijo (FT, de fixed transponder), de ancho de banda variable (BVT, de bandwidth-
variable optical transponders) y de ancho de banda variable multiflujo (SBVT, de 
sliceable bandwidth-variable optical transponder). Por tanto, una tarjeta estará 
caracterizada por la cantidad y tipo de tansponders que tenga instalados  y por la 
capacidad de tráfico que puede llegar a soportar, en Gigabits por segundo (Gb/s). 
A continuación se analizan los diferentes tipos de transponders que se instalarán 
en las localizaciones IP/MPLS. 
Los FT modulan la señal a una velocidad fija, es decir, sea cual sea la cantidad de 
demandada agregada que tiene que ser transportada, la intensidad de modulación 
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será siempre la misma. Esta velocidad fija vendrá dada por la capacidad del FT 
instalado. En el ejemplo de la Figura 2-6 izquierda, la agregación produce dos 
conexiones de 50 y 40 Gb/s con destinos distintos. Cada una de ellas tiene que salir 
del router mediante un transponder de capacidad fija (100 Gb/s en el ejemplo) y 
esta señal se modula a la intensidad fija de éste; en el ejemplo se ve como las dos 
señales se incrementan a 100 Gb/s. Esto conlleva a que el OXC deberá conmutar 
dos conexiones ópticas de 100 Gb/s que ocuparán 4 segmentos en el espectro óptico. 
Como cada conexión óptica se ha originado en un transponder diferente y salen por 
fibras distintas, puede ser que tengan asignado el mismo canal, como se ilustra en 
la figura. 
Los BVTs ajustan la señal de salida a la velocidad requerida, lo que lleva a que las 
conexiones ópticas tengan un ancho de banda más ajustado, optimizando el uso del 
espectro de la capa óptica. En la Figura 2-6 centro se repite el ejemplo anterior, 
pero sustituyendo los FT por BVT. Se observa que las conexiones ópticas 
resultantes se ajustan lo más posible a las demandas agregadas. Nótese que debido 
a la mínima granularidad de estos dispositivos, no es posible un ajuste exacto con 
la velocidad demandada. Cada conexión óptica ocupa dos segmentos del espectro 
teniendo una eficiencia en la topología óptica mayor que con los FT. 
Los SBVTs permiten agregar flujos con distintos destinos en un mismo 
transponder, siempre que no se supere la capacidad máxima ni el número de flujos 
permitidos por el SBVT instalado. Esto permite que diferentes conexiones usen un 
mismo transponder además de ajustar la señal de salida a la velocidad requerida 
como los SBVT. Todas estas características hacen que los SBVT reporten un ahorro 
tanto en equipo IP/MPLS necesario como el espectro óptico utilizado. En este caso 
Figura 2-6 derecha, podemos ver cómo es posible enviar dos señales a distintos 
destinos usando un único SBVT (asumimos que cada tarjeta lleva un único 
transponder, a diferencia de los casos anteriores). Dado que las dos conexiones  
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Figura 2-6 Tipos de  transponders: FT(izquierda), BVT (centro), SBVT (derecha) 
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usan el mismo transponder, aunque el ajuste de ancho de banda se realiza como en 
los BVTs, el espectro no se puede solapar, ya que éste se comparte en la salida del 
transponder. Por esa razón, en el ejemplo, se observan asignaciones distintas de 
canal. 
2.1.2 Mecanismos de restauración en redes multicapa elástica 
Sin excepción, las redes de comunicaciones deben intentar (en la medida de lo 
posible) seguir funcionales ante el evento de un fallo. Esto equivale a decir que la 
red debe poder restaurar aquellas conexiones (a nivel de la capa virtual y/o óptica) 
que hayan caído como consecuencia de un fallo. Cualquier fallo implica que parte 
de los recursos no pueden usarse momentáneamente (hasta que el fallo esté 
reparado) y, por lo tanto, es necesario aprovechar la capacidad residual para 
albergar el tráfico afectado. En este proyecto se considerarán tres posibles fallos en 
la red: un corte en una fibra óptica, un fallo en un nodo de tránsito, un fallo en un 
transponder instalado en cualquier router. Dado que las probabilidades de estos 
fallos son muy pequeñas se supondrá que los fallos se sucederán de forma 
independiente, es decir, no se dará más de un fallo simultáneamente. 
Para superar estos posibles fallos, la red dispone de diferentes mecanismos de 
restauración de tráfico que se abordarán a continuación. Cabe notar que la 
restauración total o parcial del tráfico puede requerir de la combinación de 
distintos mecanismos de restauración. Además se considera habitualmente que las 
acciones a realizar para restablecer el tráfico afectado no podrán afectar aquellas 
conexiones que no han sido impactadas.  
Re-enrutamiento en la capa virtual (Figura 2-7): este mecanismo consiste en buscar 
rutas alternativas en la capa virtual de aquellas demandas afectadas por un fallo. 
En la imagen, una demanda afectada por la caída de un router de tránsito es re-
enrutada a través de otros existentes enlaces virtuales. Nótese que tal acción solo 
es posible si existe suficiente capacidad residual en tales enlaces. No obstante, en 
redes ópticas elásticas es posible modificar la asignación de espectro con tal de 
ampliar el canal e incrementar el ancho de banda disponible para la conexión 
(ilustrado en Figura 2-8). 
Re-enrutamiento de una conexión óptica (Figura 2-9): dado un fallo por un corte de 
fibra óptica, se pueden emprender acciones de recuperación para restaurar la 
conexión óptica afectada por ese fallo que daba soporte a un enlace virtual. Una 
conexión óptica puede restaurarse en la capa óptica variando la ruta de la conexión 
pero manteniendo la misma conectividad en la capa IP/MPLS. Es decir, a nivel de 
capa virtual, las conexiones no sufren ninguna modificación respecto al momento 
previo al fallo. 
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Figura 2-7 Ejemplo de re-enrutamiento en la capa IP/MPLS 
Conexión óptica ampliada
Conexión óptica original
 
Figura 2-8 Adaptación del espectro óptico 
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Figura 2-9 Ejemplo re-enrutamiento de una conexión óptica 
 
Modificación de la conectividad virtual (Figura 2-10): este mecanismo es el más 
complejo e incluye a los otros dos. De hecho, consiste en una restauración 
orquestada entre distintas capas. Aquí se combinan la restauración de conexiones 
ópticas y de demandas IP/MPLS con la creación y eliminación de enlaces virtuales. 
A diferencia del caso en la Figura 2-8, este caso ilustra la necesidad de generar 
24  
nuevos enlaces virtuales para poder restaurar el tráfico afectado. Este sistema 
permite una restauración mayor del tráfico dado la combinación de distintas 
estrategias. Sin embargo, es el mecanismo más sofisticado y difícil de implementar 
a la práctica (aunque se estudia como un caso práctico a implementar en redes 
reales en un futuro). 
Conexiones 
ópticas nuevas
Enlace virtual 
afectado
Demandas 
IP/MPLS
afectadas
Conexión ópticas 
afectada  
Figura 2-10 Ejemplo de modificación de la conectividad virtual 
 
Restauración de fallos en un transponder (Fig 2-11): Finalmente, ante un fallo de 
un transponder en una localización IP/MPLS, es evidente que tener otros 
dispositivos de reserva facilita la restauración. Así, con simplemente derivar la 
conexión óptica a otro transponder libre y en funcionamiento se puede restablecer 
fácilmente todo el tráfico. No obstante, si no se dispusiera de transponders libres 
para tal acción, se activarían los mecanismos de restauración anteriormente 
descritos. 
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Figura 2-11 Ejemplo restauración de fallo en un transponder 
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2.2 Investigación Operativa 
2.2.1 Formulación de problemas en flujos en redes 
El tipo de problema que nos ocupa es un problema de flujos en redes multi-artículo, 
en otras palabras, tenemos múltiples demandas de flujo unitario entre diferentes 
nodos de origen/destino que deben ser enrutadas sobre una red. Este tipo de 
problema puede ser abordado utilizando dos tipos de formulación. La formulación 
nodo-enlace considera cada enlace como una opción para cada flujo de demanda y 
establece las rutas manteniendo la continuidad y la no-bifurcación de los flujos a 
través de la red. Por otra parte, la formulación de enlace-ruta utiliza un conjunto de 
rutas de pre-calculadas entre cada par de nodos de origen y destino para satisfacer 
cada uno de los flujos a servir [Ah93]. 
Con el fin de explicar con más detalle la formulación enlace-ruta, se va a introducir 
un problema de flujos en redes multi-artículo simple que implica variables 
continuas, basado en una formulación enlace-ruta. 
Consideremos un grafo no dirigido G=(E,V) y un conjunto de demandas D que hay 
que satisfacer. Por cada demanda d∈D tenemos que asignar un flujo hd a lo largo 
de un conjunto de caminos pre-computados  entre el origen y el destino de los nodos 
(Pd). Se supone que existen capacidades ce para cada enlace e∈E, y con un coste 
unitario Ƹe para cada enlace se quiere minimizar el coste total de enrutar las 
demandas. Se considera un conjunto de variables no negativas xdp para cada d∈D y 
p∈Pd, cuyos valores representan la cantidad de flujo que utiliza el camino p∈Pd para 
servir la demanda d∈D. Por tanto, el problema se puede formalizar como sigue: 
(L-P) 






∑∑∑
∈ ∈∈ Dd Pp
dp
Ee d
e
xMinimizar ξ   (2.1) 
sujeto a: 
Ddhx d
Pp
dp
d
∈=∑
∈
,   (2.2) 
Eecx e
Pp Pp
dp
d
∈≤∑∑
∈ ∈
,   (2.3) 
+ℜ∈dpx   dPpDd ∈∈ ,   (2.4) 
La función objetivo (2.1) minimiza el coste total de transportar las demandas. Las 
restricciones (2.2) aseguran que los flujos de las demandas son servidos a través de 
los caminos predefinidos; mientras que las restricciones (2.3) no permiten superar 
las capacidades de cada enlace. Finalmente, las restricciones (2.4) representan las 
restricciones de no negatividad de las variables. 
Es importante notar que en la formulación enlace-ruta la cantidad de rutas 
predefinidas aumenta de manera exponencial a medida que aumentan las 
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dimensiones de la red y el número de caminos  predefinidos que se consideran entre 
cada nodo origen/destino. Por tanto, es necesario considerar sólo un subconjunto de 
rutas con el fin de reducir la complejidad computacional del problema. 
Desafortunadamente, esta situación podría conducir a que la solución alcanzada no 
sea óptima. Sin embargo, este conjunto de rutas puede ser cuidadosamente 
seleccionado para garantizar que la solución óptima (o casi óptima)  sea alcanzada, 
por ejemplo, utilizando un algoritmo para encontrar las k-rutas más corta entre dos  
nodos tales como el algoritmo de Yen [Ye70]. 
Por otra parte, la formulación nodo-enlace sí permite considerar todas las posibles 
rutas elementales ente los nodos, con una formulación compacta y utilizando un 
número polinómico de variables. En una formulación nodo-enlace, en el mismo 
problema multi-artículo básico, se consideran variables xed no negativas  para cada 
enlace e∈E y demanda d∈D, representando los flujos de las demandas a partir de 
los enlaces que utiliza para ser servida; en contraposición a la formulación enlace-
ruta que asigna a cada demanda un camino ya predefinido. Además, se consideran 
los subconjuntos sd y td que representan el nodo de origen y destino 
respectivamente para cada demanda; y los subconjuntos δ+-(v) que definen los 
enlacen incidentes a un nodo v∈V. Una formulación nodo-enlace se puede 
formalizar como sigue: 
 (N-L) 





∑∑
∈∈ Dd
ed
Ee
xMinimizar
e
ξ   (2.5) 
sujeto a: 
{ }
d
d
dd
Ee
ed
Ee
ed
tvDd
svDd
tsVvDd
h
hxvxv
=∈
=∈
∈∈





−
≤⋅−⋅ ∑∑
∈
−
∈
+
,
,
,/,
;
;
,0
)()( δδ   (2.6) 
Eecx e
Dd
ed ∈≤∑
∈
,  (2.7) 
+ℜ∈edx  DdEe ∈∈ ,   (2.8) 
La función objetivo (2.5) minimiza el coste total de transportar las demandas. Las 
restricciones de conservación de flujo (2.6) aseguran que, para cada demanda d, 
todo el volumen de la demanda hd fluye desde su origen hasta su destino. Mientras, 
las restricciones (2.7) no permiten superar las capacidades de cada enlace; y las 
restricciones (2.8) representan las restricciones de no negatividad de las variables. 
La formulación nodo-enlace es una formulación más compacta, y considera todas 
las rutas posibles que puede tomar un flujo; ya que en su formulación no aparecen 
las trayectorias de los flujos sino que, en su lugar, se utilizan los enlaces para 
conformar el flujo de cada demanda garantizando la conservación y la unidad de 
este mediante restricciones. 
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Tabla 2-1 Complejidad formulaciones enlace-ruta y nodo-enlace 
 Número de Variables Número de Restricciones 
Formulación 
enlace-ruta 
( )2
2
)1( VOVkVVP =×+−×   ( )2
2
)1( VOVkVVP =×+−×   
Formulación 
nodo-enlace 
 ( )3)1(
2
VOVVVk =−××   ( )2
2
)1( VOVkVVV =×+−×   
 
Respecto a la complejidad de ambas formulaciones, la formulación nodo-enlace es 
más compleja que enlace-ruta; pero proporcionando ambas, buenos resultados y en 
función del tipo de problema y las diferentes adaptaciones, se hace más conveniente 
el uso de una u otra formulación dependiendo del tipo de problema a resolver 
[Pi04]. 
2.2.2 Formulaciones multiescenario 
Una red puede encontrarse en diferentes estados s∈S, donde S es el conjunto de 
todos los estados, que difieren por la disponibilidad de los enlaces, nodos y o 
vectores de demandas de la red. Esta sección está dedicada a los modelos de 
optimización de redes multiescenario. La presentación se centra en los problemas 
de diseño de redes suponiendo la supervivencia de la red, es decir, la capacidad de 
restauración ante fallos. En particular, consideramos los problemas relacionados 
con la protección y mecanismos de restauración que se pueden utilizar en las redes 
con supervivencia.  
En este caso, el conjunto S de los estados de la red se denominan el escenarios de 
fallo (hay que tener en cuenta que a veces la noción de escenario se utiliza para un 
solo estado, no para el conjunto de todos los estados). Cada estado s∈S identifica, 
por ejemplo, un subconjunto de enlaces (p.e. s⊆E). Observar que se supone que en 
cada estado de un enlace  o bien está totalmente disponible o está totalmente caído 
y que el estado normal, también llamado estado nominal o de referencia 
corresponde al estado vacío s=∅. Los escenarios S\{∅} en ocasiones se denominan 
situaciones de fallo. En  general, las situaciones de fallo puede contener varios 
fallos; esta situación se denomina de fallo múltiple. Sin embargo, la situación más 
habitual es considerar escenarios de fallo donde solamente  se consideran fallos 
individuales. En general se asumirá un vector diferente de demandas hs, donde  hs 
=(hsd: d∈D), para cada escenario s∈ S\{∅} que tienen que ser realizados para cada 
situación de fallo s; siendo hs≤h∅=h. Cuando hs=h∅ para todos los escenarios de fallo 
se puede decir que conseguimos la protección total de la red. 
A continuación, para ejemplificar como se incorpora una situación multiescenario 
en un problema de flujos en redes, se expone formalmente una formulación de un 
problema multi-artículo basada en una formulación enlace-ruta que incorpora 
supervivencia conocido como diseño con diversidad de rutas (PD, path diversity 
network design) [Pi04]. La formulación de PD viene dada por el modelo de 
programación lineal siguiente: 
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PD (N-L)    e
Ee
yMinimizar
e∑
∈
ξ    (2.9) 
sujeto a: 
SsDdhx s
Pp
dp d
s
d
∈∈=∑
∈
,   (2.10) 
Eeyx e
Dd Pp
dp
s
d
∈≤∑∑
∈ ∈
   (2.11) 
+ℜ∈dpx  dPpDd ∈∈ ,    (2.12) 
+ℜ∈ey  Ee∈    (2.13) 
En esencia, la formulación se limita a establecer que para cada demanda la mayor 
parte de flujos debe mantenerse para cada estado de la red. En esta formulación ye 
representa las variables capacidad continuas no negativa para  cada enlace e∈E, 
minimizando la función objetivo (2.9) la cantidad de tráfico que no es servido. El 
conjunto Psd representa los posibles caminos de la demanda d∈D que están 
operativos en el estado s∈S. Las restricciones (2.10) realizan la asignación de 
caminos a cada demanda en cada escenario y las restricciones (2.11) son las 
restricciones de capacidad de cada enlace. Las restricciones (2.12) y (2.13) son las 
restricciones de no negatividad de las variables. Si alguno de los nodos de 
origen/destino de una demandan falla en estado s∈S, se asumirá hsd=0 porque en 
otro caso nos encontraríamos ante un problema infactible debido a que Psd=∅. 
Notar que, como las variables ye son continuas, las inecuaciones del conjunto de 
restricciones (2.11) pueden ser convertidas en ecuaciones; pudiendo entonces 
descomponer el problema en un conjunto subproblemas separados para cada 
demanda d∈D de menor complejidad como sigue: 
p
Ee
xMinimizar
e∑
∈
ξ  (2.14) 
:.as  
Sshx
S
DPp
s
dd ∈≥∑
∈
  (2.15) 
+ℜ∈px  dPp∈  (2.16) 
Esta situación muestra que en un problema multiescenario existen grupos de 
variables y restricciones comunes a todos los escenarios s∈S , mientras que existen 
otras restricciones independientes que sólo afectan a algunas variables en función 
del escenario. La Fig.2-15 ilustra de forma sencilla esta situación. 
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Figura 2-12 Representación conceptual de un problema de optimización 
multiescenario 
2.3 Resumen 
En este capítulo se han presentado aquellos conceptos más importantes de redes 
ópticas e investigación operativa necesarios para introducir el problema a modelar 
y los métodos de resolución propuestos. 
 

  
 
 
Capítulo 3.  
Definición y modelización del 
problema 
En este capítulo se aborda el estudio del problema SUMON (Survivable Multi-layer 
flexgrid Optical Network). En primer lugar se da una definición del problema y, a 
continuación, se propone un modelo de programación matemática basado en la 
teoría anteriormente descrita. 
3.1 Definición del problema 
El problema SUMON consiste en, dada una topología de una red óptica multicapa y 
una matriz de demandas que hay que satisfacer, enrutar esas demandas a través 
de la capa virtual y, posteriormente  agrupar esas demandas y trasladarlas por 
conexiones ópticas sobre la topología física utilizando la tecnología flexgrid 
mencionada anteriormente. Esencialmente, SUMON intenta decidir cómo equipar 
la red con el fin de minimizar el coste de la instalación de equipos y el coste de 
explotación de los recursos ópticos (denominado como CAPEX, de Capital 
Expenditures). Además y como característica importante, la red ha de dotarse de 
capacidad de supervivencia ante posibles fallos futuros, ya bien sean fallos en el 
equipamiento instalado en la capa IP/MPLS (routers y transponders) o en la capa 
física de la red (cortes de fibra).  
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3.2 Planteamiento del problema 
Entrada: 
• La topología de la capa óptica representada por el grafo Go(V,L), donde V es 
el conjunto de nodos ópticos y L los enlaces de fibra 
• La topología de la capa virtual representada por el grafo Gv(N,E), donde N 
es el conjunto de routers y E los enlaces virtuales conectando dichos routers 
• La estructura del espectro óptico, con ancho total y ancho de segmento 
• Un conjunto D de demandas a enrutar en la capa virtual, identificadas con 
origen, destino, y ancho de banda 
• El conjunto de escenarios de fallo F, con los elementos que no pueden ser 
utilizados en cada caso 
• La estructura de costes de los elementos a instalar (routers, transponders, 
coste de uso de la fibra) 
Salida: 
• La ruta virtual asignada a cada demanda en cada escenario de fallo.  
• Las conexiones ópticas utilizadas para satisfacer las demandas sobre la capa 
óptica en cada escenario de fallo. 
Objetivo: 
• Minimizar el CAPEX de la red; e incorporando capacidad restauración ante 
la posible aparición de fallos. 
Restricciones: 
• Satisfacer todo el conjunto de demandas D 
• Continuidad y contigüidad del espectro: verificar que todas las conexiones 
cumplen con estas condiciones definidas en la sección de conceptos teóricos. 
• Capacidad de los canales: un canal no puede transportar a una tasa de bits 
más alta que su capacidad, que es proporcional al número de segmentos que 
lo componen. 
• Capacidad de los segmentos: un segmento en un enlace de fibra puede ser 
utilizado solamente por una conexión óptica. Es decir, un segmento no 
puede ser utilizado por más de un canal en un mismo enlace de fibra. 
• Capacidad de los routers: un router no puede transportar una tasa de tráfico 
(Gb/s) mayor que su capacidad ni albergar un número de tarjetas mayor que 
el número de ranuras disponibles. 
 33 
• Capacidad de los transponders: un transponder no puede llevar más tráfico 
del que marca su capacidad. En el caso de los SBVT, existe una limitación 
adicional en el número máximo de flujos. 
• Restauración orquestada de fallos: Ante un escenario de fallo, los 
mecanismos de restauración de fallos actuarán de la forma descrita en el 
Capítulo 2. Sólo se podrá modificar las componentes de la solución afectadas 
por el fallo, manteniendo la situación original en las partes que no estén 
afectadas.  
3.3 Notación 
A continuación se introducirá la notación necesaria para el desarrollo de la 
formulación matemática de SUMON y de capítulos posteriores de este trabajo. Se 
describirán los conjuntos y parámetros necesarios, así como las variables utilizas 
en su formulación 
Conjuntos y parámetros: 
Capa IP/MPLS 
 
V  Conjunto de localizaciones con router IP/MPLS 
VV m ⊆  Conjunto de localizaciones con router metro IP/MPLS  
VV t ⊆  Conjunto de localizaciones con router de transito IP/MPLS 
E  Conjunto de enlaces virtuales que conectan dos localizaciones  
IP/MPLS  
EEmt ⊆  Conjunto de enlaces que conectan una localización de metro y  una 
de tránsito. 
EE tt ⊆  Conjunto de enlaces virtuales que conectan dos localizaciones  
IP/MPLS de transito  
EE mm ⊆  Conjunto de enlaces virtuales que conectan dos localizaciones  
IP/MPLS de metro 
EvE ⊆)(  Conjunto de enlaces virtuales incidentes con la localización v 
D  Conjunto de demandas IP/MPLS 
VdOD ⊆)(  Nodos origen y destino de la demanda d 
dh  Velocidad de transferencia (bitrate) en Gb/s de la demanda d 
)(vR  Conjunto de ranuras de tarjeta en el nodo v 
)(rT  Conjunto de transponders  en la ranura de tarjeta r 
LC  Conjunto de tipos de tarjetas 
ilcc  
Coste del tipo de tarjeta i en € 
inTr  Número máximo de transponders del tipo de tarjeta i 
minCapTrFi Capacidad mínima en Gb/s de un flujo de un transponder en para 
tipo de tarjeta i 
maxCapTrFi Capacidad máxima en Gb/s de un flujo de un transponder para el 
tipo de tarjeta i 
minCapTri  Capacidad máxima total en Gb/s de los transponders para el tipo 
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de tarjeta i 
inf  Máximo número de flujos permitidos en un transponder en el tipo 
de tarjeta i 
H  Conjunto de tipos chasis de router IP 
jhc  
Coste en € del tipo de chasis j 
jncards  Número de ranuras de tarjeta  para el tipo chasis j 
jcapacH  Capacidad de conmutación del tipo chasis j 
maxnf Número máximo de flujos en un transponder 
maxTr Número máximo  de transponders en una tarjeta 
maxCards Número máximo  de ranuras de tarjeta  en un chasis   
maxCap Capacidad máxima en Gb/s de un transponder 
maxHD Tráfico total en la red en Gb/s 
 
maxE Capacidad máxima de un enlace virtual e en Gb/s 
Capa Óptica 
 
N  Conjunto de localizaciones con un nodo óptico 
L  Conjunto de enlaces de fibra conectando dos nodos ópticos  
P  Conjunto de caminos pre-calculados 
PeP ⊆)(  Conjunto de caminos que dan soporte el enlace virtual e 
S  Conjunto de segmentos en el espectro 
sw  Ancho de banda de un segmento de espectro en Gb/s 
C  Conjunto de canales posibles en el espectro 
CsC ⊆)(  Conjunto de canales que contienen al segmento del espectro s 
ncc Número de segmentos de espectro en el canal c 
ch  Capacidad en Gb/s del canal c 
 
B Coste de un segmento de espectro ocupado por una conexión óptica  
Fallos 
 
 Conjunto de escenarios de fallo  Ff ∈    ( ∅=f  , escenario sin 
fallos) 
{ }1,0∈fvδ  0, si la localización IP/MPLS  falla en el escenario de fallo ; 1, 
en otro caso. 
{ }1,0∈flδ  0, si el enlace de fibra Ll ∈  falla en el escenario de fallo Ff ∈ ; 1, 
en otro caso. 
{ }1,0∈fvrtδ  0, si el transponder  Tt ∈   falla en el escenario de fallo Ff ∈ ; 1, 
en otro caso. 
Variables de decisión: 
{ }1,0∈defx  1, si la demanda IP/MPLS  d es enrutada a través del  enlace 
virtual e en el escenario de fallo f; 0, en otro caso. 
{ }1,0∈devrtfx  1, si la demanda d es enrutada a través del enlace virtual e y está 
ligada al transponder t de la ranura de tarjeta  r en la  localización 
v en el escenario de fallo f; 0, en otro caso. 
 35 
{ }1,0∈evrtfW  1, si el enlace virtual  e está conectado con el  transponder t de la 
ranura de tarjeta r en la localización v; 0, en otro caso. 
{ }1,0∈vriz  1, si ranura de tarjeta r del nodo v es equipada con el tipo de 
tarjeta i; 0,  en otro caso. 
{ }1,0∈vjZ  1, si la localización v es equipada con el tipo de chasis IP j; 0, en 
otro caso. 
+ℜ∈vrtfu  Tráfico agregado (en Gb/s) en el transponder  t de la ranura de 
tarjeta r en la localización v en el escenario de fallo f. 
+ℜ∈evrtfU  Tráfico agregado (en Gb/s) en el flujo correspondiente al enlace 
virtual e en el  transponder  t de la ranura de tarjeta r en  nodo v 
en el escenario de fallo f. 
{ }1,0∈evtrcfw  1, si el enlace virtual  e, vinculado al transponder t de la  ranura 
de tarjeta r en el nodo v,  está servido por una conexión óptica que 
utiliza el canal c en el escenario de fallo f;  0, en otro caso. 
{ }1,0∈epcfy  1, si el enlace virtual  e es enrutado a través de una conexión 
óptica usando el camino p y  el canal c en el escenario de fallo f;  0, 
en otro caso. 
{ }1,0∈deg  1, si la  demanda d  debe ser re-enrutada en el escenario de fallo f; 
0 en otro caso. 
{ }1,0∈efa  1, si el enlace virtual  e está afectado por un fallo en la fibra óptica 
en el escenario de fallo f; 0, en otro caso. 
{ }1,0∈defa  1, si la demanda d está afectada por un fallo en la fibra óptica en 
el enlace virtual e en el escenario de fallo f; 0, en otro caso. 
{ }1,0∈dft  1, si la demanda d está afectada por un fallo en el transponder t en 
el escenario de fallo f; 0, en otro caso. 
3.4 Formulación matemática 
Para la formulación del modelo matemático propuesto para SUMON, se han 
utilizado los fundamentos teóricos sobre formulaciones en flujos en redes 
introducidos en el capítulo de conceptos en la sección de investigación operativa.  
Las restricciones que requiere el problema se pueden separar en cuatro grandes 
bloques: enrutamiento de las demandas a través de la topología virtual, asignación 
de las conexiones ópticas a través de la topología física, equipamiento de las 
localizaciones IP/MPLS,  y gestión de los escenarios de fallo. 
36  
Al encontrarnos ante una arquitectura multicapa, podemos considerar la 
formulación del enrutamiento en ambas capa de forma independiente,  teniendo en 
cuenta la relación que existe entre las dos topologías donde a cada enlace virtual 
establecido le corresponde una conexión óptica que lo transporte sobre la topología 
física. En la capa virtual, en general, se dispone de una red muy densa con muchos 
enlaces virtuales entre los nodos, dado que los enlaces virtuales no tienen 
restricciones físicas propias de los enlaces de fibra (que suelen cubrir distancias 
relativamente cortas). Esta situación hace conveniente el uso de una formulación 
nodo-enlace para formular el enrutamiento de la capa IP/MPLS, ya que en 
situaciones con redes grandes muy malladas es más eficiente una formulación 
nodo-enlace. En contraposición, para el enrutamiento de la capa óptica se ha optado 
por una formulación enlace-ruta [Ve14.1]. Habitualmente las topologías físicas 
reales no disponen de muchos enlaces sino que se busca optimizar los recursos 
existentes  ya que la creación de nuevas localizaciones y enlaces tiene un coste de 
despliegue muy elevado. Este bajo grado de mallado hace que las rutas de las 
conexiones ópticas puedan llegar a ser bastante largas, más teniendo en cuenta las 
restricciones de continuidad y contigüidad que hay que cumplir. Ante esta 
situación con redes no muy densas con rutas complejas y restricciones bien 
definidas, como en este caso, una formulación enlace-ruta obtiene resultados de 
forma eficiente. Finalmente, se tendrá que formular restricciones que relacionan 
ambas capas asignando una conexión óptica a cada enlace virtual establecido. 
La modelización para  equipar las localizaciones IP/MPLS consiste en el 
dimensionamiento de cada localización, cumpliendo las limitaciones de material 
disponibilidad de la capacidad de este. A la vista de los parámetros antes 
detallados, se puede ver como las funcionalidades de los distintos tipos de 
transponder pueden ser obtenidas a partir de una correcta configuración de una 
serie de parámetros. La Tabla 3-1 muestra qué valores deben tener dichos 
parámetros para corresponder con cualquiera de los tipos de transponders 
utilizados en este proyecto, donde a y b representan dos valores en Gb/s tales que 
a<b. 
Tabla 3-1 Configuración de los distintos tipos de transponders 
 minCapTrF maxCapTrF maxCapTr nf 
FT a 1 
BVT a b 1 
SBVT a b ≥b >1 
 
Dado que nos encontramos ante la necesidad de restaurar el tráfico ante fallos, 
existen un conjunto de condiciones que se tienen que satisfacer para todos los 
posibles escenarios y otras que son independientes en función de estos. La mayoría 
de las variables involucradas en la gestión de las rutas y fallos estarán definidas en 
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función del escenario, mientras que las encargadas del equipamiento físico serán 
comunes a todos ellos. El escenario de referencia en este caso será el escenario 
original sin contemplar fallos (f=∅). Los posibles fallos contemplados se computarán 
mediante parámetros binarios (δf*). En el modelo, se supondrán todos los fallos 
posibles en función de las posibilidades de la red; es decir, si en una localización se 
puede instalar un router de hasta 10 ranuras de tarjetas, la modelización 
contemplará el posible fallo de cada ranura independientemente de si esta se 
instala o no, que es una de las respuestas que debe dar el modelo. Cabe recordar 
que se supone que no podrá acontecer más de un fallo de forma simultánea debido 
a la baja probabilidad de que esto suceda. Para las condiciones de gestión de fallos, 
una vez establecido el escenario de referencia f=∅, se han formulado las 
restricciones para activar las variables indicadoras gde, ade, y td para determinar 
que componentes de la red se ven realmente afectados en un fallo y así garantizar 
que los mecanismos de restauración actúan correctamente. 
El objetivo de minimizar el CAPEX de la red es claro, básicamente tenemos que 
minimizar la inversión en equipos además del coste de las conexiones ópticas. Las 
variables que establecen qué equipo se instala en las diferentes localizaciones (zvri y 
Zvj) son que no dependen de ninguna etapa o escenario particular, sino que son 
comunes a todos ellos. La equipación instalada una vez solucionado el problema no 
cambia en función del escenario sino que, en cada posible escenario, la red adapta 
el equipamiento del que dispone para poder restaurar el fallo. El modelo 
precisamente debe garantizar que exista capacidad suficiente instalada para poder 
superar los fallos contemplados. Nótese que el coste de las conexiones ópticas a 
computar será el correspondiente al escenario de referencia, debido a que la red 
funciona la mayor parte del tiempo bajo dicho escenario de normalidad. Este coste 
se computa como la suma total de los segmentos de espectro utilizados por las todas 
las conexiones ópticas establecidas. Con la notación anterior, podemos formular las 
dos componentes del CAPEX, que son el coste del equipamiento (Costequip), y el de 
las conexiones ópticas (Costopt), a partir de las siguientes ecuaciones: 
∑ ∑ ∑∑ ∑ ∈ ∈ ∈∈ ∈ += Vv vRr LCi vrilcVv Hj vjhequip zcZcCost ij )(   (3.1) 
∑ ∑ ∑∈ ∈ ∈ ∅⋅= Ee Pp Cc epccopt yncCost   (3.2) 
En este punto, podemos definir la formulación matemática para el problema 
SUMON como sigue: 
Minimizar CAPEX= Costequip + Costopt   (3.3) 
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La función objetivo (3.3) minimiza el CAPEX total, como la suma de las dos 
componentes mencionadas. 
Las restricciones (3.4)-(3.6) computan la ruta de las demandas a través de la 
topología virtual. La restricción (3.4) asegura que sólo un enlace virtual, incidente a 
un origen y un destino, es utilizado para enrutar la demanda. Las restricciones 
(3.5) y (3.6) realizan el enrutamiento y agregación de los nodos intermedios usando 
no más de un enlace virtual evitando ciclos. 
Las restricciones (3.7)-(3.9) asignan transponders en la capa virtual. 
Concretamente, la restricción (3.7) verifica que cada demanda es asignada a un y 
sólo un transponder en los nodos origen-destino. Las restricciones (3.8) y (3.9) se 
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encargan de computar las variables W, que se encargan de la asignación de enlaces 
virtuales utilizados para transportar alguna demanda a transponders disponibles. 
Las restricciones (3.10)-(3.12) realizan cálculos de tráfico soportado en la capa 
virtual. Específicamente, las restricciones (3.10) y (3.11) calculan la cantidad total 
de Gb/s que son agregados en cada enlace virtual y sus transponders adyacentes. 
La restricción (3.12) asegura que esta cantidad total de tráfico sea igual en ambos 
extremos de cada enlace virtual. 
Las restricciones (3.13)-(3.23) conforman el grupo de restricciones que deciden qué 
equipamiento (chasis y tarjetas) es instalado en cada localización. La restricción 
(3.13) garantiza que sólo un tipo de tarjeta es instalada en una ranura de un 
router. La restricción (3.14) asegura que sólo un tipo de chasis es instalado en una 
localización IP/MPLS. Las restricciones (3.15)-(3.16) aseguran equipar los nodos 
que son incidentes a los enlaces virtuales que transportan algo de demanda. La 
restricción (3.17) escoge una tarjeta con un número suficiente de flujos en un 
transponder para cada ranura de tarjeta. La restricción (3.18) elije una tarjeta con 
suficiente número de transponders para cada ranura. Las restricciones (3.19)-(3.20) 
elijen una tarjeta con suficiente capacidad máxima y mínima para cada flujo en 
cada ranura de tarjeta. La restricción (3.21) elije una tarjeta con capacidad 
suficiente para cada uno de los transponders en cada ranura de un chasis. La 
restricción (3.22) escoge un chasis IP con un número de ranuras de tarjeta 
suficiente en cada localización. Finalmente, la restricción (3.23) asegura elegir un 
chasis IP con suficiente capacidad de conmutación para cada localización. 
Las restricciones (3.24)-(3.30) forman las conexiones ópticas que tendrán que ser 
establecidas en la capa óptica. La restricción (3.24) asegura que solo se asocia una 
conexión óptica a cada enlace virtual con tráfico en la capa virtual. La restricción 
(3.25) garantiza escoger una conexión óptica con suficiente ancho de banda para 
transportar el tráfico agregado en un enlace virtual. La restricción (3.26) asegura 
que un segmento del espectro en un enlace de fibra  solamente es usado por una 
conexión óptica. Las restricciones (3.27)-(3.39) asignan un canal para cada conexión 
óptica y un transponder al final de cada enlace virtual. La restricción (3.30) 
asegura que no más de un canal es asignado a una conexión óptica. 
Finalmente, las restricciones (3.31)-(3.41) gestionan los escenarios de fallo. La 
restricción (3.31) garantiza no utilizar una conexión óptica que utiliza una ruta que 
está afectada por un fallo en un enlace de fibra. Las restricciones (3.32) y (3.33) 
garantizan no usar un transponder cuando éste está afectado en un escenario de 
fallo. Las restricciones (3.34)-(3.39) activa las restricciones de fallo; la restricción 
(3.34) detecta las demandas que están afectadas por un fallo cuando este afecta al 
escenario inicial f=∅ sobre la capa virtual. Las restricciones (3.35)-(3.38) detectan 
las demandas que están afectadas cuando un fallo impacta a la planificación inicial 
sobre la capa óptica. La restricción (3.39) detecta las demandas que son afectadas 
cuando un fallo en un transponder afecta a la planificación inicial. La restricción 
(3.40) aseguran que si en un escenario de fallo una conexión óptica de la 
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planificación inicial no está afectada, ésta conexión no puede cambiar de ruta, 
solamente puede ser ampliada, si es posible y necesario, su canal con el fin de 
aumentar su capacidad. Por último, la restricción (3.41) garantiza que si en un 
escenario de fallo la asignación de transponders inicial no se ve afectada, esa 
asignación no cambia. 
3.5 Análisis de complejidad 
El problema SUMON, al tratarse de un problema de planificación de rutas sobre 
una red multicapa con capacidad de restauración ante fallos, puede considerarse 
un problema de flujos en redes de gran escala. La tabla 3-2 contiene expresiones 
para estimar el número de variables y restricciones para los modelo presentados 
anteriormente. 
Tabla 3-2 Aproximaciones de las dimensiones de SUMON 
 Aproximación 
Variables ( )[ ] )(maxmaxmax HLCCardsVEDFPCDCardsTrVEF +⋅⋅+⋅⋅+++⋅⋅⋅⋅⋅  
Restricciones ( )[ ]LSCardsTrHCLCDPVEF ⋅+⋅+⋅+++⋅⋅⋅⋅ maxmax  
 
Utilizando estás aproximaciones se pueden sacar números del tamaño del problema 
para una instancia concreta. En la Tabla 3.3 se listan las dimensiones de los 
conjuntos y parámetros más representativos de una instancia muy pequeña, con 
solo 5 y 7 nodos y enlaces virtuales, una red óptica con solo 8 enlaces de fibra y 10 
rutas pre-calculadas, y un total de 8 demandas a transportar. Con estos valores, la 
cantidad de variables y restricciones crece hasta unas dimensiones que indican que 
la resolución de este problema requerirá de algún método alternativo a la simple 
resolución de la formulación propuesta si se quieren obtener soluciones de una 
forma computacionalmente efectiva. 
Tabla 3-3 Número de variables y restricciones instancia pequeña 
F  20 C  15 Trmax  3 
E  7 LC  3 Cardsmax
 
5 
V  5 H  3 L  8 
D  8 S  8 P  10 
# Variables 503390 
# Restricciones 184870 
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3.6 Resumen 
En este capítulo se ha formulado un modelo de programación lineal entero mixto 
que nos permite encontrar soluciones óptimas para el problema SUMON. Aunque 
se trata de un método exacto, el análisis final muestra un problema de una 
complejidad y tamaño muy grande, y cuya resolución es difícil de abarcar para 
casos con instancias realistas. Está situación justifica el uso de métodos 
alternativos que nos permitan abordar la resolución del problema, lo que nos 
introduce al siguiente capítulo, donde se presentarán los métodos diseñados para 
resolver SUMON con instancias de mayor tamaño. 
 
  
 
 
Capítulo 4.  
Métodos de resolución 
En este capítulo se van a presentar los tres métodos de resolución desarrollados en 
para resolver el problema SUMON: además del método consistente en resolver la 
formulación presentada en el capítulo anterior, se expondrán dos métodos de 
resolución cuyo objetivo es precisamente encontrar soluciones aproximadas de 
buena calidad con el fin de afrontar la resolución de instancias de dimensiones más 
realistas. 
4.1 SUMON-GO 
El método más directo para resolver SUMON consiste en atacar la resolución 
óptima del modelo matemático formulado en el capítulo anterior de la manera 
habitual, es decir, haciendo uso de algún software que permita la resolución de 
problemas de optimización. A este método le denominaremos SUMON-GO (del 
inglés, SUMON-Global Optimization). Consideramos que se trata de un modelo de 
optimización global, ya que en un único modelo se engloban todos los  objetivos que 
se buscan solucionar (minimizar el CAPEX y dar protección ante posibles fallos en 
la red).  
SUMON-GO consiste básicamente en aplicar un motor de resolución (solver) lineal 
al modelo propuesto. Dado que el modelo anteriormente descrito consta tanto de 
variables continúas como binarias, necesitaremos un solver que permita resolver 
problemas de programación lineal entera mixta (p.e. CPLEX). 
Como ya se analizó con anterioridad, las dimensiones y complejidad del modelo 
suponen una barrera computacional muy importante a la hora de resolverlo. La 
dimensión, tanto en el número de variables como de restricciones, que alcanza el 
problema conlleva que, aunque SUMON-GO obtenga soluciones óptimas, no se 
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puedan obtener resultados de forma práctica. En cuanto se contempla una 
topología y un número de fallos considerable el tamaño del problema se hace 
inabordable, viéndose así las limitaciones de este método. Esta situación nos 
encamina a buscar otras alternativas de resolución que nos permitan reducir la 
complejidad, como la descomposición del problema o la reducción de este. A 
continuación, se expondrán los dos métodos propuestos para tal finalidad. 
4.2 SUMON-ID 
Analizando SUMON podemos ver que una de los principales motivos que hacen que 
este problema sea tan grande es precisamente que intenta resolver el problema de 
forma global considerando múltiples soluciones, tantas como escenarios de fallo. 
Esta situación eleva la dimensión de casi todas las variables y restricciones en 
función del conjunto de escenarios de posibles fallos a los que se quiera dar 
cobertura. El número de escenarios, en una situación real, puede ser 
considerablemente alto, lo que aumenta muchísimo la complejidad del problema. 
Dada esta situación y con el objetivo de reducir la complejidad de SUMON-GO, se 
propone una descomposición del modelo en función precisamente de los diferentes 
escenarios de fallo. A este método de descomposición lo llamaremos SUMON-ID 
(del inglés, SUMON-Incremental Design) y se basa, principalmente, en 
descomponer SUMON en tantos subproblemas como escenarios tengamos, 
intentando dividir el problema global en instancias más pequeñas que permitan su 
resolución computacional. 
4.2.1 Concepto General 
SUMON-ID es un método de resolución que permite reducir de una forma 
significativa la dimensión del problema. Esencialmente, SUMON-ID se trata de un 
método iterativo que consiste en procesar los escenarios de fallo de una manera 
secuencial; de hecho, maneja los escenarios de fallo de manera individual. Debido a 
esto, esté método iterativo nos permite escoger el orden en el procesamos los fallos 
y ordenar los escenarios por tipo de fallo (router, enlace de fibra o fallo de un 
transponder y sus combinaciones). 
Específicamente, SUMON-ID se trata de un algoritmo iterativo de diseño 
incremental ya que esté método solamente permite incrementar el equipamiento 
instalado en la red en iteraciones previas. Es decir, no permite desinstalar, 
eliminar o reducir el equipamiento instalado previamente, solamente podemos 
aumentar la capacidad del equipo ya instalado o equipar localizaciones o ranuras 
vacías en los chasis de los router. 
El algoritmo, cuyo pseudocódigo se detalla en la Tabla 4-1, consiste en dos fases: 
una primera fase donde se obtiene una solución inicial para el escenario de 
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referencia sin considerar ningún fallo; y una segunda fase, donde se  restaura cada 
escenario de fallo uno a uno en el orden escogido. Debido a esta descomposición, 
este método no garantiza encontrar la solución óptima del problema. De hecho, la 
filosofía detrás de este procedimiento es seguir una aproximación de tipo greedy en 
la que se va abordado la resolución óptima de cada subproblema paso a paso. Por 
ello, la inversión en CAPEX que proporcionará este método será igual o mayor que 
la obtenida con el método SUMON-GO. En capítulos posteriores se validará y 
justificará SUMON-ID como un método fiable que obtiene soluciones cuasi-óptimas.  
Tabla 4-1Pseudocódigo método SUMON-ID 
ENTRADA: Red G , conjuntos: Tarjetas LC y Chasis IP H , Demandas D , Fallos F  
SALIDA: Solución inicial y final sol[0], sol[f], CAPEX;  
 
 1: 
 2: 
 3: 
 4: 
 5: 
 6: 
 7: 
 8: 
 9: 
10: 
 
 
sol[0] ← LP1(G,LC,H,D) 
F ← reordenar escenarios por tipo de fallo 
para todo Ff ∈  hacer 
   ←ddede tag ,, calcular parámetros a partir de sol[0] 
   si f  afecta a  sol[0] entonces 
       sol[f] ← LP2(G, LC, H, D, sol[f-1]) 
   sino 1+f   
]0[][ sol
opt
fsol
Equipment CostCostCAPEX +=  
retornar  sol[0], sol[f], CAPEX 
 
4.2.2 Primera fase 
El objetivo de esta primera fase es encontrar una solución inicial que nos servirá de 
referencia para el resto de algoritmo. Esta solución de referencia se obtendrá de la 
resolución del problema SUMON-GO pero para un caso concreto de éste; 
específicamente, cuando solo se contempla un escenario con ningún fallo. Así, el 
conjunto de escenarios del problema no es relevante a nivel del cómputo de 
variables y restricciones. Por tanto, para obtener esa solución sin considerar fallos 
se tendrá que modificar el modelo global y adaptarlo, eliminando o reduciendo los 
índices de las variables y restricciones afectadas por el conjunto de escenario y 
suprimiendo las restricciones que gestionan los escenarios de fallo. De esta manera, 
obtendremos una solución óptima de la red para el caso de donde la red no se ve 
afectada por ningún fallo. 
Basándonos en la formulación anterior, se propone una formulación matemática 
alternativa para el problema a resolver en esta fase (denominado LP1). La 
descripción del modelo matemático LP1 es la siguiente: 
(LP1)       Minimizar   CAPEX     (3.3) 
Sujeto a: 
Restricciones (3.4) -(3.30) 
Con ∅=F  
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4.2.3 Segunda fase 
Una vez obtenida la solución inicial en la primera fase del algoritmo, nos queda 
dotar a la red del equipamiento  necesario para tener cobertura ante los escenarios 
de fallo considerados para completar los requisitos de SUMON.  
Esta segunda fase constará de la resolución iterativa de varios sub-problemas en 
función del escenario de fallo y la solución inicial obtenida en la primera fase. Por 
tanto, el primer paso será elegir el orden en que se van a ejecutar los diferentes 
escenarios, es decir, dado que sabemos de antemano los posibles fallos que pueden 
haber, podremos elegir cuales y en qué orden los queremos restaurar. Cabe notar 
que la solución final del algoritmo variará en función de la ordenación elegida para 
procesar los escenarios. 
Tras elegir la secuencia de ejecución de los escenarios, nos queda afrontar la 
resolución de cada sub-problema. En cada uno de ellos se hace frente a la 
resolución de un problema lineal (llamado LP2). Este problema lineal variará en 
función de la solución inicial del problema LP1, la solución obtenida de la 
resolución del sub-problema anterior y el escenario de fallo que estemos 
procesando. A parte de las restricciones comunes a SUMON, LP2 incorpora las 
restricciones de sólo incremento del equipamiento. Además, al igual que LP1, se 
efectúa una reducción de los índices del conjunto de fallos F, ya que al igual que en 
la primera fase cada sub-problema evalúa de forma independiente cada fallo. Dado 
que se conoce la solución de referencia inicial, las variables indicadoras binarias 
gde, ade, y td pasan a ser parámetros, lo cual contribuye a la simplificación del 
problema, pudiendo eliminar tanto las variables como las restricciones encargadas 
de su activación. A continuación se expone con detalle la formulación matemática 
de LP2: 
(LP2)       Minimiza    EquipmentCost  (3.1)  
Sujeto a: 
( ) 1,,1 1]-sol[f
},{'
'
=∈∈∀⋅=∑
∈
vri
LCii
vri zifvRrVvz    (4.1) 
1,,1 1]-sol[f
},{'
'
=∈∈∀=∑
∈
vj
Hjj
vj ZifHjVvZ    (4.2) 
Restricciones  (3.4) - (3.33), (3.40) y (3.41) 
Con  ∅=F   y siendo  ddede tag ,,   parámetros. 
La restricción (4.1) asegura que, en una localización y una ranura de chasis IP, si 
hay una tarjeta instalada sólo se podrá elegir una tarjeta igual o de mayor 
capacidad en ese emplazamiento. La restricción (4.2) asegura que si en una 
 47 
localización hay un tipo de chasis IP instalado sólo podrá ser reemplazado por uno 
igual o superior. 
En resumen, en esta fase por cada fallo que afecte a la solución inicial se resolverá  
LP2 adaptado al fallo en cuestión, la solución LP2 del paso anterior y a la solución 
inicial, encontrando la solución óptima de restauración a cada paso pero sin 
asegurar alcanzar el óptimo global. 
4.2.4 Análisis de complejidad 
Con SUMON-ID se ha conseguido descomponer el problema principal en un 
número finito de problemas lineales de menor tamaño. A continuación se efectuará 
un análisis de complejidad del método con fin de establecer la reducción de 
dimensiones obtenida con respecto al modelo global anterior. La tabla 4-2 contiene 
expresiones para estimar el número de variables y restricciones de SUMON-ID. 
Tabla 4-2  Aproximaciones de complejidad SUMON-ID 
 Aproximación 
Variables ( )[ ] )(maxmaxmax HLCCardsVEDPCDCardsTrVE +⋅⋅+⋅+++⋅⋅⋅⋅  
Restricciones ( )[ ]LSCardsTrHCLCDPVE ⋅+⋅+⋅+++⋅⋅⋅ maxmax  
 
Utilizando estas aproximaciones se ha calculado las dimensiones aproximadas que 
tendría una instancia del mismo tamaño que la descrita en el análisis de 
complejidad del capítulo anterior (resultados en Tabla 4-3). Observamos, pues, que 
la reducción de complejidad de SUMON-ID respecto a SUMON-GO (valores entre 
paréntesis) es significativa. Cabe destacar que el número de escenario de fallo sólo 
influye en el número de problemas que tenemos que resolver pero no en la 
complejidad de estos  
Tabla 4-3 Número de variables y restricciones SUMON-ID instancia pequeña 
F  20 C  15 Trmax  3 
E  7 LC  3 Cardsmax
 
5 
V  5 H  3 L  8 
D  8 S  8 P  10 
# Variables 17807 (503390) 
# Restricciones 11970 (184870) 
Sin embargo, la dimensión de la instancia anterior es la de una red con unas 
dimensiones muy pequeñas, lejos de una instancia perteneciente a una red de 
dimensiones reales. La Tabla 4-4 muestra el mismo cálculo para una instancia más 
grande para poder determinar la utilidad de SUMON-ID. Así, pese haber reducido 
48  
de manera considerable las dimensiones del problema, en caso más realista de una 
red grande la complejidad de los sub-problemas que hay que resolver sigue siendo 
enorme. Debido a esto, se ve necesario seguir buscando algún método que nos 
permita reducir aún más la complejidad del problema. 
Tabla 4-4 Número de variables y restricciones SUMON-ID instancia media 
F  150 C  25 Trmax  3 
E  18 LC  4 Cardsmax
 
8 
V  10 H  3 L  19 
D  20 S  8 P  15 
# Variables 266030 
# Restricciones 164520 
4.3 SUMON-ID-R 
Como acabamos de estudiar el método iterativo SUMON-ID reduce 
considerablemente la dimensión del problema original, pero en un caso práctico 
real con una red óptica realista, las dimensiones de los sub-problemas siguen 
siendo muy grandes. Por tanto, hay que buscar si existe alguna forma de reducir el 
número de variables y restricciones de los problemas a resolver. Ante este 
problema surge el método SUMON-ID-R (de SUMON-ID-Reduced). 
A la hora de buscar variables binarias candidatas a ser reducidas (eliminadas) del 
modelo, las más representativas pueden ser aquellas que estén relacionadas con el 
número de demandas, el número de enlaces, nodos o rutas; pero resulta complicado 
establecer un método exacto de resolución efectuando una reducción en los índices 
de estos conjuntos ya que necesitamos establecer rutas para cada demanda a través 
de una topología tanto física como virtual que además tenemos que equipar. Este 
razonamiento nos lleva a centrarnos en las restricciones de continuidad y 
contigüidad de las rutas de las conexiones ópticas de la capa óptica, así como el 
papel que juegan los canales en el modelo. 
En una red real, el número de canales posibles predefinidos es muy elevado. Por 
ejemplo, si consideramos un tamaño realista de 320 segmentos y canales desde 2 
hasta 32 segmentos, tenemos una cantidad importante de aproximadamente 9400 
canales. Con el fin de reducir las variables binarias que dependen de los canales, 
una opción consiste en eliminar este índice y considerar restricciones de capacidad 
simples en los enlaces de fibra. Es decir, relajar las restricciones de continuidad y 
contigüidad de espectro de las conexiones ópticas pero verificar que la capacidad 
máxima del espectro no se viola. Al eliminar el subíndice de canales en LP1 y LP2, 
se disminuye considerablemente la dimensión de estos problemas y, por lo tanto, se 
puede afrontar la resolución de instancias más grandes. 
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Aunque esta reducción puede producir soluciones infactibles para el problema 
original, cabe decir que en entornos realistas las redes suelen operar con bastante 
más capacidad de la demanda transportada. Eso significa que sería muy verosímil 
suponer que una solución de este método pudiera ser servida por conexiones ópticas 
con canales continuos y contiguos, a pesar de haber perdido este control durante la 
resolución del problema. Además, el objetivo principal de este problema es el de 
dimensionar la capa IP/MPLS, con lo que con asegurar rutas coherentes para las 
conexiones ópticas y limitar la capacidad de los enlaces, es suficiente por lo que 
respecta a las restricciones específicas de la capa óptica. Cabe destacar que esta 
reducción no afecta directamente a ninguna de las restricciones relacionadas con el 
enrutamiento y el dimensionamiento de la capa IP/MPLS. 
4.3.1 Concepto General 
En general, se mantendrán las mismas características expuestas en la sección 
anterior para SUMON-ID, pero aplicando la reducción explicada anteriormente a 
los problemas LP1 y LP2. El algoritmo se dividirá igualmente en dos fases: la 
primera donde buscamos la una solución inicial sin cobertura a fallos, y la segunda 
donde se procesarán los escenario de fallo de manera secuencial en el orden 
establecido. La Tabla 4-5 muestra el pseudocódigo para SUMON-ID-R, que es 
similar al del método anterior pero sustituyendo los sub-problemas lineales 
óptimos por los reducidos LP1-R y LP2-R. 
Tabla 4-5 Pseudocódigo método SUMON-ID-R 
ENTRADA: Red G , conjuntos: Tarjetas LC y Chasis IP H , Demandas D , Fallos F  
SALIDA: Solución inicial y final sol[0], sol[f], CAPEX;  
 
 1: 
 2: 
 3: 
 4: 
 5: 
 6: 
 7: 
 8: 
 9: 
10: 
 
 
sol[0] ← LP1-R(G,LC,H,D) 
F ← reordenar escenarios por tipo de fallo 
para todo Ff ∈  hacer 
   ←ddede tag ,, calcular parámetros a partir de sol[0] 
   si f  afecta a  sol[0] entonces 
       sol[f] ← LP-R2(G, LC, H, D, sol[f-1]) 
   sino 1+f   
]0[][ sol
opt
fsol
Equipment CostCostCAPEX +=  
retornar  sol[0], sol[f], CAPEX 
 
 
El tipo de solución obtenida a partir de este algoritmo es, a priori, difícil de 
determinar, ya que se trata de una reducción-relajación de un método que obtiene 
soluciones sub-optimas. Así, puede mejorar las soluciones obtenidas por SUMON-
ID a partir de soluciones que podrían llegar a ser infactibles para el problema 
original. No obstante, con capacidades por encima de la demanda, este último caso 
es muy poco probable. 
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4.3.2 Notación y formulación matemática 
A continuación se exponen las variables utilizadas, y las formulaciones 
matemáticas de los modelos LP1-R y LP2-R utilizados para la resolución de 
SUMON-ID-R. 
+Ζ∈eY   Nº de segmentos del espectro necesarios en la conexión óptica 
para servir el enlace virtual e. 
{ }1,0∈epy  1, si el enlace virtual  e es enrutado a través de una conexión 
óptica usando el camino p;  0, en otro caso. 
+ℜ∈epw'  Nº de segmentos del espectro necesarios para servir un 
enlace virtual e asociado a la ruta pre-calculada p 
La formulación del problema LP1-R es como sigue: 
 (LP1-R)     Minimizar   CAPEX     (3.3) 
Sujeto a: 
EeEYsw e ∈∀≤⋅ max   (4.3) 
)(,)( )( eVvEeYswU evRr rTt evrt ∈∈∀⋅≤∑ ∑∈ ∈   (4.4) 
EeyMY
ePp epe
∈∀⋅≤ ∑ ∈ )(   (4.5) 
Eey
ePp
ep ∈∀≤∑
∈
1
)(
  (4.6) 
)(,)1(' eVvEeyMYw epeep ∈∈∀−⋅+≥   (4.7) 
Restricciones (3.4) - (3.23) 
Con  ∅=F  y ∅=C  
El conjunto  restricciones (4.3)-(4.7) sustituyen a (3.24)-(3.30) en el SUMON-ID-R 
realizando las rutas y asignación de conexiones ópticas en la capa física. La 
restricción (4.3) garantiza no superar la capacidad máxima permitida para cada 
enlace virtual. La restricción (4.4) obtiene el número necesario de segmentos del 
espectro para servir un enlace virtual si esta lleva tráfico. Las restricciones (4.5) y 
(4.6) aseguran encontrar una y sólo una ruta para cada conexión óptica que lleva 
tráfico. La restricción (4.7) garantiza no superar la capacidad de espectro supuesta 
en la red. 
La formulación del problema LP2-R, cuyo funcionamiento se ha detallado 
anteriormente, es la siguiente: 
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(LP2-R)   Minimizar  EquipmentCost  (3.1) 
Sujeto a: 
Restricciones  (3.4) - (3.23)  y  (3.40) - (4.7) 
Con  ∅=F  y ∅=C ,  siendo  ddede tag ,,  parámetros. 
4.3.3 Análisis de complejidad 
La Tabla 4-6 muestra la expresión para calcular el número de variables y 
restricciones de cada  problema a resolver a cada paso de SUMON-ID-R. 
Tabla 4-6 Aproximaciones de complejidad de SUMON-ID-R 
 Aproximación 
Variables ( )[ ] )(maxmaxmax HLCCardsVEDPDCardsTrVE +⋅⋅+⋅++⋅⋅⋅⋅  
Restricciones ( )[ ]LSCardsTrHLCDPVE ⋅+⋅+⋅++⋅⋅⋅ maxmax  
Con la instancia media anteriormente definida, la cantidad de variables y 
restricciones se muestran en la Tabla 4-7, comparando con el método SUMON-ID 
(valores entre paréntesis). Podemos ver como en un ejemplo donde solo se 
consideran 25 canales, SUMON-ID-R ya permite una reducción muy significativa 
del número de variables. 
Tabla 4-7 Ejemplo aproximación de la complejidad de SUMON-ID-R 
F  150 C  25 Trmax  3 
E  18 LC  4 Cardsmax
 
8 
V  10 H  3 L  19 
D  20 S  8 P  15 
# Variables 162350 (266030) 
# Restricciones 75780 (164520) 
4.4 Resumen 
En este capítulo se han presentado varios métodos para resolver el problema 
SUMON de un modo eficiente. En resumen, se han planteado tres métodos de 
resolución: SUMON-GO que plantea una optimización global del problema sin un 
gran sentido práctico SUMON-ID que permite resolver problemas de un tamaño 
medio gracias a un método que primero planifica la red sin considerar fallos y luego 
extiende la red iterativamente para contemplar cada uno de los posibles fallos; y 
SUMON-ID-R con el que, además de incorporar las ventajas del método anterior, se 
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ha reducido el problema eliminado el conjunto de canales relajando las 
restricciones sobre la capa óptica, y con el que intentaremos abordar la resolución 
instancias reales. 
La Tabla 4-8 muestra un resumen de las características de los diferentes métodos. 
Para comparar la complejidad se ha tomado la variable de decisión binaria con 
mayor peso en el modelo wevtrcf y se ha calculado en un caso como el de la Tabla 4-7 
para ejemplificar la complejidad de cada método. 
Tabla 4-8 Resumen métodos de resolución 
 SUMON-GO SUMON-ID SUMON-ID-R 
Tipo de solución Óptima Sub-óptima Aproximada 
Complejidad 
(dimensión de la 
variable w) 
710  510  310  
# de problemas a 
resolver 
1 F≤  F≤  
Resolución de 
instancias reales 
Inabordable Muy difícil Asumible 
 
  
 
 
Capítulo 5.  
Resultados numéricos 
En este capítulo se exponen resultados numéricos de la aplicación de los métodos 
expuestos en los capítulos anteriores. Este capítulo de resultados se divide en 
cuatro bloques: una primera parte con información de las topologías y la 
implementación de los métodos y funciones utilizados para la obtención de 
resultados; un segundo bloque donde se realiza un estudio sobre la ordenación 
óptima de los escenarios de fallo en el  método SUMON-ID; una tercera sección en 
la que se realiza una comparación y validación entre los diferentes métodos 
propuestos; y finalmente, un cuarto bloque con un caso de aplicación práctica del 
problema SUMON. 
5.1 Topologías e implementación 
Para el desarrollo de este capítulo se han utilizado dos topologías de referencia: i) 
una para la evaluación numérica de los modelos de tamaño medio con 9 nodos 
ópticos y 8 nodos virtuales (detallada en la Fig. 4-1), y utilizada en las instancias de 
los resultados de los bloques 5.2 y 5.3; y ii) una segunda red, más grande, que se 
empleará en la sección de resultados 5.4. En esta segunda topología hemos 
considerado para la capa óptica la topología física real de 22 nodos ópticos del 
operador British Telecom [Wr13] (Fig. 5-2-b) y una capa virtual adaptada con 14 
nodos (Fig. 5-2-a). 
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Figura 5-1 Red de referencia1  
a)
b)
 
Figura 5-2 Red de referencia 2: a) Topología  virtual (capa IP/MPLS);  b) Topología 
física (British Telecom) 
Para generar las diferentes instancias, se ha implementado un generador que crea 
matrices de demandas aleatorias entre las localizaciones de metro de la red, 
distribuidas uniformemente entre dos parámetros (tamaño mínimo y máximo de 
una demanda) sin sobrepasar la velocidad de transferencia total establecida para la 
red. Además, el generador pre-calcula un conjunto de rutas para las conexiones 
ópticas que conectan cada enlace virtual, resolviendo el algoritmo de k-rutas 
mínimas en [Ye70]. Para cada ruta de cada demanda, el generador también crea 
todos los posibles canales que pueden ser asignados a esa ruta, dando como 
resultado un amplio conjunto de conexiones ópticas disponibles. Finalmente, el 
generador también obtiene un conjunto de todos los posibles escenarios de fallo 
contemplados en este estudio. 
Tal y como se detalla en la introducción, un objetivo de este proyecto es comparar el 
funcionamiento de BVTs y SBVTs en el contexto del problema SUMON. Es por ello 
que en ésta sección de resultados nos centraremos exclusivamente en estos dos 
tipos de transponders. Para poder comparar los diferentes tipos de transponders 
entre sí se han definido los conjuntos de tipos de tarjeta de manera que solo 
contienen un tipo de transponder, es decir no se combinan transponders de distinta 
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tecnología en un mismo tipo de tarjeta. Por ello, hemos creado dos conjuntos de 
clases de tarjetas, uno para BVTs y otro para SBVTs y hemos resuelto SUMON 
considerando únicamente un conjunto es estos. Los valores de costes y capacidades 
de los transponders y routers, así como el coste de las conexiones ópticas, han sido 
definidos en línea con los valores presentados en [Ve14]. 
La implementación de los modelos y algoritmos SUMON-GO, SUMON-ID y 
SUMON-ID-R se ha realizado en el software Matlab [MLB] utilizando el solver 
lineal CPLEX 12.5.1 [CPLX] para resolver los diferentes problemas lineales. La 
ejecución de las instancias se ha llevado a cabo en una máquina de 2.4 GHz Quad –
core con 8 GB de RAM y sistema operativo Linux. 
5.2 Ordenación del procesamiento de escenarios de 
fallos 
El método iterativo SUMON-ID, como ya se ha comentado en el capítulo 4, destaca 
por un tratamiento individual a la hora de procesar y restaurar los fallos. Esta 
propiedad de SUMON-ID permite elegir el orden en que queremos procesar los 
fallos, lo que nos lleva a pensar cual podría ser la mejor ordenación de estos. Al no 
tratarse SUMON-ID de un método exacto, sino de un algoritmo iterativo 
incremental, diferentes combinaciones en la ordenación del procesamiento de los 
fallos pueden llevarnos a diferentes resultados de la función objetivo CAPEX. 
En este trabajo consideramos tres tipos de posibles fallos: fallos en una localización 
IP/MPLS (FV), fallos en un enlace de fibra (FL), y fallos en un transponder (FT); 
por lo cual es lógico pensar que el orden en que se procesen los diferentes bloques 
de escenarios dependiendo del tipo de fallo será significativo en el CAPEX de la red. 
Por tanto, el objetivo de esta sección será encontrar y justificar qué ordenación de 
bloques de escenarios de fallo por tipo es la más adecuada. Además, se estudiará 
cómo puede afectar cada tipo de fallo en la evolución del algoritmo de SUMON-ID y 
se efectuará una pequeña introducción para detectar si existen diferencias en 
función del equipamiento (tipos de tarjeta) utilizado en la red.  
Se han considerado tres posibles ordenaciones de los bloques de escenarios: (FV-
FL-FT), (FL-FV-FT) y (FT-FV-FL); y se han ejecutado varias réplicas para cada 
instancia considerada, calculando los resultados promedio para cada ordenación. 
La Fig. 5-3 presenta la evolución del CAPEX para cada ordenación y para cada tipo 
de tarjeta (BVT y SBVT). 
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Figura 5-3 Evolución del CAPEX durante en el procesamiento por bloques de fallos. 
A la vista de los gráficos podemos detectar que para las instancias con BVTs no se 
observan diferencias significativas entre las diferentes ordenaciones mientras que 
las instancias con SBVTs se puede descartar la ordenación FT-FV-FL con un 
CAPEX bastante más elevado. De todas formas, en ambos casos se observa que la 
ordenación FV-FL-FT obtiene una acumulación de CAPEX más baja después de 
superar todos los fallos. También se observa que el CAPEX de las instancias en las 
que se han utilizado SBVTs es sensiblemente inferior al de las instancias con 
BVTs, indistintamente de la ordenación utilizada, lo que intuye que habrá 
diferencias importantes entre ambos tipos de transponders. 
En la Fig. 5-3 también se observa que la evolución del CAPEX a medida que se 
procesan fallos en la red, no es constante sino que algunos bloques de fallos tienen 
mayor repercusión. En la Tabla 5-1 se exponen los valores numéricos de los gráficos 
anteriores, mostrando además las proporciones de CAPEX que aporta cada grupo 
de fallos. Así, se parte del CAPEX de la solución inicial (0) y se muestra el aumento 
sufrido (∆CAPEX) a cada paso de ejecución de cada bloque de fallos según la 
ordenación y el tipo de tarjetas. La proporción relativa de cada incremento con 
respecto del coste final también es añadida. 
Se puede observar como para las dos primeras ordenaciones la mayor parte del 
CAPEX se concentra en los bloques que procesan los fallos FV, lo cual se explica 
porque la caída completa de un router IP supone instalar al completo otro nodo, o 
aumentar considerablemente el equipamiento en nodos con routers ya instalados. 
En generar se observa que dar cobertura a posibles fallos en la fibra óptica apenas 
supone un coste en CAPEX, esto es debido a que los mecanismos de restauración de 
fallos detallados en el capítulo 2 actúan aprovechando el equipamiento ya 
instalando redirigiendo el tráfico sin aumentar el coste. Cuando procesamos en 
primer lugar los bloques de fallos FT (ordenación FT-FV-FL) su coste asociado es 
mayor que cuando se procesan con anterioridad los otros tipos de fallos 
(ordenaciones FV-FL-FT y FL-FV-FT). Esto se debe a que al procesar fallos con 
anterioridad se podrá reutilizar equipamiento instalado para superar otros fallos 
sin necesidad de reponer cada transponder afectado por uno nuevo como ocurre en 
la ordenación (FT-FV-FL). También cabe destacar que el porcentaje que representa 
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la aportación del bloque de fallos FV es menor en los casos con SBVTs, lo cual 
puede explicarse a la mayor adaptabilidad de este tipo de transponders al poder 
establecer varios flujos desde el mismo transponder. 
Tabla 5-1 Evolución del CAPEX durante en el procesamiento por bloques de fallos 
BVT SBVT 
CAPEX  fCAPEX∆  (%)fCAPEX∆  CAPEX  fCAPEX∆  (%)fCAPEX∆  
FV-
FL-
FT 
0 1204,67 - - 964,67 - - 
FV 2113,00 908,33 83% 1500,00 535,33 70% 
FL 2113,00 0,00 00% 1500,00 0,00 0% 
FT 2293,00 180,00 17% 1726,00 226,33 30% 
Total 2293,00 1088,33 100% 1726,00 761,33 100% 
FL-
FV-
FT 
0 1204,67 - - 964,67 - - 
FL 2013,00 808,33 74% 1273,00 308,33 39% 
FV 2116,33 103,33 9% 1560,00 287,00 36% 
FT 2303,33 187,00 17% 1756,00 196,00 25% 
Total 2303,33 1098,67 100% 1756,00 791,33 100% 
 
FT-
FV-
FL 
0 1204,67 - - 964,67 - - 
FT 1663,00 458,33 41% 1609,67 645,00 67% 
FV 2326,33 663,33 59% 1926,67 317,00 33% 
FL 2326,33 0,00 0% 1926,67 0,00 0% 
Total 2326,33 1121,67 100% 1926,67 962,00 100% 
 
Se puede observar como para las dos primeras ordenaciones la mayor parte del 
CAPEX se concentra en los bloques que procesan los fallos FV, lo cual se explica 
porque la caída completa de un router IP supone instalar al completo otro nodo, o 
aumentar considerablemente el equipamiento en nodos con routers ya instalados. 
En generar se observa que dar cobertura a posibles fallos en la fibra óptica apenas 
supone un coste en CAPEX, esto es debido a que los mecanismos de restauración de 
fallos detallados en el capítulo 2 actúan aprovechando el equipamiento ya 
instalando redirigiendo el tráfico sin aumentar el coste. Cuando procesamos en 
primer lugar los bloques de fallos FT (ordenación FT-FV-FL) su coste asociado es 
mayor que cuando se procesan con anterioridad los otros tipos de fallos 
(ordenaciones FV-FL-FT y FL-FV-FT). Esto se debe a que al procesar fallos con 
anterioridad se podrá reutilizar equipamiento instalado para superar otros fallos 
sin necesidad de reponer cada transponder afectado por uno nuevo como ocurre en 
la ordenación (FT-FV-FL). También cabe destacar que el porcentaje que representa 
la aportación del bloque de fallos FV es menor en los casos con SBVTs, lo cual 
puede explicarse a la mayor adaptabilidad de este tipo de transponders al poder 
establecer varios flujos desde el mismo transponder. 
Para analizar la eficiencia y el comportamiento computacional de las tres 
ordenaciones consideradas, se han calculado los tiempos y el número de sub-
problemas a resolver para proporcionar cobertura contra fallos a la red en función 
de la ordenación y el tipo de tarjetas utilizadas (resultados en la Tabla 5-2). El 
tiempo se ha desglosado en dos partes: el tiempo que tardan en generarse los sub-
problemas y el tiempo que tardan en resolverse. Se han realizado estos cálculos en 
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función del porcentaje de CAPEX  alcanzado (%CAPEX), es decir, en el caso 
%CAPEX=90% se efectuarán los cálculos para el número de sub-problemas 
resueltos y tiempo necesario para alcanzar el 90% del CAPEX final. 
Tabla 5-2 Resultados de los tiempos del  procesamiento por bloques de fallos 
BVTs SBVTs 
% 
CAPEX 
Tiempo 
 (seg) FV-FL-FT FL-FV-FT FT-FV-FL FV-FL-FT FL-FV-FT FT-FV-FL 
90% 
#Sub-Probl. 2 8 11 11 10 9 
T.generar 219,233 1671,331 2299,870 2295,284 2065,673 1839,277 
T.resolver 435,614 444,984 448,333 123,526 123,526 123,526 
T.total 654,847 2116,314 2748,203 2418,811 2189,199 1962,803 
95% 
#Sub-Probl. 10 15 12 16 16 10 
T. generar  2072,766 3199,466 2474,854 3422,218 3410,971 2013,759 
T.resolver 450,479 459,460 451,806 123,526 123,526 123,526 
T.total 2523,245 3658,927 2926,661 3545,745 3534,498 2137,286 
99% 
#Sub-Probl. 18 18 12 17 17 10 
T. generar  3880,361 3878,814 2474,854 3647,071 3635,121 2013,759 
T.resolver 464,639 464,492 451,806 123,526 123,526 123,526 
T.total 4345,001 4343,306 2926,661 3770,597 3758,647 2137,286 
100% 
#Sub-Probl. 19 19 19 18 18 18 
T. generar  4105,316 4104,218 4109,712 3871,923 3859,973 3809,365 
T.resolver 467,170 467,169 463,230 123,526 123,526 123,526 
T.total 4572,486 4571,387 4572,942 3995,449 3983,500 3932,891 
 
El número de sub-problemas que se tienen que resolver para la misma instancia 
puede variar en función del tipo de tarjetas instaladas, ya que el algoritmo iterativo 
parte de soluciones iniciales diferentes que no tienen que estar necesariamente 
afectadas ni por los mismos ni por el mismo número de escenarios de fallo. En la 
Tabla 5-2 se observa claramente que el tiempo necesario para cargar los problemas 
es considerable, y similar para ambos tipos de transponders. Sin embargo, el 
tiempo de resolución para los casos  SBVTs  es significativamente menor que en los 
casos con BVTs. Los porcentajes de CAPEX alcanzados en función de cada 
ordenación están acorde con lo analizado en la Tabla 5-1, acumulando la mayor 
parte del aumento del CAPEX en los núcleos de fallos FV, y estabilizando esas 
diferencias en los casos de SBVTs. Sin embargo, para obtener un porcentaje alto de 
cobertura se ve necesario procesar prácticamente todos los fallos, ya que a pesar de 
tener un número posible de fallos considerable (del orden de 50) finalmente solo se 
necesitan procesar 19 y 18 respectivamente (los que afectan a la solución inicial). 
Por tanto menos de un 40% de los fallos son procesados, lo que reduce mucho el 
tiempo de resolución del problema. 
 
También cabe remarcar que existen diferencias significativas en los tiempos de 
ejecución de las dos fases de SUMON-ID, detalladas y representadas por la 
resolución de los problemas LP1 y LP2. La Figura 5-4 ilustra estas diferencias. Así, 
se observa claramente que el tiempo invertido en encontrar la solución inicial (LP1) 
es muy superior al de los sub-problemas (LP2) individualmente. Esto se explica 
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porque las restricciones (4.1) y (4.2) añadidas en (LP2) acotan mucho la región 
factible del problema, ya que se parte de una solución inicial que sólo se puede 
modificar del modo especificado en los capítulos anteriores. Esta situación resulta 
ventajosa, ya que permite que el número de escenarios de fallo no eleve demasiado 
los tiempos de resolución del problema, sin ser esto una limitación. 
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Figura 5-4 Distribución de los tiempos de resolución de LP1 y LP2  en SUMON-ID. 
En definitiva, se puede concluir que la mejor ordenación para ejecutar el algoritmo 
del SUMON-ID es FV-FL-FT, por lo tanto a partir de ahora todos los resultados 
obtenidos mediante instancias resueltas con algún método iterativo de resolución 
utilizará esta ordenación. También podemos intuir algunas ventajas en el uso de 
SBVTs como el de generar soluciones de menor CAPEX y una mayor eficiencia 
computacional. 
5.3 Comparación de métodos 
En este apartado se realiza una comparación entre los métodos SUMON-GO, 
SUMON-ID y SUMON-ID-R; con el objetivo de validar y justificar el uso de los 
métodos de resolución iterativos propuestos. Aunque SUMON-GO carece de valor 
práctico ante la resolución de instancias reales, este método nos puede servir de 
referencia a la hora de validar los métodos alternativos SUMON-ID y SUMON-ID-
R a partir de instancias pequeñas. 
Para la obtención de resultados de esta sección se ha generado un conjunto de 
instancias con las características especificadas en la introducción del capítulo. Se 
ha establecido un tiempo máximo de ejecución de 5 horas, parando la ejecución y 
guardando la mejor solución obtenida para cada instancia ejecutada en el caso de 
llegar a ese tiempo límite. Se han realizado 10 réplicas para cada carga de la red, 
consistente en un número de demandas diferentes. Así, podemos analizar cómo 
evoluciona cada método a medida que se van añadiendo un número mayor de 
demandas. Las cargas de tráfico que se inyectan a la red se han generado de forma 
aleatoria entre los nodos de tipo metro, variando las cargas de tráfico hasta obtener 
tres niveles de menor a mayor carga. 
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5.3.1 SUMON-GO vs. SUMON-ID 
En este apartado se estudia si el método de resolución iterativo SUMON-ID 
proporciona soluciones de una calidad comparable a las obtenidas por SUMON-GO. 
Es decir, se busca validar SUMON-ID como un método fiable para poder resolver el 
problema en cuestión. Asimismo, se realizará un análisis numérico de las 
dimensiones de las instancias y tiempos de resolución con ambos métodos. 
Debido a las limitaciones por la complejidad que alcanza SUMON-GO cuando 
aumentan las dimensiones del problema solamente se han considerado 10 posibles 
escenarios de fallo y 3 rutas pre-calculadas para cada par de nodos origen/destino. 
La Tabla 5-3 muestra los resultados de comparar ambos métodos utilizando 
tarjetas con BVTs. Se muestran las dimensiones (número de variables y 
restricciones) de las instancias resueltas con SUMON-GO, y las dimensiones 
promedio de los sub-problemas de las mismas instancias resueltas con SUMON-ID. 
También se muestra el tiempo total de resolución y el valor de la función objetivo 
CAPEX de la mejor solución encontrada con su respectivo gap de optimalidad. 
Finalmente, la segunda parte de la tabla muestra las proporciones de las 
comparaciones de dimensiones, tiempos y CAPEX entre ambos métodos. Así, por 
ejemplo, ∆CAPEXGO-ID representa el cociente de la solución obtenida por SUMON-
GO entre la obtenida por SUMON-ID. 
Tabla 5-3 Resultados comparación SUMON-GO vs. SUMON-ID con BVTs 
SUMON-GO SUMON-ID 
Carga Var. Restr. Tiempo CAPEX GAP Var. Restr. Tiempo CAPEX GAP 
I 36600 25776 1579,15 1549,33 0,00 3728 2546 26,46 1689,33 0,00 
II 44800 31120 10495,93 1777,67 0,00 4520 3243 120,36 1847,67 0,00 
III 57100 39136 15256,57 1837,67 0,00 5708 4299 869,56 1989,33 0,00 
 
Carga IDGOVar −∆ .  IDGO−∆Restr  IDGOTiempo −∆ .  IDGOCAPEX −∆  
I 9,82 10,12 59,68 0,92 
II 9,91 9,60 87,20 0,96 
III 10,00 9,10 17,55 0,92 
Promedio 9,91 9,61 54,81 0.93 
 
Podemos observar, pues, que las grandes diferencias de complejidad existentes 
entre ambos métodos son claras; las dimensiones de los problemas de SUMON-ID 
se reducen bruscamente con respecto a las de SUMON-GO, que proporciona 
instancias con aproximadamente 10 veces más variables y restricciones. En cuanto 
a los tiempos de resolución, SUMON-ID escala mejor que SUMON-GO, que 
produce tiempos hasta 87 veces mayores para el mismo tamaño de instancia. Por 
tanto, a pesar de que las instancias ejecutadas son muy reducidas y con pocos 
escenarios de fallo, se observa que los problemas lineales resueltos son de 
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dimensiones considerables para SUMON-GO, con una reducción muy significativa 
en SUMON-ID. El valor del CAPEX, como es lógico, ha ido en aumento en las 
cargas con más tráfico y alcanzado en todas las instancias ejecutadas el óptimo 
(GAP=0). En la comparativa relativa entre métodos observamos que los resultados 
obtenidos con SUMON-ID se quedan cerca del óptimo global de SUMON-GO, 
obteniendo una diferencia en media de un 7%, lo cual supone una diferencia lo 
suficientemente pequeña como para validar SUMON-ID. 
La Tabla 5-4 muestra los mismos resultados anteriores pero para el uso de SBVTs. 
Al considerar el uso SBVTs se ha podido aumentar las dimensiones de las cargas de 
demandas introducidas, ya que como se observó en la sección anterior tienen una 
adaptabilidad computacional mayor; sin embargo, no se han podido aumentar 
conjuntos clave como el número de escenarios de fallo o canales por las limitaciones 
antes comentadas. 
Tabla 5-4 Resultados comparación SUMON-GO vs. SUMON-ID con SBVTs 
SUMON-GO SUMON-ID 
Carga Var. Restr. Tiempo CAPEX GAP Var. Restr. Tiempo CAPEX GAP 
I 56760 34838 1328,701 1075,66 0,00 5744 3776 25,46 1165,67 0,00 
II 64960 40198 9621,329 1346,66 0,00 6536 4960 42,86 1434,00 0,00 
III 73160 45558 15146,211 1756,66 0,26 7328 6112 218,93 1596,67 0,00 
 
Carga IDGOVar −∆ .  IDGO−∆Restr  IDGOTiempo −∆ .  IDGOCAPEX −∆  
I 9.88 9.23 52.19 0.92 
II 9.94 8.10 224.48 0.94 
III 9.98 7.45 69.18 1.10 
Promedio 9.93 8.26 115.28 0.99 
 
Al igual que para los resultados con BVTs, la complejidad y tiempo de ejecución se 
reducen mucho en SUMON-ID. La reducción en el número de variables y 
restricciones es similar (en torno a 10 veces) y el tiempo de ejecución aún es mucho 
mayor en SUMON-GO con respecto de SUMON-ID. En este sentido, hay que 
destacar que para las instancias del nivel de carga III, SUMON-GO no alcanza el 
óptimo global después de 5 horas de ejecución, quedándose con un GAP medio al 
25%. Esta situación conlleva a que, aunque SUMON-ID aporte una solución sub-
óptima de SUMON-GO, para las instancias con ese nivel de carga se obtenga un 
CAPEX mejor con SUMON-ID (de hecho, mejora en un 10% con respecto de 
SUMON-GO). Con estas consideraciones, podemos concluir definitivamente que 
SUMON-ID es un método mucho más escalable que SUMON-GO y que proporciona 
soluciones de alta calidad para instancias pequeñas que permitan la comparación 
entre ambos métodos. 
En la siguiente sección contrastaremos ambos métodos iterativos con instancias 
mayores de las utilizadas en la presente sección. 
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5.3.2 SUMON- ID vs. SUMON-ID-R 
En esta sección se compara el método SUMON-ID con SUMON-ID-R, con el 
objetivo de validar el segundo procedimiento. Al contrario que en la sección 
anterior, al tratar con dos métodos iterativos, en esta comparación se ha podido 
considerar el 100% de escenarios de fallo en la red, así como aumentar las cargas 
de demandas y el número de rutas pre-calculadas entre cada nodo. En la Tabla 5-5 
se encuentran los resultados de la comparación entre SUMON-ID y SUMON-ID-R. 
Se muestran las dimensiones promedio de los sub-problemas y los tiempos de 
ejecución para cada método en función del nivel de carga. Se ha desglosado el 
CAPEX de las soluciones en sus dos componentes: el coste de inversión en 
equipamiento y el coste de las conexiones ópticas, para evaluar el peso que tiene 
cada componente en el coste total de la red y cómo puede afectar a la relajación de 
las condiciones de la capa óptica establecida en el método  SUMON-ID-R. A 
diferencia de las tablas anteriores, se omite el gap de optimalidad puesto que todas 
las resoluciones de modelos lineales de todas las instancias comparadas han 
alcanzado el óptimo dentro del tiempo límite establecido. Finalmente, se miden las 
diferencias relativas como el cociente de los valores de SUMON-ID entre los de 
SUMON-ID-R. 
Tabla 5-5 Resultados comparación SUMON-ID vs. SUMON-ID-R  
SUMON-ID 
Carga Var. Restr. Tiempo 
.equipCost  .% equipCost
 
optCost  optCost%  CAPEX 
I 45952 30208 2036,88 1156,667 0,992 9,35 0,008 1166,02 
II 52288 39680 3428,85 1420,00 0,991 12,78 0,009 1432,78 
III 58624 48896 15514,53 1566,66 0,988 18,52 0,012 1585,19 
   
SUMON-ID-R 
Carga Var. Restr. Tiempo 
.equipCost  optCost%
 
optCost  optCost%  CAPEX 
I 16100 8400 240,33 1108,66 0,995 5,66 0,005 1114,33 
II 21644 9408 361,61 1373,33 0,995 7,16 0,005 1380,50 
III 27188 10416 731,75 1396,66 0,993 9,81 0,007 1406,47 
 
Carga IDRIDVar −∆ .  IDRID−∆Restr  IDRIDTiempo −∆ .  IDRIDCAPEX −∆  
I 2.85 3.60 8.48 1.05 
II 2.42 4.22 9.48 1.04 
III 2.16 4.69 21.20 1.13 
Promedio 2.48 4.17 13.05 1.07 
 
La diferencia de las dimensiones y tiempos de ejecución entre SUMON-ID y 
SUMON-ID-R son significativas, siendo del orden 2.5 y 4.2 veces mayores el 
número de variables y restricciones del primer método. Eso lleva a unos tiempos de 
ejecución que se reducen en torno a 10 veces en el caso SUMON-ID-R, lo que 
demuestra una mayor practicidad de este método. 
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Como ya se anticipó, los valores de CAPEX son inferiores para SUMON-ID-R ya 
que se trata de una relajación de SUMON-ID. De todas maneras, la diferencia 
relativa entre ambos métodos no es muy alta en ninguno de los niveles de carga, lo 
que lleva a concluir que SUMON-ID-R es un buen método para encontrar 
soluciones aproximadas del problema original SUMON. 
Así pues, si bien el método SUMON-ID-R produce soluciones aproximadas del 
problema, la información extraída de estas soluciones resulta de mucha utilidad a 
los operadores que requieren de este tipo de problemas para realizar estudios 
tecno-económicos. En la siguiente sección se ilustra un caso práctico de estudio con 
el fin de evaluar los beneficios de los SBVTs respecto a los BVTs y poder fijar un 
coste razonable para los primeros. 
5.4 Caso práctico de aplicación de SUMON 
Dado que las distintas tecnologías en las que se basan los SBVTs se encuentran 
todavía en fase de desarrollo, aún no se dispone de un precio claro al que podrían 
ser comercializados. Seguidamente vamos a realizar un estudio simple con el fin de 
situar un coste máximo para los SBVTs a partir del cual, en caso de ser mayor, no 
se obtendrían beneficios económicos en comparación con el uso de BVTs. Para ello, 
resolveremos el problema SUMON y analizaremos el CAPEX resultante para 
distintos costes de SBVTs. Aquel coste que proporcione un CAPEX igual entre usar 
BVTs y SBVTs marcará la frontera del coste máximo. Todas los resultados 
presentes en esta sección se obtienen de resolver el método SUMON-ID-R con 
instancias realistas sobre la topología de referencia 2. 
Para una comparación fácilmente interpretable, definimos el coste del SBVT como 
una proporción (ρ) del coste del BVT. Así, si ρ=2 significa que consideramos que un 
SBVT cuesta dos veces un BVT de las mismas características (es decir, capacidad). 
En esta sección consideraremos solo dos tipos de BVTs, con una capacidad de 100 y 
400 Gb/s, y dos tipos de SBVTs con iguales capacidades y un número de flujos 
máximo igual a 4. Los costes de BVTs y routers se han obtenidos de las referencias 
en [Ve14.1]. En cuanto a la generación de instancias, se han considerado varios 
niveles de carga entre 0.5 y 1.5 Tb/s, en demandas que oscilan entre los 10 y 80 
Gb/s. Además, se ha considerado el conjunto de escenarios completo, lo que suma 
un total de 181 posibles fallos. 
La Figura 5-5 muestra la evolución del CAPEX en función de la carga cuando ρ=1 
(el coste de un SBVT es igual al de un BVT). Este caso es poco realista pero marca 
claramente el máximo beneficio en reducción de CAPEX que podríamos obtener del 
uso de SBVTs. Como podemos comprobar, el coste de la solución con SBVTs es 
bastante menor (entre un 32% y un 44% inferior) con respecto de la de los BVTs. 
Estos valores indican claramente que el uso de SBVTs puede permite reducir  
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Figura 5-5 CAPEX con BVTs y SBVTs con ρ=1 
significativamente el CAPEX de la red, aunque la magnitud dependerá del coste de 
estos. 
Antes de entrar en un análisis de los costes de los SBVTs, merece la pena ver en 
detalle cual es el origen de la rebaja en CAPEX observada. Por ello, la Figura 5-6 
muestra el porcentaje de ahorro de los SBVTs con respecto de los BVTs separado 
por routers (es decir, el coste del chasis) y transponders. La primera conclusión que 
podemos sacar es que el ahorro en los transponders no es tan significativo como el 
ahorro en los routers. Aunque a medida que aumenta la carga, el ahorro de los 
SBVTs va creciendo, hasta alcanzar valores próximos al 20%, el ahorro en los 
routers se sitúa en torno al 40% (si bien va decreciendo suavemente con el 
incremento de la carga. Este comportamiento tiene una explicación: aunque el 
número de los SBVTs necesario sea algo menor en total, esto tiene mucho impacto 
en la dimensión del router a instalar. La limitación más grande en los routers es el 
número de tarjetas y, en ese sentido, el uso de SBVTs minimiza notablemente el 
número de tarjetas necesarias, permitiendo instalar routers más pequeños y 
baratos. Si a esto añadimos que la diferencia de coste entre routers de tamaños 
distintos es mucho mayor que el coste de los transponders, podemos explicar los 
valores en la figura. 
Con todo esto ya podemos analizar el impacto del coste de los SBVTs en el CAPEX 
de la red. A  continuación mostramos los resultados tras evaluar las soluciones 
obtenidas por SUMON-ID-R con distintos costes para los SBVTs, definido por la 
proporción ρ. La figura 5-7 muestra el CAPEX promedio de todas las instancias 
utilizadas en este estudio para las soluciones con BVTs (donde la curva es 
constante ya que el precio de estos no cambia) y SBVTs. Lo que podemos observar, 
en la línea de los ahorros vistos en la anterior figura, es que el coste de los SBVTs 
tiene que crecer dramáticamente para conseguir igualar el CAPEX de la red con 
BVTs. Específicamente, los SBVTs deberían ser unas 30 veces más caros que los 
BVTs para resultar una opción negligible. Viendo la tecnología detrás de estos  
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Figura 5-7 CAPEX con respecto de ρ 
dispositivos, podemos afirmar sin ningún tipo de error que el precio de venta de un 
SBVT va a estar muy por debajo de este coste máximo. De hecho, podemos 
considerar como coste límite realista el que un SBVT con una cierta capacidad y 4 
flujos podría llegar a costar hasta 4 veces un BVT de la misma capacidad. Para esta 
proporción ρ=4, vemos como el ahorro en CAPEX con el uso de SBVTs está 
alrededor de 35% en comparación con sus predecesores BVTs. En vista de esto, 
podemos concluir que los SBVTs permiten reducir significativamente el coste de 
una red multicapa sujeta a fallos y mecanismos orquestados de restauración del 
tráfico 
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5.5 Resumen 
En este capítulo se ha conseguido validar la utilidad de los métodos de resolución 
SUMON-ID y SUMON-ID-R para obtener resultados fiables que puedan ser 
aplicados a SUMON. Se ha refinado el uso de estos métodos iterativos, 
estableciendo el mejor orden en el que procesar los fallos. También se han 
analizado las particularidades de los modelos, sus limitaciones ante instancias 
grandes e indagando en las diferencias que existen entre los diferentes tipos de 
transponders. En definitiva, se ha establecido que SUMON-ID-R es un método 
efectivo que permite la resolución del problema en instancias realistas. 
Finalmente, se ha ilustrado la utilización de SUMON para analizar el coste de los 
SBVTs y dar valores de referencia que puedan ser utilizados para computar el 
ahorro en términos de CAPEX que supone el uso de dichos dispositivos. 
 
  
 
 
Capítulo 6.  
Conclusiones 
6.1 Contribuciones 
En este proyecto se ha definido y formulado el problema de diseño de red óptica 
elástica multicapa con restauración ante diversos tipos de fallo (denominado el 
problema SUMON) con el objetivo de reducir el CAPEX de la red. Se ha 
considerado la tecnología flexgrid en las restricciones de la capa óptica, así como 
una topología jerárquica en la capa IP/MPLS compuesta de routers de metro y de 
tránsito. Los fallos considerados han cubierto desde fallos en la capa IP/MPLS 
(fallo en un router o en un transponder) hasta fallos en la capa óptica (cortes en 
enlaces de fibra). 
Con el fin de resolver SUMON de una forma eficiente, se han diseñado, 
implementado, y validado los métodos iterativos SUMON-ID y SUMON-ID-R. 
Ambos se basan en resolver el diseño de la red sin tener en cuenta fallos para, a 
continuación, aplicar un procedimiento iterativo que extiende la red ya diseñada 
con el equipamiento extra necesario para superar cada uno de los fallos 
considerados. Además SUMON-ID-R relaja las condiciones de continuidad y 
contigüidad de espectro y las sustituyo por ecuaciones simples de capacidad en los 
enlaces ópticos. Esta aproximación produce soluciones factibles para el problema 
original si la capacidad de los enlaces de fibra es sensiblemente mayor que la carga 
que esta tiene que soportar ante los escenarios de fallo (situación que suele darse a 
la práctica en redes de operadores reales). A partir de un amplio análisis numérico, 
hemos validado ambos métodos, proponiendo SUMON-ID para resolver instancias 
pequeñas o medias y SUMON-ID-R para resolver instancias más grandes y 
realistas. 
Finalmente se ha demostrado la utilidad del problema SUMON para realizar 
estudios tecno-económicos relevantes en redes ópticas. Haciendo uso del método 
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SUMON-ID-R, hemos resuelto varias instancias obtenidas a partir de una 
topología de red de operador real con el fin de encontrar el coste máximo de un 
SBVT para que éste pueda proporcionar beneficios económicos con respecto de los 
BVTs. De los resultados preliminares obtenidos en este proyecto, hemos visto que  
un coste realista para los SBVTs proporciona redes notablemente más baratas, ya 
que tanto el número de transponders necesarios como el tamaño de los routers 
instalados se reducen de forma significativa. 
Los métodos y resultados obtenidos en este proyecto serán incluidos como parte de 
la investigación realizada en el marco del proyecto europeo IDEALIST, 
subvencionado por el 7º Programa Marco 2007/2013 bajo el contrato nº 317999. 
6.2 Evaluación personal 
Para la consecución de este proyecto, en primer lugar tuve que introducirme en el 
campo de las redes ópticas a través de la lectura de documentos específicos de 
trabajos anteriores y la valiosa ayuda de mis directores. También estudié algunos 
modelos de optimización y formulaciones matemáticas propuestas para otros 
problemas de redes ópticas. Particularmente, casos en redes clásicas con 
arquitecturas de una sola capa, que junto al material complementario sobre 
formulaciones de problemas en flujos en redes ha sido muy ilustrativo para la 
realización de este proyecto. Finalmente aprendí cómo implementar un problema 
de programación matemática en Matlab utilizando el motor de resolución de 
programas lineales CPLEX. 
Los conocimientos de los que tuve que hacer uso durante el desarrollo del contenido 
del trabajo están absolutamente relacionados con muchas de las asignaturas 
cursadas durante la LCTE. A lo largo del proyecto he tenido que modelar un 
problema de programación entera mixta muy complejo, por lo que ha sido necesario 
aplicar métodos de descomposición, reducción y relajación sobre el problema. Dado 
que los algoritmos de resolución iterativos son métodos de descomposición, utilicé 
mis conocimientos en optimización a gran escala en la que muchas de las técnicas 
dividen el problema original en pocos problemas más simples. Fue muy necesario 
estar familiarizado con el modelado de problemas en flujos en redes, presentes en 
muchas asignaturas de la carrera. Fue también muy importante ser capaz de 
interpretar los tipos de soluciones de un problema lineal (soluciones relajadas, 
óptimo global, cotas superiores…) y cómo funciona el método simplex y B & B, así 
como discernir las similitudes y las diferencias entre métodos exactos, 
aproximaciones o heurísticas. 
Personalmente, trabajar con un grupo de investigación fue una gran experiencia 
para mi carrera. Creo que conocer el modo de trabajo y organización en estos 
ámbitos me puede aportar mucho en el futuro. 
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Por último, pero no menos importante, me gustaría destacar la dedicación en 
tiempo y esfuerzo que supone la realización de un proyecto de estas características. 
6.3 Trabajo futuro 
Actualmente, el proceso de obtención de resultados sigue en marcha. Dentro del 
proyecto IDEALIST se están definiendo la configuración y capacidades de los 
SBVTs, de modo que una vez estén estos datos disponibles, se puedan ampliar el 
análisis tecno-económico del coste de los SBVTs con estos nuevos datos y otras 
redes de otros operadores implicados en el proyecto (Telefónica, Deustche Telekom, 
Telecom Italia). 
Dado que, cuando el tamaño del problema incrementa mucho más, incluso el 
método SUMON-ID-R puede resultar inabordable, el siguiente paso sería 
implementar una heurística que permitiera resolver el problema SUMON de una 
forma eficiente. Para ello, se está considerando adaptar la heurística basada en 
algoritmos genéticos en [Pe12] a la tecnología y fallos específicos en este problema. 
Respecto al tipo de fallos considerados, el fallo de un nodo óptico no se ha 
considerado en este trabajo. Ésta puede ser una posible extensión de SUMON ya 
que éste resulta un elemento crítico y también expuesto a fallos. De hecho, en 
entornos de fallos provocados por desastres naturales (terremotos, inundaciones, 
huracanes, etc) la situación en que varios elementos fallan es altamente probable. 
Por lo tanto, considerar múltiples fallos simultáneamente es una vía de ampliación 
futura de este problema. Finalmente, la inclusión de información relacionada con la 
probabilidad de cada fallo y la posibilidad de obtener una restauración no completa 
pero superior a un cierto valor límite es interesante desde el punto de vista de 
mejorar los resultados de los análisis tecno-económicos obtenidos a través de 
resolver el problema SUMON. 
 

  
 
 
Apendice A.  
Código implementado 
En este apéndice se muestra una parte del código implementado en este trabajo, 
específicamente la principal función de Matlab que implementa la formulación 
matemática de SUMON-GO. Además, se incluye una versión de código del 
algoritmo de los métodos iterativos (SUMON-ID y SUMON-ID-R). Nótese que, con 
tal de reducir la extensión de este anexo, sólo se han incluido fragmentos de dichas 
funciones. 
Función de SUMON-GO 
function [S,dim,timeSolve,timeLoad,cplex,Sh]=GO(data,delta) 
  
%%%%%%%Salida%%%%%%%%% 
%S :solución cplex 
%dim :dimensions (nvar,nconstr) 
%timeSolve :tiempo de ejecuciï¿½n 
%%%%%%%%%%%%%%%%%%%%%%%%% 
  
timeLoadIni=clock; 
  
%iniciar cplex 
initializeCPLEX() 
TILIM=36000; 
GAP=0.01; 
  
%%%%%Data input%%%%% 
  
Data=data; 
failures= length(delta.V(:,1))  ; 
  
%number of IP/MPLS locations and type 
nV=Data.nV;    
%Set Metro locations 
M=Data.M;   
%E: Matriz de incidencia nodos/arcos (IP/MPLS layer) 
E=Data.E; 
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%D: Matriz demands (Origen,Destino,Bitrate(hd)) 
D=Data.D;  
%number of slot clash and slotsWidth 
nSlots=Data.nSlots;    
slotsWidth=Data.slotsWidth; 
%H :Matrix chassis types (ncards,capacH,costH) 
H=Data.H; 
%LC :Matrix linecards types :(nTr,minCapTrF,maxCapTrF,maxCapTr,nf,costLC) 
LC=Data.LC;  
%number of OXC locations  
nN=Data.nN;    
%Matrix node/link (Optical layer) 
L=Data.L; 
%P: matriz de caminos predefinidos.(paths/OPTlinks) 
P=Data.P; 
%conexions IP layer /Optical layer 
PE=Data.PE;   
%Objective function constant 
B=Data.B;       
  
%%%%%%%%%%% DATOS %%%%%%%%%%%%%%%%  
  
%%IP/MPLS layer 
  
V=1:nV;  %Set of IP/MPLS locations and type 
VT=setdiff(V,M);  %Set Transit locations 
metros=length(M); 
transits=length(VT); 
IPlocations=metros+transits; %=length(V); 
  
IPlinks=length(E(1,:)); %Set of IP/MPLS links 
  
%Emt: 1 si a IPlink connect a Metro location with a Transit location, 0 othewise. 
Emt=zeros(IPlocations,IPlinks);  
for v=V 
    if (ismember(v,M)==1) 
        I=find(E(v,:)); 
        for t=VT 
            for i=I 
                if (E(t,i)==1) 
                    Emt(v,i)=1; 
                end 
            end 
        end 
    end 
end 
  
%Emm: 1 si a IPlink connect a Metro location with a Metro location, 0 othewise. 
Emm=zeros(IPlocations,IPlinks);  
for v=V 
    if (ismember(v,M)==1) 
        I=find(E(v,:)); 
        for m=setdiff(M,v) 
            for i=I 
                if (E(m,i)==1) 
                    Emm(v,i)=1; 
                end 
            end 
        end 
    end 
end 
      
%Ett: 1 if a IPlink connect a Transit location with a Transit location, 0 othewise. 
Ett=zeros(IPlocations,IPlinks);  
for v=V 
    if (ismember(v,VT)==1) 
        I=find(E(v,:)); 
        for t=setdiff(VT,v) 
            for i=I 
                if (E(t,i)==1) 
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                    Ett(t,i)=1; 
                end 
            end 
        end 
    end 
end 
  
  
  
for i=1:length(D(:,1)) 
    nslots(i)=ceil(D(i,3)/slotsWidth); 
end 
  
D=[D nslots']; 
hd=D(:,3);  %Bitrate of demand d 
demands=length(D(:,1));  
  
chassis=length(H(:,1));%Set of chassis types  (j) 
nCards=H(:,1); 
capacH=H(:,2);  
   
linecards=length(LC(:,1)); %Set of lines cards types   (i) 
nTr=LC(:,1); 
minCapTrF=LC(:,2); 
maxCapTrF=LC(:,3); 
maxCapTr=LC(:,4); 
nf=LC(:,5); 
  
%Paramï¿½tos para big M 
maxnf=max(nf); 
maxTr=max(nTr); 
maxCards=max(nCards); 
maxCap=max(maxCapTr); 
maxHD=max(capacH); 
  
%%Optical layer 
  
N=1:nN; %Set of OXC locations 
OPTlocations=length(N); 
  
OPTlinks=length(L(1,:)); %Set of fiber links l 
  
paths=length(P(:,1));  %nº caminos predefinidos  
  
S=1:nSlots; %Spectrum slots 
slots=length(S); 
C=[]; %Set os spectrum channels 
hc=[]; %Bitrate of channel ceC 
for i=1:slots 
    for j=1:(slots-i+1) 
        C=[C;zeros(1,j-1) ones(1,i) zeros(1,slots-i-j+1)]; 
        hc=[hc;i*slotsWidth]; 
    end 
end 
  
channels=length(C(:,1)) 
  
%***********************VARIABLES****************************% 
%x    binary, 1 if IP/MLPS demand is routed through virtual link e, 0 otherwise. 
%X    binary, 1 if IP/MLPS demand is routed through virtual link e is linked with 
transponder slot t of card slot r in node location v, 0 otherwise. 
%z    binary, 1 if card slot r of node v is quipped with a line card type i, 0 
otherwise. 
%Z    binary, 1 if nodo location v is equipped with a router chassis type j, 0 
otherwise. 
%u    real+, aggregated demand in transponder slots t of card slot r in node v. 
%U    real+, aggregated demand of the flow belonging to virtual link e in transponder 
slot t of card slot r in node v. 
%w    binary, 1 if virtual link e linked with transponder slot t of card %slot r in node 
location v is severd by a lightpathss using channel c. 
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%y    binary, 1 if virtual link e routerd through a lightpathss using pathss p and 
channel c. 
  
%g    binary, 1 if demand d can be re-routerd in failure scenario f, , 0 otherwise. 
%a    binary,  
%a1   binary, 1 if the virtual link e is affected in failure scenario f, , 0 otherwise. 
%a2   binary, 1 if IP/MLPS node v is affected in failure scenario f, , 0 otherwise.  
  
nvar= demands*IPlinks*failures + demands*IPlinks*IPlocations*maxCards*maxTr*failures + 
IPlocations*maxCards*linecards + IPlocations*chassis + 
IPlocations*maxCards*maxTr*failures +  IPlinks*IPlocations*maxCards*maxTr*failures + 
IPlinks*IPlocations*maxCards*maxTr*channels*failures + IPlinks*paths*channels*failures + 
IPlinks*IPlocations*maxCards*maxTr*failures + demands*failures +  IPlinks*failures + 
demands*IPlinks*failures + demands*failures; 
  
function idx=x(idd,ide,idf) 
    idx = (idd-1)*IPlinks*failures + (ide-1)*failures + idf; 
end 
  
function idx=X(idd,ide,idv,idr,idt,idf) 
    idx = demands*IPlinks*failures + (idd-1)*IPlinks*IPlocations*maxCards*maxTr*failures 
+ (ide-1)*IPlocations*maxCards*maxTr*failures + (idv-1)*maxCards*maxTr*failures +(idr-
1)*maxTr*failures+ (idt-1)*failures + idf; 
end 
  
 
… 
 
function idx=a2(idd,ide,idf) 
    idx = demands*IPlinks*failures + demands*IPlinks*IPlocations*maxCards*maxTr*failures 
+ IPlocations*maxCards*linecards + IPlocations*chassis + 
IPlocations*maxCards*maxTr*failures +  IPlinks*IPlocations*maxCards*maxTr*failures + 
IPlinks*IPlocations*maxCards*maxTr*channels*failures + IPlinks*paths*channels*failures + 
IPlinks*IPlocations*maxCards*maxTr*failures + demands*failures +  IPlinks*failures + 
(idd-1)*IPlinks*failures + (ide-1)*failures +  idf ; 
end 
  
function idx=tp(idd,idf) 
    idx = demands*IPlinks*failures + demands*IPlinks*IPlocations*maxCards*maxTr*failures 
+ IPlocations*maxCards*linecards + IPlocations*chassis + 
IPlocations*maxCards*maxTr*failures +  IPlinks*IPlocations*maxCards*maxTr*failures + 
IPlinks*IPlocations*maxCards*maxTr*channels*failures + IPlinks*paths*channels*failures + 
IPlinks*IPlocations*maxCards*maxTr*failures + demands*failures +  IPlinks*failures + 
demands*IPlinks*failures + (idd-1)*failures  + idf ; 
end 
  
  
  
%%% Objective Function 
cplex = Cplex('CAPEX'); 
cplex.Model.sense = 'minimize'; 
  
Ch=H(:,3);  %Coste de cada tipo de chasis hj 
Clc=LC(:,6); %Coste para cada tipo de lines card lci 
  
objFunc=zeros(nvar,1);  
  
for d=1:demands 
    for f=1:failures 
        objFunc(g(d,f))=0.1; 
        objFunc(tp(d,f))=0.1; 
    end 
end 
  
  
for v=1:IPlocations 
    for j=1:chassis 
        objFunc(Z(v,j))=Ch(j); 
    end 
end 
 75 
  
for v=1:IPlocations 
    for r=1:maxCards 
        for i=1:linecards 
           objFunc(z(v,r,i))=Clc(i); 
        end 
    end 
end 
  
for l=1:OPTlinks 
    for s=1:slots 
        for p=1:paths 
            if P(p,l)==1 
                for c=1:channels 
                    if C(c,s)==1 
                        for e=1:IPlinks 
                            %for f=1:failures 
                                objFunc(y(e,p,c,1))=B*sum(C(c,:))*sum(P(p,:)); 
                            %end 
                        end 
                    end 
                end 
            end 
        end 
    end 
end 
  
for l=1:OPTlinks 
    for s=1:slots 
        for p=1:paths 
            if P(p,l)==1 
                for c=1:channels 
                    if C(c,s)==1 
                        for e=1:IPlinks 
                            for f=2:failures 
                                objFunc(y(e,p,c,f))=0.1; 
                            end 
                        end 
                    end 
                end 
            end 
        end 
    end 
end 
  
%%% X bounds 
  
lb=[zeros(demands*IPlinks*failures,1);zeros(demands*IPlinks*IPlocations*maxCards*maxTr*f
ailures,1);zeros(IPlocations*maxCards*linecards,1);zeros(IPlocations*chassis,1);zeros(IP
locations*maxCards*maxTr*failures,1); 
zeros(IPlinks*IPlocations*maxCards*maxTr*failures,1); 
zeros(IPlinks*IPlocations*maxCards*maxTr*channels*failures,1); 
zeros(IPlinks*paths*channels*failures,1) 
;zeros(IPlinks*IPlocations*maxCards*maxTr*failures,1) ;zeros(demands*failures,1) ;  
zeros(IPlinks*failures,1) ; zeros(demands*IPlinks*failures,1) ; 
zeros(demands*failures,1) ]; 
ub=[ones(demands*IPlinks*failures,1) ; 
ones(demands*IPlinks*IPlocations*maxCards*maxTr*failures,1); 
ones(IPlocations*maxCards*linecards,1); ones(IPlocations*chassis,1); 
ones(IPlocations*maxCards*maxTr*failures,1)*maxCap; 
ones(IPlinks*IPlocations*maxCards*maxTr*failures,1)*maxCap; 
ones(IPlinks*IPlocations*maxCards*maxTr*channels*failures,1); 
ones(IPlinks*paths*channels*failures,1); 
ones(IPlinks*IPlocations*maxCards*maxTr*failures,1) ; ones(demands*failures,1) ; 
ones(IPlinks*failures,1) ; ones(demands*IPlinks*failures,1) ; ones(demands*failures,1)]; 
ctypes=char([ones(1,demands*IPlinks*failures)*('B') 
ones(1,demands*IPlinks*IPlocations*maxCards*maxTr*failures)*('B') 
ones(1,IPlocations*maxCards*linecards)*('B') ones(1,IPlocations*chassis)*('B') 
ones(1,IPlocations*maxCards*maxTr*failures)*('C') 
ones(1,IPlinks*IPlocations*maxCards*maxTr*failures)*('C') 
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ones(1,IPlinks*IPlocations*maxCards*maxTr*channels*failures)*('B') 
ones(1,IPlinks*paths*channels*failures)*('B') 
ones(1,IPlinks*IPlocations*maxCards*maxTr*failures)*('B') ones(1,demands*failures)*('B')  
ones(1,IPlinks*failures)*('B') ones(1,demands*IPlinks*failures)*('B') 
ones(1,demands*failures)*('B')]); 
cplex.addCols(objFunc,[],lb,ub,ctypes);  
  
%***********************CONSTRAINTS****************************% 
nconstr=0; 
 
% (A) IP routing (Node-link formulation)(IP/MPLS demands are routed over the virtual 
layer) 
  
  %(1)cada Metro location (nodos v Orig Dest) utiliza un solo link para cada demanda d 
   
  disp('Constriction 1') 
  disp(nconstr) 
   
  for f=1:failures          
      for d=1:demands 
          for v=D(d,1:2) 
              row=zeros(1,nvar); 
              for e=1:IPlinks 
                  if (Emt(v,e)==1) 
                      row(x(d,e,f))=delta.V(f,v); 
                  end 
              end 
              cplex.addRows(1, row, 1); 
              nconstr=nconstr+1; 
          end 
      end   
  end 
     
   %(2)cada IPlocations v que no es Org. Dest. utiliza como mucho 2 links para rotear la 
demanda d 
    
   disp('Constriction 2') 
   disp(nconstr) 
    
   for f=1:failures     
       for d=1:demands 
          for v=setdiff(V,D(d,1:2)) 
              row=zeros(1,nvar); 
              for e=1:IPlinks 
                  if (E(v,e)==1) 
                      row(x(d,e,f))=delta.V(f,v); 
                  end 
              end 
              cplex.addRows(0, row, 2); 
              nconstr=nconstr+1; 
          end 
       end 
   end 
           
  %(3)la suma de los links incidentes el las IPlocations v que no son Org. Dest. tiene 
que ser mayor o igual que la incidencia de los nodos v intermedios(transits) 
       
  disp('Constriction 3') 
  disp(nconstr)    
       
   for f=1:failures        
      for d=1:demands 
          for v=setdiff(V,D(d,1:2)) %v=VT                      
              for e=1:IPlinks 
                  if(E(v,e)==1 ) 
                      row=zeros(1,nvar); 
                      row(x(d,e,f))=delta.V(f,v); 
                      for e2=1:IPlinks 
                          if(E(v,e2)==1 && e~=e2) 
                              row(x(d,e2,f))=-1*delta.V(f,v); 
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                          end 
                      end 
                      cplex.addRows(-IPlinks, row, 0); 
                      nconstr=nconstr+1; 
                  end 
              end 
          end 
      end       
   end       
       
  % (B) Assignament IPlinks <-> Transponders 
    %(4)(5)(6) All virtual links carrying IP traffic are linked to one and only one 
tranponder slots for each virtual link node 
  
    %(4)  
     
   disp('Constriction 4') 
   disp(nconstr) 
        
   for f=1:failures 
       for d=1:demands 
           for e=1:IPlinks 
               for v=1:IPlocations 
                   if (E(v,e)==1) 
                       row=zeros(1,nvar); 
                       row(x(d,e,f))=delta.V(f,v); 
                       for r=1:maxCards 
                           for t=1:maxTr                        
                               row(X(d,e,v,r,t,f))=-1*delta.V(f,v); 
                           end 
                       end 
                       cplex.addRows(0, row, 0);    
                       nconstr=nconstr+1; 
                   end 
               end 
           end 
       end    
   end 
        
    %(5) 
     
     
    disp('Constriction 5') 
    disp(nconstr) 
    
    for f=1:failures  
        for v=1:IPlocations 
             for e=1:IPlinks  
                 if (E(v,e)==1) 
                     for r=1:maxCards 
                         for t=1:maxTr 
                             row=zeros(1,nvar); 
                             for d=1:demands 
                                 row(X(d,e,v,r,t,f))=delta.V(f,v); 
                             end 
                             row(W(e,v,r,t,f))=-demands; 
                             cplex.addRows(-demands, row, 0); 
                             nconstr=nconstr+1; 
                         end 
                     end 
                 end 
             end 
        end 
    end 
     
   %(6) 
 
   disp('Constriction 6') 
   disp(nconstr) 
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   for f=1:failures  
        for v=1:IPlocations 
             for e=1:IPlinks  
                 if (E(v,e)==1) 
                     row=zeros(1,nvar); 
                     for r=1:maxCards 
                         for t=1:maxTr 
                             row(W(e,v,r,t,f))=delta.V(f,v); 
                         end 
                     end 
                     cplex.addRows(0, row, 1); 
                     nconstr=nconstr+1; 
                 end 
             end 
        end 
   end   
    
     % (7)(8) Compute the total bitrate and the bitrate for virtual link that is lined 
to each transponder slot 
    
   %(7)   
    
   disp('Constriction 7') 
   disp(nconstr) 
    
        
   for f=1:failures        
      for v=1:IPlocations 
          for r=1:maxCards 
              for t=1:maxTr 
                  for e=1:IPlinks 
                      if (E(v,e)==1) 
                          row=zeros(1,nvar); 
                          row(U(e,v,r,t,f))=-1*delta.V(f,v); 
                          for d=1:demands 
                              row(X(d,e,v,r,t,f))=hd(d)*delta.V(f,v); 
                          end 
                          cplex.addRows(0, row, 0); 
                          nconstr=nconstr+1; 
                      end 
                  end 
              end 
          end 
      end 
       
   end 
       
      %(8) 
       
       
      disp('Constriction 8') 
      disp(nconstr) 
    
     for f=1:failures          
         for v=1:IPlocations 
             for r=1:maxCards 
                 for t=1:maxTr 
                     row=zeros(1,nvar); 
                     row(u(v,r,t,f))=delta.V(f,v); 
                     for e=1:IPlinks 
                         if (E(v,e)==1 ) 
                             row(U(e,v,r,t,f))=-1*delta.V(f,v); 
                         end 
                     end 
                     cplex.addRows(0, row, 0); 
                     nconstr=nconstr+1; 
                 end 
             end 
         end      
     end  
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   %(9) Ensure that same bitrate is fixed at both ends of each virtual link 
    
      disp('Constriction 9') 
      disp(nconstr) 
    
    
   for f=1:failures          
       for e=1:IPlinks 
           v=find(E(:,e)); 
           v1=v(1); 
           v2=v(2); 
           row=zeros(1,nvar); 
           for r=1:maxCards  
               for t=1:maxTr  
                   row(U(e,v1,r,t,f))=delta.V(f,v1);              
end 
           end 
           for r=1:maxCards  
               for t=1:maxTr  
                   row(U(e,v2,r,t,f))=-1*delta.V(f,v2); 
               end 
           end 
  
           cplex.addRows(0, row, 0); 
           nconstr=nconstr+1; 
       end          
   end 
    
   % (C) Dimensioning // Choose one and only one card for each slot in use and also one 
and only one chassis for each location with traffic 
     
    %(10)     
     
    disp('Constriction 10') 
    disp(nconstr) 
        
    for v=1:IPlocations 
        for r=1:maxCards 
            row=zeros(1,nvar); 
            for i=1:linecards 
                row(z(v,r,i))=1; 
            end 
            cplex.addRows(0, row, 1); 
            nconstr=nconstr+1;             
        end 
    end 
     
    … 
    
   %(27) 
    
    
    disp('Constriction 27') 
    disp(nconstr) 
     
    
   for f=1:failures    
       for e=1:IPlinks 
           for v=1:IPlocations 
               if (E(v,e)==1) 
                   for r=1:maxCards 
                        for t=1:maxTr 
                            for c=1:channels   
                                row=zeros(1,nvar); 
                                row(w(e,v,r,t,c,f))=delta.V(f,v); 
                                for d=1:demands 
                                    row(X(d,e,v,r,t,f))=-1*delta.V(f,v); 
                                end 
                                cplex.addRows(-Plinks*IPlocations*maxCards*maxTr,row,0); 
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                                nconstr=nconstr+1; 
                            end 
  
                        end 
                   end 
               end 
           end 
       end    
   end 
    
   
   %(28) Slots clash constrains in transponder output: a slots in a transponder is used 
for no more            
    
    
    disp('Constriction 28') 
    disp(nconstr)     
     
    
   for f=1:failures    
       for v=1:IPlocations 
           for r=1:maxCards 
               for t=1:maxTr 
                   for s=1:slots 
                       row=zeros(1,nvar); 
                       for e=1:IPlinks 
                           if (E(v,e)==1) 
                               for c=1:channels 
                                   if C(c,s)==1 
                                      row(w(e,v,r,t,c,f))=delta.V(f,v); 
                                   end 
                               end 
                           end 
                       end 
                       cplex.addRows(0, row, 1); 
                       nconstr=nconstr+1; 
                   end 
               end 
           end 
       end      
   end 
    
  (…) 
      
         
     for f=2:failures 
         for d=1:demands 
            for v=1:IPlocations 
                for e=1:IPlinks 
                    if (E(v,e)==1) 
                        for r=1:maxCards 
                            for t=1:maxTr 
                                row=zeros(1,nvar); 
                                row(g(d,f))=-100; 
                                for e2=1:IPlinks 
                                    row(a2(d,e2,f))=-100;  
                                end 
                                row(tp(d,f))=-100; 
                                row(X(d,e,v,r,t,1))=1; 
                                row(X(d,e,v,r,t,f))=-1; 
                                cplex.addRows(-failures*demands*IPlinks*1000, row, 0); 
                                nconstr=nconstr+1; 
                            end 
                        end 
                    end 
                end 
            end 
         end 
     end 
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    timeLoad=etime(clock, timeLoadIni); 
      
     
     %***********************SOLVE****************************% 
    
    save('objCplex','cplex')    
    
    function solve(cplex, MipGap,h) 
        %Set InfoCallback 
        cplex.InfoCallback.func =@stop; 
        cplex.InfoCallback.data.tilim = TILIM; 
        cplex.InfoCallback.data.MipGap = MipGap; 
        cplex.InfoCallback.data.timeSolveIni = clock; 
         
        cplex.Param.emphasis.memory.Cur=1; 
        cplex.Param.mip.strategy.file.Cur=2; 
        cplex.Param.workmem.Cur=1024; 
         
        if h==1 
            cplex.Param.mip.limits.nodes.Cur=0; 
        else 
            cplex.Param.mip.limits.nodes.Cur=2.1e+09; 
        end 
         
        cplex.solve(); 
    end 
  
    % Callback function 
    function stop = stop(info, data) 
        if (~isempty (info.IncObj)) 
            currentGap = abs(info.MipGap); 
            elapsedTime=etime(clock, data.timeSolveIni); 
            stop = (currentGap < data.MipGap) || (elapsedTime > data.tilim); 
        end 
    end 
  
    solve(cplex,GAP,0); 
    Sh=cplex.Solution; 
  
     
    timeSolveIni=clock; 
    solve(cplex,GAP,1); 
    timeSolve=etime(clock, timeSolveIni); 
    
    S=cplex.Solution;   
     
    dim=struct('nvar',nvar,'nconstr',nconstr); 
     
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%    
     
     
end 
 
Algoritmo SUMON-ID 
function FObj=Main(orden) 
  
% Orden 
  %  1 -> VLT  
  %  2 -> LVT 
  %  3 -> TVL 
  
I=order(delta,orden); 
  
[S,dim,time,time2,Sh,cplex]=LP1(data); 
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S0=S; 
  
if strcmp(S0.statusstring, 'integer infeasible')==1 
    disp('INFEASIBLE PROBLEM'); 
    %break 
    return 
end 
  
disp('Initial solution'); 
guardar(S0,data,dim,time,time2,0,1) 
guardar(Sh,data,dim,time,time2,100,1) 
  
%imprimir(S0,data,dim) 
%break 
%pause 
  
for i=I   %scenarios 
         
    fprintf('Failure scenario: %i \n\n',i);   
     
    FV=delta.V(i,:); 
    FL=delta.L(i,:); 
    FT=delta.T(i,:); 
     
    sc(i,delta)    
    [G,A,T]=param(data,FV,FL,FT,S0); 
    if G==0 & A==0 & T==0 
        time1=0; 
        time2=0; 
        guardar(S,data,dim,time,time2,i,0) 
        continue 
    end 
        
    Sx=S.x; 
     
    [S,dim,time1,time2]=LP2(data,FV,FL,FT,Sx,S0,G,A,T); 
    guardar(S,data,dim,time,time2,i,0) 
    %imprimir(S,data,dim) 
      
    if strcmp(S.statusstring, 'integer infeasible')==1 
        fprintf('The problem in failure scenario %i is infeasible \n\n',i); 
        %break 
        return 
    end 
     
end 
  
FObj=fobj(S,S0,data); 
  
end 
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