This paper further explores the uses of Bayesian Networks for detecting buildings from digital orthophotos. This work differs from current research in building detection in so far as it utilizes the ability of Bayesian Networks to provide probabilistic methods for evidence combination and, via training, to determine how such evidence should be weighted to maximize classification. In this vein, then, we have also utilized expert performance to not only configure the network values but also to adapt the feature extraction pre-processing units to fit human behavior as closely as possible. Results from digital orthophotos of the Washington DC area prove that such an approach is feasible, robust and worth further analysis.
INTRODUCTION
Detecting buildings from aerial images is a difficult task due to the complexity and uncontrolled nature of photographic scenes. For example, low contrast between building rooftops and surroundings as well as fragmented segments make initial edge detection an insufficient source of information; vegetation, trees and small structures complicate the segmentation even further. It is often the case, however, that multiple views of the same scene are available. However, a common and more difficult task is that of detecting buildings from single intensity images which have been manipulated in such a way to eliminate displacement due to photographic tilt and relief: digital orthophotos. 37 Such manipulations render the width of the shadow an unreliable indication of the building height and the absence of visible walls makes any height estimation impossible. a a Such manipulations render the width of the shadow an unreliable indication of the building height. This is due to the errors in the Digital Elevation Model data used for the production of the orthophoto and the fact that the shadow is cast by an optical model which is not scaled for elevation.
The main contribution of this paper is to explore the use of Bayesian Networks to combine diverse information obtained from orthophotos and assign probabilities to buildings to create and update the building layer in maps. Information ranging from corners to solar angles are used in this probabilistic model. Although Bayesian networks have been successfully applied to medical diagnosis, 8, 29 forecasting, 1, 7 environmental risk assessment 39 and other decision-making systems, they have yet to be fully utilized in Computer Vision systems.
Current Building Extraction Techniques
There are already many building detection systems reported in the literature and a recent paper by Mayer 20 provides an excellent overview of past work on the topic. A reasonable example of current approaches is the work of Lin and Nevatia 18 for the detection of buildings from monocular images. They first use perceptual grouping to generate 2D roof hypotheses from detected line segments. The algorithm then assumes rectilinear buildings to hypothesize parallelograms as possible roofs and uses some criteria to select a number of parallelograms for verification. For the verification stage, shadow and wall information is considered to provide a shadow and wall score respectively. These scores are obtained by a weighted sum of evidence for a number of possible building heights. Both scores produce a combined score, and the height which achieves this maximum combined score is chosen as the actual height of the building. An overlap and containment analysis then follows to decide whether any verified hypotheses overlap or contain others, respectively. The average percentage of detected buildings (over four images) was 74.6% with 5.6% false alarms.
Noranha and Nevatia 28 tackled the same detection problem but this time using multiple views. A similar approach to the monocular method described above is used assuming rectilinear structures (perceptual grouping, detection of parallelograms, verification) but, in this case, features provided by the multiple images were considered. For the verification stage a linear summation of the wall and shadow evidence from all views was used. Detection and false alarm rates of 80.2% and 11%, respectively, were reported.
Collins et al. 5 developed a building detection model based upon multiple, overlapping views. Following the initial line detection stage, rooftops were detected by identifying possible roof corners by pairs of lines meeting at an angle. Corners and lines were then entered into a feature relation graph with potential building roof polygons appearing as cycles in the graph. After detecting the potential rooftop in one image, geometric evidence (e.g. height) from other images was sought via epipolar feature matching. Multiimage triangulation then followed to determine the precise size, shape and position of the building in the local 3D site coordinate system. The algorithm assumed flat-roofed rectilinear structures. Evaluation results have been reported separately for the 2D rooftop detection and for the 3D reconstruction accuracy.
McKeown 22 developed BABE (Buildup Area Building Extraction) which constructed corners from lines by using the assumption that buildings were comprised of straight line segments linked by (nearly) right-angled corners. It then constructed chains of edges linked by corners to hypothesize boxes, parallelepides which may indicate constructed structures. Finally, it evaluated these boxes in terms of size and line intensity constraints.
Roux and McKeown 32 used the hypotheses produced by BABE to construct 3D roof surfaces by matching salient building features (e.g. corners) detected from different views to provide 3D building surface cues. The algorithm performed bottomup matching using a succession of refined features (3D corners, 3D segments, 3D surfaces). Geometric and structural knowledge was then applied to prune away unlikely matching combinations. Results on 16 buildings proved to be quite successful on peak roof structures while it had less success in terms of 3D surface orientations.
Hsieh's semiautomated site modeling system (SiteCity) 11 extracted buildings by integrating photogrammetry, geometric constraints and Image Understanding algorithms. The user begins by outlining the building roof in one image. The height of the building was determined by searching for vertical edges at the roof corners and the roof lines at the bottom of the buildings. The user intervenes to adjust the height in case of failure of the automated process. The system attempted to locate the buildings in other images by projecting the preliminary building model from the first image using elevation from DEM's. It then searched along the epipolar lines to find the precise building locations. The evaluation was performed on all visible image points in terms of both standard deviation and pixel distance.
Bayesian Networks in Computer Vision
Although renewed interest in Bayesian Networks started in the mid 80's, interest from the Computer Vision community has been more recent. Chelberg 4 made an early use of Bayesian Networks to represent part-of relations between objects and subparts. More specifically, he developed a method to perform range interpretation by combining evidence on subparts of the required object to calculate evidence for the actual object. The algorithm was demonstrated on a plumbing fixture (PVC elbow). Jensen et al. 13 24 where segments of an image were mapped onto the graph. Results were presented on one image containing 16 segments (regions) with successful identification.
To the best of our knowledge, Kulschewski's work 16 was the first reported in the literature for applying Bayesian Networks to recognize types of buildings from aerial images. With the assumption of six possible building types a network was constructed. Each of the six types of buildings (e.g. flat roof, desk roof, curb roof) depended on the aspect i.e. the 2D views of 3D objects. These aspects, in turn, were the result of certain faces being visible.
In all, then, Bayesian Networks seem to be a promising procedure for combining evidence in vision problems particularly where the information is diverse, dependent, both causal and diagnostic (deductive and abductive), and where the inference procedure is best posed in probabilistic terms.
SYSTEM OVERVIEW
The current system differs from standard building detection algorithms in various ways. It uses performance optimization to train the system to fit how humans identify corners, and combine diverse data, raw or partly processed, in a probabilistic framework to assign probabilities to hypotheses. Information sources relevant to the detection of a building include geometric (anything relating to its shape), radiometric (using its spectral properties) and contextual (using the strong roadbuilding relationship). Our aim is to explore how each chosen information source is combined to detect buildings in a Bayesian Network -although we do not fully explore the contextual module. In general, the system consists of a relatively small set of procedures, as follows:
Algorithm 1
1. The digital orthophoto is segmented into regions using an adaptive, multiscale segmentation procedure. 2. Evidence is collected for each region including: (a) the average area in terms of pixels; (b) the average gray-level intensity; (c) the existence of a corresponding shadow at the expected location defined by the solar angles and derived from the geographic coordinates of the image and the date and time stamp (assumed known); (d) the region's extracted boundary. This will be processed further to derive a polygonal approximation to the region, using the derived corners, as well as a measure of rectangularity; (e) the number of regions away from an already detected road (may be assumed unknown for an unconstrained solution); (f) the orientation of the region with respect to the road (same assumption as above).
3. All evidence for a region is entered into the Bayesian network for inference and a probability of each region being a building is derived.
However, before these steps can be applied, we use a training stage which is necessary for steps 2(d) and 3 of Algorithm 1. An outline of this training stage is given in Algorithm 2. In step 2(d) of Algorithm 1, we need to train the system to detect corners of building boundaries: steps 1 and 2 of Algorithm 2. For the estimation of the Bayesian network parameters (conditional probabilities) in step 3 of Algorithm 1, we also need to collect a set of building and non-building examples to perform the necessary statistics, after obtaining the features (attributes) of each region in the training set. This is outlined in steps 3 and 4 of Algorithm 2 (below).
Having completed this training stage and obtained all required parameters, we collect a set of images to be used for testing the system. This procedure is then applied to assign building probabilities to regions in the test images, as follows:
1. A set of building boundaries is collected, after the initial region segmentation/boundary extraction stage, and presented to an expert (human) to identify corners. 2. The system uses these training examples to derive the required parameters for corner detection. 3. The system performs steps 1 and 2 of Algorithm 1, on a set of training examples. 4. The various features of both, building and non-building regions are obtained. 5. We use these statistical data to obtain the probabilities required by the Bayesian Network.
Multiscale Adaptive Segmentation
The basis of the adaptive, multiscale segmenter, is to use a recursive, hierarchical multiscaled procedure where a region at one scale is split at a finer scale if the variance between regions at this finer scale is significantly greater than would be expected if the regions were sampled from the distribution defined by the larger scale. Multiscale approaches have also been utilized by other authors to improve segmentation 2, 10, 14, 19, 25, 35 ). In contrast to these approaches, the current algorithm uses both edge and region attributes at multiple scales to adaptively and automatically choose the best scale at which to segment different regions of an image. In this way, images containing widely varying characteristics can be differentiably segmented using one procedure.
This segmenter is based upon the use of a standard edge extraction method, in this case, the Canny operator. 3 We then use a piecewise linear boundary interpolation model to guarantee closed regions at different scales. The process is recursive over scales and regions and results in an adaptive tree (spatial variance) decomposition, which includes more realistic region shapes than do typical adaptive quadtree decompositions. More formally, we assume at each parent node, as a null hypothesis, that the sibling subregions generated at the finer scale to a given parent region (and scale) are sampled from the same normal population as that parent region. We then perform a one-way Analysis of Variance (ANOVA) to test this hypothesis by determining whether there is sufficient variation between the subregion means (in this case, average intensity values) compared to the variances within the subregions to reject this null hypothesis. Under the normal sample assumption, this reduces to the F-test (F-distribution):
where k is the number of subregions, n i is the number of pixels in region i, n is the total number of pixels in all the subregions, σ 2 i is the unbiased sample variance for subregion i, X ij is intensity of pixel j in region i,X i is the mean of the intensity in region i, andX is the mean of all intensities in all regions. If the null hypothesis is not rejected (F (n − k, k − 1) with p > 0.01), then the split is not accepted and the parent region is retained; if the null hypothesis is rejected (F (n − k, k − 1) with p ≤ 0.01) then the parent region is replaced by all of the subregions. In this case we have used the rejection rate of p ≤ 0.01 so defining a strict criterion for region splitting.
In all, then, region boundaries are defined by the interpolated edge operator. However, the decision to further segment a region is based upon the regions statistical analysis (for more details see Ref. 21) . Figure 1 shows the results of the multiscale algorithm, where the images (256 × 256, 8-bit gray-level orthophotos) on the left were segmented using three scales (isotropic two-dimensional Gaussian smoothing filters with σ's of 4, 2 and 1 pixels). These scales were chosen to enable to registration of regions with areas within the range of buildings of interest. 21 As can be seen from these results, the multiscale segmentation produced quite reasonable segmentation of the buildings from its surroundings. It is very interesting to note that for the bottom set of images, the building labeled as A was successfully segmented from a similarly gray background.
Segmented region boundary points (indexed by s 1 ..s n ) were then labeled as corners if they corresponded to a curvature (k(s)) peak (dk(s)/ds = 0: local minimum or maximum) and the absolute curvature value at such a peak was greater than a threshold, τ : |k(s) : σ c )| ≥ τ. These computations were performed at a given scale defined by a Gaussian smoothing filter with σ c defined along the contour. Although it could be argued that τ should be a function of the curvature scale σ c , in this case we have framed the threshold question in terms of the trade-off between curvature magnitude and the change of curvature over the boundary contour. Consequently we have included both σ and τ as parameters to be estimated in our attempt to fit predictions based on the curvature peaks and absolute curvature values with observed corner depiction. Figure 2 shows a plot of the absolute values of two curvatures, obtained using two different σ's (σ 1 < σ 2 ) and the horizontal line represents the threshold for acceptance. Any peaks (detected by a simple finite difference local maxima operator with respect to the boundary parameter) above that line are classified as corners. For example, in the case depicted in Fig. 2 , the curvature at scale σ 2 results in seven corners. Shifting the threshold line lower or higher would result in more or less corners, respectively.
A human-in-the-loop approach is introduced at this point to learn the required parameters, τ and σ c . An expert is presented with building boundaries and is required to identify the corners. Such corners are then used as the set of Fig. 2 . Plotted absolute values of curvature (|k(s) : σc)|) using two different σ's (σ 2 > σ 1 ). Here the scale, σ, represents the resolution for contour detail while the threshold, τ , determines the magnitude of curvature used to determine whether a curvature peak corresponded to a corner or not. training examples. The task is to minimize, in the least squares sense:
where O t j is the observed (expert-identified) corner position vector j of shape t and P t ij is the ith predicted corner (position vector) neighbor for the observed jth corner corresponding to the selected peaks (at a given scale and threshold), and ∆ c corresponds to the distance along the boundary contour in pixels. The summation ranges over all training patterns, t, over all the distances between each observed corner, j, and those predicted in its neighborhood, N j on the curve.
b Note that the expert-identified corner is one of the contour points which is judged closest to the "true corner". This function penalizes for more points in N j and for the distance between the observed and predicted corners.
The scale, σ c , and the threshold, τ , which achieve the minimum error are then used as the chosen parameters for corner detection. In this case these values were detected by exhaustive search as the number of parameters and states were relatively small. Figure 3 shows the nine corners derived on the boundary extracted from the original image shown on the top left orthophoto of Fig. 1 .
By joining each corner with its successor using straight lines, we obtain a polygonal approximation to the region which best-fits expert annotation. This is used as evidence for buildings, as described in the following section.
The Network Model
Bayesian Networks 26, 30, 31 are directed acyclic graphs in which the nodes represent multivalued variables, comprising a collection of mutually exclusive and exhaustive hypotheses. The arcs signify direct dependencies between the b The neighborhood of a corner lying between two boundary segments is defined on the parameterized boundary from the midpoint of one segment up to the midpoint of the second segment (a boundary segment is the segment between one expert corner to the next). linked variables and the strengths of these dependencies are quantified by conditional probabilities. The proposed Bayesian Network is shown in Fig. 4 . This is not meant to be a complete model for building detection but, rather, a submodule which accounts for a number of factors of use to infer the existence of buildings from orthophotos. Before we explain the reasoning behind the structure of the network, we first give an interpretation of each of the nodes along with abbreviations that we will often use in the remaining of the paper: • Area (A): Area of the region in terms of pixels and indexed by the spatial scale. In this case one pixel corresponds to one metre resolution.
• Slope (S): The slope of the region (omitted). This is a factor that influences the intensity of the region through the Bidirectional Reflectance Distribution Function (BRDF) which estimates the intensity at each region from knowledge of the sun angle, normal to the region and surface material properties.
• Material (M): The material of each region which is derived from the BRDF which estimates the intensity at each region, from knowing the sun angles and the normal to the region. This factor is omitted as, in our examples, all buildings were constructed of the same type of material and having similar spectral reflectance properties.
• Azimuth (AZ): Solar Azimuth measured in degrees from 0 to 360 and is defined as the angle in the horizontal plane between the due south (or north in our case) line and the projection of the site-to-sun line on the horizontal plane.
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• Sun Elevation (E): Elevation of the Sun measured in degrees from 0 to 90 and defined as the angle from the horizontal plane upward to the center of the sun.
• Intensity (I): The average intensity of the segmented region.
• Road Adjacency (RA): Using an adjacency graph for each region. We measure the length of the shortest path from a given region to road region (if assumed known). It takes values from [0, .., Y ] with Y being the longest acceptable value. We base this variable on the fact that every building should have a road nearby. However, in order to have an unconstrained solution to the problem, we assume that the roads are not already detected and therefore leave this node uninstantiated.
• Road Orientation (RO): Majority of buildings are oriented parallel to roads.
States are (parallel,¬parallel) to one of the extracted polygon sides. Skew angles could also be used. Similarly, this node is left uninstantiated.
• Building (B): States (yes, no).
• Shadow Location (SL): Indicates whether a shadow has been detected. States are the possible locations of the shadow (north, northeast, etc., or none). We could assume that a shadow has been detected when there is a dark region adjacent to the current region in question, in the specific location we are searching for. Such manipulations render the width of the shadow an unreliable indication of the building height.
c These nodes represent those variables which influence, either directly or indirectly, the building hypothesis. The building features, i.e. Intensity, Area, Rectangular Decomposition, Polygon Fit, Shadow Location, Road Adjacency, Road Orientation are leaf nodes and are the "result" of the Building. In Bayesian network terminology, these features are conditionally independent given Building. For example, if we know the state of Building, a change in probability of Area will have no effect on the Polygon Fit hypothesis (or any other child node hypothesis). Otherwise, if the state of Building is not known, the two features are dependent. Any change in the probability of Area will cause an update in the Building hypothesis which will then cause Polygon Fit (and all other child nodes of Building) to update its belief (see previous section on belief updating). These conditional independence assumptions are encoded in the network by the connections. (For more details on causality and learning causal structures, see Ref. 27 .)
The location of the shadow depends also on the solar azimuth. The elevation of the sun influences the location of the shadow only in the case where it is not close to 90 degrees. In this case the sun is directly above the region and the absence of the shadow is expected. In such a case, the absence of a shadow should not be considered as negative evidence for a region being a building, but, instead, have no contribution towards the region evaluation. We have therefore drawn the arc from Elevation to Shadow Location to represent this case. The other elevation values would only influence the width of the shadow instead of the location and are therefore not significant in our case. The elevation of the sun also influences the intensity of the region, and is derived from the solar azimuth using a deterministic formula. The BRDF also tells us that intensity is also determined by the slope and material of the region. These nodes, however, and their corresponding arcs are indicated with dotted lines in the network (Fig. 4) , to show that although they are present for completeness of the example model, they are omitted -see below.
Variable Quantization
Since, in this implementation, the Bayesian Network is developed for discrete variables, the continuous variables need to be quantized -divided into meaningful states (meaningful in terms of our goal, i.e. to detect buildings). One well-known measure which characterizes the purity of the class membership of different variable states is information content or entropy. 23 The procedure used here was as follows: Each observed variable value for building and nonbuilding was quantized into one of c values, the latter being derived from minimizing the variable value ranges to minimize the entropy condition:
where P Bi is the probability of buildings in class i and P NBi is the probability of nonbuildings in class i. The number and range of classes which result in the minimum entropy are chosen to quantize the variable. It should be noted that since this measure is not averaged over the number of values there is a penalty for splitting due to increases in the function values due to c, per se. However, all such entropybased quantization measures are not necessarily optimal or unique but proved to be adequate for the other main interests of this project. Again, an exhaustive search procedure was used over the number and ranges of the quantization values to determine the number and ranges of the quantization steps which minimized this entropy function. This minimum entropy principle was applied on all the continuous nodes which could not be quantized using physical properties or constraints (as is the case of solar azimuth and elevation and shadow location). These nodes corresponded to: Rectangular Decomposition, Polygon Fit, Area and Intensity (see Fig. 4 ) and are dependent on the resolution of the orthophoto. The results are shown below.
• Rectangular Decomposition. Two classes: (0-0.35), (0.35-1).
• Polygon fit. Two classes: (0-0.88), (0.88-1).
• Area. In the current application one pixel corresponded to 1 square meter. We have chosen 100 square meters to be the minimum area of a building, corresponding to 100 pixels on the image. The entropy minimization resulted in five states: (100-1000), (1000-1350), (1350-1400), (1400-1800), (1800-3000).
• Intensity. two states: (0-162),(162-255).
• Azimuth. Due to physical properties, the following were used: North: (337.5 According to each of the above azimuth angles, a shadow of a region defined as a dark adjacent patch can be expected at the corresponding location. Figure 5 shows the 0 • to 360
• circle measuring degrees from north, and the quantization of the azimuth as above. The shaded area indicates the section where the shadow would be expected (NW location) given a SE position of the sun (any azimuth angle between 112.5
• − 157.5 • ). The shadow location node has nine classes: (N, NE, E, SE, S, SW, W, NW, none) each one corresponding to a diagonally opposite sun position, as indicated in Fig. 5 . The shadow location none corresponds to an Elevation state close to 90 degrees. The shadow is input in the network by observing a dark patch at the expected location. The threshold of the intensity of the dark patch was derived by statistical data consisting of buildings with shadow examples.
• Slope and Material. Assuming a Lambertian surface, the intensity of a given region is a function of the angle, θ, between the normal to the surface and the source of illumination as well as the material of the surface. Assuming, however, flat-roofed buildings with a constant material, the only variable which affects the intensity of a region is the sun elevation angle, θ: Here slope and material nodes are ignored from the network of Fig. 4 , since they no longer represent variables. For a more general solution however, these nodes should be included and the required conditional probability of Intensity given its parent nodes Building, Elevation, Slope and M aterial should be derived using the Bidirectional Reflectance Distribution Function.
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• Item Elevation. This variable, as the Azimuth variable above, is again difficult to design, due to lack of data. Digital orthophotos with varying sun positions were not available for this work. We have therefore chosen to quantize this node into four equal ranges (values of sin (elevation)) between 0 to 80 degrees and an additional class from 80 to 90 degrees to represent the case when no shadow is expected. Note that the number 80 ideally would have to be derived from data, since someone can argue that 78 or 79 degrees do not cause a shadow either. Due to lack of data, however, we assume the value of 80 (2 per cent down from peak). It was therefore quantized into the following 5 classes: (0
• Road Adjacency and Orientation. The Road Adjacency node represents the number of regions that are between the region in question and a road region. This node has been arbitrarily quantized into two classes since we will assume that the roads are not detected in the image and therefore leave this node uninstantiated.
To neutralize their effect we assume equal probabilities between these nodes and the building node. Road Orientation takes as values (parallel, ¬ parallel) according to the orientation of the given region relative to the road. Similar assumptions apply to this node. The results will show that even when these nodes are omitted, the system still produces good results. A more detailed modeling of context is presently under investigation.
Conditional Probabilities
Having constructed the network nodes, we now need to define the conditional probabilities which quantify the arcs of the network. Current literature on Bayesian networks concentrates on ways to learn these parameters 33, 36, 38 and here we show how the probabilities were derived for this application.
For each root node (i.e. node with no parents) we define initial uniform prior state probability densities: Building and Azimuth. For each non-root node we then need to define conditional probability tables as follows: P (A|B), P (RD|B), P (P F |B), P (SL|B, AZ, E), P (RO|B), P (RA|B) and P (I|B, E), where the nodes are given the abbreviations previously defined. Each of these tables gives the conditional probability of a child node being in each of its states, given all possible parent state combinations. Note that Elevation is deterministically defined by Azimuth using the equations of Solar angles. 15 These probabilities can be derived from the training data. For example, the conditional probability of Area being in Class 1 given Building is yes, is determined from data, by counting the number of building examples with an area within Class 1, and so on.
However, for the conditional probability of Intensity given Building and Elevation, the situation is more complicated, since the data (both training and testing) come from a single large digital orthophoto with fixed sun coordinates. We can therefore only estimate the conditional P (I|B, elevation = x), where x is the given elevation. However, for the purpose of this paper, we assume that the other elevations will have the same probabilities. Since elevation is always going to be fixed, throughout this paper, the remaining elements of this probability table are insignificant for the building hypothesis.
EXPERIMENTAL RESULTS
A set of building regions (of varying shape) were initially collected for the corner detection stage. The expert (human) had to identify the corners on the extracted boundary of the building. These expert-identified corners were then used as our training set to derive the required parameters for the corner detection stage (see above).
Two more sets of both building and non-building examples (30 in each) were selected to perform the minimum entropy quantization of the continuous variables and were also used to produce the conditional probabilities for the network. A different set of building and non-building regions was then collected for testing and evaluation of the system.
Out of 41 buildings, not previously seen during training, 40 were correctly classified as buildings.
d Out of 25 non-building regions, not used for training, 22 were correctly classified as nonbuildings (correct rejections). These results compare favorably to other building detection methods reported in the literature. Figures 6-8 show the three steps involved in detecting buildings in each of the three images. Figures 6-8 show the segmented regions obtained using the multiscale adaptive segmentation procedure. The segmentation was achieved using three scales (isotropic two-dimensional Gaussian smoothing filters with σ's of 4, 2 and 1 pixels). The region information required for instantiating the Bayesian network is either readily available after the segmentation step (i.e. Intensity, Area, Shadow Location) or can be obtained by further processing the segmented regions (i.e. Rectangular Decomposition, Polygon Fit).
After entering the data into the Network the detected buildings are indicated in Figs. 6-8 (right), along with a black boundary representing their polygonal approximations. The following results were obtained:
In Fig. 6 (right) the resultant probability of the indicated region being a building is 0.99. The shadow was detected on the NW location as expected for a SE sun position, the area was 1605 pixels, average intensity was 206, the polygon fit was 0.89 and the ratio of 90
• corners was 0.44. In Fig. 7 (right) the probability is 0.97. The data entered for this region were: NW shadow, area was 2591, intensity of 205, polygon fitness of 0.92 and ratio of 90
• corners was 0.14. As it can be seen the probability of this region being a building is lower than that in Fig. 6 . This is due to the area falling into the class indicating higher non-building probability, as well as a lower ratio of 90
• corners. In Fig. 8 (right) all the segmented building regions have been successfully identified with one false alarm.
e This is region E in Fig. 8 (centre) whose shadow creates an illusion of a building. Region A, in the same image was classified as a building with 0.99 probability whereas, the darker building, B, C and D had a 0.78 probability of being classified as a building. Note that the smaller buildings on the left were still identified as buildings, although the polygonal approximations to these regions was not as successful. The reason for this is that the system was trained to identify corners on buildings of a larger scale (similar to the buildings shown in Region A). The larger scale boundaries often require a larger width in the Gaussian smoothing filter which could prove to be too large for the boundary perimeter of the smaller buildings.
However, the system was still able to classify these regions, as buildings, mainly because of their bright intensity and/or the presence of a shadow. From the current data and analyses region intensity provided more reliable evidence for buildings that did the polygonal approximation variable. This could certainly vary over different image types but, in all cases, the relative merits of different variables is clearly an issue which can be incorporated in the Bayesian Network conditional probability matrices which define, or "learn", the connections between variable nodes as shown in Fig. 4 .
It is evident that the final classification results of the Bayesian network, are very much dependent on the segmentation step. For example, even if some buildings are visible in the original image of Fig. 8 (left) , the segmentation of those was not successful due to the low contrast between the buildings and the surroundings. Therefore, these buildings were never tested on the building hypothesis.
CONCLUSIONS AND FUTURE WORK
The main focus of this paper has been an investigation into how discrete Bayesian Networks can be used for image annotation, in this case, for buildings, where there is a need to combine and weigh up evidence from multiple sources. The context of such an application occurs when there is a need to combine inexact evidence from multiple sources -different from standard building recognition paradigms where more exact geometric image or CAD models apply. With orthophotos, for example, exact geometric properties of the imaging model have been compensated for and so some geometric information, for example, the exact details of shadows, is lost. Further, the aim was to consider a more general model for combining evidence from quite different sources including image features, symbolic, relational metric information and domain knowledge. The example of buildings was simply used to illustrate how such Bayesian Networks can be integrated with Computer Vision processes. Clearly a more detailed and thorough analysis of the "best" model e Buildings partly visible on the border of the image were not evaluated.
is required. Indeed, current interests in Bayesian Networks are particularly focused on how such networks can be learned from training data.
In this work we have considered how to combine evidence using
• multiscale image segmentation which combines region and edge information and infers image partitions in terms of statistical criteria; • corner features of boundaries inferred from curvature extraction thresholds learned from human performance; • image properties inferred from image and sensor geo-referencing;
• known constraints on what may constitute a building as how such regions relate to other image features; • a Bayesian network as the probabilistic framework which combines such diverse information to assign probabilities to regions using Bayesian inference.
The more critical aspects of this work lie in, one, the degrees to which the lowlevel image feature extractors are reliable enough to provide evidence for inferences about buildings. Two, the issue of just how well Bayesian inference, per se, is an adequate model for how experts combine such diverse information in the process of image understanding. The present results support both aspects of the model with respect to recognition performance although more extensive testing is clearly required.
