This paper investigates the soft covering lemma under both the relative entropy and the total variation distance as the measures of deviation. The exact order of the expected deviation of the random i.i.d. code for the soft covering problem problem, is determined. The proof technique used in this paper significantly differs from the previous techniques for deriving exact exponent of the soft covering lemma. The achievability of the exact order follows from applying the change of measure trick (which has been broadly used in the large deviation) to the known one-shot bounds in the literature. For the ensemble converse, some new inequalities of independent interest derived and then the change of measure trick is applied again. The exact order of the total variation distance is similar to the exact order of the error probability, thus it adds another duality between the channel coding and soft covering. Finally, The results of this paper are valid for any memoryless channels, not only channels with finite alphabets.
I. INTRODUCTION
There exist two commonly used different (but dual) approaches for the investigating of the error exponent in the literature, which are closely related to the approaches used in the theory of large deviation [1] , [2] ;
1) The first one is based on the method of types. This approach is closely related to Sanov's approach 1 in the large deviation (LD) theory. A comprehensive exposition of this approach for the basic problems can be found in [3] . 2) Gallager's approach [4] , which is similar in its spirit to the Cràmer approach in the LD. While Sanov's method is more general than the Cramer's one, the latter has the advantage of being strong enough to find the exact order of the desired probability (such as the probability of deviating from the zero of the sum of independent r.v.'s). This observation was made by Bahadur and Rao, see [1] . In the same way, the exact order of random coding bound has been recently derived in [5] , [6] , using an approach related to Bahadur-Rao.
Soft covering lemma (also known as channel resolvability) [7] - [9] is another basic problem which has many applications such as secrecy problems, simulation of channels, etc. Further, it is somehow the dual to the channel coding problem. Recently, the exact exponent of the soft covering lemma under different measures of closeness has been derived in [10] - [12] . Although the techniques used in these papers are different, all are based on the method of types and thus the results are limited to channels with finite alphabets. This motivates us to investigate other techniques similar to those used by Gallager and Cramer. Fortunately, such approach gives us a new proof which is not only a different proof of the exact exponent that is valid for any channel with some regularity condition, but leads to the exact order of the soft covering lemma.
The outline of the paper is as follows: after stating the problem in section II, we first present a one-shot upper bound for soft covering problem using the total variation distance in Subsection III-A, then we present our main results on the exact order of soft covering lemma using both the total variation distance and relative entropy in the rest of Section III. Section IV is devoted to the proof of the result for the relative entropy criterion. The proof for the total variation distance is omitted, but the main ideas in the proof are the same as the one given for the relative entropy.
II. NOTATIONS AND DEFINITIONS
We closely follow Verdú's style notation, with the exception of using Boldface letters to denote vectors (e.g. x = (x 1 , · · · , x n )). Throughout the the paper, the base of the log and exp is e. Also, we use the asymptotic notations such as O(.), Θ(.), Ω(.) in the paper.
Definition 1: Relative information. Given two measures P and Q on the same probability space such that P ≪ Q, the relative information ı P Q is defined as
Definition 2: Information density. Given a joint distribution P XY , the information density is defined as ı X;Y (x; y) ≜ ı PXY PX ×PY (x, y). Throughout of the paper, we usually omit the subscript, whenever it is clear from the context.
Definition 3: For two distributions P and Q such that P ≪ Q, the relative entropy and the total variation (TV) distance are defined as follows,
where X ∼ P , X ∼ Q and [x] + ≜ max{0, x}.
Definition 4: Given P XY , the α-mutual information I α (X; Y ) [13] is defined by
where (X, Y ) ∼ P XY .
A. Problem Statement
Let C = {X(k)} M k=1 be a random codebook, in which its codewords are generated according to P X . Given a channel P Y |X , the output distribution Q Y induced by selecting uniformly an index k from [1 : M] and then transmitting X(k) through the channel, is
We are interested to evaluate the closeness of the induced distribution Q Y to P Y , where P X → P Y |X → P Y . We use the relative entropy and total variation distance to measure the closeness.
III. EXACT SOFT COVERING ORDER A. Gallager Type one-shot upper bound on TV-distance
We begin the investigation of soft covering problem by stating a Gallager type upper bound on the TV-distance in the one-shot regime.
Theorem 1: The TV-distance between the induced distribution Q Y and the desired distribution P Y , is upper bounded by
Remark 1: The one-shot bound (3) readily implies that the exact exponent of the soft covering lemma [12, Theorem 1], is achievable. Moreover, this exponent is achievable for any memoryless channel (not only the finite discrete memoryless one) with the assumption that the r.h.s. of (3) is finite.
Remark 2: Duality between Gallager's bound for channel coding and the exponent of the soft covering. The expression of (3) is the same as the Gallager's one [13, Eq. 78] for the channel coding with the exception that ρ is replaced by −ρ.
Proof: The proof follows from the one-shot bound in [8, Corollary VII.2] with a simple modification. The [8, ineq.
where (X, Y ) ∼ P XY and T is an arbitrary event. 2 For any 0 ≤ λ ≤ 1, define
2 Cuff [8] only considered specific event T that gives a simple upper bound on the second term in (4) . However the analysis is valid for any event T .
For a given Y = y, we have
where the inequality follows from the Chernoff bound. Next, consider
where we used the definition of T and κ λ . Substituting (6) and (8) in (4) and setting ρ = λ 1+λ implies (3).
B. Exact order of Soft covering under relative entropy
In the rest of the paper, we consider the soft covering problem for the memoryless channel P Y |X in the n-shot regime, with the codebook C consisting of M n = exp(nR) codewords such that the codewords are generated according to the i.i.d. distribution P ⊗n X := n k=1 P X . Here we denote the induced distribution with Q Y n .
Theorem 2:
Then
C. Exact order of Soft covering under TV distance
To state the exact order, we should distinguish between singular and non-singular channels. We have
where β * = 1 − ρ * , for the non-singular channels and β * = 1 for the singular channels.
Remark 3 (Duality.): Again, the expression of the (12) is similar to the expression of the exact order of random coding bound for the channel coding [5] , except that ρ is replaced by −ρ. While the expressions are similar, the proofs are quite different. See [14] for the proof of Theorem 3.
IV. EXACT ANALYSIS FOR RELATIVE ENTROPY
In this section, we sketch the proof of Theorem 2 for the case τ * < 1. The proof for the other case is similar but simpler and thus omitted. The proof for the TV distance can be found in [14] .
A. Ensemble Converse
To make the analysis shorter, we utilize the idea of Poissonizing the problem, which have been used in [12] to eliminate the correlation between weakly dependent r.v's.
By Poissonization, we assume that the number of codewords is not fixed, but is a Poisson random variable, with the mean close to the size of the codebook. More precisely, we assume that the Poisson-codebook is {X(k)} k∈N , where the codewords are generated according to P ⊗n X . Further, we assume that M is a Poisson r.v. with mean µ n = 2 exp(nR).
Let L m be the average of the relative entropy, when the number of codewords is m, that is
). We will show that E[L M ] is a good approximation for L exp(nR) . More precisely, we have, Lemma 1:
where ε 1 2 = √ 2e − 1 2 < 1. Proof: Using the convexity of the function f (x) = x log x, it is easy to verify that L m is a decreasing function of m. Further L 1 = E[D(P Y|X=X1 P Y )] = nI(X; Y ). Thus,
where the last inequality follows from [15, Theorem 5.4 ]. Lemma 2:
where 2 < 1 and the random variable T is defined as 4
Comparing Lemma 1 and Lemma 2, we get 4 It is worthy to note that the randomness in T comes from the randomness of the codebook, poisson r.v. M and the r.v. Y ∼ P ⊗n Y .
Let F be an arbitrary event. To obtain a lower bound on E[T log T ], we split T to two parts T 1 and T 2 defined below,
It is clear that T = T 1 + T 2 . Further conditioned on any instance Y = y, it can be shown that T 1 and T 2 are independent. 5 Moreover, E[T |Y = y] = 1. Thus using the Jensen inequality for the convex function f (x) = x log x, we have
(21) The following lemma, which is of independent interest, plays the key role in proving the converse. Its proof is given in the Appendix.
Lemma 3: For a positive random variable U with E[U ] = 1, we have
Lemma 4: For any event F,
where (26) is a result of simple algebraic calculations using the fact that the first three central moments of Poisson r.v. M are equal to µ n and the fact that given Y, the r.v.'s Z k are i.i.d.; and (27) follows by applying the Jensen inequality to the jointly convex function f (x, y) := x 2 y . Next consider,
where the equalities (29) and (30) follow from change of measure, since (X(1), Y) ∼ P ⊗n X P ⊗n Y and (X, Y) ∼ P ⊗n XY . Substituting (29) and (30) in (28) concludes the proof.
To evaluate the bound in Lemma 4, we use change of measure trick in the same spirit as the one used in the large deviation for proving Cramer theorem and its extension by Bahadur-Rao, see [1] .
Define the tilted distribution P X * Y * via the following equation,
≜ exp(τ * ı(x; y)) S (31) where τ * is as defined in (9) . Further, if τ * < 1, then differentiating the function inside (9) and and equating it to zero, gives,
Now set,
Here we choose the positive constant A large enough such that P[(X * , Y * ) ∈ F] ≥ C √ n for some positive constant C, where (X * , Y * ) ∼ P ⊗n X * Y * . The existence of such A is guaranteed by the application of Berry-Esseen CLT to the r.v. ı X;Y (X * ; Y * ) = n i=1 ı X;Y (X * ,i ; Y * ,i ). Then for τ * < 1 , we have,
where (34) follows by change of measure using the definition of P X * Y * and (35) follows from the definition of the event F.
Similarly we have,
Substituting (36) and (38) in Lemma (4), implies that for some
Putting this in (18) concludes the proof, because it can be shown that the second term in the r.h.s. of (18) is negligible in comparison with the term in (40).
B. Achievability
The starting point in the achievability proof is the following well-known upper bound on the relative entropy, (which is a one-shot bound, see [16, Appendix IV] among many others),
n exp(ı(X; Y)) (41) where M n := exp(nR). We now proceed to get an almost exact computable expression for the r.h.s. of (41). To do this, we prove the following general result,
Further, assume that V has finite moment generating function in the neighborhood of the origin. Let
Then, if τ * < 1, we have for some C > 0 which does not depend on n and depends only on τ * ,
Remark 4: The previous technique [16] for bounding the r.h.s. of (41) gives an upper bound with the same exponent but without the pre-factor 1 √ n .
where τ * was defined in (9) . This completes the proof of the achievability.
Proof of Theorem 4: Define the tilted distribution P V via the following equation,
if τ * < 1, then the following equation holds, 6
Now we can write,
where (V 1 , · · · , V n ) are i.i.d. and distributed according to P V . The equality follows by change of measure.
Let S n = 1 √ n n k=1 V k and g(x) := exp (−τ * x) log (1 + exp (x)). Then we have,
where F Sn is the cumulative distribution function (c.d.f.) of the r.v. S n , (48) follows by integration by part and (49) is due to the fact that g vanishes at ±∞ (this is true, since 0 < τ * < 1). Let σ 2 := E V 2 and ρ = E |V | 3 . By the Berry-Esseen theorem [15, Theorem 9.8] ,
where F Yσ (x) is the c.d.f. of a mean zero Gaussian random variable Y σ with variance σ 2 . Hence
where (54) holds, since ∞ −∞ g ′ (x)dx = 0 (because again g vanishes at infinities). Here, K = 1 √ 2πσ 2 is the upper bound on F ′ Yσ = f Yσ . It is easy to verify that g ′ (x) decays exponentially fast at ±∞. Thus both the integrals inside (55) are convergent. In summary, we conclude that there exists a constant C depending only on the distribution P V , such that E exp −τ √ nS n log 1 + exp √ nS n ≤ C √ n . (56) APPENDIX Proof of Lemma 3: Using the identity u log u + 1 − u = (u − 1) 2 1
