Abstract. In this note the point-like interaction of n fermions with a particle of a different nature is considered in a framework of the theory of self-adjoint extensions of symmetric operators. It introduces the family of extensions of the original symmetric operator, most natural from the physical point of view (the so-called Ter-Martirosian-Skornyakov' extensions). Here we prove that for n 4 and large enough values of the mass of the separate particle these extensions are self-adjoint and bounded from below.
Introduction
The problem of the point-like interaction for a system of several particles in considered in many papers (see [1] - [9] ). In these works different approaches are applied to the study of a point-like interaction. In this paper we follow a method based on the theory of selfadjoint extensions of symmetric operators. Namely, the original symmetric operator is given as the sum of Laplace operators on the set of functions which vanish if positions of any two particles coincide with each other. The real self-adjoint Hamiltonian of our system is given as a self-adjoint extension of the original operator.
At first such method was applied in the work [5] for the system of two particles. Then the same method was used in [3] , [4] for the system of three bosons, in [7] for the system of two fermions and a separate particle and finally in [8] for the general case of three particles.
The present paper continues the line of the paper [7] : here we consider the system of n fermions and a separate particle of another nature with the mass m (the mass of fermions equals 1). The original operator has the form
where (x 1 , . . . , x n ) are the positions of fermions and y is the position of the separate particle. The operator (1.1) acts in the space (because of the anti-symmetry these functions vanish when x i = x j , i = j). This operator is a symmetric operator and we shall construct the more natural family of its self-adjoint extensions. In order to understand how these extensions are selected we consider the simplest example of the point-like interaction: a particle interacting with a force field at zero. The Hamiltonian of such system is the selfadjoint extension of symmetric operator
After Fourier transform this operator becomes the operator
with the domain D( h 0 ) = ϕ : R 3 ϕ(p) dp = 0 . The domain D( h * 0 ) of the conjugate operator has the form
where c = c(ψ), b = b(ψ) are some constants. Every selfadjoint extension h 2 of the operator h 0 is defined as restriction of h * 0 to the functions ψ ∈ D( h 0 ) for which
where ε is a real parameter defining extension. A similar family of selfadjoint extensions H ε will be constructed for the operator H 0 . As a preliminary we perform some reduction. After Fourier transform the operator H 0 takes the form
Then we perform the change of variables
After it the operator H 0 is represented in the form of tensor sum:
where
and
Further we shall construct a family { H
ε , ε ∈ R 1 } of extensions of the operator
and prove for them the following assertion.
Theorem. For any real ε, n 4 and large enough values of m, the operator H (2) ε is selfadjoint and bounded from below.
Definition of H (2) ε and its Selfadjointness
We follow here the prescriptions of the general theory of selfadjoint extensions of symmetric operators bounded from below (see [10] and [12] ).
Defect subspace
0 (i.e., the set of functions which are orthogonal to subspace of form ( H 0 + E) ψ, ψ ∈ D( H 0 ) ) consists of elements of the form
Here the sign˘means that the corresponding variable is omitted,
and ϕ is an antisymmetric function of (n − 1) variables belonging to the Hilbert space L asym ⊂ L, where L is the Hilbert space of functions ϕ (k 1 , . . . , k n−1 ) with inner product
where W is a positive operator with the kernel
Note that for ϕ 1 , ϕ 2 ∈ L asym one has
Remarks. 1. As the operator W is positive, there exists an inverse operator W −1 . Every continuous linear functional on the space L can be represented in the form
where L is the space of functions with inner product W −1 χ 1 , χ 2 . As it follows from (2.3a) the operator W maps L to L and the inverse operator
It is easy to see that the functions satisfying the condition
belong to the space L. 
where f ∈ D( H 0 ) and ϕ, ψ ∈ L asym . The action of the operator ( H 0 ) * is given by formula
where the ϕ is defined in (2.7). Every selfadjoint extension H A of the operator H 0 is obtained by restriction of the operator (
where ϕ and ψ are defined in (2.7) and A is an arbitrary selfadjoint operator acting in L asym . From the representation (2.7) we find that
as N → ∞. Here
where T ϕ is given by expression
and V is the operator acting on L asym by formula
Note that the following relation is satisfied:
where P is the orthogonal projection in L on the subspace L asym :
Here the summation is taken over all permutations of the indexes (1, . . . , n − 1) and ∆(σ) is the parity of σ. From (2.13) it follows that V is a positive operator in L asym 2 ((R 3 ) n−1 ) and hence has a positive inverse V −1 . From (2.13) it follows that inner product in L asym can be written in the form
similar to (1.4). Here b and ϕ are the functions from (2.9), but ε is a real parameter determining the extension. From (2.10) and (2.15) it follows that
where A = A ε is the selfadjoint operator in L asym corresponding to the extension
it is necessary to define this operator more accurately so that it becomes selfadjoint. At first we define the operator T 0 on the set of all finite functions from L asym 2 ((R 3 ) n−1 ). It is easy to prove that T 0 is a symmetric operator. Denote by T = (T 0 ) * the conjugate operator. It is defined on the set of all functions from L asym 2 ((R 3 ) n−1 ) which the expression (2.11) leaves in this space.
Further we prove that T is selfadjoint. Introduce the operator T in the space
* , where T 0 is given by formula (2.16) on the set of finite functions from L 2 ((R 3 ) n−1 ). Note that T is connected with T by the relation T = P T P, (2.16a)
where P is a projection (2.14a). Thus the following relation holds:
For n 4 and large enough values of m, operator T is selfadjoint and bounded from below.
Corollary. For the same values of n and m the operator T is selfadjoint and bounded from below.
Indeed, from (2.16b) and boundedness from below of T it follows that T and T 0 are bounded from below. If T is not selfadjoint, it has an eigenvector as conjugate operator to symmetric bounded from below operator T 0 with arbitrarily large negative eigenvalue which contradicts boundedness from below of T .
Proof of Lemma 1. After change of variables
the action of the operator T is represented in the form
Here k = (k 2 , . . . , k n−1 ) and
(in the case n = 2 the term D(k) in (2.17b) is absent). Then we write T in the form
where the operator R acts as multiplication by the function:
and the operator L is
Let us estimate the norm Q of operator Q. A simple calculation with an application of Schwarz inequality shows that
where I(m) is the integral with respect to the variables η and ξ arising from (2.21) after change of variables s and t
Note that for m → ∞ the integral I(m) tends to I(∞), where
(here r 1 = sin θ, r 2 = cos θ) = 4π
we find that the last integral doesn't exceed Thus for n 4 and large enough m the norm Q doesn't exceed Let us study now the operator L 0 which is written in the form
We represent the space L 2 ((R 3 ) n−1 ) as tensor product of two spaces
and write N as tensor product of two operators
where M is operator in L 2 (R 3 ) with the kernel
The space L 2 (R 3 ) is represented also as tensor product
where L 2 (S) is the space of functions square integrable on the unit sphere S ⊂ R 3 with measure dσ = sin θ dθ dϕ, where (θ, ϕ) are spherical coordinates on S. The space L 2 (S) is the orthogonal sum of the spaces L l 2
is a subspace of the functions on S, which are transformed under representation of the group O 3 of rotations in L 2 (S)
with the irreducible representation of weight l (see [11] ). There is an orthogonal basis in L [11] ). Since the operator M commutes with the operators (2.28), the spaces of the form
are invariant with respect to M and it acts in each subspace (2.29) as
The kernel a l (r, r ) is found from the relation
which is true for any m, θ and ϕ. Choosing m = 0 and θ = 0 we get
(2.31a)
Thus the operator M l acts by formula
(with inverse transform
and some calculations (see Appendix) we find that the operator M l in L 2 (R 1 + r 2 dr) is unitary equivalent to the operator of multiplication by the function Λ l (s) in L 2 (R, ds), where we see that
Thus the operator M is bounded
From here it follows that for n 4 and large enough m the quadratic form
(the number ∆ is defined in (2.24c) ). Since for m → ∞ the operator S converges in norm to the operator of multiplication by the function
and since this opearator has norm 1, the quadratic form L 0 (Φ, Φ) satisfies the inequality
for n 4 and large enough m. Gathering the estimates (2.24b) and (2.34a) we get that quadratic form of the bounded selfadjoint operator
Hence there exists a bounded inverse operator
If the operator T as conjugate to symmetric operator T 0 is not selfadjoint, i.e., has nonzero deficiency indexes (equal to each other) for any complex number λ, Im λ = 0, there is an eigenvector ψ λ of T with eigenvalue λ:
Using now the representation (2.18) for T the equation (2.35) is written in the form
Since the operator R −1 is bounded, the norm
for small enough λ, whence the equation (2.35) has no nonzero solutions. From this, selfadjointness of T follows. Its boundedness from below follows from the inequality
where D(R) is the domain of R which is everywhere dense in L 2 ((R 3 ) n−1 ). Lemma 1 is proved and by the same token it is established that all extensions H ε of the operator H 0 are selfadjoint.
Boundedness from below of the Operator H ε
We shall establish boundedness from below of H ε by proving the existence of resolvent R Hε (z) of H ε for enough large negative z. Thus we begin to construct the resolvent R Hε (z). Suppose the equation with respect to g is given
Using the formula (2.8) we find that
where z ∈ R 1 , z < 0, and ϕ ∈ L asym is the function occurring in (2.7). If we integrate both sides of the equality (3.1) we get
Here T (−z)ϕ is defined by a formula similar to (2.11):
Using the relation (2.15) we get the equation with respect to ϕ
Note that as it follows from (3.3b) the function χ z (k 1 , . . . , k n−1 ) is representable in the form
The function ϕ is found in the form
where h ∈ L asym 2 ((R 3 ) n−1 ) (see Remark 2) . As a result the equation (3.4a) is represented in the form
where the operator T (−z) for real z < 0 means the selfadjoint operator similar to the operator T from the previous section (for z = −1, T (1) = T ). As above the following equality is true
where P is projection (2.14a) and T (−z) is operator in L 2 ((R 3 ) n−1 ) similar to T and has the form
For the operator (T (−z) + ε E) one has
. Here E is a unity operator in L 2 ((R 3 ) n−1 ). Then we write the operator T (−z) + ε E in the form
where the operator L(−z) has the form (after the change of variables (2.17a))
Here the operators L 0 (−z) and Q(−z) are similar to the operators L 0 = L 0 (1) and Q = Q(1) correspondingly.
Lemma 2. For n 4 and large enough m and z < 0 the operator 2π
From this lemma the existence of the resolvent R Hε (z) follows immediately.
Indeed in this case the operator T (−z) + ε E is strictly positive and has a bounded inverse operator. From here with the help of (3.6) it follows that the operator T (−z)+εE has the inverse operator and therefore the equation (3.4b) has a solution for any ψ. Thus the resolvent R Hε (z) exists for large z < 0. The proof of Lemma 2 almost literally follows the arguments of previous section together with the remark that operator εR −2 (−z) has small enough norm for large negative z. Thus Theorem 1 is proved.
Remark. Unfortunately the lower bound on the quadratic form (Lψ, ψ) (see (2.34b)) is too rough. More fine estimate permits to consider the systems with more than 4 fermions and also for each n to establish the boundary for values m for which the theorem 1 is true. Calculating the residues in these points we get the expressions (2.32) for even l.
The calculations for odd l are similar.
