Abstract. We extend a recent result of [13] for the KdV hierarchy to the Toda lattice hierarchy. Namely, for an arbitrary solution to the Toda lattice hierarchy, we define a pair of wave functions, and use them to give explicit formulae for the generating series of k-point correlation functions of the solution. Applications to computing GUE correlators and Gromov-Witten invariants of the Riemann sphere are under consideration.
Introduction
The Toda lattice hierarchy, which contains the Toda lattice equation σ(n) = e σ(n−1)−σ(n) − e σ(n)−σ(n+1) ,
is an important integrable hierarchy of nonlinear differential-difference equations [18, 19, 21, 26] . In this paper, following the idea of [13] we derive new formulae for generating series of k-point correlation functions for the Toda lattice hierarchy by using the matrix resolvent approach and by introducing a pair of wave functions.
Toda lattice hierarchy and tau-function. Let
be the polynomial ring. Define the shift operator Λ : A → A via
Denote by Λ −1 the inverse of Λ satisfying Λ −1 (v i ) = v i−1 , Λ −1 (w i ) = w i−1 , and Λ −1 (f g) = Λ −1 (f ) Λ −1 (g). For a difference operator P on A, we mean an operator of the form
where P m ∈ A. Denote P + := m≥0 P m Λ m , P − := m<0 P m Λ m , Coef(P, be a difference operator, and define a sequence of difference operators A k , k ≥ 0 by
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We associate with A k a sequence of admissible derivations D k : A → A defined via
The This lemma was known. We call D k the Toda lattice derivations, and (6) the abstract Toda lattice hierarchy.
A tau-structure associated to the derivations (D k ) k≥0 is a collection of polynomials Ω p,q , S p p,q≥0 in A satisfying
for all p, q, r ≥ 0. It can be shown (e.g. [10] ) that the tau-structure exists and is unique up to replacing Ω p,q , S p by Ω p,q + c p,q and S p + a p respectively, where c p,q = c q,p and a p are arbitrary constants. The tau-structure Ω p,q , S p is called canonical if Ω p,q v i =0, w i =0, i∈Z = 0 , S p v i =0, w i =0, i∈Z = 0 .
Let us take Ω p,q , S p the canonical tau-structure. For m ≥ 3, define
By (7) we know that the Ω p 1 ,...,pm , m ≥ 2 are totally symmetric with respect to permutations of the indices p 1 , . . . , p m . The first few of these polynomials are
If we think of v 0 and w 0 as two functions u(n) and w(n) of n, respectively, and u i and w i as u(n + i) and w(n + i), then the Toda lattice derivations D k lead to a hierarchy of evolutionary differential-difference equations, called the Toda lattice hierarchy, given by
where k ≥ 0, and the
replaced by v(n + i), w(n + i), respectively. Lemma 1 implies that the flows (13)- (14) all commute. So we can solve the whole Toda lattice hierarchy (13)- (14) together, which yields solutions of the form (v = v(n, t), w = w(n, t)). Here t := (t 0 , t 1 , . . . ) denotes the infinite time vector. Note that the k = 0 equations reaḋ
which are equivalent to equation (1) via the transformation
Here, dot, "˙", is identified with ∂/∂t 0 . Let V be a ring of functions of n closed under shifting n by ±1. For two given f (n), g(n) ∈ V , consider the initial value problem for (13)- (14) with the initial condition:
The solution (u(n, t), w(n, t)) ∈ V [[t]] 2 exists and is unique, which gives the following 1-1 correspondence:
.) The corresponding unique solution governs the enumerations of ribbon graphs in all genera.
.) The corresponding unique solution governs the Gromov-Witten invariants of P 1 in the stationary sector in all genera and all degrees.
2 be an arbitrary solution to the Toda lattice hierarchy (13)- (14) . Write Ω p,q (n, t) and S p (n, t) as the images of Ω p,q and S p under the substitutions
respectively. Equalities (7) then imply the existence of a function τ = τ (n, t) satisfying
We call τ (n, t) the Dubrovin-Zhang (DZ) type tau-function [15, 10] of the solution (u, w), for short the tau-function of the solution. The symmetry in (10) is more obvious: the image Ω p 1 ,...,pm (n, t) of Ω p 1 ,...,pm under (19) satisfies
Define Ω p (n, t) = ∂ tp log τ (n, t), p ≥ 0. These logarithmic derivatives of τ (n, t) are called correlation functions of the solution (v, w). The specializations Ω p 1 ,...,pm (n, 0) are called m-point partial correlation functions of (v, w).
Remark 1. The tau-function τ (n, t) of the solution (u, w) is unique up to multiplying it by the exponential of a linear function of n, t 0 , t 1 , t 2 , · · · .
Matrix resolvent.
The matrix resolvent (MR) method for computing correlation functions for integrable hierarchies was introduced in [1, 2, 3] , and was extended to the discrete case in [10] (in particular to the Toda lattice hierarchy). Denote
The following lemma for the Toda lattice hierarchy was proven in [10] .
Lemma 2 ([10]
). There exists a unique series
The unique series R(λ) in Lemma 2 is called the basic matrix resolvent.
Proposition 1 ([10]
). For any k ≥ 2, the following formula holds true:
where S k denotes the symmetry group and C k the cyclic group.
1.3.
From wave functions to correlation functions. In [13] , we introduced the notion of a tuple of wave functions (in many cases a pair) to the study of tau-function without using the Sato theory. Let us generalize it to the Toda lattice hierarchy. Start with the time-independent case. For two given elements
The function s(n) is in a certain extension V of V , and is uniquely determined by log g(n) up to a constant. Below we fix a choice of s(n). An element ψ A (λ, n) in the module
Here, V is a ring of functions of n satisfying
be two wave functions of type A and of type B associated to f (n), g(n), respectively. Define
Existence of wave functions and pairs of wave functions, which could be seen as a corollary of Lemma 3 below, will be proven in Section 3.
Let us proceed with the time-dependent case. Let (v(n, t), w(n, t)) be an arbitrary
2 to the Toda lattice hierarchy, and let
Define σ(n, t) as the unique up to a constant function satisfying the following equations:
∂σ(n, t)
Similarly, an element ψ B (n, t, λ) in the module
Let
2 to the Toda lattice hierarchy, there exist a pair of wave functions ψ A , ψ B associated to the solution. Moreover, the freedom of pair of wave functions is characterized by a factor G(λ) via
with G j , j ≥ 1 being arbitrary constants.
The proof is in Section 3. Let ψ A , ψ B be an arbitrary pair of wave functions of type A and of type B associated to (v, w), respectively. Define
Theorem 1. Fix k ≥ 2 being an integer. The generating series of k-point correlation functions of the solution (v, w) has the following expression:
We note that the freedom (39) affects the function D(λ, µ, n, t) through multiplying it by a factor of the form
, but the product
Theorem 2. The following formula holds true:
(44) Proposition 2. The functions K and D are related by
We observe that the following three formal series
. Therefore, the following three formal series
It follows from this observation and Proposition 2 that
Organization of the paper. In Section 2 we review the MR method to studying tau-structure for the Toda lattice hierarchy. In Section 3 we construct a pair of wave functions associated with an arbitrary solution to the Toda lattice hierarchy. In Section 4
we prove Theorems 1-2. Applications to computing GUE correlators and GromovWitten invariants of P 1 are given in Section 5.
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Matrix resolvent and tau-structure
We continue in this section with more details in reviewing the MR method [10] to the Toda lattice hierarchy. Denote by L the matrix Lax operator for the Toda lattice:
Let R(λ) be the basic matrix resolvent (of L). Write
where
From the defining equations (25)- (27), we see that the series α, β, γ in (46) satisfy the equations
These equalities give rise to the following recursion relation for a i , b i , c i :
along with
Equations (51)- (54) are called the matrix-resolvent recursion relation.
It has been proven [10] that the abstract Toda lattice hierarchy (6) can be equivalently written as
where j ≥ 0. Define an operator ∇(λ) by
We have
Lemma 4. There exists a unique element
satisfying the following two linear inhomogeneous equations for W :
Proof. The existence part of this lemma follows from Lemma 2. Indeed, if we define
then W (λ, µ) satisfies (58)-(59). To see the uniqueness part, we first note that the (1,2)-entry and the (2,1)-entry of the matrix equation (58) imply that Y and Z can be uniquely expressed in terms of X. Indeed, we have
Substituting these two expressions in (59) we obtain the following linear inhomogeneous difference equation for X:
Suppose this equation has two solutions
, and it satisfies the following equation:
It follows that X 0 must vanish, and so X 1 = X 2 . The lemma is proved.
Based on this lemma we will give a new proof for the following proposition.
Proposition 3 ([10]). The following equation holds true:
Proof. Define W * as the right-hand-side of (64), i.e.,
More precisely, the entries of W * have the expressions:
We can then verify that 
then according to [10] , Ω i,j , S i gives the canonical tau-structure for the Toda lattice, i.e.,
These equalities together with Proposition 3 lead to Proposition 1; see [10] for the detailed proof of Proposition 1.
Before ending this section, we will make two remarks. The first remark is that all the entries of R(λ) can be expressed by the canonical tau-structure. Indeed, we have
The proof was in [10] . The second remark is that existence of a tau-structure in general implies Lemma 1, and note that the proof in [10] of the fact that Ω i,j , S i is a taustructure does not use the commutativity of the abstract Toda lattice hierarchy, so, as a byproduct of the matrix resolvent method we get a new proof of Lemma 1 together with a simple construction of the Toda lattice hierarchy. Similar idea was in [3] .
Pair of wave functions
3.1. The time-independent case. In the Introduction, we have started with the linear difference operator L(n) = Λ + f (n) + g(n) Λ −1 , where f (n) and g(n) are two given elements in V . In this subsection we show the existence of wave functions and of pairs of wave functions associated to f (n), g(n). To this end, we use the method of dressing operators. An operator P of the form
Here φ A,k (n), k ≥ 1 belong to a certain ring V of functions of n satisfying that
Define ψ A (λ, n) = P (n) (λ n ). Then it is easy to verify L(n) ψ A (λ, n) = λ ψ A (λ, n) as well as the first equation of (30) . Clearly, for a given f (n), g(n), the dressing operator P is unique up to the right multiplication by an operator of the form k≥0 G k Λ −k with G 0 = 1 and G k are constants. An operator Q of the form
The dressing operator Q is also unique up to the right multiplication by an operator of the form k≥0 G k Λ k with G 0 = 1 and G k are constants. Define ψ B (λ, n) = Q(n)(λ −n ). Then it is easy to verify the second equation of (30) and L(n) ψ B (λ, n) = λψ B (λ, n). The alternative (perhaps more straightforward) way to see the existence of the wave functions is from study the following equations. Write
Then the spectral problems L(n)ψ(λ, n) = λψ(λ, n) for ψ A and ψ B recast into the following equations
yielding recursions of the form (as equivalent conditions to (75)- (76))
where k ≥ 0. From these recursions, it easily follows that y k , z k ∈ V , k ≥ 0. This proves the existence of wave functions of type A and of type B meeting our definitions in the beginning of Section 1.3. By using (30) we find that the d(λ, n) defined in (31) must have the form
Then by using the definitions of wave functions and of s(n) one easily derives that
It follows that all d k (n), k ≥ 1 are constants. Therefore, for any fixed choice of ψ A , we can choose the factor k≥0 G k Λ k for ψ B such that ψ A , ψ B form a pair. This gives the existence of pair wave functions associated to f (n), g(n).
3.2.
The time-dependent case. We proceed with the time-dependent case.
2 to the Toda lattice hierarchy. Then there exist two difference operators P , Q of the form
satisfying the following equations:
The proof of this lemma is standard (cf. [26, 6, 5, 13] ), therefore we omit its details. Define
Then it is easy to verify that ψ A , ψ B satisfy the properties
as well as the equations (34)-(37). Hence we have proved the existence of wave functions of type A and of type B associated to the solution (v, w). Introduce
We know from for example [10] that the wave function ψ A (λ, n, t) satisfies
Similarly, the wave function ψ B (λ, n, t) satisfies
Here, I denotes the 2 × 2 identity matrix.
Lemma 6. The following formula holds true:
Proof. Recalling the definition (38) for d and using (88)-(89) we find
The lemma is then proved via a straightforward computation.
We are in a position of proving Lemma 3. Proof of Lemma 3. Firstly, the freedom of a wave function ψ A associated to (v, w) is characterized by the multiplication by a factor G(λ) of the form (40). Fix an arbitrary choice of ψ A . For ψ B being a wave function of type B associated to (v, w), from (38) and the definitions of wave functions we know e σ(n−1,t) d(λ, n, t) must have the form
for some d k (n, t), k ≥ 1. By using (34), (36), (38) we find
Using Lemma 6 and (33) we have
We deduce from (92), (93), (94) that d k (n, t), k ≥ 1 are all constants. Therefore, there exists a unique choice of ψ B such that ψ A , ψ B form a pair. The lemma is proved.
Proofs of Theorem 1 and Theorem 2
2 be an arbitrary solution to the Toda lattice hierarchy. Take ψ A , ψ B any pair of wave functions associated to (v, w). Define
Proposition 4. The following identity holds true:
Proof. Define
It is easy to verify that M satisfies
The entries of M in terms of the pair of wave functions read
where we recall that d(λ, n,
which coincides with the determinant of Ψ(λ, n, t). It follows from (84)- (85) that
The proposition then follows from the uniqueness theorem proven in Section 2.
Proof of Theorem 1. It follows from (96) that
Substituting this expression into the identity
we obtain
where we used
This prove the k = 2 case of (42). For k ≥ 3, the proof is similar. Indeed,
This proves the k ≥ 3 case of (42). The theorem is proved.
We are now ready to prove Theorem 2.
Proof. The identity (96) gives
Substituting these expressions into (41) we obtain
where e(λ, µ, n, t) :
(105) Combining with the definition of K(λ, µ, n, t) and Theorem 1 we find
The theorem is proved.
Applications
5.1. Application I. Enumeration of ribbon graphs. The initial data of the GUE solution to the Toda lattice hierarchy is given by f (n) = 0 and g(n) = n; see for example [10] for the proof. For this case, we can take V = Q[n] and V = V . Substituting the initial data in (29) we find
where C is a constant. Below we fix this constant as 0.
form a particular pair of wave functions associated to f (n), g(n).
Proof. It is straightforward to verify that both ψ A and ψ B satisfy the equation
Moreover, from the definitions (108)-(109) we see that
We are left to show that
Clearly, the meaning of this identity is the following: both sides of (111) are Laurent series of λ −1 with coefficients in V = V = Q[n], and the equality means all the coefficients should be equal. More precisely, the identity (111) can be equivalently written as the following sequence of identities: n j + 1 (112) From (77) we know that the left-hand-side of (112) as a polynomial of n is a constant for any j ≥ 0. Note that the value of the left-hand-side of (112) at n = 0 is obviously 0 for any j ≥ 0. The proposition is proved.
It follows from the above proposition an explicit expression for the D(λ, µ, n, 0) (cf. equation (41) (114) This explicit expression (114) first appeared in [30] . Denote A(λ, µ, n) = 1 λ − µ + A(λ, µ, n) . Then according to [12] , the function 
where a := , the (a − b + 1) −1 of (122) is defined as 1/(a − b), and ∼ in (124) is taken as a, b → ∞ away from the half integers. The explicit expression (124) first appeared in [12] . So we have completed a new proof of the following theorem.
Theorem 4 ([12]
). The generating series of k-point (k ≥ 2) Gromov-Witten invariants of P 1 in the stationary sector has the following explicit expression:
where A (λ, µ) is explicitly defined in (124), and
(See for example [12] for the notation about the integral in the right-hand-side of (126).)
