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Abstract: This paper describes a new set of experiments focused on estimating time series of the free
surface elevation of water (FSEW) from velocities recorded by submerged air bubbles under regular
and irregular waves using a low-cost non-intrusive technique. The main purpose is to compute
wave heights and periods using time series of velocities recorded at any depth. The velocities
were taken from the tracking of a bubble curtain with only one high-speed digital video camera
and a bubble generator. These experiments eliminate the need of intrusive instruments while the
methodology can also be applied if the free surface is not visible or even if only part of the depth can
be recorded. The estimation of the FSEW was successful for regular waves and reasonably accurate
for irregular waves. Moreover, the algorithm to reconstruct the FSEW showed better results for larger
wave amplitudes.
Keywords: free surface recording; waves; bubbles; PIV; wave flume experiments
1. Introduction
The kinematic study of the free surface elevation of water (FSEW) is the main data source to
estimate the wave velocities and forces acting on maritime infrastructure. The measurement of the
FSEW with non-intrusive techniques is one of the most challenging topics in the field of Coastal
Engineering and Fluid Dynamics. Over the last 30 years, a vast number of research studies on the
behavior of the FSEW of irregular waves have been carried out. The authors of [1] presented a
comparison between mathematical and laboratory measurements of velocities below the FSEW with a
laser Doppler velocimeter (LDV) to compute the wave forces on submarine pipelines. In this work,
water level fluctuations were measured to calculate the time series of velocities. The same set of
experiments was replicated with inductive- and impeller-type probes instead of an LDV to confirm the
theories with the prediction of velocities and pressures by [2,3]. These authors also estimated the FSEW
using pressure data. In [4], a transfer function was obtained to estimate the surface from pressure
measurements in deep water. Later, [5] compared the theory and measurements of water particle
velocities in solitary waves, while [6] carried out the same experiments under monochromatic waves.
Calculations of spectral transfer functions between the FSEW and subsurface 3D particle velocities
in wind-induced waves were also performed by [7]. Other researchers also measured water particle
velocities and water surface elevations [8–11]. In addition, measurements of pressure under irregular
waves were taken to estimate the water depth at several positions [12,13]. Pressure-, capacitance-, and
resistance-type wave gauges were used by [14] in traditional detection of FSEW.
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These techniques usually constitute discrete localized point measurements; hence, the recorded
data are not enough to understand the behavior of the water surface. Due to these limitations, new
optical techniques to measure the FSEW were developed to obtain more accurate datasets regarding
time and space. The authors of [15] created a new technique combining colorimetry and digital
image processing to obtain the 3D free surface elevation for a time-dependent flow. The authors
of [16] developed a new technique to measure two components of the water surface gradient and,
subsequently, [17] created an algorithm for the estimation of water surface elevation by integrating the
surface gradient.
By that time, the measurements of velocity fields (e.g., [18]) were obtained using imaging
techniques, such as laser speckle velocimetry (LSV), particle imaging velocimetry (PIV), particle
tracking velocimetry (PTV), defocusing digital particle image velocity (DPIV), stereo photography,
shadowgraphy, laser slope gauges, and optical displacement sensors as diusing light photography
by [19,20], who measured deflection of a reflected laser beam on the free surface at each point.
Fringe projection profilometry was used by [21] to measure the FSEW, while [22] broadened the
study into the well-known Fourier transform profilometry (FTP). This technique was later combined
with digital PIV [23,24] to study the relationship between small-sloped FSEW deformations and
near-surface velocities. Based on laser speckle techniques, [25] developed a system to measure the
distortion of a collimated speckle pattern. In addition to these techniques, [26,27] developed two
dierent stereoscopic methods for measuring 2D water surface elevations. [28] used dynamic refraction
stereo to estimate an unknown refractive 3D water surface. More recently, [29] used phase shifting
and FTP to estimate the FSEW in a 3D flow. Later, [30,31] performed simultaneous measurements of
topography and velocity fields on FSEW and [32] analyzed a refracted image and a reference image to
measure the FSEW. Other research studies measured the deformation of the FSEW with a modification
to the optical profilometry technique [33] and measured the flow fields beneath the free surface of
the waves with PTV [34,35]; [36,37] also used PTV to measure wave-induced mean flow and particle
trajectories for linear wave packets. In turn, [38] used PIV methods to evaluate mass transport velocity
based on measured vector fields. A theoretical study recently was made to predict the surface waves
following the recovery of the pressure at the bottom [39].
It can thus be seen a growing interest in understanding and characterizing the FSEW to find
the relationships between wave hydrodynamics and other related parameters such as wave energy,
pressure, velocities, and vertical acceleration below the free surface, the forces which deform the FSEW
in the presence of coastal structures, etc.
Despite these eorts to improve the measurements, some methods interfere with the FSEW.
For example, wave gauges can act as obstacles for the free surface, consequently altering the behavior
of the wave. On the other hand, non-intrusive water surface visualization has been limited to optical
techniques [40]. Bubble image velocimetry (BIV) techniques have been adopted by various researchers
to obtain the velocity of bubbles generated by air entrapment and entrainment of breaking and broken
waves to study wave hydrodynamics and overtopping [41,42] as well as kinematics around pneumatic
breakwaters [43]. Nevertheless, as the bubbles were of dierent sizes, shapes, and buoyancy forces, the
application of the BIV technique or algorithm was hindered in some cases. Other research studies of the
velocity of bubbles were carried out using electrolysis, the measurement of the vertical distributions of
the water particle velocity induced at a certain wave phase [44]. Another measurement technique was
using the defocusing of digital particle images to calculate the velocity field from the cross-correlation
of volumes from two sequential defocusing bubble images [45]. There have also been studies on
the characteristics of bubbles rising in water; i.e., velocity, trajectory, oscillation frequency, size, and
density [46–49].
The main purpose of the present study is to use a non-intrusive technique that measures the
velocities of a curtain of artificially created bubbles. The bubbles were generated with compressed air
using a device made in-house that was placed at the bottom of the flume. The velocity of the bubbles
is considered as a proxy of the water velocity and thus a transfer function was used to compute the
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FSEW from the time series of the velocity recorded at a known depth. Conventional techniques (wave
gauges, UVP, and PIV) were used to validate the proposed methodology and to establish the depth
and period ranges for which better results were obtained.
2. Materials and Methods
The experimental program was carried out in the wave flume of the National Autonomous
University of Mexico (UNAM), which is 37.0 m long, 0.79 m wide, and 1.2 m deep. The flume is
constructed of tempered glass walls and the wave paddle is equipped with an active absorption system
to reduce the re-reflected waves. The bubble device consisted of an acrylic tube 0.80 m long, a diameter
of 0.0254 m and 0.006 m thick. The device had 1 mm diameter holes separated half a centimeter along
its length. The ends of the tube were hermetically sealed, and the air was supplied by a compressor
connected to the central part of the tube. The pressure of the compressor was set to ensure the proper
number, size, and visibility of the bubbles.
The bubble generator was placed at the bottom of the flume, centered along the channel and
parallel to the wave direction. The distance from the device to the dissipative beach at the end of
the flume, as shown in Figures 1 and 2, was 9 m. To record the motion of the bubbles, a high-speed
digital video camera set to 12,000 fps and a lens 25 mm wide were located parallel to the flume, 3.7 m
away from the curtain of bubbles. The bubble curtain was illuminated by LED lamps and a black
background was placed to enhance the contrast. Five wave gauges were located along the flume. The
first one was placed 4.0 m away from the wavemaker paddle as a witness of the generated waves and
the other four gauges were placed within the bubble curtain.
Three velocity profiles were recorded using an ultrasonic velocity profiler (UVP) located close to
each of the four-wave gauges and laser PIV velocity maps were used to validate the velocity fields
obtained tracking the air bubbles.
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3. Methodology
The experiments were performed with a still water reference depth of 0.7 m. The FSEW was
perturbed by regular and irregular waves (Jonswap spectrum with  = 3.3) with dierent wave heights
and periods as given in Table 1. The wave trains were chosen focusing on covering a wide range
of conditions, always within linear wave conditions, in order to achieve sensibility regarding the
applicability of the technique for estimation of FSEW. A total of 32 tests were conducted, 16 dierent
waves trains (8 regular and 8 irregular), were measured and each test was repeated two times.
Table 1. Wave conditions used in present study. R and I denote regular and irregular waves, respectively.
Case No Peak PeriodTp (s)
Significant Wave Height
Hs (m)
R1/I1 0.8 0.01
R2/I2 0.8 0.03
R3/I3 .8 0.05
R4/I4 0.8 0.10
R5/I5 1.2 0.01
R6/I6 1.2 0.03
R7/I7 1.2 0.05
R8/I8 .2 0.10
To record the motion of the bubbles, the high-speed digital video camera was focused on the plane
of the bubble curtain and series of 10,390 images were recorded. The pre-processing of the imagery
consisted on three stages to enhance the contrast and highlight and define the bubbles, particularly the
smallest bubbles that seemed blurred. First, the size of the picture was trimmed from 644  400 pixels
(original size of the picture) to 397  222 pixels to capture the study area. Second, the background
was captured without bubbles, and its average was subtracted from the images to eliminate any other
source of light that does not correspond to the bubbles. Third, the bubbles were recorded without
waves to calculate an average velocity field of the ascending motion that was subtracted from the
velocity fields of the bubbles with waves.
To scale the images, a metric scale was located in the plane of the bubble curtain to find the
conversion factor to be introduced later in the calculations of the velocity field. The size of a pixel in
the picture resulted in 1 px = 0.00195  0.0005 m. Given that the sampling frequency was 250 Hz,
the conversion factor px/frame to m/s was estimated as 0.4875  0.0005 m/s and the duration of each
test was 41.56 s. The duration of the test allowed to record 34 waves of 1.2 s. The wave gauges were set
with a sampling frequency of 100 Hz (accuracy of the sensors is 0.1 mm).
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These photographs were analyzed with PIVLab code [50], employing a single frame and three
interrogation window sizes: 64  32, 32  16, and 16  8 pixels to construct the velocity field.
Additionally, the correlations between windows were made with a Fourier transform, a deformation
linear window, and a Gaussian subpixel estimator. For the missing vectors, a spline interpolation
method was applied. The total number of photographs in each test was 10390; this means that after
applying the PIVLab analysis, 5195 velocity fields were obtained which are more than enough for the
proposed analysis. The time series values were obtained as the average of a selected region at a fixed
depth. Figure 3 shows an image of a velocity field where dierent depths have been marked; time
series of velocities were taken at these depths.
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Figure 3. Photograph processed with particle i a i eloci etry (PIV). The green vectors are the
velocities of the bubbles and the red vector are the vectors interpolated due to a missing data.
For validation purposes, the FSEW was recorded both with the wave gauges and from the
photographs using the Sobel operator to detect edges or borders in images.
Singular spectrum analysis (SSA) was used to remove high-frequency oscillations from the time
series, and its Fourier spectrum was calculated for the two time series: one from the velocity of the
bubbles (sampled at 250 Hz) and other from the wave gauges (sampled at 100 Hz). As the sampling
frequencies were dissimilar, one point every 5 and one point every 2 were used from the bubble and
wave gauge time series, respectively, for the comparison. A linear adjustment between the coecients
of the harmonic components of the Fourier spectra of the two time series was computed. This adjusted
relationship corresponds to the transfer function which allows the FSEW to be estimated from the time
series of the velocities of the bubbles.
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4. Results and Discussion
To obtain the pixels corresponding to the position of the FSEW, the contour found for the still
water level was used as a reference. Then, the FSEW recorded by the wave gauges and the contour in
the photographs were compared.
Figure 4 compares the two time series (wave gauges and contours in the recorded images) of the
FSEW. The mean absolute percentage error resulted in 5.5%, showing that an accurate estimation of
the FSEW from the photographs is easy to achieve. Between the records, a phase shift exists due to the
dierent start of the records and, therefore, an algorithm was created to match the initial time of each
record and accomplish an appropriate comparison.
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Figure 4. Comparison of free surface elevation of water (FSEW) recorded by wave gauges and extracted
from the images for Tp = 0.08 s and Hs = 0.05 m, case I3-05.
The main results were derived fro ries of velocity field from the PIVLab nalysis.
Figure 5 pres nts the time series of the regular a es 0.8 s and H = .05 m, wh reas Figure 6
shows the data for irregular waves with Tp = 0.8 s a s 0.05 m. It is important to mention that
these time series were constructed using all the pixels across the width of the photograph (222 pixels or
0.433 m) at 4 cm depth. The values estimated forH and T from the FSEW obtained via the image analysis
were very similar to the actual generated values. The error was found to be inversely proportional to
wave height and period.
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Figure 6. Time series of the horizontal velocity of the bubbles for irregular wave with Hs = 0.05 m and
Tp = 0.8 s; the depth is 4 cm.
To understand the scope of the technique, the wave heights and the periods were classified into
three types according to the amplitude and period as high (0.10 m, 1.2 s), medium (0.05 m, 0.8 s), and
small (0.01 m, 0.8 s), as illustrated in Table 2.
Table 2. Summary of experimental wave parameters used in present study.
Case No Peak PerioTp (s)
Significant Wave Height
Hs (m)
Ursell
Number H/gT
2 h/gT2
Wave
Theory
R3/I3 0.8 0.05 0.145 0.008 0.111 Stokes 2nd
R4/I4 0.8 0.10 0.290 0.016 0.111 Stokes 3rd
R7/I7 1.2 0.05 0.687 0.003 0.050 Stokes 2nd
R8/I8 1.2 0.10 1.374 0.007 0.050 Stokes 3rd
The Ursell number and two non-dimensional parameters (H/gT2 and h/gT2) were calculated to
identify the Stokes order of each case. This was carried out regardless of the behavior of the waves
and, hence, the bubbles detected the presence of waves.
The Fourier spectra of the time series of the bubbles and the FSEW obtained from the contours
of the pictures, for regular waves, were computed to compare the frequencies in one spectrum and
the other. For that reason, 20 spectra at dierent water depths were calculated and normalized by the
maximum value.
In Figure 7a,b, the bubbles in regular waves responded according to the perturbation caused due
to waves because the 20 spectra had the same shape among them, the same bandwidth, and their
dierence in magnitude was not large. This means that the time series of the velocities of the bubbles
immediately below the FSEW gave better results than the time series close to the bottom. Figure 7e
shows the Fourier spectrum obtained by the time series measured by the photographs (or if it is the
case by the wave gauges) which agrees with the Fourier spectrum obtained by the 20 times series of
the velocities of the bubbles (Figure 7a,b).
Figure 7c,d,f shows the Fourier spectra for irregular wave test cases. In this case, the spectra
show multiple peaks. It is important to note that the maximum peak frequency is in good agreement
with the initial frequency of the experiment. As mentioned before, 20 Fourier spectra were calculated
corresponding to dierent water depths. The behavior of the frequencies shows that the energy
decreases as the water depth decreases, but the peak frequency is always present in each spectrum
meaning that up to a certain water depth, the bubbles result in good detection of the peak period of
the waves.
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T = 0.08 s using the time series of the velocities of the bubbles for depths ranging from 0.468 to 0.614 m;
(c) regular waves H = 0.05 m and T = 0.08 s using the time series of the FSEW obtained from the
contours of the photographs; (d) irregular waves Hs = 0.05 m and Tp = 0.08 s using the time series of
the velocities of the bubbles for depths ranging from 0.630 to 0.775 m; (e) irregular waves Hs = 0.05 m
and Tp = 0.08 s using the time series of the velocities of the bubbles for depths ranging from 0.468 to
0.614 m; and (f) irregular waves Hs = 0.05 m and Tp = 0.08 s using the time series of the FSEW obtained
from the contours of the photographs.
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After the calculation of the FFT of the time series of the velocities of the bubbles and of the FFT
of the FSEW measured from the contours of the photographs, a scatter plot was made for the set
of data to fit a transfer function, which allows computing the estimation of the FSEW. This process
was repeated for regular (Figure 8) and irregular waves (Figure 9). In addition, the squared linear
correlation coecient (R2) was obtained for dierent water depths, going from the surface (4 cm depth)
to the bottom (0.347 m depth). From these, it can be observed that the technique works better for the
series of velocities of the bubbles which are found closer to FSEW. This is because the forcing of the
wave diminishes with the depth. Hence, bubbles at the bottom are less influenced by the oscillatory
motion than the bubbles in smaller depths.
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The range of valid time series along the depth was chosen from 0.04 to 0.347 m depth. Closer to
the free surface than the first limit, the PIV velocity fields are not properly estimated due to the lack
of bubble neighbors in the images. The second limit is the threshold for which acceptable error was
found in the wave period results. The R2 values in Figures 8 and 9 are similar for the dierent water
depths and no trend can be seen, indicating that R2 is independent of the depth; this means that the
technique can be used with the same accuracy for any depth within the valid range. Globally, despite
R2 having consistent values, it is also observed that especially for irregular waves, some frequencies are
far from the linear adjustment and it has not been studied yet if any of these frequencies can improve
the estimation of the FSEW.
The estimations of the FSEW were obtained from velocity data at dierent depths with transfer
functions. These transfer functions were calculated by adjusting the power spectra of the time series of
the velocities of the bubbles and the power spectra of the time series of the FSEW obtained with the
contours from the photographs. The linear adjustment between the two power spectra in a log–log
scale relates the coecients of the amplitude of each Fourier harmonic between the two spectra. Hence,
each harmonic of the time series of the velocity of the bubbles was adjusted to obtain the values of
each harmonic of the FSEW. The power spectrum is defined as the absolute value of the square of the
Fourier transform coecients.
As shown in Figures 10 and 11, for regular waves, the estimated (Reconstructed) and measured
FSEW obtained from the contours of the photographs (Target) are similar, except for 0.29 m depth.
Hence, it is found that this depth is a threshold depth that defines where the technique stops working.
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For the irregular waves, the most significant dierence between the reconstructed and target curves
occurred when the FSEW reaches its largest absolute values, or when there is a small or large change in
the amplitude. The comparison of the FSEW can be considered accurate enough because the mean
error calculated with the six-time series presented in Figure 10 was of 0.0025 m for regular waves
and 0.004 m for irregular waves. The mean error is defined as the mean of the absolute value of
the subtraction between the two curves (FSEW Target   FSEW Reconstructed). If it is considered
H = 0.05 m, then the error for regular waves was 5% and for irregular waves was 8%.
Figure 12 summarizes the results obtained for the cases of the Table 1 for irregular waves. There, the
relationship between R2 and the Relative Depth (0 corresponds to the still water level and 1 corresponds
to the bottom) is shown. The term R2 is defined as the squared linear correlation coecient of the
reconstructed FSEW (Reconstructed) and the measured FSEW (Target). For the cases where the wave
heights are 0.1 and 0.05 m and the periods are 0.8 and 1.2 s, a clear trend is observed such that as
the depths decrease, the R2 values decrease dramatically. The same abrupt change is found for wave
heights of 0.03 and 0.01 m and periods of 0.8 and 1.2 s. Nevertheless, the curves for 0.01 m wave
heights do not clearly show this abrupt change. However, for some water depths, the velocity field of
the air bubbles is a good predictor of the FSEW.
The correlation values decrease with depth. Arguably, this is due to the closeness to the bubble
generator where the velocity of the bubbles is dominated by their vertical displacement and thus
no velocity related to the waves can be measured. The curves of Figure 12 reveal zones where the
technique works, and the bubbles are suciently influenced by the waves such that they carry enough
information to reconstruct the FSEW.
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5. Conclusions
The technique employed to estimate the FSEW through the velocity field of the air bubbles gave
good results (for a range of depths) compared to traditional measuring methods. The horizontal
motion of the bubbles can also serve as a proxy to the motion of the water particles in coastal waves.
Beyond reconstruction of the FSEW, the paper focuses on the relationship between the spectral peaks
of the horizontal velocities of the air bubbles and of the FSEW.
Hence, it was observed that for regular waves, the oscillating movement of the air bubbles was in
accordance with the wave period, whereas the velocities and periods of oscillation of the bubbles under
irregular waves coincided with the range of the periods found in the irregular wave train. The critical
curves obtained for dierent initial conditions describe the depths where the technique is valid. In our
experiments, it was observed that for 0.7 m depth, wave amplitudes of 0.1 m, and periods of 1.2 s,
the technique works well for depths lower than 0.4 m excluding subsurface area. It should be noted
that for depths of around 0.03 m, the time series of the bubble velocities shows some irregularities.
Arguably, this zone is behaving as a boundary layer between water and air.
The results show that the technique does not work very well to determine the FSEW when there
is an abrupt change in the wave amplitude, for example, as shown in Figure 9 at 25 s.
The proposed non-intrusive methodology is useful in 2D wave flumes where it is desirable to
obtain the FSEW without the use of typical wave gauges as well as to determine the behavior of the
velocity of water particles that are below the FSEW. Moreover, the bubble generator is user-friendly
and economical compared to a wave gauge. By contrast, it requires precise coupling between the speed
of the camera, the control of bubble velocities, and the magnitude of fluid velocity.
A plan for future study is to perform more experiments within the range under which the
technique is valid, in terms of the total depth, amplitudes, and periods. Moreover, it is recommended
that the response time of the bubbles under dierent wave forcing eects be studied, for example,
during wave breaking, where mass transport could play a significant role and could be important for
FSEW reconstruction using the proposed technique.
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