Abstract. We begin a generalized study of sum-product type phenomenon in different fields by considering pairs P (x, y) and Q(x, y) of two variable polynomials that simultaneously exhibit small symmetric expansion. Our first result is that such P (x, y) and Q(x, y) over R and C have very similar structure, obtained by employing semi-algebraic geometry/o-minimality. Then using model-theoretic transfer and basic Galois theory we deduce results for fields of characteristic 0 and characteristic p when p is large.
Introduction
Erdős and Szemerédi [3] introduced the sum-product problem in 1983, which is counted among the central problems in additive combinatorics. In this paper, we first provide a generalized sum-product phenomenon for polynomials in algebraically closed fields of characteristic 0.
Given a field K, A, B ⊆ K, and a polynomial P (x, y) ∈ K[x, y], define P (A, B) = {P (a, b) | a ∈ A, b ∈ B}. then there are polynomials f, g, u ∈ K[x] such that either we have P (x, y) = f (u(x) + C 1 u(y)) and Q(x, y) = g(u(x) + C 2 u(y))), or P (x, y) = f (u s (x)u t (y)) and Q(x, y) = g(u s ′ (x)u t ′ (y)),
where C 1 , C 2 ∈ K and s, t, s ′ , t ′ ∈ N are constants.
As a corollary, we strengthen well-known structural results about non-expanding polynomials due to Elekes and Rónyai in the special case of symmetric non-expanders. Corollary 1.2. Let P (x, y) be a polynomial in a field K with characteristic 0. Then there exists a positive constant α such that for any n-element set A ⊆ K of size n, if |P (A, A)| ≤ αn 5/4 , then there are single variable real polynomials f, u ∈ K[x] such that we have either P (x, y) = f (u(x) + Cu(y)) or P (x, y) = f (u s (x)u t (y)),
where C ∈ K and s, t ∈ N are constants.
Following the same proof, we actually get an asymmetric version of Theorem 1.1, namely that simultaneous asymmetric non-expanders take the form either
This allows us to deduce a version of Elekes-Rónyai (with exponent 5/4) in arbitrary fields of characteristic 0.
As another corollary of Theorem 1.1 (and model-theoretic transfer principle) we get the following result for fields of sufficiently large characteristic. Proposition 1.3. Let P, Q ∈ Z[x, y] and let n be an integer. Then there exists p(n, P, Q) and α, such that if F is a field with char(F ) > p(n, P, Q), A ⊆ F with |A| = n, and max{|P (A, A)|, |Q(A, A)|} ≤ αn 5/4 , then we get f, g, u ∈ F [x] such that either
where C 1 , C 2 ∈ F and s, t, s ′ , t ′ ∈ N are constants.
Corollary 1.4. Let n be an integer. Then there exists p(n) and α, such that for every prime p ≥ p(n), if A ⊆ F p of size n, then
We suspect Corollary 1.4 may be known, although we did not find it in the literature. In particular, our result improves upon the current best bound 11/9 − o(1) [6] for A ⊂ F p . However, we do not get quantitative dependence between |A| and p for our bound.
The paper is organized as follows. In the next section, we provide some technical background and some facts about o-minimal structures pertinent to our proof. In Section 3 we prove Theorem 1.1 for real and complex polynomials, which already contain most of the key ideas needed for the proof of Theorem 1.1. In Section 4, we deduce our main theorem and the corollaries.
Preliminaries on Logic and o-minimality
In this section we provide brief background to familiarize readers with some relevant model theory, in particular o-minimality and semi-algebraic sets. Our usage of model-theoretic terms shall be standard, for a detailed introduction to the topic see [1] .
Definition 2.1 (o-minimal structure). A boolean algebra of subsets of a set X is a non-empty collection C of subsets of X such that if A, B ∈ C, then A ∪ B ∈ C and X \ A ∈ C. A structure on R is a sequence S = (S m ) m∈N such that for each m > 0 we have
is a projection map on the first m coordinates. Let (R, <) be a dense linearly ordered non-empty set without endpoints. An ominimal structure is a structure S on R such that (1) {(x, y) ∈ R 2 | x < y} ∈ S 2 . (2) The sets in S 1 are exactly the finite unions of intervals and points. If a set A belongs to S i for some i, we say A is definable in (R, <, S).
In particular, R viewed as an ordered field is o-minimal.
Definition 2.2 (Semi-algebraic sets). A set in R
n is called a semi-algebraic set if it is determined entirely by a collection of polynomial equations and inequalities.
Since we have quantifier elimination, and polynomials correspond to atomic formulae in the ordered field R, we get that semi-algebraic sets in R n are exactly the definable sets. If we view C as R 2 , this extends to semi-algebraic sets in C n . Our analysis naturally involves controlling intersections between curves in R 2 or C 2 defined by polynomials. These being definable inside an o-minimal structure, we find that they have "nice" or "tame" geometry. In particular we recall that definable sets in o-minimal structures can be decomposed into cells, and that we also have a natural well-defined notion of dimension for definable sets. Denote by dim(S) the dimension of a definable set S in an o-minimal structure. We note the following standard fact, a routine consequence of cell decomposition. Proposition 2.3. Fix an integer d. Then there exists N depending only on d such that two polynomial curves X 1 and X 2 in R n with degree bounded by d either satisfy
We also use the Tarski-Seidenberg theorem [1] .
Theorem 2.4 (Tarski-Seidenberg). The projection of a semi-algebraic set is semialgebraic.
We make use of the following propositions in the proof, which are simple facts about o-minimal structures.
Proposition 2.5. Let (X b ) b∈Y be a definable family in an o-minimal structure. Then the set
Proposition 2.6. For any k ∈ N, every definable set in an o-minimal structure has a C k cell-decomposition, i.e. into cells that are "sufficiently smooth".
Real Polynomials and Complex Polynomials
In this section, we prove Theorem 1.1 for real and complex polynomials.
Lemma 3.1. Let C be definable and dim C = 1. Suppose (X b ) b∈Y is a definable family of subsets of C such that dim(Y ) = 1, and for every
Then by Theorem 2.4 we have dim
is definable, and dim
, we get the desired conclusion.
We make use of Elekes-Rónyai type structure results [2] for non-expander polynomials. The following theorem is a recent refinement of such results by Raz, Sharir and Solymosi [5] .
For the rest of this section we consider P (x, y) = f (u(x, y)), Q(x, y) = g(v(
. . , m} (and ℓ ∈ {0, . . . , n}) define
The following lemma is a simple fact.
is definable and injective.
Lemma 3.3 implies the function f × g has an inverse function
where k ∈ {1, . . . , m} and ℓ ∈ {1, . . . , n}. We also define
where F a,a ′ is a finite set.
Let Y ⊆ R 2 be the set of such pairs (b, b ′ ) and let Y k,ℓ be the set of (b, 
We make use of the following result, which is a special case of the main result in [4] , and a generalization of the celebrated Szemerédi-Trotter theorem.
Theorem 3.5 ([4]
). Let G = (P, Q, E) be a semi-algebraic bipartite graph in (R 2 , R 2 ) such that the edge set E has description complexity at most t,
where c depends only on t, k.
We are going to prove the following theorem, which is a real field version of Theorem 1.1. then there are polynomials f, g, u ∈ R[x] such that either we have P (x, y) = f (u(x) + C 1 u(y)) and Q(x, y) = g(u(x) + C 2 u(y))),
where C 1 , C 2 ∈ R and s, t, s ′ , t ′ ∈ N are constants.
Proof. We first construct an auxiliary bipartite graph G with vertex bipartition X, Y . The set X contains all the lattice points in P (A, A) × Q(A, A) ⊆ R 2 , and the set Y contains all the curves C a,a ′ with (a, a ′ ) ∈ A 2 ⊆ R 2 . For every u ∈ X and v ∈ Y , u and v are adjacent if and only if u incident v. Note that for each curve C a,a ′ , it pass through at least n points in X. Also note that this has description complexity bounded as a function of P, Q.
Suppose there is a constant d independent from |A| such that G is K d,d -free. By Theorem 3.5, there is a constant C such that
, which implies that max{|P (A, A)|, |Q(A, A)|} ≥ γn 5/4 for some constant γ and contradicts the assumption.
Therefore, for the constant d in Proposition 2.3, there is a
By Proposition 2.3 of o-minimality, this implies
Note that for a fixed (a, a ′ ), the set of (b, b ′ ) ∈ R 2 such that equation (2) holds is a definable set. Since it is also unbounded, there is a set Y ⊆ R 2 , and dim Y = 1, such that equation (2) holds for every (b, b ′ ) ∈ Y . Now we apply Lemma 3.4 and deduce that there is a 1-dimensional subset Y ′ of Y such that the intersection set
By Proposition 2.6, we may assume s = λ(t), where λ ∈ C 1 (R) is a differentiable function on an interval I ⊆ R. Now we analyze the structure of u(x, y) and v(x, y), by using Theorem 3.2.
Suppose u(x, y) = u 1 (x) + u 2 (y) and v(x, y) = v 1 (x)v 2 (y). Then we have ∂u(e, t) ∂t
and for v(x, y),
Thus we have
Since both P (x, y) and Q(x, y) have nontrivial dependence on x and y, F is not a constant. Hence there is I ′ ⊆ I such that F is injective on I ′ , and this implies s = t in I ′ . Thus we have u 1 (e) = u 1 (b) and
On the other hand we have dim Y ′ = 1, and this is a contradiction. The proof now is split into two cases.
Then we have u
By an argument similar to the one above, we see that F has to be a constant. Thus there is a constant C ∈ R such that u 2 (x) = Cv 2 (x) + D. Note that when we define the curve C a,a ′ , we fix a variable in P (x, y) and a variable in Q(x, y) arbitrarily. Therefore, any two of {u 1 , u 2 , v 1 , v 2 } are linearly dependent. We can use the polynomials f, g outside to swallow up some constants.
In this case we have
for some constant C ∈ R. This gives us u s 2 (x) = Dv t 2 (x) for some s, t ∈ N, which finishes the proof.
Note that a result identical to Theorem 3.2 also holds in C [8] , and the Szemerédi-Trotter type result for complex algebraic curves is also known due to some recent work [7] . Instead of 1-dimensional cell decomposition we now use 2-dimensional cell decomposition and deduce a version of Theorem 1.1 for C in exactly the same way.
Polynomials over fields with characteristic 0
We use the completeness theorem of the theory of all algebraically closed fields of characteristic 0. With all tools in hand, we are going to prove Theorem 1.1.
Proof of Theorem 1.1. By Corollary 4.2, all that remains is to extend the result in Theorem 1.1 from algebraically closed fields of characteristic 0 to arbitrary fields of characteristic 0.
Let K be a field of characteristic 0. Let G = Aut(K/K) be the absolute Galois group of K. Given P, Q ∈ K[x, y] ⊆ K[x, y] with small expansion, we apply Theorem 1.1 for the algebraically closed field K, and deduce that either
where f, g, u ∈ K[x], C, C ′ ∈ K, and n, m, n ′ , m ′ ∈ Z. We may assume P = f (u(x) + Cu(y)), the multiplicative case is similar but simpler.
For every σ ∈ G, we have
, where a i ∈ K. Thus for every i = j and every σ we have
By standard Galois theory, a i /a j ∈ K. Therefore,
where
, and C 1 , C 2 ∈ K. Again for every σ ∈ G we have
. Let x 0 ∈ K be a root of u ′ . By letting x = x 0 we obtain f (C 2 u ′ (y)) = f σ (C σ 2 u ′ (y)). Thus we have either u ′ is a constant, or f is a constant, or C 2 = C σ 2 . By our assumption, we know that the only possibility is C 2 = C σ 2 . By Galois theory, C 2 ∈ K. We similarly obtain C 1 ∈ K. Since f and f σ coincide on infinitely many points, standard Galois theory implies f ∈ K[x]. This finishes the proof.
The statement of Theorem 1.1 can be stated in first order logic. As P and Q have integer coefficients, this statement can be made parameter free. It follows from the completeness theorem that the statement holds in algebraically closed fields of sufficiently large positive characteristic. So we get a structure result for P, Q where the polynomials involved have coefficients in the algebraic closure F of F . Combining this with a similar Galois theory argument as above, we get the desired conclusion.
We conclude by noting that there is an obvious generalization of the Erdős-Szemerédi sum-product conjecture which would significantly strengthen Theorem 1.1. Then there are polynomials f, g, u ∈ K[x] such that either we have P (x, y) = f (u(x) + C 1 u(y)) and Q(x, y) = g(u(x) + C 2 u(y)), or P (x, y) = f (u s (x)u t (y)) and Q(x, y) = g(u s ′ (x)u t ′ (y)),
where C 1 , C 2 ∈ K and s, t, s ′ , t ′ ∈ Z are constants.
