Macdonald Polynomials and BGG reciprocity for current algebras by Bennett, Matthew et al.
ar
X
iv
:1
20
7.
24
46
v1
  [
ma
th.
RT
]  
10
 Ju
l 2
01
2
MACDONALD POLYNOMIALS AND BGG RECIPROCITY FOR
CURRENT ALGEBRAS
MATTHEW BENNETT, ARKADY BERENSTEIN, VYJAYANTHI CHARI,
ANTON KHOROSHKIN AND SERGEY LOKTEV
Abstract. We study the category Igr of graded representations with finite–dimensional
graded pieces for the current algebra g ⊗ C[t] where g is a simple Lie algebra. This cate-
gory has many similarities with the category O of modules for g and in this paper and we
prove an analogue of the famous BGG duality in the case of sln+1.
Introduction
The current algebra associated to a simple Lie algebra is just the Lie algebra of polynomial
maps from C→ g and can be identified with the space g⊗C[t] with the obvious commutator.
Another way of thinking of this is as a maximal parabolic subalgebra in the corresponding
untwisted affine Kac–Moody algebra. The Lie algebra and its universal enveloping algebra in-
herit a grading coming from the natural grading on C[t]. We are interested in the category I
of Z–graded modules for g[t] with the restriction that the graded pieces are finite–dimensional.
Originally, the study of this category was largely motivated by its relationship to the repre-
sentation theory of affine and quantum affine algebras associated to a simple Lie algebra g.
However, it is also now of independent interest since it yields connections with problems arising
in mathematical physics, for instance the X = M conjectures, see [1], [10], [18].
The category I is a non–semisimple category and has many similarities with other well–
known categories of representations in Lie theory. However, there are many essential differences
in the theory as we shall see below, which makes it quite remarkable that one can formulate
(see [2] ) of the famous Bernstein–Gelfand–Gelfand (BGG)-reciprocity result for the category
O. In [2] the result was proved for sl2 by different methods. In the current paper, we use the
combinatorics of Macdonald polynomials to extend the result to sln+1.
The main ingredients in the original theorem of Bernstein–Gelfand–Gelfand were the irre-
ducible modules V (λ) for a simple Lie algebra, the Verma module M(λ) and the projective
cover P (λ) of V (λ) where λ is a linear functional on a Cartan subalgebra of g. The Verma
modules have a nice freeness property and it is relatively easy to prove that the projective
module has a filtration by Verma modules. Further, the Verma modules have Jordan–Holder
series and the theorem states that the filtration multiplicity of the Verma module M(µ) in the
projective P (λ) is equal to the multiplicity of V (λ) in M(µ).
V.C. was partially supported by DMS-0901253.
S.L. was partially supported by RFBR-CNRS-11-01-93105 and RFBR-12-01-00944.
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The irreducible objects in I are indexed by two parameters, (λ, r) where λ varies over the
index set of irreducible finite–dimensional representations of g and r varies over the integers.
The category I also contains the projective covers P (λ, r) of the simple object V (λ, r). The
appropriate analog of the Verma module is the global Weyl module W (λ, r) defined originally
in [7] via generators and relations. It is in fact the maximal quotient of P (λ, r) with respect
to the property that the eigenvalues of h lie in a certain finite set. At this point two points
of similarity fail: the global Weyl modules do have a nice freeness property, but it is for a
much smaller algebra than in the case of g. Thus, we have to work harder to prove that the
projective modules have a filtration by global Weyl modules. We use an idea from algebraic
groups (see [8]) and define a canonical filtration on a object of I and show that the successive
quotients of the filtration are isomorphic to a quotient of a direct sum of global Weyl modules.
The second difficulty we encounter is that the global Weyl modules are not of finite length.
To circumvent this, we recall that they have a unique maximal finite–dimensional quotient
called the local Weyl modules (see [3], [7]) and this allows us to formulate the desired result.
Namely, the projective module P (λ, r) has a filtration by global Weyl modules and the multi-
plicity of W (µ, s) in P (λ, r) is the multiplicity of V (λ, s) in the local Weyl module Wloc(µ, r).
This result was proved in [2] in the case of sl2 and conjectured to be true in general.
In this paper, we are able to prove that that the conjecture is true iff the canonical filtration
of P (λ, r) is actually a filtration by global Weyl modules. We then establish that this is true
for sln+1. To explain this restriction and the connection with Macdonald polynomials, we need
some further comments on local Weyl modules. It was proved in [5] that for sln+1 the local
Weyl module is isomorphic to a Demazure module in a level one representation of the affine
Kac–Moody algebra. It was proved in [19] that the character of such a Demazure module
is given by specialization of a Macdonald polynomial at t = 0. In Section 4, we use several
properties of Macdonald polynomials to establish certain combintorial identities. In Section
5, we prove that these identities have a representation theoretic interpretation, namely they
give a relation between the Hilbert series of P (λ, r) and a sum of Hilbert series of global Weyl
modules (with multiplicity). This is enough to establish the reciprocity result. In the general
simply laced case, it is still true that the local Weyl modules are Demazure modules and their
characters are given in [13] via non–symmetric Macdonald polynomials. In the non–simply
laced case, it was proved in [18] that local Weyl modules have a filtration by Demazure modules
and the characters are known. The missing piece in the case when g is not of type sln+1 is
thus the combinatorial problem studied in Section 4. It is necessary is to establish the correct
version of Lemma 4.10 and we will return to this elsewhere.
Acknowledgements: We thank Boris Feigin for stimulating discussions. It is a pleasure for
the second, third and fifth authors to thank the organizers of the trimester “On the interactions
of Representation theory with Geometry and Combinatorics,”at the Hausdorff Institute, Bonn,
2011, when much of this work was done.
1. Preliminaries
1.1. Throughout this paper we denote by C the field of complex numbers and Z (resp.
Z+) the set of integers (resp. nonnegative integers). For a Lie algebra a denote by U(a) the
universal enveloping algebra of a. If t is an indeterminate, let a[t] = a⊗C[t] be the Lie algebra
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with commutator given by,
[a⊗ f, b⊗ g] = [a, b]⊗ fg, a, b ∈ a, f, g,∈ C[t].
We identify a with the Lie subalgebra a⊗1 of a[t]. The Lie algebra a[t] has a natural Z+–grading
given by the powers of t and this also induces a Z+–grading on U(a[t]), and U(a[t])[0] = U(a).
The graded pieces of U(a[t]) are a–modules under left and right multiplication by elements of
a and hence also under the adjoint action of a.
1.2. From now on, g denotes a finite–dimensional complex simple Lie algebra of rank n
and h a fixed Cartan subalgebra of g. Let I = {1, · · · , n} and fix a set {αi : i ∈ I} of simple
roots of g with respect to h and a set {ωi : i ∈ I} of fundamental weights. Let Q (resp. Q
+)
be the integer span (resp. the nonnegative integer span) of {αi : i ∈ I} and similarly define
P (resp. P+) to be the Z (resp. Z+) span of {ωi : i ∈ I}. Let {x
±
i , hi : i ∈ I} be a set of
Chevalley generators of g and let n± be the Lie subalgebra of g generated by the elements x±i ,
i ∈ I. We have,
g = n− ⊕ h⊕ n+, U(g) = U(n−)⊗U(h) ⊗U(n+).
Let W be the Weyl group of g and let w0 ∈W be the longest element of W . Given λ, µ ∈ h
∗,
we say that λ ≤ µ iff λ− µ ∈ Q+.
1.3. For any g-module M and µ ∈ h∗, set
Mµ = {m ∈M : hm = µ(h)m, h ∈ h}, wt(M) = {µ ∈ h
∗ : Mµ 6= 0} .
We say M is a weight module for g if
M =
⊕
µ∈h∗
Mµ.
Any finite–dimensional g–module is a weight module. It is well-known that the set of isomor-
phism classes of irreducible finite-dimensional g-modules is in bijective correspondence with
P+. For λ ∈ P+ we denote by V (λ) a representative of the corresponding isomorphism class.
Then V (λ) is generated as a g–module by a vector vλ with defining relations
n+vλ = 0, hvλ = λ(h)vλ, (x
−
i )
λ(hi)+1vλ = 0, h ∈ h, i ∈ I.
and recall that wtV (λ) ⊂ λ−Q+. The module V (0) is the trivial module for g and we shall
write it as C. Let Z[P ] be the integral group ring Z[P ] spanned by elements e(µ), µ ∈ P and
given a finite–dimensional g–module, let
chgM =
∑
µ∈P
dimCMµe(µ).
The set {chg V (µ) : µ ∈ P
+} is a linearly independent subset of Z[P ].
We say that M is a locally finite-dimensional g–module if it is a direct sum of finite–
dimensional g–modules, in which caseM is necessarily a weight module. Using Weyl’s theorem
one knows that a locally finite-dimensional g-module M is isomorphic to a direct sum of
modules of the form V (λ), λ ∈ P+ and hence wtM ⊂ P .
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1.4. Let I be the category whose objects are graded g[t]-modules V with finite-dimensional
graded components and where the morphisms are maps of graded g[t]-modules. Thus an object
V of I, is a Z–graded vector space V = ⊕s∈ZV [s], dimV [s] <∞ which admits a left action of
g[t] satisfying
(g⊗ tr)V [s] ⊂ V [s+ r], s, r ∈ Z.
For all r ∈ Z, the subspace V [r] is a finite–dimensional g–module. A morphism between two
objects V , W of I is a degree zero map of graded g[t]–modules. Clearly I is closed under
taking submodules, quotients and finite direct sums. For any r ∈ Z we let τr be the grade
shifting operator. The graded character (resp. Hilbert series) of V ∈ ObI is the element of
the space of power series Z[P ][[q, q−1]], given by
chgrV =
∑
r∈Z
chg(V [r])q
r, H(V ) =
∑
r∈Z
dimV [r]qr.
Given V ∈ Ob I, the restricted dual is
V ∗ =
⊕
r∈Z
V [r]∗, V ∗[r] = V [−r]∗.
Then V ∗ ∈ ObI with the usual action:
(xts)v∗(w) = −v∗(xtsw),
and (V ∗)∗ ∼= V as objects of I. Note that if V ∈ Ob I, then
chgrV
∗ :=
∑
r∈Z
chg(V [r]
∗)u−r.
2. The main result
2.1. Let ev0 : g[t]→ g be the homomorphism of Lie algebras which maps x⊗ f 7→ f(0)x.
The kernel of this map is a graded ideal in g[t] and hence any g–module V can be regarded
in an obvious way as a graded g[t]–module denoted ev0 V . Clearly ev0 V is an object of I if
dimV <∞. The pull back of V (λ) is denoted V (λ, 0) and we set τrV (λ, 0) = V (λ, r) and we
let vλ,r ∈ V (λ, r) be the element corresponding to vλ. The following is elementary and a proof
can be found in [4].
Lemma. Any irreducible object in I is isomorphic to V (µ, r) for a unique element (µ, r) ∈
P+ × Z and V (µ, r)∗ ∼= V (−w0µ,−r). Further V ∈ Ob I is semisimple iff
V ∼= ⊕(λ,r)∈P+×ZV (λ, r)
m(λ,r), m(λ, r) ∈ Z+.

Suppose that dimV <∞ and r is minimal such that V [r] 6= 0. Then we have a short exact
sequence of g[t]–modules
0→
⊕
s>r
V [s]→ V → ev0 V [r]→ 0.
A simple induction on dimV now proves that for all (λ, s) ∈ P+ × Z, we have,
[V : V (λ, s)] = dimHomg(V (λ), V [s]) = dimHomg(V [s], V (λ)), (2.1)
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where [V : V (λ, s)] is the multiplicity of V (λ, s) in a Jordan–Holder series of V .
2.2. For λ ∈ P+ and r ∈ Z, the local Weyl module,Wloc(λ, r), is the g[t]–module generated
by an element wλ,r with relations:
n+[t]wλ,r = 0, (x
−
i )
λ(hi)+1wλ,r = 0,
(h⊗ ts)wλ,r = δs,0λ(h)wλ,r,
where i ∈ I, h ∈ h and s ∈ Z+. The next proposition summarizes the results on the local
Weyl module which are needed to state our main result. A proof of this proposition can be
found in [7].
Proposition. Let (λ, r) ∈ P+ × Z. Let (λ, r) ∈ P+ × Z. The g[t]–module Wloc(λ, r) is
indecomposable and finite–dimensional. Moreover, dimWloc(λ, r)λ = dimWloc(λ, r)[r]λ = 1,
and V (λ, r) is the unique irreducible quotient of Wloc(λ, r). 
2.3. For (λ, r) ∈ P+ × Z, the global Weyl module W (λ, r) is generated as a g[t]–module
by an element wλ,r with relations:
n+[t]wλ,r = 0, (x
−
i )
λ(hi)+1wλ,r = 0, hwλ,r = λ(h)wλ,r,
where i ∈ I and h ∈ h. The following result can be found in [7] (see also [3]).
Proposition. For (λ, r) ∈ P+×Z, we have that W (λ, r) is an indecomposable object of I and
wtW (λ, r) = wtV (λ, r). Further,
(i) Wloc(λ, r) is a quotient ofW (λ, r) and V (λ, r) is the unique irreducible quotient ofW (λ, r).
(ii) W (0, r) ∼= C and if λ 6= 0, the modules W (λ, r) are infinite-dimensional.
(iii) We have,
chgrW (λ, r) = chgr V (λ, r) +
∑
s>r
∑
µ≤λ
dimHomg(Wλ, r)[s] : V (µ)) chgr V (µ, s),
and {chgrW (λ, r) : (λ, r) ∈ P
+ × Z} is a linearly independent subset of Z[P ][[u, u−1]].

2.4. We say that M ∈ Ob I admits a filtration by global Weyl modules if there exists a
decreasing family of submodules
M = M0 ⊃M1 ⊃ · · · ,
⋂
k
Mk = {0},
such that
Mk/Mk+1 ∼=
⊕
(λ,r)∈P+×Z
W (λ, r)mk(λ,r),
for some choice of mk(λ, r) ∈ Z+. Since dimM [r]λ < ∞ for all (λ, r) ∈ P
+ × Z, we see that
if M has a filtration by global Weyl modules, then mk(λ, r) = 0 for all but finitely many k.
Further, we have
chgrM =
∑
k≥0
chgrMk/Mk+1 =
∑
(λ,r)∈Z

∑
k≥0
mk(λ, r)

 chgrW (λ, r).
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Proposition 2.3(iii) now implies that the filtration multiplicity
[M :W (λ, r)] =
∑
k≥0
mk(λ, r),
is well -defined and independent of the choice of the filtration.
2.5. The category I contains the projective cover of a simple object. For (λ, r) ∈ P+×Z,
set
P (λ, r) = U(g[t])⊗U(g) V (λ, r). (2.2)
Note that
P (λ, r)[r] ∼=g V (λ), P (λ, r)[s] = 0 s < r.
The following was proved in [4, Proposition 2.1].
Proposition. For (λ, r) ∈ P+×Z, the object P (λ, r) is generated by the element pλ,r = 1⊗vλ
with defining relations:
n+pλ,r = 0, hpλ,r = λ(h)pλ,r, (x
−
i )
λ(hi)+1pλ,r = 0,
and is the projective cover in I of V (λ, r). Moreover, if M ∈ ObI then
HomI(P (λ, r),M) ∼= Homg(V (λ),M [r]).

2.6. From now on we fix an enumeration λ0, λ1, · · · , λk, · · · of P
+ satisfying:
λr − λs ∈ Q
+ =⇒ r ≥ s.
We shall need the following result. Versions of this have been proved in the literature (see [3]
for instance). But we include a proof here since we need it in this precise form for this paper.
Lemma. For k ≥ 0, the global Weyl module W (λk, r) is the quotient of P (λk, r) obtained by
imposing the single additional relation n+[t]pλk,r = 0. Equivalently, W (λk, r) is the maximal
quotient of P (λk, r) whose weights lie in ∪
k
s=0λs −Q
+.
Proof. The first statement is obvious from the defining relations of W (λk, r) and P (λk, r). For
the second, let
W˜ = P (λk, r)/
∑
s>k
U(g[t])P (λk , r)λs .
Clearly
wt W˜ ⊂
k⋃
s=0
λs −Q
+,
and W˜ is the maximal quotient with this property. Let w˜ ∈ W˜ be the image of pλk,r. Since
wtW (λk, r) ⊂ λk−Q
+ it follows that W (λk, r) is a quotient of W˜ via a morphism which maps
w˜ → wλk,r. The element w
′ = (x+i ⊗ t
s)w˜ has weight λk + αi > λk. If it is non–zero in W˜
then it would follow from the representation theory of g that W˜λs 6= 0 for some s > k which
is a contradiction. Hence n+[t]w˜ = 0 and there exists a well–defined surjective morphism
W (λk, r)→ W˜ sending wλ,r → w˜ proving that W (λ, r) ∼= W˜ as required. 
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2.7. The main result of this paper is the following. It was conjectured in [2] for all g and
proved there in the case of sl2.
Theorem. Assume that g is of type sln+1. For (λ, r) ∈ P
+ × Z, the module P (λ, r) has a
filtration by global Weyl modules and
[P (λ, r) : W (µ, s)] = [Wloc(µ, r) : V (λ, s)].
Remark. We remark here that if A is any graded commutative associative algebra, then the
Lie algebra g ⊗ A and the category I can be defined in the obvious way. The global and
local Weyl modules and the projective modules have their analogs and hence one could ask
if Theorem 2.7 remains true in this case. The graded characters of the local and global Weyl
modules which play a crucial role in our paper are not known in this generality. However, the
first step of the proof of the theorem which is Proposition 2.8 below does go through verbatim.
2.8. The proof of the theorem is in two steps. The first step is the following.
Proposition. Let g be an arbitrary simple Lie algebra and let M ∈ Ob I be such that M [r] = 0
for all r << 0. There exists a decreasing filtration
M = M0 ⊃M1 ⊃ · · · ,
⋂
k
Mk = {0},
and surjective morphisms
ϕk :
⊕
r∈Z+
W (λk, r)
m(k,r) −→Mk/Mk+1 → 0, k ≥ 0
where m(k, r) = dimHomI(M,Wloc(−w0λk,−r)
∗).
The proposition will be proved in the next section.
2.9. The second step in the proof of the theorem is the following.
Proposition. Assume that g is of type sln+1. We have,
H(P (λ, 0)) =
∑
k≥0
∑
r∈Z+
[Wloc(λk, 0) : V (λ, r)]H(W (λk, r)) (2.3)
=
∑
k≥0

∑
r≥0
[Wloc(λk, 0) : V (λ, r)]u
r

H(W (λk, 0). (2.4)
This proposition is proved in the last two sections of this paper.
2.10. Observe that we can apply Proposition 2.8 to P (λ, r). Using the following equalities
which follow from Proposition 2.5 and standard properties of duals and grade shift operators,
we get
m(k, r) = dimHomI(P (λ, 0),Wloc(−w0λk,−r)
∗) = dimHomg(V (λ),Wloc(−w0λk,−r)
∗[0])
= dimHomg(Wloc(−w0λk,−r)[0], V (−w0λ)) = dimHomg(Wloc(λk, 0)[r], V (λ))
= [Wloc(λk, 0) : V (λ, r)].
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Hence for ℓ ≥ 0, we have
dimP (λ, 0)[ℓ] ≤
∑
k,r≥0
[Wloc(λk, 0) : V (λ, r)] dimW (λk, r)[ℓ].
Proposition 2.9 implies that for sln+1, equality holds and hence the surjective maps ϕk are
actually isomorphisms for all k ≥ 0. This proves Theorem 2.7.
2.11. In the last section, we also establish the analog of Theorem 2.7 in certain subcate-
gories of I. Given k ≥ 0, let Ik> be the full subcategory of I> consisting of objects M such
that
wtM ⊂
k⋃
s=0
λs −Q
+.
The modules V (λs, r), Wloc(λs, r) and W (λs, r) are objects of I
k
> for all s ≤ k and r ∈ Z. Let
P k(λs, r) be the maximal quotient of P (λs, r) which lies in I
k
>. Then P
k(λs.r) is the projective
cover of V (λs, r) in I
k
>.
Theorem. Assume that g is of type sln+1. Let s, k ∈ Z+ with s ≤ k. The object P
k(λs, r)
has a finite filtration by global Weyl modules, and
[P k(λs, r) : W (λℓ, p)] = [Wloc(λℓ, r) : V (λs, p)].
3. The Canonical filtration
Let I> be the full subcategory of I consisting of objects M whose grades are bounded
below, i.e., there exists r ∈ Z (depending on M) with M [p] = 0 for all p < r. It follows from
Section 2.2 that P (λ, r) ∈ ObI> for all λ ∈ P
+.
3.1. We begin this section with the following proposition which summarizes the properties
of the duals of the projective, global and local Weyl modules.
Proposition. For (λk, r) ∈ P
+ × Z, set
I(λk, r) = P (−w0λk,−r)
∗.
(i) I(λk, r) is an injective object of I with a unique irreducible submodule which is isomorphic
to V (λk, r).
(ii) The maximal submodule of I(λ, r) whose weights are in the union of cones λs − Q
+,
0 ≤ s ≤ k is isomorphic to W (−w0λ,−r)
∗.
(iii) Wloc(−w0λk,−r)
∗ is isomorphic to the maximal submodule M of I(λ, r) satisfying
wtM ⊂
r⋃
s=0
λs −Q
+, M [s]λk 6= 0 =⇒ s = r.

By abuse of notation we shall freely identify V (−w0λk,−r) with its isomorphic copy in
Wloc(λk, r)
∗, similar remarks apply for the corresponding submodules of I(λ, r).
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3.2. Given M ∈ ObI>, let
Mk =
∑
s≥k
U(g[t]Mλs , s, k ∈ Z+.
Clearly M0 = M , Mk ∈ ObI> for all k ≥ 0 and
Mk/Mk+1 = U(g[t])(Mk/Mk+1)λk , (3.1)
n+[t] (Mk/Mk+1)λk = 0, (h− λk(h)) (Mk/Mk+1)λk = 0, h ∈ h. (3.2)
We claim that ⋂
k∈Z+
Mk = {0},
and call M = M0 ⊃M1 · · · the canonical filtration of M ∈ ObI>.
For the claim, note that since M [s] = 0 for all s << 0, we have
|

⋃
p≤r
wtM [p]

⋂P+| <∞.
Hence, we can choose k0 ∈ Z+ such that
Mλs ⊂
⊕
p>r
M [p], s ≥ k0.
Using the definition of Mk0 we now get that Mk0 [r] = {0} which establishes the claim.
3.3.
Lemma. For M ∈ ObI>, and k, r ∈ Z+, we have an isomorphism of vector spaces,
Homg(Mk/Mk+1, V (λk, r)) ∼= HomI(M,Wloc(−w0λk,−r)
∗). (3.3)
Proof. Let ιk : Mk/Mk+1 →M/Mk+1 and ιλk ,r : V (λk, r)→ I(λk, r) be the canonical injective
morphisms. Given ψ ∈ Homg(Mk/Mk+1, V (λk, r)), let ψ˜ : M/Mk+1 → I(λk, r) be the map
such that
ψ˜ιk = ιλ,rψ.
Since
wtM/Mk+1 ⊂
k⋃
s=0
λs −Q
+, (M/Mk+1)λk
∼= (Mk/Mk+1)λk
and
ψ((Mk/Mk+1)[p]λk) = 0, p 6= r,
it follows from Proposition 3.1(iii) that
Im ψ˜ ⊂Wloc(−w0λk,−r)
∗.
If π : M → M/Mk+1 is the canonical projection, we see now that the assignment ψ → π.ψ˜ is
an injective linear map Homg(Mk/Mk+1, V (λk, r)) −→ HomI(M,Wloc(−w0λk,−r)
∗).
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For the converse, let ψ ∈ HomI(M,Wloc(−w0λk,−r)
∗). Observe that ψ(Mk+1) = 0 , since
wtWloc(−w0λk,−r)
∗) ⊂ λk−Q
+. Hence we have a non–zero mapM/Mk+1 →Wloc(−w0λk,−r)
∗
and we let ψ˜ be the restriction of this map toMk/Mk+1. Since V (λk, r) is the unique irreducible
submodule of Wloc(−w0λk,−r)
∗, we have
Imψ ∩ V (λk, r) 6= 0 Im(M/Mk+1) ∩ V (λk, r) 6= 0.
Since Mλk = (Mk)λk it now follows that Im ψ˜ = V (λk, r), and the assignment
ψ → ψ˜, HomI(M,Wloc(−w0λk,−r)
∗)→ Homg(Mk/Mk+1, V (λk, r)),
is an injective map and the Lemma is proved.

3.4. Let head(M) be the maximal semi–simple quotient of M and h : M → head(M)
be the corresponding map. If r is minimal such that M [r] 6= 0, then ⊕p>rM [p] is a proper
submodule of M . The corresponding quotient is semisimple and isomorphic to ev0M [r] and
hence head(M) 6= 0. Moreover, by Lemma 2.1, we have
head(M) =
⊕
(λ,ℓ)∈P+×Z
V (λ, ℓ)⊕ dimHomI(M,V (λ,ℓ)).
The map h lifts to a surjective map
h˜ :
⊕
(λ,ℓ)∈P+×Z
P (λ, ℓ)⊕ dimHomI(M,V (λ,ℓ)) −→M → 0. (3.4)
The fact that a lift h˜ of h exists is obvious since the P (λ, ℓ) are projective and we have
surjective maps P (λ, ℓ) → V (λ, ℓ) → 0 sending pλ,ℓ → 1 ⊗ vλ,ℓ. If M
′ = M/ Im h˜ is non–zero
then, head(M ′) 6= 0 and hence is a semisimple quotient of M as well. But this contradicts the
fact that head(M) is the maximal semisimple quotient of M and the fact that
Im h˜ ⊃ head(M).
3.5. For r ∈ Z, set m(k, r) = dimHomg(Mk/Mk+1, V (λk, r)) and notice that
head(Mk/Mk+1) ∼=
⊕
r∈Z
V (λk, r)
m(k,r).
. Using Corollary 2.5 we see that the map
⊕
r∈Z
P (λk, r)
m(k,r) →Mk/Mk+1 → 0,
defined in (3.4) factors through to
⊕
r∈Z
W (λk, r)
⊕m(k,r) −→Mk/Mk+1 → 0.
Proposition 2.8 now follows by using Lemma 3.3.
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4. A combinatorial interlude
4.1. Let {x:1 ≤ j ≤ r} be a set of indeterminates. The symmetric group Sr acts naturally
on the polynomial ring Z[x1, · · · , xr] and we let Λr be the corresponding ring of invariants.
Set |x| = x1 · · · xr and denote by Λ
′
r the localization of Λr at |x|. Equivalently Λ
′
r is the ring
of invariants for the action of Sr on the integer valued ring of Laurent polynomials in the xj,
1 ≤ j ≤ r. Let Λˆr be the ring of all symmetric power series in x1, · · · , xr, thus elements of Λˆr
are of the form
∑
ℓ≥0 pℓ where pℓ ∈ Λr is homogeneous of degree ℓ.
4.2. Given any f ∈ Z[x±1 , · · · , x
±1
r ], let [f ]0 be the constant term of f and let f
∗ be given
by f∗(x1, · · · , xr) = f(x
−1
1 , · · · , x
−1
r ). The Macdonald inner product ( , ) : Λ
′
r × Λ
′
r → Z is,
(f, g) =
1
r!

fg∗
∏
1≤i<j≤r
(1−
xi
xj
)(1−
xj
xi
)


0
, f, g ∈ Λ′r.
Observe that since (f, g) = 0 if f, g ∈ Λr are homogenous of different degree we can extend
this naturally to a map Λr × Λˆr → Z. The following is obvious (and, apparently, well-known).
Lemma. (i) For any f, g, h ∈ Λ′r one has
(fg , h) = (f , g∗h).
(ii) For any f ∈ Λr and ℓ1, . . . , ℓr ∈ Z one has:

f, 1∏
1≤i,j≤r
(1− xiℓj)

 = f(ℓ1, . . . , ℓr).

4.3. Let Par(r) be the set of all partitions ξ = (ξ1 ≥ · · · ≥ ξr ≥ 0) with at most r parts.
Given ξ = (ξ1 ≥ ξ2 ≥ · · · ξr ≥ 0) ∈ Par(r) let
mξ =
∑
σ∈Sr
xξ1
σ(1) · · · x
ξr
σ(r) ∈ Λr.
The set {mξ : ξ ∈ Par(r)} is an integral basis of Λr, called the symmetrized monomial basis.
The basis OF Λr consisting of Newton polynomials is given as follows. For 0 ≤ j ≤ r and a
partition ξ = (ξ1 ≥ · · · ≥ ξr ≥ 0) set,
pj = x
j
1 + x
j
2 + · · ·+ x
j
r, pξ = pξ1 . . . pξr .
The basis of Schur functions sξ is defined as follows. Given m = (m1, · · · ,mr) ∈ N
r let
dm = det


xm11 . . . x
m1
r
...
...
...
xmr1 . . . x
mr
r


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Then it can be shown that for a partition ξ the polynomial d(ξ1+r−1,ξ2+r−2,...,ξr) is divisible by
d(r−1,r−2,...,1,0) and the ratio is the Schur function sξ. If ξ = (ξ1 ≥ · · · ≥ ξr), we have
|x|sξ(x1, . . . , xn) = sξ˜(x1, . . . , xn), ξ˜ = (ξ1 + 1 ≥ · · · ≥ ξr + 1).
In particular, this means that if ξ ∈ Par(r) and λ ∈ Par(r − 1) is such that λs = ξs − ξr,
1 ≤ s ≤ r − 1, then
sξ(x1, · · · , xr) = |x|
ξrsλ(x1, · · · , xr). (4.1)
Moreover, it is well–known that the elements
sλ,ℓ = |x|
ℓsλ(x1, . . . , xr), λ ∈ Par(r − 1), ℓ ∈ Z,
form an orthonormal (with respect to ( , )) Z-linear basis of Λ′r, and
Λ′r =
⊕
ℓ∈Z
Λ0r · |x|
ℓ, Λr =
⊕
ℓ≥0
Λ0r · |x|
ℓ,
where Λ0r is the Z-linear span of {sλ(x1, . . . , xr) : λ ∈ Par(r − 1)}.
4.4. Define elements Rr, R
′
r ∈ Λˆr by
Rr =
1
(1− x1)r · · · (1− xr)r
,
R′r =
1− x1 · · · xr
(1− x1)r · · · (1− xr)r
.
Note that Rr (resp. R
′
r) can be viewed as the non-singular part of the character of the regular
representation of Ur (resp. SUr).
Lemma. We have
Rr =
∑
ξ∈Par(r)
sξ(1, . . . , 1)sξ(x1, . . . , xr),
R′r =
∑
λ∈Par(r−1)
sλ(1, . . . , 1)sλ(x1, . . . , xr).
Proof. Let y1, · · · , yr be another set of indeterminates. Then, setting y1 = · · · = yr = 1 in the
Cauchy identity [16, I, (4.3)]:
1∏
1≤i,j≤r
(1− xiyj)
=
∑
ξ∈Par(r)
sξ(x1, . . . , xr)sξ(y1, . . . , yr)
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gives the first identity of the Lemma. To prove the second one, we use (4.1) to get
1∏
1≤i,j≤r
(1− xiyj)
=
∑
ξ∈Par(r)
sξ(x1, . . . , xr)sξ(y1, . . . , yr)
=
∑
λ∈Par(r−1)
sλ(x1, . . . , xr)sλ(y1, . . . , yr)
∑
ℓ∈Z+
|x|ℓ|y|ℓ
=
∑
λ∈Par(r−1)
sλ(x1, . . . , xr)sλ(y1, . . . , yr)
1− |x||y|
.
Hence,
1− x1 · · · xry1 · · · yr∏
1≤i,j≤r
(1− xiyj)
=
∑
λ∈Par(r−1)
sλ(x1, . . . , xr)sλ(y1, . . . , yr).
Now setting y1 = · · · = yr = 1 completes the proof of the second identity. 
4.5. We now prove,
Proposition. Let λ ∈ Par(r − 1), ℓ ∈ Z+. If f ∈ Λr is such that ℓ ≥ deg(f), then
(sλ,ℓ , fRr) = f(1, . . . , 1)sλ(1, . . . , 1)
Proof. By Lemma 4.2 (i), we have
(sλ,ℓ , fRr) = (sλ,ℓf
∗ , Rr).
Since ℓ ≥ deg f , we have sλ,ℓf
∗ = sλ,ℓ−deg(f)(|x|
deg(f)f∗) ∈ Λr and we can now use Lemma
4.2(ii) with ℓ1 = · · · = ℓr = 1 to get
(sλ,ℓf
∗ , Rr) = (sλ,ℓf
∗)(1, · · · , 1) = sλ(1, · · · , 1)f(1, · · · , 1),
as required.

4.6. Set,
(a; q)∞ :=
∞∏
i=0
(1− aqi).
Our goal is to find an asymptotic expansion of the element
Q :=
(qx1 · · · xr; q)∞
(x1; q)r∞ · · · (xr; q)
r
∞
=
∑
λ∈Par(r−1),ℓ≥0
φλ,ℓ(q)sλ,ℓ,
in Λˆr, where
φλ,ℓ(q) = (sλ,ℓ , Q) =
∑
s≥0
asλ,ℓq
s ∈ Z[[q]]. (4.2)
Define integers cm by requiring,
1
(q; q)r
2−1
∞
=
∑
m≥0
cmq
m.
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Proposition. For λ ∈ Par(r − 1) and ℓ ≥ 0 we have
amλ,ℓ = cmsλ(1, . . . , 1), if ℓ ≥ rm.
Proof. Setting,
Q′ =
(qx1 . . . xr; q)∞
(qx1; q)r∞ . . . (qxr; q)
r
∞
,
it is clear that
Q =
(qx1 · · · xr; q)∞
(x1; q)r∞ · · · (xr; q)
r
∞
= Rr ·Q
′.
Writing Q′ =
∑
m≥0Q
′
mq
m as a power series in q with coefficients in Λr, we get from (4.2)
that
φλ,ℓ(q) = (sλ,ℓ, Q) = (sλ,ℓ, Rr
∑
m≥0
Q′mq
m) =
∑
m≥0
amλ,ℓq
m, i.e., amλ,ℓ = (sλ,ℓ, RrQ
′
m).
Since deg(Q′m) ≤ rm, Proposition 4.5 implies that
amλ,ℓ = Q
′
m(1, . . . , 1)sλ(1, . . . , 1), if ℓ ≥ mr.
The proposition follows by noticing that if we set x1 = · · · = xr = 1, we have
1
(q; q)r
2−1
∞
= Q′(1, . . . , 1) =
∑
m≥0
Q′m(1, . . . , 1)q
m =
∑
m≥0
cmq
m.

4.7. For λ ∈ Par(r − 1) and ℓ ≥ 0 define power series ψλ,ℓ =
∑
m≥0 b
m
λ,ℓq
m ∈ Z[[q]] by:
ψλ,ℓ(q) = φλ,ℓ(q)− φλ,ℓ−1(q), b
m
λ,ℓ = a
m
λ,ℓ − a
m
λ,ℓ−1,
where we adopt the convention that φλ,−1 = 0. Clearly,
φλ,ℓ(q) =
ℓ∑
k=0
ψλ,k(q),
and moreover, we see from Proposition 4.6 that bmλ,ℓ = 0 when ℓ > mr. This means that
∑
ℓ≥0
bmλ,ℓ <∞,
and hence
∑
ℓ≥0
ψλ,ℓ(q) =
∑
ℓ≥0
∑
m≥0
bmλ,ℓq
m =
∑
m≥0

∑
ℓ≥0
bmλ,ℓ

 qm,
is a well–defined element of Z[[q]]. Using Proposition 4.6 again, we see that
∑
k≥0
ψλ,k = lim
ℓ→∞
φλ,ℓ =
∑
m≥0
cmsλ(1, · · · , 1)q
m =
sλ(1, · · · , 1)
(q; q)r
2−1
∞
.
MACDONALD POLYNOMIALS AND BGG RECIPROCITY FOR CURRENT ALGEBRAS 15
Together with the fact that∑
λ∈Par(r−1)
∑
ℓ≥0
ψλ,ℓ(q)sλ,ℓ =
∑
λ∈Par(r−1)
∑
ℓ≥0 φλ,ℓ(q)(sλ,ℓ − sλ,ℓ+1)
=
∑
λ∈Par(r−1)
∑
ℓ≥0 φλ,ℓ(q)(1 − |x|)sλ,ℓ,
we have now proved,
Proposition. We have an equality of symmetric power series,
(x1 · · · xr; q)∞
(x1; q)r∞ · · · (xr; q)
r
∞
=
∑
λ∈Par(r−1)
∑
ℓ≥0
ψλ,ℓ(q)sλ,ℓ,
where ψλ,ℓ(q) ∈ q
⌊ ℓ
r
⌋ · Z[[q]] and
∑
ℓ≥0
ψλ,ℓ(q) =
sλ(1, . . . , 1)
(q; q)r
2−1
∞
.

4.8. Let q, t be indeterminates and let Q(q, t) be the field of rational functions in q and t
over the field Q of rational numbers. The Macdonald scalar product on Λr(q, t) = Λr⊗Q(q, t),
is defined on the Newton polynomials by
〈pξ, pψ〉q,t = δξ,ψ
r∏
i=1
inini!
ℓ(ξ)∏
s=1
1− qξs
1− tξs
,
for ξ, ψ ∈ Par(r), where ni = |{k : ξk = i}| and ℓ(ξ) is the number of non–zero parts of ξ.
The Macdonald polynomials Pξ(x; q, t) in x = (x1, . . . , xr) is the orthonormal basis of Λr(q, t)
obtained by applying the Gram–Schmidt process to the lexicographically ordered basis of
monomial symmetric functions. Thus,
Pξ(x; q, t) = mξ +
∑
ψ<ξ
uξ,ψmξ(x), uξ,ψ ∈ Q(q, t).
Proposition. For r ≥ 1 one has:
1∏
1≤i,j≤r
(xiyj; q)∞
=
∑
ξ∈Par(r)
Pξ(x; q, 0)Pξ(y; q, 0)
(q; q)ξ1−ξ2 · · · (q; q)ξr−1−ξr(q; q)ξr
, (4.3)
where (a; q)m :=
∏m
i=0(1− aq
i) denotes the the (shifted) q-Pochhammer symbol.
Proof. It is shown in [16, VI,(4.19)], that
r∏
i,j=1
(txiyj; q)∞
(xiyj; q)∞
=
∑
ξ∈Par(r)
bξ(q, t)Pξ(x; q, t)Pξ(y; q, t), (4.4)
where bξ(q, t) = 〈Pξ(x, q, t), Pξ(x, q, t)〉
−1
q,t
is computed by the following recursive formula in
[16, VI (6.19)],
b0(q, t) = 1, bξ(q, t) = bξ′(q, t)
r∏
i=1
1− qξi−1tr+1−i
1− qξitr−i
(4.5)
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for ξ = (ξ1 ≥ · · · ≥ ξr) ∈ Par(r) with ξr > 0, and ξ
′ = (ξ1 − 1 ≥ · · · ≥ ξr − 1).
If we set t = 0 in the above formulas, we see that the left hand side of (4.4) is precisely the
left hand side of (4.3). Also, the recursion (4.5) simplifies:
bξ(q, 0) = bξ′(q, 0)
1
1 − qξi
and gives by induction:
bξ(q, 0) = (q; q)
−1
ξ1−ξ2
· · · (q; q)−1ξr−1−ξr(q; q)
−1
ξr
.
The proposition is proved. 
4.9.
Proposition. We have,
(x1 · · · xr; q)∞∏
1≤j≤r
(xj ; q)∞
=
∑
λ∈Par(r−1)
Pλ(1, · · · , 1; q, 0)Pλ(x1, . . . , xr; q, 0)
(q; q)λ1−λ2 . . . (q; q)λr−2−λr−1(q; q)λr−1
.
Proof. Using the fact that
Pξ(x; q, t) = |x|
ξrPλ(x; q, t), λ = (ξ1 − ξr ≥ · · · ≥ ξr−1 − ξr ≥ 0),
we get,
∑
ξ∈Par(r)
Pξ(x; q, 0)Pξ(y; q, 0)
(q; q)ξ1−ξ2 · · · (q; q)ξr−1−ξr(q; q)ξr
=
∑
ℓ≥0
|xy|ℓ
(q; q)ℓ
∑
λ∈Par(r−1)
Pλ(x; q, 0)Pλ(y; q, 0)
(q; q)λ1 · · · (q; q)λr−1
=
1
(|xy|; q)∞
∑
λ∈Par(r−1)
Pλ(x; q, 0)Pλ(y; q, 0)
(q; q)λ1 · · · (q; q)λr−1
,
where we have used the fact that for any indeterminate a, we have
∞∑
k=0
ak
(q; q)k
=
1
(a; q)∞
.
Setting y1 = · · · yr = 1 and using Proposition 4.8 completes the proof. 
4.10. The following is now an immediate consequence of Proposition 4.7 and Proposition
4.8.
Lemma. For µ ∈ Par(r − 1), write
Pµ(x1, . . . , xr; q, 0) =
∑
ℓ≥0
∑
λ∈Par(r−1)
ηµλ,ℓ(q)sλ,ℓ(x1, . . . , xr).
Then,
sλ(1, . . . , 1)
(q; q)r
2−1
∞
=
∑
µ∈Par(r−1)
∑
ℓ≥0
ηµλ,ℓ(q)Pµ(1, · · · , 1; q, 0)
(q; q)µ1−µ2 . . . (q; q)µr−2−µr−1(q; q)µr−1
.
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5. Proof of Proposition 2.9
The proof involves putting together known results on the Hilbert series of the projective,
global Weyl and local Weyl modules with the combinatorial identities which were established
in the previous section. We will use the notation of the previous sections freely.
5.1. The Hilbert series of P (λ, 0) is easily calculated by using the Poincare Birkhoff Witt
theorem. Thus, we have
P (λ, 0) = U(g[t]) ⊗U(g) V (λ) ∼= U(g[t]+)⊗ V (λ),
where g[t]+ = g⊗ tC[t] and the isomorphism is one of vector spaces. In particular,
P (λ, 0)[s] = U(g[t]+)[s]⊗ V (λ), and U(g[t]+)[s] ∼= S(g[t]+)[s],
where S(g[t]+) is the symmetric algebra of g[t]+, and the isomorphism is again one of vector
spaces. Together with Proposition 4.7, we get
H(P (λ, 0)) = dimV (λ)H(S(g[t]+)) =
dimV (λ)
(q; q)dim g∞
=
∑
ℓ≥0
ψλ,ℓ(q). (5.1)
In the special case when g is of type slr, it is well–known that dimV (λ) = sλ(1, · · · , 1) where
we identify P+ with the set Par(r − 1) by sending λ =
∑r−1
i=1 λiωi to the partition whose j
th
part is
∑r−1
i=j λjωj. Hence we have,
Lemma. Suppose that g is of type slr. Then,
H(P (λ, 0)) =
sλ(1, · · · , 1)
(q; q)r
2−1
∞
.

5.2. We now recall the relationship between the graded characters of global and local Weyl
modules. This was established in [2, Proposition 3.7] using results proved in [5], [7], [9] and
[18].
Proposition. For λ =
∑n
i=1 λiωi ∈ P
+, we have
chgrW (λ, 0) =
chgrWloc(λ, 0)∏n
i=1(q; q)λi
, H(W (λ, 0)) =
H(Wloc(λ, 0))∏n
i=1(q; q)λi
.

5.3. The final piece of information we need is on the graded character of the local Weyl
modules. We restrict our attention to the case of slr but direct the interested reader towards
[18] for the general case. There are a well–known family of Z+–graded modules for the sub-
algebra n+ ⊗ C[t] ⊕ (n− ⊕ h) ⊗ tC[t] of g[t] called the Demazure modules (see [14] for an
exposition). In the case of slr it was proved in [19] that the characters of certain Demazure
modules which are indexed by P+ are given by specializing the Macdonald polynomials at
t = 0. Moreover, these Demazure modules actually admit the structure of a g[t]–module. The
main result of [5] establishes that Wloc(λ) is graded isomorphic to such a Demazure module
and can be summarized as follows.
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Theorem. Assume that g is of type slr and let λ =
∑s
i=1 λiωi ∈ P
+. Then
∑
k≥0
[(Wloc(λ, 0)[k] : V (µ)]q
k =
∑
ℓ≥0
ηλµ,ℓ(q), chgrWloc(λ, 0) =
∑
µ∈P+
∑
ℓ≥0
ηλµ,ℓ(q) chg V (µ),
where the ηλµ,ell are as defined in Lemma 4.10. 
Using Lemma 4.10 we have the following corollary.
Corollary.
H(Wloc(λ, 0)) = Pλ(1, · · · , 1; q, 0).
5.4. We now have, ∑
k≥0
∑
µ∈P+
H(W (µ, 0))[Wloc(µ, 0) : V (λ, k)]q
k
=
∑
µ∈P+

∑
ℓ≥0
ηµλ,ℓ(q)

 H(Wloc(µ, 0))∏n
i=1(q; q)µi
=
∑
µ∈P+

∑
ℓ≥0
ηµλ,ℓ(q)

 Pµ(1, · · · , 1; q, 0)∏n
i=1(q; q)µi
=
sλ(1, . . . , 1)
(q; q)r
2−1
∞
,
where the last equality is by using Lemma 4.10. Together with Lemma 5.1, we have now
established that,
H(P (λ, 0)) =
∑
k≥0
∑
µ∈P+
H(W (µ, 0))[Wloc(µ, 0) : V (λ, k)]u
k,
which is precisely the statement of Proposition 2.9.
5.5. It remains to prove Theorem 2.11. Set M = P (λs, r) and let Mℓ, ℓ ∈ Z+ be the
canonical filtration of M . Then, it is clear that
Mk = P k(λs, r) ∼= M/Mk+1,
which proves that the canonical filtration of Mk is finite and in fact is given by the submodules
Mℓ/Mk+1 where 0 ≤ ℓ ≤ k. Moreover
(Mℓ/Mk+1)/(Mℓ+1Mk+1) ∼= Mℓ/Mℓ+1,
and Theorem 2.11 is proved.
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