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Abstract 
Kierstead, H.A., A polynomial time approximation algorithm for Dynamic Storage Allocation, 
Discrete Mathematics 88 (1991) 231-237. 
We use an on-line algorithm for coloring interval graphs to construct a polynomial time 
approximation algorithm WIC for Dynamic Storage Allocation. The performance ratio for 
WIC is at most six; the best previous upper bound on the performance ratio for a polynomial 
time approximation algorithm for Dynamic Storage Allocation had been 80. 
1. Introduction 
It is well known that interval graphs are perfect and that the following easy 
polynomial time algorithm produces an optimal coloring. (1) Enumerate the 
vertices by first fixing an interval representation of the graph and then ordering 
the vertices by left end points. (2) Color the vertices in this order using the 
on-line algorithm First-Fit. In this article we consider the NP-complete problem 
Dynamic Storage Allocation (DSA) [5], which we view as a generalization of 
interval graph coloring. To emphasize this connection we phrase DSA in terms of 
‘weighted’ colorings of ‘weighted’ interval graphs. We shall present a polynomial 
time approximation algorithm for DSA with a performance ratio of six. Roughly, 
the algorithm associates an enumerated interval graph with a given weighted 
interval graph and then applies a special on-line coloring algorithm to this 
enumerated graph to produce a weighted coloring. To make this idea precise we 
must first introduce some terminology. 
A graph G is said to be an interval graph if its vertex set can be represented by 
a collection V of closed intervals of the real numbers [w (two intervals are allowed 
to have the same end points) so that for all i, j E V, i fl j # 0 iff the vertex 
represented by i is adjacent to the vertex represented by j. In this case we say that 
V is a representation of G. 
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Let G = (V, E) be a graph. The maximum degree of G is denoted by A(G). 
The maximum clique size and chromatic number of G are denoted by o(G) and 
x(G), respectively. A weighted graph G* is a triple G* = (V, E, w), where 
G = (V, E) is a graph and w is a positive integer valued function on V. For a 
vertex V, W(V) is the weight of V. The weight w(S) of a set of vertices S is the sum 
of the weights of the vertices in the set. The weighted clique size of G*, denoted 
by w*(G*), is the maximum weight of a clique in G. A weighted f-coloring of G* 
is a function c from V to (0, 1, . . . , t - l} such that C(X) + w(x) - 1 < t and if 
both C(X) c c(y) and x - y then c(x) + W(X) - 1 < c(y). We can view a weighted 
coloring c of G* as assigning an interval [c(v), . . . , c(v) + w(v) - l] of w(v) 
colors to each vertex v so that the intervals of colors assigned to two adjacent 
vertices do not overlap. The weighted chromatic number of G*, denoted by 
x*(G*), is the least t such that G* has a weighted t-coloring. 
An enumerated graph is a graph G = (V, E), whose vertices V = 
{ Vl, 212,. - -7 v,} have a prescribed linear order vi < v2 <. . . < v,. An on-line 
graph coloring algorithm is an algorithm for coloring enumerated graphs so that 
the color assigned to a vertex depends only on the subgraph induced by that 
vertex and its predecessors in the prescribed linear order. First-Fit is the on-line 
graph coloring algorithm which, at the time a vertex is considered, assigns the 
smallest feasible color to that vertex. 
Let G* = (V, E, w) be an enumerated weighted interval graph, with v1 < v2 
<* - a < v,. The associated enumerated interval graph F = (V’, E’) of G* is 
obtained by replacing each vertex Vi of V by w = W(Vt) copies Vi,19 Vt,2, . . . , Vt,w 
of itself SO that (i) Vi,s - Vj,t iff either vi -vj or both i=j and sft and (ii) 
vi,s < v~,~ iff either i < j or i = j and s < t. 
We are now prepared to formally state and discuss DSA. Our formulation is 
slightly different from that of [5] since we do not fix an interval representation. 
Dynamic Storage Allocation (DSA) 
INSTANCE: Weighted interval graph G*, positive integer t. 
QUESTION: Is x*(G*) < t? 
When DSA is considered as a storage problem we have the following 
correspondence. The intervals of a representation of G* correspond to the time 
periods during which certain objects must be stored. The weights of the intervals 
correspond to the sizes of the objects. An object of size w requires w consecutive 
units of storage and cannot be rearranged once it is placed in storage, except to 
permanently remove it. A weighted coloring of G* corresponds to a feasible 
assignment of the objects to storage. 
Stockmeyer [lo] showed that DSA is an NP-complete problem. The natural 
next step is to investigate polynomial time approximation algorithms for the 
optimization version of DSA. We say that an algorithm for constructing weighted 
colorings of weighted interval graphs has performance ratio R if for all weighted 
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interval graphs G* the algorithm constructs a weighted t-coloring, where 
t < Rx*(G*). In this article we study the following two related problems posed by 
Woodall [ll] and Chrobak and Slusarek [l], respectively. 
Problem 1. Determine the least constant C such that for every weighted interval 
graph G*, x*(G*) 6 Co*(G*). 
Problem 2. Discover polynomial time approximation algorithms for DSA with 
constant performance ratios. Determine the optimal performance ratio R. 
It is well known that 5/4~ C. We shall show that C ~6 and present a 
polynomial time approximation algorithm for DSA with a performance ratio of at 
most 6. This improves earlier results of the author [6] that C < 80 and there is a 
polynomial approximation algorithm with performance ratio at most 80. These 
results were obtained by using the following approach, first suggested by Woodall 
[ll] for Problem 1 and later, independently, by Chrobak and Slusarek [l] for 
Problem 2. (1) Suppose that every interval has weight a power of two. This 
contributes a factor of at most two to our constants. (2) Order the intervals by 
decreasing weight. (3) Form the associated enumerated interval graph F of G*. 
(4) Color this enumerated interval graph using the on-line algorithm First-Fit. (5) 
Obtain a weighted coloring of G* by coloring each vi with the same color 
assigned to Vi,]. It is routine to verify that this algorithm produces a weighted 
t-coloring, with t =S 2f(o*(G*)), where f(o) is maximum number of colors used 
by First-Fit to color an interval graph with clique size w. The contribution of [6] 
was to show that f(o) c 400. However further progress in this direction is limited 
by the result of Witsenhausen [14] and independently Chrobak and Slusarek [l] 
that 4w - 9 cf(o). To achieve the performance ratio of 6 we modify the above 
approach by replacing First-Fit in (4) by a more sophisticated on-line algorithm 
OIC, which requires at most 3w - 2 colors to color an interval graph with clique 
size o. OIC is a small modification of an on-line algorithm developed by 
Kierstead and Trotter [7] in order to show that 30 - 2 is the best performance 
possible for on-line interval graph coloring algorithms. 
2. The proof 
We begin with some technical definitions and results. Let V be a representation 
of an interval graph. The density of a point r E [w in V is defined to be 
D(r) = ]{Z E V: r E Z}I. Notice that o(V) = max{D(r): r E R}. The density of an 
interval Z in V is defined to be D(Z) = min{ D(r): r E Z}. The density of V is 
defined to be D(V) = max{D(Z): Z E V}. 
Lemma 1. Let V be a representation of an interval gruph G. Zf D(V) = 1 then (1) 
o(G) < 2 and (2) A(G) s 2. 
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Proof. For (1) we show that for any point r, D(r) s 2. Suppose r is in each of the 
intervals I, .Z, and K, where Z has the smallest left end point and .Z has the largest 
right end point. Then K c Z U J and D(K) 2 2, which contradicts D(V) = 1. Now 
for (2) consider an interval Z = [a, d] of V. Clearly no other interval of V is 
contained in I. Thus either a or d is in any interval adjacent to I. It now follows 
from the previous observation that A(G) c 2. q 
Let G = (V, E) be an enumerated interval graph. For a nonnegative integer a 
and a vertex 2ri we define G,(v;) and a(~,) by simultaneous recursion on i. Let 
G,(v,) be the subgraph induced by {Vj: Z < i, U(Vj) c II, and ni -Vi} and U(vi) be 
the least nonnegative integer a such that o(G,(vi)) c a. Then a(tJ;) = a iff both 
o(G,(v,)) <a and o(G,(vi)) > a’, for all a’ <a. Note that u(v,) = 0. 
The following on-line algorithm, which depends on a parameter o, constructs a 
coloring c of an enumerated interval graph G = {vi, . . . , zr,}. 
On-line Interval Color (OK) 
Read o; 
For i = 1 to 12 
Color ZJ; with color c(v;) =u(v,) + b(vi)(W - l), where b(vi) is the least 
nonnegative integer b such that c(uj) # U(ni) + b(w - l), for any Z <i with 
vi - Vi. 
Theorem 2. Zf o = w(G) then the on-line algorithm OIC u.res at most 3w(G) - 2 
colors to color the enumerated interval graph G. 
Proof. Clearly c is a proper coloring of G. Also 0 s a(Vi) s w - 1 and if a(~,) = 0 
then b(vJ = 0 = c(v;). Thus c uses at most 1 + (B + l)(w - 1) colors, where B is 
the maximum value of the b(vi). So it suffices to show that B s 2. If Z < i, vj - vi, 
and c(Vj) = u(v;) + b(o - l), then U(Vi) ZO and thus a(nj) = U(vi). We shall 
prove that B s 2 by showing that A(&) c 2, where ZZ, is the subgraph of G 
induced by {Vi: u(v~) = u}. 
By Lemma l(2), it suffices to show that the density of a representation V of ZZ, 
is one. Let 4 be the interval representing Vj in V. Suppose to the contrary that the 
density of an interval 4 in V is at least two. By the definition of ZZ,, there exists an 
u-clique K in G,_i(Vi) such that every vertex of K is adjacent to vi. Let p be a 
point of both Z; and every interval representing a vertex of K. Since the density of 
Zi in V is at least two, p is in some other interval I,, which represents a vertex of 
Z-Z,. If j<i then KU {Vi} contradicts a(~;) = a; otherwise i < j and KU {vi} 
contradicts u(vj) = u. We conclude that the density of V is one. Cl 
In the algorithm OIC we could have set c(vI) = 3a(Vi) - b(vJ. This has the 
advantage that the algorithm does not need the value of o(G). This is the form of 
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the algorithm in [7]. However for our application to DSA the present form is 
essential. 
The following algorithm constructs a weighted coloring d of a weighted interval 
graph G*. 
Weighted Interval Color (WIG) 
(1) Increase the weight of each interval to a power of two to form the weighted 
interval graph H* = (V, E, w’). 
(2) Let (VI, vz, . . . , v,) be an enumeration of the intervals of H* by 
decreasing weight. 
(3) Form the associated enumerated interval graph F of H* and calculate w(F). 
(4) Apply OIC to F with o = w(F). 
(5) For i = 1 to n set d(u;) equal to C(Vi,l). 
Theorem 3. The algorithm WIC constructs a weighted t-coloring d of G* for some 
t d 6w*(G*) - 2. 
Proof. First note that o(F) = o*(H*) < 20*(G*). Thus by Theorem 2 c and d 
only use colors from (0, 1, . . . ,60*(G*) - 3). So it suffices to show that d is a 
proper weighted coloring. Since c is a proper coloring of F, it is enough to show 
that for each vi in G the ~‘(21;) copies of vi in F receive consecutive colors from c. 
In particular, we shall show (i) a(v;,j) = a(ui.1) +j - 1 and (ii) b(Vi,j) = b(ni,J. 
To prove (i) we argue by induction on i, using the additional induction 
hypothesis (iii) a(vJ is divisible by W’(21i). Clearly (i) and (iii) hold for i = 1, so 
suppose they hold for all i’ < i. First we show that (iii) holds for i. Let K be an 
a-clique in F,_,(vi,J of size a, where a = a(vi.1). Suppose u~,,~ E K and v;,,~ $ K for 
some i’ <i. Let t’ be the least integer such that ‘u~.,~. 4 K. Then using (i) of the 
induction hypothesis, a(vip,,,) s a. Thus KU {2/i,,,,} is a clique in F,(v,,,) witnes- 
sing that a(vJ #a. We conclude that 
a = IKl = c {w’(vj,): ui.,$ E K, for some s}. 
By Step (1) of WIC each term in this sum, as well as w’(Q is a power of two; by 
Step (2) of WIC each term is at least as large as w’(Vi). Thus a = a(v,,,) is a 
multiple of w’(u;), proving (iii). 
Next we show by induction on j that (i) holds for i. Suppose (i) does not hold 
for i and choose the least j such that a(ui,j) fx + j - 1, where x = a(ql). Clearly 
j > 1 and a(vi,j) > x + j - 1. Fix a representation of F. Let K be a clique contained 
in Fx+j-,(Vi,j) of size x +j witnessing that a(ui,j) >X +j - 1. Clearly K contains a 
vertex v,,, such that a(v,,3 =x +j - 1. If us,( is the only such vertex, then 
K - {v,,,} witnesses that a(ui,j-1) fx + j - 2, contradicting the choice of j. So 
suppose that u,,, is another such vertex. By (iii) of the induction hypothesis, both 
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t and it are greater than 1. Choose p E [w such that p is in every interval 
representing a vertex of K U {Vi,j}. Then p is in each of the intervals representing 
vi,j-lr JA,~-~, and v,,,-~. By the induction hypotheses U(Vi,j_r) = u(v,,,_J = 
a(vm,n-I ) = x - j - 2. But this is impossible, since it was shown in the proof of 
Theorem 2 that D(H,) G 1, which by Lemma l(1) implies that o(H,) s 2. 
Finally we prove (ii), arguing by induction on the pair (i, j). Suppose that (ii) 
holds for all (s, t) G (i, j) in lexicographical order. We first show that if 
j + 1 s w’(v~) then b(Vi,j) c b(vi,j+l). F or each b < b(Vi,j) there exists (s, t) < 
(i, j), which witnesses that b Z b(Vi,j), i.e., V, - Vi> U(Vi,j) = u(v,~), and b(v,,) = 
b. Since j + 1 G W’(Ui) it follows from (i) and (iii) that U(Vi,j) + 1 = U(Vi,j+l) is not 
a multiple of w’(Vi), and thus by Steps (1) and (2) of WIC, a(~,,,) + 1 is not a 
multiple of w’(v,). Using (iii) again, we conclude that t + 1~ W’(Q). So 
a(Vi,j+l) = u(vs,3 + l = u(vs,t+l) and by the induction hypothesis b(v,,) = 
b(vs,,+, ). Thus (j, s + 1) witnesses that b # b(vi,j+l) and it follows that b(Vi,j) s 
b(vi,j+l). A similar argument shows that b(Vi,j) 2 b(vi,j+l). 0 
CoroUary 4. Let G* be a weighted interval graph. Then x*(G”) 6 60*(G*) - 2. 
Corollary 5. There exists a polynomial time approximation algorithm for DSA 
with a performance ratio of 6. 
Proof. By the theorem WIC has a performance ratio of 6. As stated WIC is not a 
polynomial time algorithm because Step (3) may increase the size of the input to 
the subroutine OIC exponentially. However a reasonably careful implementation 
using (i) and (ii) will run in polynomial time. 0 
3. Other problems and results 
Dynamic Storage Allocation provides a good example of the importance to 
algorithmic design of preordering data. It is crucial to the algorithm WIC that the 
vertices be considered in order of decreasing weight. But once we restrict the 
order of the data we are forced to think in terms of on-line algorithms. It seems 
likely that the technique of combining a clever preordering with suitable on-line 
algorithms can be used in many other situations. It should be emphasized that the 
main ideas behind the algorithm OIC arose, not from the study of DSA, but from 
the study by Trotter and Kierstead [7] of on-line algorithms for coloring interval 
graphs. There are other useful or natural ways to order the vertices. In an actual 
storage allocation application, it is natural to have the vertices appear ordered by 
their arrival times, i.e., their left end points in an interval representation, and to 
require that the coloring be done on-line. If all the vertices have the same weight 
this problem is equivalent to interval graph coloring and First-Fit requires only 
o* colors. The general case was studied independently by Robson [8] and 
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Woodall [13]. They showed that First-Fit was essentially optimal for an on-line 
algorithm, but would require about w*(ln(w*)) colors. 
Problems 1 and 2 remain open and of great interest. We close by listing two 
additional problems concerning the on-line algorithm First-Fit. 
Problem 3 (Woodall [12] and Chrobak and Slusarek [2]). Determine better 
bounds on f(o), the number of colors required by First-Fit to color an interval 
graph with clique size o. 
Chrobak and Slusarek [2] have shown that 4.40 <f(o) and with a little extra 
work the author can improve the bound in [7] to show that f(o) c 32~. 
Problem 4 (Schelp [9]). D oes there exist a constant c such that if First-Fit uses t 
colors to color a representation of an interval graph, then there exist c points 
Pit..., pC such that for each color (Y there is an interval I of color cr to which 
some pi belongs? 
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