The problem of generalizing deep neural networks from multiple source domains to a target one is studied under two settings: When unlabeled target data is available, it is a multi-source unsupervised domain adaptation (UDA) problem, otherwise a domain generalization (DG) problem. We propose a unified framework termed domain adaptive ensemble learning (DAEL) to address both problems. A DAEL model is composed of a CNN feature extractor shared across domains and multiple classifier heads each trained to specialize in a particular source domain. Each such classifier is an expert to its own domain and a non-expert to others. DAEL aims to learn these experts collaboratively so that when forming an ensemble, they can leverage complementary information from each other to be more effective for an unseen target domain. To this end, each source domain is used in turn as a pseudo-target-domain with its own expert providing supervision signal to the ensemble of non-experts learned from the other sources. For unlabeled target data under the UDA setting where real expert does not exist, DAEL uses pseudo-label to supervise the ensemble learning. Extensive experiments on three multisource UDA datasets and two DG datasets show that DAEL improves the state-of-the-art on both problems, often by significant margins. The code is released at https://github.com/KaiyangZhou/Dassl.pytorch.
Introduction
Deep neural networks (DNNs) trained with sufficient labeled data typically perform well when the test data follows a similar distribution as the training data [24] . However, when the test data distribution is different (i.e., there is a domain shift [43] ), DNNs often suffer from performance degradation indicating poor domain generalization ability. To overcome the domain shift problem and improve the generalization ability of DNNs, two related problems have been studied intensively: unsupervised domain adaptation (UDA) [15, 33, 45, 22, 60, 55] and domain generalization (DG) [40, 28, 47, 8, 30] . The former assumes that unlabeled training data for the target domain is available for domain adaptation. No such assumption is made in the latter, making DG a harder problem than UDA.
Early UDA works focus on a single source domain. Recently multi-source UDA [21, 59, 42] started to attract more attention, thanks to the introduction of large-scale multi-source datasets such as DomainNet [42] . In contrast, having multiple source domains have been the default setting for most DG works from much early on. This is understandable: Without the guidance from target domain data, DG models rely on the diversity of source domain to learn generalizable knowledge across domains. This paper focuses on the multi-source domain setting for both problems. How can multiple source domains be exploited to help generalization? Many DG methods [39, 17, 31] aim to learn a domain-invariant feature representation or classifier across the source domains, in the hope that it would also be invariant to the domain shift brought by the target domain. However, there is an intrinsic flaw in this approach, that is, when the source domains become more diverse (useful for coping with large domain shift from the target domain), learning a domain-invariant model becomes more difficult. This is because each domain now contains much domain-specific information. Simply removing the information may hurt model generalization because such information could potentially be useful for a target domain, especially when combined across different source domains. An example can be found in Fig. 1a where the only thing in common of the five source domains for the airplane class seems to be shape. However, texture information is clearly useful for the target sketch domain. Existing multisource UDA methods, on the other hand, attempt to align the data distribution of the target domain with each source domain individually [64, 59, 42] or with a help of a hard [32] or soft [21] domain selector. Again, Fig. 1a shows that aligning the target domain to each individual source domain of potentially drastically different distribution is not only difficult but could also be counterproductive.
In this paper, we propose a novel unified framework for both multi-source DG and UDA based on collaborative ensemble learning. Our framework, termed domain adaptive ensemble learning (DAEL), takes a very different approach from the previous works. Specifically, each domain is used to learn a model that is specialized in that domain (see Fig. 1a ). We call it a domain expert -a relative term as an expert to a specific source domain would be a non-expert to all other source domains as well as the target domain. The key idea of DAEL is to learn these experts collaboratively so that when forming an ensemble, they can leverage complementary information to better tackle the target domain.
To realize the DAEL framework for a UDA or DG model, a number of issues need to be addressed. (1) Scalability: Training an ensemble of models instead of a single model means higher computational cost. To solve this problem, a DAEL model is a deep multi-expert network which consists of a CNN feature extractor and multiple classifier heads. Each head is trained to classify images from a particular source domain. (2) Training: Since the target domain data is either non-existent (for DG) or has no label (for UDA), there is no target domain expert to provide supervision signal for the source domain expert ensemble. To overcome this, each source domain is used in turn as a pseudo-target-domain with its own expert providing supervision signal to the ensemble of non-experts learned from the other sources (see Fig. 1b ). For unlabeled target data under the UDA setting where real expert does not exist, DAEL uses as pseudo-label the most confident estimation among all experts and train the ensemble to fit the pseudo-label (see Fig. 1c ). (3) How to measure the effectiveness of a non-expert ensemble w.r.t. an expert: Inspired by consistency regularization (CR) [46, 25] used in semi-supervised learning (SSL), the ensemble's effectiveness is measured by how close its prediction is to that of an expert when both are fed with a data point of the expert's domain. To amplify the regularization effect brought by CR, we use weak and strong augmentation for input to an expert and an nonexpert ensemble respectively. Such a strategy has been shown useful in recent SSL methods [57, 5, 49] . Once these three issues are addressed, we have a simple but effective solution to both UDA and DG -by sending supervision signal to an ensemble rather than each individual, different domain-specific experts are allowed to exploit complementary domain-specific information from each other, resulting in a more domain-generalizable ensemble.
We summarize our contributions as follows. (1) We present a novel framework called domain adaptive ensemble learning (DAEL), which improves the generalization of a multi-expert network by explicitly training the ensemble to solve the target task. (2) A realization of DAEL is formulated which provides a simple yet effective solution for both multi-source UDA and DG, unlike previous methods that only tackle one of them. (3) We define miniDomainNet, a reduced version of DomainNet [42] to allow fast prototyping and experimentation. For benchmarking, a unified implementation and evaluation platform of all compared methods is created, which has been made publicly available to facilitate future research in UDA and DG. 4 (4) We demonstrate the effectiveness of DAEL on three multi-source UDA datasets and two DG datasets where DAEL outperforms the current state-of-the-art by a large margin (see Table 1 & 2).
Related Work
Unsupervised domain adaptation. Motivated by the seminal theory work by Ben-David et al. [4] , most recent UDA methods seek to reduce the distribution discrepancy between source and target features. In particular, domaininvariant features can be learned by directly minimizing distribution divergence measures, such as MMD [33, 35, 36] and optimal transport [7, 2] . Inspired by generative adversarial network [18] , [15, 51, 63, 34] achieve feature alignment by learning a domain discriminator in an adversarial manner. Instead of aligning the coarse marginal distribution, recent alignment methods show that fine-grained alignment such as aligning class centroids [58, 23, 11] or using task-specific classifiers [45, 27, 44] can achieve better adaptation performance.
The multi-source UDA methods are more related to this work due to the same problem setting. [64, 59, 42] extend the source-target alignment in single-source UDA to multi-source UDA by covering all possible source-target distance pairs. Relationships between sources and target are exploited in [32] where only the target-related sources are kept for model learning. [21] computes the distributionbased weights for combining source classifiers. Our model architecture of shared feature extractor and domain-specific classifier is similar to existing methods such as [42] . However, DAEL is very different in that (a) different domainspecific classifiers are learned collaboratively in the form of an ensemble and (b) each source domain is used in turn as a pseudo-target-domain to supervise the ensemble.
Domain generalization. Different from UDA, DG considers a more challenging yet practical problem where target data is unavailable during training [40] . Many DG methods borrow the idea of distribution alignment from UDA to learn domain-invariant features through minimizing in-between-source distances [39, 17, 31] . Similar to this work, existing methods also borrow ideas from SSL including data augmentation [47, 54] and self-supervised training [8] . Recent DG methods have explored meta-learning where the key idea is to expose the model to domain shift during training [29, 3, 13, 30] . Different from these DG methods, collaborative ensemble learning is exploited in this paper. Note that although the pseudo-target-domain idea is similar in spirit to meta-learning, no episodic training is necessary in DAEL which makes the training procedure simpler than those in [29, 3, 13, 30] .
Ensemble methods have been extensively researched in the machine learning community [65] . The principle is to train multiple learners for the same problem and combine them for inference. Such technique has also been widely used in competitions like ILSVRC [10] where multiple CNNs are trained and combined to improve the test performance [24, 20] . One crucial difference between the traditional model ensembling and our domain adaptive ensemble learning approach is that we learn multiple experts simultaneously and collaboratively while using each domain expert's knowledge to supervise the learning of the ensemble of non-experts. Such a learning strategy benefits the final ensemble by encouraging the collaboration between different ensemble members.
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x i : data from i-th source domain x t : data from target domain a(·): weak augmentation A(·): strong augmentation Consistency regularization. Since the first appearance in [46, 25] , CR has been widely used in the literature of SSL, e.g., virtual adversarial training (VAT) [38] , mean teacher [50] , MixMatch [6] and its recent follow-ups [5, 49] .
Other than SSL, CR has also been applied to applications such as stabilizing GAN training [62] . As an unsupervised objective, it is natural to use CR for dealing with unlabeled data in UDA. Examples include Dirt-t [48] which extends VAT with entropy minimization [19] and self-ensembling [14] which is built on top of mean teacher. However, these methods are tailored for single-source UDA, which only yield sub-optimal performance when directly applied to multi-source UDA as shown in [42] .
Methodology
Problem definition. Given a labeled training dataset collected from K source domains, D S = {D 1 , ..., D K }, we aim to learn a model that can generalize well to a target domain D T . If the unlabeled target data is available during training, it is a multi-source unsupervised domain adaptation (UDA) problem [42] , otherwise a domain generalization (DG) problem [40] . Our method addresses these two problems in a unified framework.
Main idea. We learn multiple experts,
, each specializing in classifying images from a particular source domain. For clarity, E i is called an expert to D i but a non-expert to {D j } j =i . Each expert is constructed with a CNN backbone (e.g., ResNet [20] ) and a fully connected layer followed by a softmax function to produce class probabilities. To reduce computations and promote information sharing, all experts share the same CNN backbone. Once trained, given a test image x, its prediction is obtained by the ensemble of all experts, p(y|x) = We propose domain adaptive ensemble learning (DAEL), which improves the ensemble's generalization by using each expert's knowledge to teach others in a collaborative way. The main learning objectives of DAEL are based on consistency regularization (CR) [46, 25] (see Fig. 2 ). The basic idea of CR is to forward the same input but perturbed with different label-preserving transformations to a model (or models) and enforce consistency between the outputs. The consistency can be measured by either mean-squared error or KL divergence. For clarity, we interpret CR as having two paths 5 : target path and prediction path (see Fig. 2 ). The target path generates soft prediction or pseudo-label using a (pseudo-)target domain expert, while the prediction path aims to make the non-expert ensemble's output consistent with that of the expert.
Data augmentation plays a key role in our consistency-based framework. Following the recent CR methods [57, 5, 49] which highlighted the importance of noising operations, we use weak augmentation a(·) and strong augmentation A(·) for input to the target path and the prediction path respectively (see Fig. 2 ). Both a(·) and A(·) are stochastic functions which perform label-preserving transformations. Concretely, a(·) corresponds to simple flip-and-shift transformations. A(·) induces stronger noises so as to make the input more diverged from the original distribution. Intuitively, this amplifies the regularization effect brought by CR. Inspired by [57, 49] , we use RandAugment [9] followed by Cutout [12] to implement A(·). RandAugment randomly selects a set of transformations from the Python Imaging Library, 6 e.g., shearing, rotation, auto-contrast, sharpness, etc. See the Appendix for the complete list of transformations.
Domain-specific expert learning. Next, we detail the DAEL training procedure, starting with how each expert is trained to be domain-specific. Recall that E i is the expert trained for its own domain D i , i ∈ {1, ..., K}. Denote H(·, ·) the cross-entropy between two probability distributions, the loss function for domain-specific expert learning is
where y(x i ) is the one-hot label of x i ; the expectation is implemented by minibatch sampling (same for the following equations).
Collaborative ensemble learning using source domain data. Given an image x i from the i-th source domain (treated as a pseudo-target-domain), the idea is to use as target the corresponding expert's prediction for the weakly augmented image, E i (a(x i )), and encourage the ensemble prediction of non-experts from other source domains for the strongly augmented image, 1
, to be close to the target. Such a design explicitly teaches the ensemble how to handle data from unseen domains (mimicked by strong augmentation and guided by a pseudo-target-domain expert), thus improving the robustness to domain shift. Formally, the loss is defined as the mean-squared error between the two outputs:
Collaborative ensemble learning using unlabeled target data. Given a weakly augmented target domain image a(x t ), we first ask each source-expert to produce a class probability distribution, p i (y|a(x t )) = E i (a(x t )), and select as pseudo-label the most confident expert's prediction based on their maximum probability, arg max(p i * ), where i * is the index of the most confident expert i * = arg max([max(p 1 ), . . . , max(p K )]). This is inspired by the observation that correct predictions are usually confident with peaked value on the predicted class [49] . Then, we force the ensemble prediction of all source-experts for the strongly augmented image,Ē(A(x t )) = 1
, to fit the one-hot pseudo-label 7ŷ (x t ) = arg max(p i * ). The loss is defined as
where is a confidence threshold (fixed to 0.95 in this paper). Eq. (3) can be viewed as a combination of CR and entropy minimization [19] because the conversion from soft probability to one-hot encoding essentially reduces the entropy of the class distribution. The confidence threshold provides a curriculum for filtering out less confident (unreliable) pseudo-labels in the early training stages [14, 49] .
The full learning objective is a weighted sum of Eq. (1), (2) and (3),
where λ u is a hyper-parameter for balancing the weighting between L u and the losses for the labeled source domains. For multi-source UDA, DAEL uses Eq. (4). For DG, L u is removed due to the absence of target domain data. DAEL not only provides a unified solution to the two problems, but also is very easy to implement (see the Appendix for pseudo-code).
Gradient analysis. To understand the benefit of collaborative learning (i.e.,
where p * denotes the target, we analyze their gradients with respect to a single expert's output p i . For collaborative learning, we obtain ∆p i = 2
. It is clear that collaborative learning updates an expert by combining information from other experts, which facilitates the exploitation of complementary information. 8 
Experiments

Experiments on Domain Adaptation
Datasets.
(1) Digit-5 consists of five different digit recognition datasets, which are MNIST [26] , MNIST-M [15] , USPS, SVHN [41] and SYN [15] . We follow the same setting as [42] . Specifically, for each of MNIST, MNIST-M, SVHN and SYN, there are 25,000 training images and 9,000 test images. USPS contains 9,298 images in total. See Fig. 3 is the latest multi-source UDA method, which minimizes the moment distance among the source and target domains. Moreover, per-domain classifier is constructed and optimized as in MCD [45] to enhance source-target distribution alignment.
Implementation details. In all experiments, SGD with momentum is used as the optimizer and the cosine annealing rule [37] is adopted for learning rate decay. For Digit-5, the CNN backbone is constructed with three convolution layers and two fully connected layers, following [42] . For each mini-batch, we sample from each domain 64 images. The model is trained with an initial learning rate of 0.05 for 30 epochs. For DomainNet, we use ResNet101 [20] as the CNN backbone, the same as [42] , and sample from each domain 6 images to form a mini-batch. The model is trained with an initial learning rate of 0.002 for 40 epochs. For miniDomainNet, we use ResNet18 [20] as the CNN backbone. Similarly, we sample 42 images from each domain to form a mini-batch and train the model for 60 epochs with an initial learning rate of 0.005. For all UDA experiments, we set λ u = 0.5 in all datasets and investigate the performance sensitivity to λ u later (see Fig. 5 ). For all baseline models, we use the same optimization parameters as DAEL and keep their hyper-parameter settings identical to those used in the original papers. Each experiment is run for three times with different random seeds. The mean accuracy is used for comparison. We report either the results obtained by us or from the original papers, whichever are higher.
Results. Following the standard test protocol [42] , one domain is used as target and the rest as sources and classification accuracy on the target domain test set is reported. Table 1 shows the results on the multi-source UDA datasets. We summarize our findings as follows. (1) In terms of the overall performance (the Avg column), DAEL achieves the best results on all three datasets, outperforming the second-best methods by large margins: 3.51% on Digit-5, 6.1% on DomainNet and 6.21% on miniDomainNet.
(2) On the small Digit-5 dataset, DAEL achieves near-oracle performance (our 96.47% vs. oracle's 97.00%). In particular, MNIST-M and SVHN are the two most difficult domains as can be seen in Fig. 3 trinsically stronger and more domain-insensitive. Among all compared UDA approaches, only DAEL shows clear improvements over the strong source-only baseline, consistently on both DomainNet and miniDomainNet.
(4) Compared with M 3 SDA, the most related method also using domainspecific classifiers, DAEL shows clear advantages on all three datasets. This is because M 3 SDA focuses on feature alignment between the target and each individual source domain. It is thus unable to exploit the complementarity between domain-specific classifiers as DAEL does. Further, DAEL samples source domains as pseudo-target-domains to further improve the ensemble's generalization ability. For evaluation, we follow prior works [28, 8, 30] to use the leave-one-domain-out protocol, i.e. choosing one domain as the (unseen) test domain and using the remaining three as source domains for model training. Implementation details. ResNet18 is used as the CNN backbone as did in [8, 30] . SGD with momentum is used to train the model for 40 epochs with an initial learning rate of 0.002. The learning rate is further decayed by the cosine annealing rule. Each mini-batch contains 30 images (10 per source domain). Note that the L u term in Eq. (4) is discarded here as no target data is available for training. Results. The comparison with the state-of-the-art DG methods is shown in Table 2 . Overall, DAEL achieves the best results on both datasets with clear margins against all competitors. We provide a more detailed discussion as follows.
(1) DAEL is clearly better than the distribution alignment methods, i.e. CCSA and MMD-AAE, with ≥4% improvement on PACS and ≥1.2% improvement on Office-Home. This is not surprising because the distribution alignment theory [4] developed for DA does not necessarily work for DG. (2) Compared with the recent self-supervised method JiGen, DAEL obtains a clear improvement of 2.9% on PACS. The gap is further increased to 4.9% on Office-Home. When it comes to CrossGrad, a state-of-the-art data augmentation method, DAEL achieves clear improvements as well. (3) The recently proposed Epi-FCR shares a similar design choice with DAEL -to simulate domain shift during training. Again, DAEL is clearly superior thanks to the novel concept of collaborative ensemble learning. Further, Epi-FCR requires domain-specific feature extractors, as well as additional domain-agnostic feature extractor and classifier, incurring much higher computational cost.
Further Analysis
Unless stated otherwise, we report the average results over all test domains for the subsequent experiments.
Ablation study. We start from the baseline ensemble model trained by L ce only and progressively add L cr and L u (see Eq. (4)). Fig. 4 shows that each of L cr and L u contributes to the performance improvement. L u has a larger improvement than L cr because of the target data. Combining them (i.e. +L cr + L u ) leads to further improvement, indicating their complementarity.
Collaborative ensemble or individual expert training? As discussed in the gradient analysis part in Sec. 3, collaborative learning can better exploit the complementarity between different classifiers than individual learning. We justify this design choice in Table 3a where collaborative learning shows clear improvements over individual learning.
Design choices for the target generation in consistency. (1) Expert's prediction vs. real label for supervising the ensemble of non-experts for L cr ? Table 3b shows that using real label (Y ) is slightly worse than using expert's Table 1c .
prediction (E i ). This is because expert's prediction automatically encodes the relations between classes (reflected in the soft probability distribution [56] ), thus providing better supervision signal.
(2) Most confident expert's prediction vs. ensemble prediction for L u ? Table 3c suggests that using the most confident expert's output (E i * ) is better. A plausible explanation is that ensembling smooths out the overall probability distribution when experts have disagreements, which may lead to potentially correct instances being discarded due to weak confidence (i.e. probability less than the confidence threshold ).
Is strong augmentation necessary?
To answer this question, we replace strong augmentation for the prediction path (see Fig. 2 ) with weak augmentation. The ∆ columns in Table 4 suggest that strong augmentation is important to both L cr and L u , but has a larger impact on the latter. In particular, we observed that when weak augmentation was used for the prediction path for L u , the testing performance first climbed to a peak during the early training but then collapsed. We hypothesize that such model degradation phenomenon is related to the label-noise issue in the guessed pseudo-labels 10 and strong augmentation can better regularize the model to not memorize the corrupted labels. To verify this hypothesis, we experiment with miniDomainNet and train ResNet18 on each domain using imperfect labels guessed by the source-only model in Table 1c . The results in Table 5 show that using strong augmentation generally achieves better generalization, thus confirming our assumption.
Sensitivity of λ u . Fig. 5 shows that the performance soars from λ u = 0 to λ u = 0.5 and remains relatively stable between λ u = 0.5 and λ u = 1.0. It suggests that the model performance is in general insensitive to λ u around 0.5.
Diagnosis into individual experts. Fig. 6 plots the performance of each individual source expert versus their ensemble on miniDomainNet using models trained with different losses. For L ce (blue bars), the variance between E 1−3 is large and the individual performance is low, indicating that the experts are themselves biased (overfitting). Comparing L ce + L cr (orange bars) with L ce , the variance between E 1−3 is clearly reduced and the individual performance is significantly improved, leading to much stronger ensembles. By adding L u (green bars), the individual performance is further boosted and hence the ensemble. To better understand how the ensemble benefits the prediction, we visualize the top-3 predictions made by each expert and their ensemble in Fig. 7 . In the top example, expert-3 mis-recognizes the bear as dog but the ensemble prediction is dominated by the correct predictions made by expert-1 and -2. A similar pattern can be observed in the bottom example. Therefore, these examples demonstrate the usefulness of ensemble during inference when trained collaboratively.
Conclusion
We presented DAEL, a novel framework for generalizing deep neural networks from multiple sources to a target domain. The main idea of DAEL is to use the (pseudo-)target-domain expert to supervise an ensemble of source-domain non-experts such that the ensemble can be as effective as the expert. DAEL provides a simple yet effective solution for both multi-source UDA and DG. Its effectiveness has been demonstrated via extensive experiments.
A Appendix
A.1 RandAugment
The complete list of transformations is shown in Table 6 . For each image, two operations are randomly sampled from the list each with a probability of 0.6 to be executed, as well as their magnitudes randomly sampled from the pre-defined ranges. Table 6 : List of transformations for strong augmentation.
