I. Introduction
to n log 2 n. The fast transform decoding scheme proposed in this article is faster than the decoding algorithm in [5] .
II. Some Preliminaries on Finite Fields and the Fast Fermat Number Transform
Given that GF(q) is a finite field, let GF(q) [x] be the ring of polynomials over GF(q). 
There then exists one and only one polynomial
which uniquely solves the system of congruences:
The polynomial f(x) is given by
Let GF(q) be a finite field, let n be a number that divides q -1, and let 3' be a primitive nth root of unity. Since the order of 3' is the sequence t k)k=0 a power of 2 in GF(F,_), the length of the sequence to be transformed is a power of 2. As a consequence, the very efficient FNT can then be used to yield a fast transform [6] which is analogous to the fast Fourier transform (FFT). In this case, the number of multiplications involved in evaluating such a transform sequence of length n is n log 2 n [8].
A new type of Fermat number multiplier is developed in [9] . More details about the FNT can be found in [6].
!11.Nonsystematic
RS Codes
First, a set of RRP codes is defined. As shown next, these codes are constructed using the Chinese remainder theorem for polynomials over a finite field GF(q). Let too(X), ml (x),..., and m,_x(x) be n relatively prime polynomials, and
Assume that the degree of each mi(x) is d, and that kd information symbols u = (u0, ul,..., Ukd-X) are represented by the information polynomial as
where uieGF(q) and k < n. Then an RRP code is the residue representation of F(x), that is,
where The following shows that RS codes are a subclass of RRP codes. In order to facilitate the fast encoding and decoding procedures, which make use of the fast FNT methods as described in Section II, the codeword length n is required to be a power of 2.
Let too(X), ml(x),..., m,-l(X) be n relatively prime polynomials given by
Also let the k information symbols
be denoted by the information polynomial
Then the equations
and
lead to a code vector u_.represented by
The code vector u.e_ is a nonsystematic RS codeword.
It is not difficult to see that u. = (Ao,A1,...,An-1) is just the FNT of the sequence (u0,ul,...,uk-l,0,...,0) and the k information symbols (uo,ul,...,u/v-1), i.e.,
F(x)
can be recaptured by an IFNT on the code vector u= (Ao, Ax,... ,An-l).
On the other hand, since an RS code is a special case of an RRP code, the information polynomial
by the use of the Chinese remainder theorem.
Let ti(x) denote a polynomial that satisfies
Then the information polynomial F(x) can be reconstructed as
IV. Decoding RS Codes
As Shiozaki et al. [1, 5] 
The iterative procedure of the Euclidean algorithm terminates when
where LzJ denotes the greatest integer less than or equal to z.
Compute F(z) from Eq. (A-14).
A flowchart of a decoding algorithm to correct errors only is depicted in Fig. 1 . An example of this decoding scheme is given in Example 1. 
B. Decoding to Correct Errors and Erasures
By an extension of the derivation of the key Eq. (A-9) given in the Appendix, the following key equation for both errors and erasures can be obtained:
where
The Euclidean algorithm is an iterative procedure which can be used to find in Eq. 
where i is the iterative index and r,.(x) is the GCD of
F'(z)D_(x) and M(z).
The algorithm involves four sequences of polynomials: si(z), pi(z), ri(x), and qi(z). The initial conditions are set in accordance with the following rules:
, and
and r0(x) = M(x).
By the proof of the theorem in the Appendix and Eqs. (5), (6a), (65), and (7), there exists a unique index j in the Euclidean algorithm such that
where A(x) is some polynomial,
Thus, F(x) can be reconstructed as follows: 
and to(x) = M(x).
To determine the error-locator polynomial D2(x) and F'(x)D(x), apply the Euclidean algorithm to M(x) and F'(x)Dl(x).
The initial values of the Euclidean algorithm are defined in step 2; the iterative procedure of the
Compute F(x) from Eq. (8).
A flowchart of the decoding scheme for correcting both errors and erasures is given in Fig. 2 that 3' = 2 is a primitive 8th root of unity. Also, for this
Let the four information symbols be u = (2, 3, 1, 4).
Then F(x) = 2 + 3x + x 2 + 4x 3. An FNT on the sequence and E' = (11, 10,2, 13, 13,2, 3, 0). After the IFNT is taken ofu', one obtains F'( x ) = l l + 6x + 5x2 +14xa + 9x4 + 3xs + 4x 6 + 10x 7. Since the erasure symbols are at the third and seventh positions, D1 (x) = (x -2 2) (x -2 6) = x 2 + 1. Thus,
F'(x)D_(x)
= lOxg+4xs+13xr +13x6+14x4+3xa+16x2+ 6x + 11. The Euclidean algorithm stops after the second iteration to yield ra(x) = x 6 + 12x 5 + 10x 4 + 16x 3 + 4x + 8 and p2(x) = 13x + 4. Then F(x) is recaptured as
That is, u = (2, 3, 1, 4).
V. Conclusions
In Fig. 1 . Flowchart of decoding procedure to correct errors only. 
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., F'(<-'))
and e_= (E(1), E(7),..
., E(7n-'))
Prom Section III, an RS codeword v is generated by an information polynomial F(x) via the following: z = (rfl), r(r),..., F(<-I))
Since v' = v + e_, one obtains F'(7/) = F(7 i) + E(7 i) for 0 < i < n -1. Thus, there are at least n values of x for which F'(x) and F(x) + E(z) are equal. It is obvious that
by the fundamental theorem of algebra,
Since RS codes are a special case of RRP codes, it is shown in [5] that F'(x) and E(z) can also be reconstructed using the Chinese remainder theorem as follows:
Li=0 and
is called the error-locator polynomial.
The key equation of the decoding algorithm is derived from these relationships.
First, let
Then, by Eq. (A-4), one has
Equation (A-7) can now be re-expressed as: 
The proof of Eq. (A-9) 
