In order to suppress the effect of multiplicative speckle noise on Synthetic Aperture Radar (SAR) image segmentation, a new SAR image segmentation algorithm is proposed based on the mixture context and the wavelet hidden-class-label Markov Random Field (MRF). In our paper, a wavelet mixture heavy-tailed model is constructed, and the hidden-classlabel MRF is extended to the wavelet domain to suppress the effect of speckle noise. The multiscale segmentation with overlapping window is presented here to segment the finest scale of stationary wavelet transform (SWT) domain, and the classical segmentation method is still utilized at the coarse scales of discrete wavelet transform (DWT) domain, moreover, a mixture context model is proposed to combine the two different segmentation methods. Finally, a new maximum a posteriori (MAP) classification is obtained. The experimental results demonstrate that our segmentation method outperforms several other segmentation methods.
Introduction
The segmentation of synthetic aperture radar (SAR) image is a key component in the automatic analysis and interpretation of data. Real SAR images are corrupted with an inherent signal-dependent phenomenon named multiplicative speckle noise, which is grainy in appearance and primarily due to the phase fluctuations of the electromagnetic return signals. Hence, the classical segmentation techniques that work successfully on natural images do not perform well on SAR images.
A Markov random field (MRF) is recognized to be a powerful stochastic tool used to model the joint probability distribution of the image pixels in terms of local spatial interactions [1, 2] . MRF models can be used not only to extract texture features from image textures but also to model the image segmentation problem [2] . There are two advantages in using MRF models for image segmentation. First, the spatial relationship can be seamlessly integrated into a segmentation procedure. Second, the MRF-based segmentation model can be inferred in the Bayesian framework which is able to utilize different types of image features. There are various MRF-based segmentation models that have been developed [3] [4] [5] [6] [7] . The MRF-based segmentation method has also been applied to segment SAR images [8, 9] .
In multiscale segmentation [10, 11] the results of many classification windows of different sizes are combined to obtain an accurate segmentation at fine scales. The wavelet transform can be interpreted as a multiscale edge detector that represents the singularity content of an image at multiple scales and three different orientations. Wavelets overlying a singularity yield large wavelet coefficients; wavelets overlying a smooth region yield small coefficients. Four wavelets at a given scale nest inside one at the next coarser scale, giving rise to a quad-tree structure of wavelet coefficients that mirrors that of the dyadic squares. In particular, with the Haar wavelet transform, each wavelet coefficient node in the wavelet quad-tree corresponds to a wavelet supported exactly on the corresponding dyadic image square. Since the wavelet theory was developed and the Hidden Markov Model (HMM) which characterizes the statistics property of image was improved, the HMM segmentation based on the wavelet transform has been applied widely. Hyeokho Choi proposed the context segmentation algorithm based on the discrete wavelet transform (DWT) [12] , which is utilized to natural image segmentation successfully, employing the results of coarse scales to influence that of fine scale. Later, based on the algorithm from Hyeokho Choi, Vidya Venkatachalam proposed SAR image segmentation algorithm [13] , which trains and calculates coarse scales wavelet coefficients in the DWT domain to suppress speckle noise, however, the spatial resolution of segmentation result is reduced as well, so the problem of speckle noise is not solved perfectly. The Markov Random Filed (MRF) model has been employed to segment SAR image for a long time, because the local spatial dependency is considered in this algorithm, the speckle noise is suppressed effectively, However, the problem that this algorithm is just utilized in the image domain results in misclassification frequently. The application of Wavelet-Based MRF models to segment SAR image is not commonly represented in the research literature.
For SAR image segmentation, the segmentation algorithm is required not only to obtain accurate segmentation result but also to preserve detailed edge effectively. In order to solve these problems mentioned above, a new wavelet mixture heavy-tailed statistical model is presented in this paper, and the hidden-class-label MRF is extended to the wavelet domain to suppress the effect of speckle noise. The multiscale segmentation with overlapping block is proposed here, which is utilized at the finest scale of the stationary wavelet transform (SWT) domain to solve the problem of edge preservation, and the classical segmentation [14] is also utilized at coarse scales of the discrete wavelet transform (DWT) domain to solve the problem of reliable segmentation. In order to combine the two different segmentation algorithms, a mixture context is constructed, which fuses coarse scale segmentation results into fine scale result. Finally, the optimal segmentation result is derived from a new Maximum a Posteriori (MAP) classification. The variable local smoothness parameter is also employed in the Gibbs equation to improve estimate correctness. The experimental results show that the proposed algorithm decreases the effect of speckle noise and reduces misclassification phenomenon, and that it classifies SAR image more robustly and preserves edge more effectively.
Wavelet mixture heavy-tailed distribution model
Wavelet coefficients of SAR image present highly non-Gaussian statistical distribution [15] . As we see from Fig. 1 (c) and (d), which exhibit the probability density distributions of DWT wavelet coefficients in subband HH1 for two texture samples shown in Fig. 1 (a) and (b) respectively, the non-Gaussian distribution is sharply peaked at zero and have extensive tails, so called heavy-tailed distribution. Fig. 1 (e) and (f) show that the probability density distribution of SWT wavelet coefficients is similar to that of DWT wavelet coefficients, thus a same symbol w is used to denote the DWT and SWT wavelet coefficient. We assume each wavelet coefficient is composed of two states [16, 17] , and the probability distribution for each state is Gaussian distribution: ''high'' indicated with s 0 , representing coefficients with large signal energy, corresponds to the Gaussian distribution with zero mean and high variance σ 2 0 ; ''low'' indicated with s 1 , representing coefficients with little signal energy, corresponds to the Gaussian distribution with zero mean and low variance σ 2 1 . So the mixture probability density function (pdf) of the wavelet coefficient is defined as
Suppose that an image is composed of N different textures, and c indicates the class label, c = 1, 2, . . . , N. The pdf of the given image is the mixture of the pdfs of N different classes. Because the wavelet transform is linear, the pdf of the given image wavelet coefficients is also regarded as the mixture of the pdfs of N different classes wavelet coefficients. The probability density distribution of each class wavelet coefficients shows the heavy-tailed distribution, so the probability density distribution of the given image wavelet coefficients presents the mixture heavy-tailed distribution. Thus, the pdf of the given image wavelet coefficients is defined as
where f (w|c = k) stands for the conditional pdf of class k wavelet coefficients, which is the mixture pdf with two states mentioned above, p(c = k) denotes the pmf of class k. Fig. 2 (b) and (c) show the probability density distributions of two different wavelet coefficients in subband HH1 for the mixture texture shown in Fig. 2(a) . These two figures demonstrate that no matter in the DWT domain or in the SWT domain the probability density distribution of the mixture texture image wavelet coefficients is the mixture of the probability density distributions of the two textures wavelet coefficients according to their pmfs.
Wavelet hidden-class-label MRF segmentation based on mixture context
Multiscale segmentation uses different size of classification window to segment image [18] , which captures pixel statistical information from a same window to estimate class label and makes all pixels in the window belong to the same class. Because more pixels provide more rich statistical information, larger window produces more accurate segmentation results in large and homogeneous regions, but poor segmentations along the boundaries between regions. The window in the classical multiscale segmentation is not overlapping, as shown in Fig. 3 (a), but this property makes the pixels on the margin of the window misclassified. So a new segmentation method with overlapping window (shown in Fig. 3(b) ) is proposed here, the overlapping window sites the segmented pixel at the center of the window to estimate the class label of the pixel more accurately, furthermore, detailed edges are preserved effectively.
Raw segmentation in the wavelet domain
First of all, we train wavelet coefficients of each representative texture using the iterative expectation-maximization (EM) algorithm [19] , then obtain the parameter p s i (m), the mean µ i,m and the variance σ 2 i,m , where i stands for the ith wavelet coefficient, m = 0, 1. These parameters can be grouped into a parameter vector Θ, A complete 2D image wavelet transform comprises three subbands: HH, HL and LH. Denoting these parameter vectors for the three subbands as Θ HH , Θ HL and Θ LH respectively, we have M = {Θ HH , Θ HL , Θ LH }. While the three subbands are dependent on each other, for tractability reason, we assume that they are statistically independent. So the joint pdf of the wavelet coefficients as follow:
Suppose that an image includes N different classes, c ∈ {1, 2, . . . , N}, and the function f (w i |M c ) is obtained, the raw segmentation function is derived from the simplest ML classification and (3).
In what follows, f (w|c) stands for f (w|M c ) for short.
Mixture context model
In order to apply the multiscale segmentation with overlapping window, the SWT is employed in this paper, the decomposed result by which has the same size as original image, but the SWT is a redundant transform, especially at the coarse scale the original image cannot be described with SWT wavelet coefficients very well, so the SWT decomposition is only utilized at the finest scale. Other scales wavelet coefficients are obtained by the DWT decomposition, which is used to perform the classical multiscale segmentation. For the two different multiscale segmentations, two corresponding context models are employed to fuse the segmentation results of different scales. In the DWT context model, each child has just one parent, but each parent has four children, as shown in Fig. 4(a) . In the SWT context model, child and its parent are oneto-one mapping, as shown in Fig. 4(b) . Since it is not reliable enough that child class label is decided just by its parent, the combination of the parent and its appropriate neighbors is necessary. In our paper, the neighbors are defined as parent's eight neighbors in the SWT context and the parents of child's neighbors in the DWT context.
In order to express the positions of these neighbors in the DWT context, we denote a wavelet coefficient at scale j as l = (x, y), where x and y are the row and column indices respectively. The neighbors at scale j + 1 in the DWT context is l 1 = ( x/2 , y/2 ) l 2 = ( x/2 , y/2 ) + (even(x), 0) l 3 = ( x/2 , y/2 ) + (0, even(y)) l 4 = ( x/2 , y/2 ) + (even(x), even(y))
where if x is even, even(x) = 1; and x is odd, even(x) = −1. The · function rounds the argument to the nearest integer towards minus infinity.
The neighbor decision denoted as v l is the majority vote of the class labels of these neighbors, so the class label of wavelet coefficient w l is affected by two factors: its parent class label c p(i) and its neighbor decision v l . Thus, the class transition probability is denoted as p(c i |c p(i) , v i ), which represents the conditional probability for the class label c i , when the parent class label is c p(i) and the neighbor decision is v i , where p(i) stands for the parent of note i. By Bayes rule, p(c i |c p(i) , v i ) is given by
An iterative EM algorithm [12] is employed to calculate the unknown parameters. Fig. 5 shows the mixture context model in our algorithm. When the scale level n > 2, the DWT context is used to estimate the interscale class transition probability, when the scale level n ≤ 2, the SWT context is used.
Hidden-class-label MRF and new map classification
The context fuses the segmentation results from coarse scale to fine scale to reduce misclassification, but it cannot suppress the effect of multiplicative speckle noise in SAR image. In this paper, the hidden-class-label MRF [19] is employed to estimate prior probability, where the class label c is hidden state. In this method, the clustering of wavelet coefficient is taken into account, which results in that the prior probability of wavelet coefficient is estimated depending on its intrascale neighbors' class labels, so the effect of speckle noise is decreased.
In order to distinguish from the prior p(c i |c p(i) , v i ) defined in previous section, the new prior p new (c i |c p(i) , v i ) is employed, which is derived from the MRF. Moreover, only single-site and pair-site cliques are adopted here. Because a Gibbs Random Field (GRF) is a MRF [19] , we choose the joint probability distribution over the random field represented by GRF. So the prior is defined as a GRF.
where Z is a normalizing constant; β is the parameter that controls the local smoothness; η(i) is the second-order neighborhood of pixel i; δ(·) is the discrete delta function; V 1 and V 2 are the single-site and pair-site clique function respectively.
We assume that function f (w|c) and prior p new (c|c p , v) is known, according to the MAP and the Bayes rule, the optimal classification is given bŷ
= arg max f (w|c)p new (c|c p , v).
The local conditional probability equation is derived from GRF model shown in (7)- (10) .
where Z is a constant that does not depend on s i . Using the iterated conditional modes (ICM) algorithm, the optimal hidden state c i can be iteratively updated by maximizing the local distribution p(
the new MAP classification as folloŵ
This algorithm can be applied for a predefined number of circles, or until there is evidence of convergence. In general, the convergence rate and final class of this optimization scheme are strongly dependent on the initial condition. Therefore, we generate the initial class labelĉ 0 i based on prior p(c i |c p(i) , v i ) and the MAP criterion.
In former literatures, the parameter β is a constant, which has some disadvantages. If the constant parameter makes the local dependency dominant, the estimated parameters may deviate from the real values; if the constant parameter makes f (w|c) and the interscale transition probability dominant, the local dependency would be ignored in the final segmentation result. So the variance β is utilized in this paper, which can balance weights of the two components mentioned above during segmentation.
where 0 < r < 1, r, c 1 and c 2 are constant, I stands for the Ith iteration. Here, we assume r = 0.95, c 1 = 80, c 2 = 1.
Pixel-level segmentation
The probability density distribution of each texture in the image domain is modeled by its histogram, so we assume that each texture corresponds to the Gaussian distribution, and that the image to be segmented corresponds to the mixture Gaussian distribution. During pixel-level segmentation, the SWT context is employed to estimate the interscale class transition probability and the hidden-class-label MRF is utilized to characterize the dependencies between pixels.
The proposed segmentation algorithm
1. Decompose samples and the image to be segmented at the finest scale using the SWT and the other coarse scales using the DWT, then train samples using EM algorithm to obtain the conditional pdf f (w|c). The multiscale segmentation with overlapping window is also proposed here, which is utilized at the finest scale of the stationary wavelet transform (SWT) domain to solve the problem of edge preservation, and the classical segmentation is also utilized at coarse scales of the discrete wavelet transform (DWT) domain to solve the problem of reliable segmentation. In order to combine the two different segmentation algorithms, a mixture context is constructed, which fuses coarse scale segmentation results into fine scale result.
Experimental results and discussion
In this section, the proposed algorithm is tested on two 128 × 128 and two 512 × 512 real SAR images (shown in Figs. 6(a) and 7(a), 8(a) and 9(a)). Because the segmentation algorithm [13] proposed by Vidya Venkatachalam has the ability to suppress the effect of speckle noise in SAR image, we select it in the comparison and name it the developed context segmentation. The other algorithms include the following: the context segmentation and the MRF segmentation, which are mentioned in the introduction. Both of the proposed algorithm and the context segmentation algorithm are pixel-level segmentation, and the developed context segmentation algorithm is 8 × 8 block segmentation. The mother wavelet is Haar here, and the number of decomposition level is 4. In granular-misclassification point is removed obviously, however, these parts of the homogeneous region, the textures of which are similar to other textures, are always misclassified. The developed context segmentation (shown in Figs. 6(d) and 7(d), 8(d) and 9(d)) is able to suppress the effect of speckle noise, but the spatial resolution of the segmented result is poor. In our algorithm, the intrascale local spatial dependency at each scale is considered and all scales segmentation results is fused into final result, so the granular-misclassification point is suppressed and the misclassification in homogeneous region is reduced, furthermore, the segmentation at the finest scale of the SWT domain makes detailed edges more obvious. Figs. 6(e) and 7(e), 8(e) and 9(e), which are the segmented results by the proposed algorithm, show that the segmentations (e) The proposed algorithm. of homogeneous regions are accurate, granular-misclassification points are decreased, and detailed edges are successfully preserved. Compared with the other ones, the segmented results have better visual effect.
Conclusions
By constructing the wavelet mixture heavy-tailed model of the image to be segmented, the new segmentation algorithm was proposed in this paper based on the mixture context model and the hidden-class-label MRF. The class label was defined as hidden state here, and the MRF was extended to the wavelet domain. For different wavelet domains, the mixture context model was presented to estimate the interscale class transition probability. The experimental results show that our algorithm suppresses granular-misclassification point effectively, improves the correctness of segmentation greatly and preserves detailed edge successfully. Compared with the other three algorithms results, the proposed algorithm results have better visual effect.
