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Abstract
Many psychological experiments have participants repeat a simple task. This
repetition is often necessary in order to gain the statistical precision required
to answer questions about quantitative theories of the psychological pro-
cesses underlying performance. In such experiments, time-on-task can have
important and sizable effects on performance, changing the psychological
processes under investigation in interesting ways. These changes are often
ignored, and the underlying model is treated as static. We apply modern
statistical approaches to extend a static model of decision-making to account
for changes with time-on-task. Using data from three highly-cited experi-
ments, we show that there are changes in performance with time-on-task,
and that these changes vary substantially over individuals – both in mag-
nitude and direction. Model-based analysis reveals how different cognitive
processes contribute to the observed changes. We find strong evidence in fa-
vor of a first order autoregressive process governing the time-based evolution
of individual subjects’ model parameters. The central idea of our approach
can be applied quite generally to quantitative psychological theories, beyond
the model that we investigate and the experimental data that we use.
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MODELLING TIME-ON-TASK 2
A standard feature of almost all experiments in cognitive psychology is repetition:
participants make repeated responses to very similar (or even identical) stimuli for an ex-
tended period of time. This repetition is an important way to increase the size of the data
sample and reduce measurement noise, and is often traded off against the number of par-
ticipants from whom data are collected. In paradigms where little variation is expected
between participants (e.g., some aspects of vision), many thousands of observations are col-
lected from just a handful of people. In other experiments where large variation is expected
between people (e.g., social attitudes), a small number of data are collected from hundreds
of participants.
Figure 1 illustrates data from such a typical experiment – a neuropsychological in-
vestigation of decision-making reported by Forstmann et al. (2008), in which participants
made several hundred decisions. The figure shows the data in a different way from the
many other analyses reported elsewhere for this experiment: the basic properties of partic-
ipants’ decisions changed substantially over the course of the experiment. On average (left
column of Figure 1), the accuracy of decisions decreased with time-on-task, while both the
average response time (RT) and its variability increased. The data for individual partic-
ipants is even more variable – three examples are shown in the right-hand column of the
figure. Different individuals certainly show different-sized effects of time-on-task, but they
also appear to have different qualitative directions of the effect. For example, the top right
panel of the figure shows that average accuracy was approximately stable for one partici-
pant, but decreased with time-on-task for another, and increased with time-on-task for the
third. Changes with practice are to be expected, because psychological experiments are
both difficult and taxing. Participants learn to be better at the task, but they also suffer
in individual ways from fatigue, boredom, and many other unpredictable effects.
The magnitude of the changes with time-on-task may come as a surprise. In the
experiment by Forstmann et al. (2008), the average accuracy of decisions declines from about
90% at the start of the experiment to just above 80% at the end. This effect is roughly the
same size as the key experimental manipulation these authors were studying. Changes of this
magnitude are likely to occur in many experiments, if we accept that the amount of practice
given to participants in this experiment was typical (over 800 decisions per participant).
Even with this substantial practice, the average RT and accuracy are still clearly changing
by the end of the session. Some experiments include even more practise than that (we
investigate two examples of this later), and in some of these cases we observe non-changing
group summary statistics, like mean accuracy and RT, near the end of practice. However,
even this does not imply that any individual’s performance is constant. This is, of course,
the same problem associated with averaging that arises in most analyses. In fact, our
analyses (see Figures 5 and 6 below, for example) suggest that most participants continue
to change substantially on either, or both, of mean RT and accuracy even up to 2,000 trials
of practice.
Large changes with time-on-task can be observed in almost any psychological experi-
ment. There have been some efforts to understand the psychological causes of these changes,
such as in studies of the effects of extended practice (Evans, Brown, Mewhort, & Heathcote,
2018; Heathcote, Brown, & Mewhort, 2000; Newell & Rosenbloom, 1981; Palmeri, 1999) or
of fatigue (Ratcliff & Van Dongen, 2011; Walsh, Gunzelmann, & Van Dongen, 2017). In
these studies, researchers seek to understand changes over time in psychologically meaning-
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Figure 1 . Data from Forstmann et al. (2008). Participants made repeated decisions about
simple stimuli, but the effects of practice were complex and varied. The top row shows
that accuracy in those decisions decreased with time-on-task (x-axis) in the aggregate (left
column), but this trend was not consistent across three exemplar participants (separate
lines, right column). The second row shows that mean response time (RT) across partici-
pants increased with practice, but the same three individual participants showed a mix of
increasing or decreasing RT with practice. Similarly complex trends are apparent in the
variance of RT (third row).
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ful ways by applying non-stationary quantitative models to the data. This is not always
easy, because the quantitative modelling of time-varying data presents challenging computa-
tional and statistical problems. In most investigations, however, the effects of time-on-task
are ignored. This leaves unanswered interesting questions about how time-on-task interacts
with many important psychological processes. For example, time-on-task might well be
expected to change the engagement of participants with the experiment, or the features of
the stimuli to which they pay attention. Instead of investigating such questions, a typical
approach is simply to ignore the effects of time-on-task, and average across data from differ-
ent periods of the experiment. When learning effects are obvious or large, some researchers
remove data from some early time periods (a few trials, blocks, or sessions), and then av-
erage over the remaining data. Both of these approaches are problematic on two levels:
from a methodological point of view, there is the problem of using the wrong model for the
data (a stationary model, when the data-generating process is non-stationary); and from
a scientific point of view, there is the potential to miss important aspects of psychological
change over time.
While the theoretical questions raised by the effects of time-on-task are interesting,
an important reason why they have received little attention is practical: including time-
varying effects in quantitative psychological theories can be difficult. This is evident, for
example, in the difficulty of addressing important and widely-recognized questions about the
moment-to-moment “sequential effects” in behavioral data, where participants’ responses
are strongly influenced by their experiences and behavior in the preceding few seconds (e.g.,
Brown, Marley, Donkin, & Heathcote, 2008; Craigmile, Peruggia, & Van Zandt, 2010; Kim,
Potter, Craigmile, Peruggia, & Van Zandt, 2017). Traditional approaches to modelling
longer-range dynamic effects have either required strong assumptions which prescribe the
way in which people change over time, or require splitting the data into smaller and smaller
segments, which brings the usual problems associated with small samples. We now illus-
trate the limitations of these approaches, with examples. Newell and Rosenbloom (1981),
Heathcote et al. (2000), and Evans et al. (2018) investigated how the performance of sim-
ple skills (e.g., rolling cigars, memorizing rules, ...) improved with substantial practice.
The researchers took a “strong assumptions” approach to the problem: they identified a
few candidate functions that might describe how performance changes with practice, and
compared those functions against the data. This approach is tractable and powerful, but
there are severe limits imposed by the particular functions that are chosen for comparison.
Investigations have focussed primarily on the comparison of just two theories about how
performance changes with practice (exponential and power functions). The approach is
difficult to extend to very many comparison functions. Further, each function under con-
sideration represents a strong theory about changes with practice. For example, the power
and exponential functions both insist that all participants improve with practice, and that
the rate of improvement decreases with time-on-task. These assumptions might be defensi-
ble in some paradigms, but similar assumptions are probably not reasonable more generally.
The assumptions also do not sit well with what is known about individual differences. For
example, how will these analyses interact with the inevitable participant who gets worse
with practice, or who improves in a step function manner?
As an example of the other type of approach mentioned above, Evans and Hawkins
(2019) investigated how extended practice might explain differences between humans and
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monkeys in a decision-making paradigm. Evans and Hawkins investigated time-on-task by
splitting the data from each participant into periods defined by the design (different sessions
of practice, from different days). This approach is reasonable for experiments like that of
Evans and Hawkins, in which the number of data were very large: even after splitting the
data into 10 time periods, there were still many hundreds of data in each period, which is
sufficient to support reliable analysis. For more typical designs, splitting data to investigate
time-on-task can lead to unacceptably small sample sizes. Beyond the problem of sample
size, investigating time by splitting data into different time periods treats data from those
periods as independent. This is clearly unreasonable – data from the first session of practice
are more likely to be similar to data from the second session of practice than to data from
the final session of practice. Failing to account for this dependence makes the approach
both less satisfactory as an explanatory process, and also weakens statistical power.
A New Approach
We propose advancing scientific approaches to time-on-task effects by incorporating
recent advances in statistical estimation. The key idea is to model changes in performance
over time by allowing the parameters of a cognitive model to change with time-on-task, but
to impose constraints upon those parameters by employing time-varying (dynamic) statis-
tical models. These constraints combine the advantages of previous approaches, such as
coherently pooling information across different blocks, while avoiding some of the limita-
tions, such as assuming independence between blocks, or assuming rigid functional forms
for the time effects.
We illustrate and test our methods using data from three experiments: the one dis-
cussed above (Forstmann et al., 2008), and two reported by Wagenmakers, Ratcliff, Gomez,
and McKoon (2008). As has become standard in cognitive modelling, we adopt a Bayesian
hierarchical approach to the analysis, which allows each participant to have a unique set of
parameters for a cognitive model of the task, and that these parameters are constrained to
follow a parametric distribution across participants. The extensions we now develop allow
each individual participant’s parameters to change with time-on-task. We operationalize
“time-on-task” by splitting the data from each participant into blocks of trials. This al-
lows for different ways in which the effects of time-on-task might be incorporated into a
psychological theory:
Independent hierarchy: Applying multi-level hierarchical structures to general linear
models has become standard in many areas of psychological research. Including a
level for blocks of trials (to model time-on-task) allows for coherent pooling of infor-
mation across blocks, and does not impose a rigid functional form on the time varying
parameters. However, the standard hierarchical approach assumes independence be-
tween the parameters from different blocks of trials, making the incorrect assumption
that there is no “smoothness” in changes over blocks.
Regression models on the parameters: The standard approach of assuming a fixed
functional form for the change in parameters across time is powerful because it re-
moves difficulties associated with blocks of trials that are small (since time-on-task
can be a continuous covariate). The main limitation is the difficulty in choosing an
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appropriate functional form. We explore a simple extension which relaxes this limita-
tion. Explicitly modelling residual variation in the block-by-block parameters allows
for individual subjects, in individual time periods, to have parameters for the cognitive
model which deviate from the deterministic function.
Random walk on the parameters: Given its prevalence in cognitive modelling, it is
natural to explore random walks (or other Markov processes) on the cognitive model’s
parameters. In the simplest version of the random walk, the parameters in each time
period (block of trials) differ from the parameters in the previous time period by
a random draw from a static distribution. This allows for pooling of information
across trials, and also models the dependence between data from nearby time periods.
However, we do not explore this approach further because it makes the psychologically
implausible prediction that the variance in parameters (across participants) grows
infinitely large in time.
Autoregressive models: These provide a simple way to model time series data, in which
the parameters from one or more previous blocks are used in a linear regression model
to predict the parameters for the next block. Autoregressive (or “AR”) models account
for the dependence of parameters from nearby (in time) blocks, allow for coherent
averaging of data across trials, and do not enforce rigid functional forms for the
overall change in parameters with time-on-task.
We explored the practical and scientific performance of these approaches in psycholog-
ical data. This required developing sophisticated estimation approaches, described below.
While the examples we provide are particular to the data and model we explore, both the
statistical approach and the new estimation methods are quite general and likely to be of
use in a wide range of investigations.
Methods
Modelling Approach
All three of the data sets considered here consist of simple decisions. It has become
standard to model such data using evidence accumulation models (Donkin & Brown, 2018;
Ratcliff, Smith, Brown, & McKoon, 2016). We adopt the linear ballistic accumulator (LBA;
Brown & Heathcote, 2008), which is a well-established accumulator model that has previ-
ously been applied to data including those analyzed here. The LBA represents a decision
between two options (such as “word” vs. “non-word” or “leftward motion” vs. “rightward
motion”) as a race between two accumulators – see Figure 2. Each accumulator gathers
evidence in favor of one of the two responses. The amount of evidence in each accumu-
lator increases with passing decision time, until the evidence in one of the accumulators
reaches a threshold amount, which triggers a decision response. The model makes quanti-
tative predictions about the joint distribution over response times and decision outcomes.
These predictions are specified by the values given to the model’s parameters: the height
of the response threshold, the distributions of drift rates and starting points for evidence
accumulation, and the amount of time taken by processes outside of the decision itself.
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Response Threshold
Start points vary randomly from 
trial to trial (uniform distribution)
Drift rates vary randomly 
from trial to trial 
(normal distribution)
Drift Rate
Response 1
Start 
Point
NOISE PROCESSES:
Start Point is ai ~ Uniform(0,A)
Drift Rate is vi ~ Normal (v,s)
Response 2
Figure 2 . The linear ballistic accumulator (LBA) model of decision-making represents a
choice as a race between two accumulators. The accumulators gather evidence until one of
them reaches a threshold, which triggers a decision response. The time taken to make the
decision is the time taken to reach threshold, plus a constant offset amount for processes
unrelated to the decision itself. Variability arises from the starting point of the evidence
accumulation process and the speed of the accumulation process, which both vary randomly
from trial-to-trial and independently in each accumulator.
Modern applications of the LBA model use a hierarchical Bayesian implementa-
tion. Mostly, these applications have used differential evolution Markov chain Monte-Carlo
(MCMC) to estimate the posterior distribution over parameters (Turner, Sederberg, Brown,
& Steyvers, 2013). In the current analyses, we used a more efficient estimation procedure
based on particle MCMC methods developed by Gunawan, Hawkins, Tran, Kohn, and
Brown (2019). Our notation follows Gunawan et al. (2019). Decisions in all three experi-
ments under consideration were always forced choices between two alternatives. For these,
the ith decision for the jth participant contains two pieces of information. The first is the
response choice, which we denote REij ∈ {1, 2}. The second is the response time, which
we denote as RTij ∈ (0,∞). If we assume that the variance of the drift rate distribu-
tions in the LBA model are always s2 = 1 (see also Donkin, Brown, & Heathcote, 2009),
then the predictions of the model for any particular decision are defined by a vector of five
parameters: {
bij , Aij , v
(1)
ij , v
(2)
ij , τij
}
.
Here, bij is the decision threshold adopted by participant j on trial i – the amount of evidence
required to trigger a decision. Parameter Aij is the width of the uniform distribution of start
points for the same participant and trial, and τij is the amount of time taken by processes
other than evidence accumulation (also called the “non-decision time”). The values v(1)ij
and v(2)ij give the mean of the drift rate distributions for the two racing accumulators.
The model parameters are constrained by the experimental conditions in sensible ways.
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For example, the thresholds are allowed to be different for speed-emphasis vs. accuracy-
emphasis trials, but they are constrained to be equal for all speed-emphasis trials. With
the usual assumptions of independence, the conditional density of all the observations is
p
(
RT,RE|b, A, v(1), v(2), τ
)
=
S∏
j=1
N∏
i=1
LBA
(
REij , RTij |bj , Aj , v(1)j , v(2)j , τj
)
, (1)
where S is the number of subjects and N is the number of decisions by each subject.
We transformed the model’s parameters to the full real line, which allows the as-
sumption of a multivariate normal distribution at the group-level. For this, we estimate
Bj = bj −Aj instead of directly estimating bj , which ensures that the decision threshold is
always larger than the starting point of evidence accumulation. We log-transform all the
parameters, which we write as:
αj =
(
αBj , αAj , αv(1)j
, α
v
(2)
j
, ατj
)
,
where αφ = log (φ) for each model parameter φ ∈
{
Bj , Aj , v
(1)
j , v
(2)
j , τj
}
. In the following,
we will sometimes will drop the notation α, to improve readability, but we will note when
this is done. The group distribution of participants’ individual parameters (i.e., random
effects) is assumed to be multivariate normal (N ), with mean µα and covariance matrix Σα:
αj |µα,Σα ∼ N (µα,Σα) .
As described by Gunawan et al. (2019), we estimate the full covariance matrix, which is
advantageous when working with models such as the LBA in which parameters tend to
covary strongly.
Three Time-Varying LBA Models. We consider three extensions of the stan-
dard, static LBA model that allow time-varying parameters for individual participants, and
we denote these extensions as “AR”, “trend”, and “AR+trend”. The dynamic models all
assume that the parameters for any participant in any given block are constant, but that
those parameters evolve over blocks. The three models differ in the way that this evolution
occurs. The AR model assumes that parameters evolve as a lag-1 autoregressive process.
The trend model assumes that parameters evolve according to a polynomial regression pro-
cess with linear and quadratic trends. The AR+trend model combines both approaches:
1. AR: This extension assumes a first order autoregressive (AR(1)) process for the ran-
dom effects. For each subject, j = 1, ..., S, and for each block, t = 1, ..., T , the density
of αj,t is
αj,t|αj,t−1, φα, µα,Σα ∼ N (µα + φα (αj,t−1 − µα) ,Σα) , (2)
αj,1|µα,Σα ∼ N (µα, κΣα) . (3)
The autoregressive coefficient φα is scalar and is the same for all j, to obtain parameter
parsimony, and is constrained to the interval (−1, 1) to ensure that distant time blocks
become uncorrelated. Values of φα near to 1 indicate a high correlation between
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adjacent blocks, while values of φα near zero mean that the blocks are essentially
independent of each other. Equation (3) initializes the αj,t sequence by providing a
prior distribution for αj,1. The location of the prior distribution is µα, its covariance
matrix is κΣα, where κ > 0 is a scalar. We believe that this is a sensible prior for
αj,1, and is used in the work below with κ = 1.
We assume the following priors for the parameters in Equations (2) and (3).
µα ∼ N (0, IDα) and Σα ∼ IW (vα = 20, Sα = IDα) , (4)
with Dα the dimension of αj,t. IW denotes the inverse Wishart distribution. For the
autoregressive parameter, φα, we follow Kim, Shephard, and Chib (1998) and use the
prior (φ+ 1) /2 ∼ Beta (a0 = 20, b0 = 1.5).
2. Trend: This extension assumes a polynomial trend for the random effects, rather than
just a constant mean. We considered the model such that for each subject j = 1, ..., S,
and for each time block, t = 1, ..., T , the density of αj,t is
αj,t|µα,t,Σα ∼ N (µα,t,Σα) , (5)
where the dth component of µα,t is βd1 + βd2t + βd3t2, d = 1, ..., Dα. The prior
for the polynomial coefficients is a standard normal distribution: βdk
i.i.d.∼ N (0, 1),
d = 1, ..., Dα, k = 1, 2, 3 and the prior for Σα is the same as in the AR model above,
specified in Equation (4).
3. AR+Trend: This extension is a combination of the AR(1) and the trend model,
allowing both a polynomial trend as well as adjacent blocks to be correlated. Thus,
for each subject j = 1, ..., S, and for each block, t = 1, ..., T , we write αj,t = µα,t+ α˜j,t,
where µα,t is defined as in the trend model and the density of α˜j,t is
α˜j,t|α˜j,t−1, φα,Σα ∼ N (φα (αj,t−1) ,Σα) , (6)
α˜j,1|Σα ∼ N (Σα) , (7)
Thus, αj,t is the sum of a trend and a zero mean AR(1) model α˜j,t. We can more
succinctly write this as
αj,t|αj,t−1, φα, µα,jt,Σα ∼ N (µα,jt + φα (αj,t−1 − µα,jt) ,Σα) , (8)
αj,1|µα,j1,Σα ∼ N (µα,j1,Σα) , (9)
The priors for β, φα, and Σα are all as above for the AR and trend models.
Model Estimation. The statistical difficulties associated with reliably estimat-
ing time-varying cognitive models have previously presented barriers to the theory-based
investigation of time-varying effects, including of practice, fatigue, and learning. In addi-
tion to the updated statistical modelling approaches outlined above, our investigations are
made possible by the new estimation methods we have developed, which build on recent
developments in statistical treatments for the (static) LBA model (Gunawan et al., 2019).
Our estimation approaches use particle Markov chain Monte-Carlo (MCMC) to estimate
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the time-varying random effects by defining an augmented parameter space which includes
copies of all the model’s parameters, and the trajectories (history) of the particles represent-
ing these. This allows for efficient sampling, while maintaining the convergence properties
necessary for inference. We also extend the importance sampling based method of Gunawan
et al. (2019) to robustly and efficiently estimate the marginal likelihood of each dynamic
model. This is an important addition, as the marginal likelihood supports model selection
via Bayes factors, which is critical for answering the scientific questions of interest. We
follow Tran et al. (2019) and call this method Importance Sampling Squared, or IS2.
The Appendix gives full details of the estimation methods, including statistical con-
siderations related to the new algorithms we have developed, and practical computational
details. The code to implement the algorithms is available from osf.io/x29wb.
Simulation Study
We ran a simulation study to provide confidence that the methods we propose are
able to estimate the time-varying LBA models in practical sample sizes. We simulated data
from each of four models: the standard, static, LBA model, and each of the three time-
varying LBA model variants introduced above. For each simulated data set, we used the
IS2 method to estimate the marginal likelihoods of the four models. If the methods work
as expected, then the marginal likelihoods should favor the data-generating model, at least
in large enough simulated data samples (i.e., a model recovery study).
We simulated data for a hypothetical experiment which mimics the design used by
Forstmann et al. (2008); the real data from that study are investigated below. The sim-
ulated participants made repeated decisions about the motion direction of a random dot
kinematogram. For each decision, participants were randomly cued to emphasize decision
speed, decision accuracy, or adopt a neutral emphasis. The different emphasis conditions
were modeled by setting different evidence threshold parameters in the LBA (b(s), b(a),
b(n)). The remaining model parameters were held constant over all conditions. The vector
of random effects for subject j during block t is(
b
(a)
j,t , b
(n)
j,t , b
(s)
j,t , Aj,t, v
(e)
j,t , v
(c)
j,t , τj,t
)
. (10)
The parameters v(c) and v(e) refer to the means of the drift rate distributions for the
two accumulators. The superscript (c), for “correct”, is for the accumulator where the
associated response matches the actual stimulus direction, and (e), for “error”, is for the
accumulator where the associated response does not match the actual stimulus direction.
Actual estimation (sampling) was performed on the log of the vector in (10): αj,t.
We simulated data from N = 19 participants and investigated two different ways of
trading off the size of the time periods (blocks) vs. the number of blocks. In both cases,
the total number of simulated trials per participant was N = 2, 000, but this was either
split into many smaller blocks (T = 100 time periods of n = 20 trials each) or fewer larger
blocks (T = 50 time periods of n = 40 trials each). In each case, we generated simulated
data in turn from the four different models.
When analyzing the simulated data in the model recovery study, we used the particle
Metropolis-within-Gibbs (PMwG) method (see the Appendix) to generate samples from the
posterior distributions with the number of particles set to R = 250. We employed three
MODELLING TIME-ON-TASK 11
different sampling stages. In the initial stage, the first 1, 000 iterates were discarded as
burnin. The next 4, 000 iterates were used in the adaptation stage to construct the efficient
proposal densities for the final sampling stage, including estimates of the covariance matrix.
Finally, a total of 10, 000 MCMC posterior draws were obtained in the sampling stage. When
estimating each of the time-varying LBA models, we used the same values of n and T which
were used to generate the synthetic data, and when the synthetic data were generated by
the static LBA model, we used n = 20 and T = 100 when estimating the dynamic models.
We used the IS2 method to estimate marginal likelihood for each of the LBA mod-
els. Appendix A discusses the mixtures of normal proposals that were used to obtain the
proposal distributions for the parameters and random effects (see particularly the material
around Equation 26). We then ran the IS2 algorithm withM = 10, 000 importance samples
to estimate the log of the marginal likelihood. The number of particles used to obtain
the unbiased estimate of the likelihood is set to R = 500, and the Monte Carlo standard
errors of the log of the marginal likelihood estimate were obtained by bootstrapping the
importance samples. More detail about the IS2 method is provided by Tran et al. (2019).
Table 1 summarizes the results of the model recovery simulation, which reports the log
of the estimated marginal likelihood for each of the four models (columns) when applied to
data generated by each of the four models (rows). The entries in each row have had the entry
for the data-generating model subtracted, so that a negative entry indicate less evidence for
a model in question than for the data-generating model. In each row, the highest likelihood
is zero (for the data-generating model) which suggests that model selection via the marginal
likelihood recovers the data generating model in all simulated comparisons. Of particular
importance is the first row, which shows that the models do not give “false positive” results.
The first row shows model performance when data were simulated from a static LBA model,
and in that row the static LBA model was preferred by a large Bayes factor. This was the
case even though the simulated data naturally always contain some variability across time
periods, due to sampling error. The model selection results confirm that this variability is
correctly attributed to random sampling error and not to a dynamic generating process.
Table 1
Model selection results for the simulation study. Rows represent the different models used
to generate the data, and also different balances between numbers of trials per block (n)
and blocks (time periods, T ). The columns correspond to different models estimated from
the simulated data. Each entry shows the difference in the log of the estimated marginal
likelihood for the estimated model relative to the data generating model, with negative val-
ues indicating poorer performance than the data generating model, i.e., smaller marginal
likelihood estimate. Standard errors of the log of the marginal likelihood estimates were all
smaller than 1.1, and are omitted for clarity.
n T Static AR Trend AR+trend
Static - - 0 −667.71 −1214.70 −744.44
AR 20 100 −21588.13 0 −494.34 −75.20
40 50 −16276.68 0 −2220.07 −80.05
Trend 20 100 −15268.88 −409.77 0 −17.45
40 50 −28448.44 −316.94 0 −13.77
AR+Trend 20 100 −21330.42 −326.21 −104.74 0
40 50 −48341.24 −419.74 −171.26 0
We show for the AR model that our methods recover the data-generating parameters.1
Table 2 shows the mean group-level parameters (µα) and the corresponding group-level
covariance matrix (Σα). Each row represents a parameter of the AR model, and shows the
data-generating value along with the credible interval estimated from simulated data. For
six of the seven mean parameters (µα) the estimated credible interval includes the data-
generating parameter – the data-generating value for v(c) is just below the estimated credible
interval. For five of the seven between-subject variance parameters (diagonal elements of
Σα) the credible interval includes the data-generating value – the data-generating value for
the between-subject variance in parameter τ is just above the estimated credible interval,
and for the A parameter it is just below. The off-diagonal elements of Σα, which describe
the covariance between parameters, are mostly well recovered as well (17 of the 21 data-
generating values are within the estimated credible intervals). Given the small sample size
(just S = 19 participants) in this simulation study, this parameter recovery performance is
good.
While Table 2 shows that the group-averaged parameters can be recovered, it is also
interesting to know whether the methods recover time-changing random effect parameters
for individual subjects. Figure 3 addresses this question by showing the block-by-block data-
generating parameters for three example participants, overlaid with the estimated posterior
distributions. In all cases, the data-generating values (solid lines) are closely tracked by
the estimated values (transparently shaded regions), perhaps with the exception of the
drift rate for the accumulator corresponding to the wrong response (orange series in the
middle column). For completeness, a corresponding figure with data for all 19 simulated
participants is available at osf.io/x29wb.
1For brevity, we report parameter recovery for just one of the models. We selected the AR model for this
because that model is preferred in data – see below.
Table 2
Parameter estimation results for the simulation study. Each row represents one parameter of the AR model. Each cell shows the
data-generating value of the parameter and the 95% credible interval estimated using the PMwG method. The left-most column
corresponds to the means of the parameters (µα) and the remaining columns show the covariance matrix (Σα – omitting the upper
triangle to avoid redundancy). All values are for the log-transformed parameters (α).
µα Σα
b(a) −A b(n) −A b(s) −A A v(e) v(c) τ
−0.43
(−0.56,−0.31)
b(a) −A 0.048
(0.046,0.067)
−0.55
(−0.68,−0.43)
b(n) −A 0.047
(0.037,0.056)
0.048
(0.042,0.062)
−1.16
(−1.38,−1.061)
b(s) −A 0.044
(0.032,0.055)
0.046
(0.034,0.057)
0.048
(0.047,0.078)
−0.40
(−0.46,−0.20)
A 0.040
(0.032,0.051)
0.038
(0.030,0.048)
0.035
(0.023,0.048)
0.048
(0.052,0.078)
0.30
(0.21,0.47)
v(e) 0.027
(0.021,0.038)
0.031
(0.023,0.040)
0.032
(0.024,0.045)
0.015
(0.014,0.033)
0.048
(0.041,0.063)
1.12
(1.13,1.32)
v(c) 0.0028
(−0.0057,0.0067)
0.0055
(−0.0044,0.0080)
0.0080
(−0.0044,0.011)
−0.0009
(−0.0064,0.0073)
0.0084
(−0.011,0.0022)
0.048
(0.035,0.051)
−1.74
(−1.83,−1.64)
τ −0.036
(−0.032,−0.019)
−0.039
(−0.034,−0.021)
−0.041
(−0.042,−0.025)
−0.026
(−0.023,−0.0097)
−0.033
(−0.032,−0.019)
−0.0025
(−0.0051,0.0044)
0.048
(0.034,0.046)
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Figure 3 . Recovery of the response threshold, drift rate and non-decision time parameters
(columns) for three sample participants from the simulation study. Shaded regions in each
panel show 50% credible intervals of the column-named parameters for block-wise estimates
of the AR model. Lines show the data-generating values. Parameters have been transformed
back to their standard definitions by exponentiating the α’s.
Data
We used the psychological theories and statistical methods developed above to address
questions about how the participants decision-making processes changed with time-on-task
in three experiments. The first two experiments investigated speed-accuracy tradeoffs, by
manipulating the balance between caution and urgency. The third experiment investigated
how people bias their decisions in response to changes in environmental base rates – more
vs. less frequent presentations of some stimulus classes or others. In each data set, we
used the models to establish whether or not there was evidence for changes in the cognitive
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processes of decision-making over time. We further investigated this question by comparing
the different models for time-on-task, to better understand how the changes evolve with
time.
Forstmann et al. (2008) had 19 participants make repeated decisions about the
direction of motion shown in a random dot kinematogram. We analyzed data from the
behavioral training, pre-scanning, session in which each participant made 840 decisions dis-
tributed evenly over three conditions. Those conditions changed the instructions given to
participants about whether they should emphasize the speed of their decisions, the accu-
racy of their decisions, or adopt a “neutral” balance between speed-emphasis and accuracy-
emphasis. The data revealed large changes in both the speed (response time) and accuracy
of decisions between speed-emphasis and accuracy-emphasis conditions, but only small dif-
ferences between the accuracy-emphasis and neutral-emphasis conditions. See p.17541 of
the original article for full details of the method.
To model the decisions in these data, we followed the same LBA specification as used
in the original article and confirmed subsequently by Gunawan et al. (2019). This specifi-
cation is the one used in the simulation study above (see Equation (10)). The modelling
collapses across left- and right-moving stimuli, forcing the same mean drift rate for the
accumulator corresponding to a “right” response to a right-moving stimulus as for the accu-
mulator corresponding to a “left” response to a left-moving stimulus: we denote this mean
drift rate by v(c). Similarly, drift rates for the accumulators corresponding to the wrong di-
rection of motion are constrained to be equal and denoted by v(e). Three different response
thresholds were estimated, for the speed, neutral, and accuracy conditions: b(s), b(n), and
b(a) respectively. Two other parameters were estimated: the time taken by non-decision
process (τ) and the width of the uniform distribution for start points in evidence accumu-
lation (A). To investigate time-on-task we divided the trials into blocks which matched the
experimental procedure, of size n = 50 trials on average (there was some variability due to
a few missing data). There were T = 17 blocks for each subject.
Wagenmakers et al. (2008) Experiment 1 had 17 participants make decisions
about whether letter strings were valid English words (e.g., “RACE”) or non-words (e.g.,
“RAXE”). Each participant made decisions about 1, 920 letter strings. Half of the letter
strings were non-words. The other half were divided across three types of words: high
frequency words which are very common in written English (e.g., “ROAD”); low frequency
words which are uncommon (e.g., “RITE”); and very low frequency words, which are ex-
tremely rare (e.g., “RAME”). In addition to this manipulation, decisions were arranged
into T = 20 blocks of n = 96 decisions (trials) each. The instructions given to participants
changed from block-to-block: in alternate blocks, participants were instructed to emphasize
the accuracy or the speed of their decisions. See p.144 of the original article for full details
of the method. We used the experimenter-defined blocks to investigate the effects of time-
on-task: n = 96 trials in each of T = 20 blocks, except for a very small number of missing
trials for some participants.
To describe the lexical decisions with the LBA model, we made two assumptions: that
the speed-emphasis vs. accuracy-emphasis manipulation influenced only threshold settings;
and that the different stimulus categories (word frequency) influenced only the means of the
drift rate distributions. Assumptions like these are sometimes called “selective influence”
assumptions, and are important for the psychological interpretation of the theory (Ratcliff &
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Rouder, 1998; Voss, Rothermund, & Voss, 2004). These assumptions result in the following
random effects for participant j in block t:
(
b
(s)
j,t , b
(a)
j,t , Aj,t, v
(hf,W )
j,t , v
(lf,W )
j,t , v
(vlf,W )
j,t , v
(nw,W )
j,t , v
(hf,NW )
j,t , v
(lf,NW )
j,t , v
(vlf,NW )
j,t , v
(nw,NW )
j,t , τj,t
)
,
(11)
such that independent mean drift rates (v) were estimated for each stimulus class (hf, lf,
vlf, nw) and response (W, NW ).
Wagenmakers et al. (2008) Experiment 2 was very similar in design to their
Experiment 1, with 19 new participants. The important change for Experiment 2 was that
the alternating blocks of speed-emphasis vs. accuracy-emphasis from Experiment 1 were
replaced with alternating blocks in which either non-words or words appeared more often.
In any one block of 96 trials, there were either 24 words and 72 non-words, or 72 words
and 24 non-words. Blocks alternated between non-word-dominated and word-dominated.
Participants were reminded, before each block began, which kind of stimulus string would
be most common in the upcoming block of trials. For full details of the method, see p.152
of the original article. We again used the experimenter-defined blocks to investigate the
effects of time-on-task (n = 96 and T = 20).
To describe the lexical decisions in Experiment 2, we used a similar model specifica-
tion as for Experiment 1, with one change to capture the difference between the experiments
(from speed-accuracy to bias manipulation). In modelling Experiment 2, we allowed for re-
sponse bias, expressed as different decision thresholds in the accumulators corresponding
to “word” (b(.,W )) and “non-word” (b(.,NW )) responses. These were allowed to be different
between the blocks dominated by word stimuli (b(w,.)) and non-word (b(nw,.)) stimuli, follow-
ing the hypothesis that the base rate of the stimulus classes should influence participants’
biases. These assumptions result in the following random effects, for participant j in block
t:
(
b
(w,W )
j,t , b
(w,NW )
j,t , b
(nw,W )
j,t , b
(nw,NW )
j,t , Aj,t, v
(hf,W )
j,t , v
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j,t , v
(vlf,W )
j,t ,
v
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j,t , v
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j,t , v
(lf,NW )
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(vlf,NW )
j,t , v
(nw,NW )
j,t , τj,t
)
(12)
Results
Data from the three experiments, combined with the new time-varying LBA models,
permit the investigation of interesting scientific questions which have previously been diffi-
cult or intractable. The primary theoretical question is whether there is evidence for changes
in the parameters of cognitive processing with time-on-task, for each participant. This
question is directly addressed by seeing whether the time-varying models, which allowed
random effect parameters to evolve with time-on-task, have higher marginal likelihoods
than the original static LBA model. The primary theoretical question opens up several
subsidiary questions, about the ways in which parameters might evolve with time-on-task.
These questions are addressed by comparing the fit of different dynamic models, and by
inspecting the estimated values for model parameters related to time-on-task. For example,
it is possible that time-on-task causes steady changes in decision-making processes, due
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to increasing fatigue or practice. On the other hand, it is also possible that time-on-task
leads to non-smooth changes, for example if participants fluctuate between states that are
more “on-task” and “off-task” (“mind wandering”: Mittner, Hawkins, Boekel, & Forstmann,
2016). Our modelling approach allows these hypotheses to be investigated via the posterior
distributions of the parameters related to the time-on-task models (φ from Equation 2;
β2 and β3 from Equation 5). A third important theoretical question concerns differences
between estimated values for the parameters which are common to the static LBA model
and the time-varying LBA models. That is to say, has the long-standing assumption of
parameter stability systematically influenced parameter estimates?
We determined which model was best supported by the data by estimating the
marginal likelihood using the IS2 method, with the same settings as above. Table 3 reports
the model-selection results for data from the three experiments. For all three experiments,
the preferred model was the AR model, which describes time-on-task effects as a first order
autoregressive process over blocks. The differences between the marginal likelihoods are
large compared to the scales usually used for such comparisons (e.g., they correspond to
Bayes factors much larger than 106 for all pairwise comparisons). The Monte Carlo errors
of the log of the estimated marginal likelihoods (in parentheses in Table 3) are also small,
confirming the efficiency of the method in real data. For all three experiments, the static
(standard) LBA was the least-preferred account for the data, with the lowest marginal
likelihood.
Table 3
Model selection results for data from the three experiments: log of the marginal likelihoods
and bootstrap-estimated standard errors (in parentheses).
Static AR Trend AR+Trend
Forstmann et al. (2008) 7458.77
(0.05)
7896.63
(0.43)
7417.03
(0.16)
7851.91
(0.31)
Wagenmakers et al. (2008) Exp. 1 5970.06
(0.17)
8137.47
(0.26)
8003.11
(0.53)
8028.22
(0.22)
Wagenmakers et al. (2008) Exp. 2 9629.81
(0.35)
10299.65
(1.15)
9914.80
(0.46)
10173.79
(0.80)
The model selection results clearly favor the AR model over the others, but this does
not necessarily imply that the model provides a good account of the data. Rather, the
AR model may simply be the least-bad from a set of bad models. To examine this, we
compared posterior predictive data generated from the AR model against the data, using
three key summary statistics: the proportion of correct responses, the mean RT, and the
standard deviation of RT. Figure 4 shows these comparisons, broken down by time-on-task
(blocks) and by the important experimental conditions, but averaged across participants.
The model captures the data quite well. In particular, the AR model accommodates the
changes with block in the mean and standard deviation of RT for all experiments. The
model also accommodates changes in the proportion of correct responses (i.e., accuracy) for
data reported by Forstmann et al. (2008), but the model under-predicts average accuracy
by about 2% for both experiments reported by Wagenmakers et al. (2008). The tightly-
constrained selective influence assumptions which were imposed on the model nevertheless
allowed it to accommodate the differences between conditions, although there is a tendency
to under-predict the difference between conditions in the standard deviation of RT, for the
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data from Wagenmakers et al. (2008).
In addition to providing a good fit at the level of averaged data, the AR model also
provides a good fit to individual subjects’ data. Figures 5 and 6 show – just for one of
the three experiments – that trends in mean RT and accuracy are accommodated across
blocks and between conditions, for most participants. Corresponding figures for the other
two experiments are shown in Appendix B.
Figure 7 illustrates how the estimated parameters of the cognitive process change with
time-on-task for the data from Forstmann et al. (2008). For three example individuals (rows
in the figure), the columns of the figure show how the response threshold parameters (b), the
drift rate parameters (v), and the non-decision time parameter (τ) change over blocks. In
each panel, the shaded regions show the 50% credible intervals estimated from the AR model
across blocks (and across conditions, for the threshold parameters, and stimulus types for
the drift rate parameters). There is substantial variation in the individual-level parameters
with time-on-task. For example, participant S6 increases their response thresholds by
almost double over the course of the experiment. Over the same time, their ability to
distinguish between correct and incorrect responses (purple and orange in the middle panel,
respectively) declines markedly over blocks, while the time taken for their non-decision
processing decreases by about 25%. There is also substantial variation between participants
– for example, the drift rate estimates reveal approximately constant sensitivity to the
difference between correct and incorrect responses for S7, while this sensitivity decreases
substantially for S6, and increases slightly for S16.
Figure 7 also includes the estimated parameters for the same three participants from
the standard, static LBA model – these are the intervals shown just off the right-hand
ends of each x-axis. These estimates do not always match the naive expectation that the
static model might estimate parameters that are some average across a true time-varying
parameter. In around half of the cases the static model estimates a parameter outside of
the range of block-by-block parameter estimates from the AR model. This effect is most
marked for non-decision time parameters – for all three participants, the estimate from
the static LBA is faster than the estimate for any block from the AR model. The effect
on non-decision time is most pronounced for participant S16. This participant also shows
similar effects for drift rate and threshold estimates, all of which are higher in the static
LBA than for any block-wise estimate of the AR model.
Figures 8 and 9 illustrate similar parameter estimates for three individual participants
each from Experiments 1 and 2 respectively, reported by Wagenmakers et al. (2008). For
completeness, corresponding figures showing estimates from all participants in all three
studies are available at osf.io/x29wb.
We investigated the differences between the estimated parameters from the static
LBA and the AR model across the entire sample of participants reported by Forstmann
et al. (2008). Table 4 compares the average parameters (µα) as well as the between-
participants variance of each parameter (diagonal elements of Σα, in parentheses). The
estimated between-participants variance is smaller for the time-varying model, in every
case. This is consistent with the hypothesis that the static model fails to capture some of
the variability in parameters from block to block, and this variability instead inflates the
across-subjects variance estimates. There were also differences in the estimated means. The
AR model led to slower estimates of non-decision time, corresponding to approximately an
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Figure 4 . Data (solid lines) from three highly-cited experiments: one reported by
Forstmann et al. (2008) and two reported by Wagenmakers et al. (2008), shown in columns.
The top row shows that average accuracy decreased with time-on-task (x-axis) in Forstmann
et al.’s experiment and to a lesser extent also in Experiment 1 of Wagenmakers et al. (2008),
but not in Experiment 2. The second row shows that mean response time (RT) increased
with practice in one experiment and decreased in the other two, and the third row shows
that the standard deviation of RT either increased, decreased or was approximately static.
Posterior predictive data from the AR model are overlaid (dashed lines). In all cases, the
model captures the time-varying trends present in the group-level data.
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Figure 5 . Mean RT from Experiment 1 of Wagenmakers et al. (2008) separately for each
individual participant (panels). The red and green lines show performance in the accuracy-
emphasis and speed-emphasis conditions, across time-on-task (blocks; x-axis). Posterior
predictive data from the AR model are shown by dashed lines. In all cases, the model
captures the time-varying trends present in the participant-level data.
extra 40msec spent in non-decision time on average (e−1.5− e−1.7). The estimated decision
thresholds were lower in the AR than the standard LBA, but the important differences
between conditions were similar. The autoregression parameter (φ) for the AR model was
estimated to be quite large: the mean of the posterior distribution was φ = 0.87 with a
credible interval of (0.84, 0.91). This indicates a “sticky” process, in which random effects
are highly correlated from one time period (block of trials) to the next. This correlation
emphasizes the importance of modelling the smooth changes in decision processes over
time-on-task.
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Figure 6 . Decision accuracy from Experiment 1 of Wagenmakers et al. (2008) separately
for each individual participant (panels). The red and green lines show performance in
the accuracy-emphasis and speed-emphasis conditions, across time-on-task (blocks; x-axis).
Posterior predictive data from the AR model are shown by dashed lines. In almost all cases,
the model captures the time-varying trends present in the participant-level data.
Table 4
Group-level parameter estimates from Forstmann et al.’s (2008) data. Each row represents a
different model parameter, and shows the mean of the posterior distribution for the log-scaled
parameter (µα), and the mean of the posterior distribution for the corresponding diagonal
element of the covariance matrix (Σα, in parentheses). These are shown for the static
LBA and the preferred auto-regressive model (AR). Estimated between-subjects parameter
variance is smaller for the AR model than for the standard LBA model.
Static AR
b(a) −A −0.44 (0.075) −0.89 (0.039)
b(n) −A −0.57 (0.092) −1.1 (0.036)
b(s) −A −1.3 (0.31) −2.1 (0.14)
A −0.39 (0.085) −0.36 (0.035)
v(e) 0.34 (0.13) 0.12 (0.048)
v(c) 1.1 (0.048) 1.2 (0.016)
τ −1.7 (0.079) −1.5 (0.011)
The model selection clearly favored the time-varying models over the static LBA,
and further favored the AR model over the other time-varying models which included
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Figure 7 . Estimates of the response threshold, drift rate and non-decision time parameters
(columns) for three sample participants from Forstmann et al. (2008; rows). Shaded regions
in each panel show 50% credible intervals of the column-named parameters for the static
LBA (rightmost shaded region) and the time-varying block-wise estimates of the AR model
(leftmost shaded region that evolves over blocks). Estimates of the standard LBA are not
always related to the central tendency of the block-wise estimates of the AR model. This
suggests that failing to account for time-varying trends in data may systematically bias
parameter estimates. Parameters have been transformed back to their standard definitions,
not log.
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Figure 8 . Estimates of the response threshold, drift rates (for word, and for non-word
response accumulators), and non-decision time parameters (columns) for three sample par-
ticipants from Experiment 1 of Wagenmakers et al. (2008; rows). Shaded regions in each
panel show 50% credible intervals of the column-named parameters for the static LBA
(rightmost shaded region) and the time-varying block-wise estimates of the AR model (left-
most shaded region that evolves over blocks). Parameters have been transformed back to
their standard definitions, not log.
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Figure 9 . Estimates of the response thresholds (for word-dominated and non-word-
dominated blocks), drift rates (for word, and for non-word response accumulators), and
non-decision time parameters (columns) for three sample participants from Experiment 2
of Wagenmakers et al. (2008; rows). Shaded regions in each panel show 50% credible in-
tervals of the column-named parameters for the static LBA (rightmost shaded region) and
the time-varying block-wise estimates of the AR model leftmost shaded region that evolves
over blocks). Parameters have been transformed back to their standard definitions, not log.
polynomial trend compoments. Table 5 shows the parameter estimates for the linear and
quadratic trends components of those models. The trend estimates are mostly smaller in the
AR+trend model, which also includes an autoregressive component. This is consistent with
the hypothesis that an AR type of process is part of the data-generating system. There is
some evidence for linear trends in the threshold parameters of the model, but little evidence
for reliable quadratic effects in any parameters.
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Table 5
Posterior means (and standard deviations) for parameters estimated from Forstmann et
al.’s (2008) data for the linear and quadratic trends. Each row represents a different model
parameter and shows the linear and quadratic trend estimates from the trend and AR+trend
models.
Linear (β2) Quadratic (β3)
Trend AR+Trend Trend AR+Trend
b(a) −A 0.09 (0.027) −0.0044 (0.0015) −0.29 (0.72) −0.12 (0.10)
b(n) −A 0.10 (0.028) −0.0049 (0.0015) −0.41 (0.73) −0.096 (0.11)
b(s) −A 0.19 (0.078) −0.0081 (0.0041) −0.86 (0.74) −0.32 (0.23)
A 0.0026 (0.023) −0.0003 (0.0013) −0.16 (0.72) 0.0091 (0.091)
v(e) 0.054 (0.031) −0.0025 (0.0017) 0.088 (0.73) −0.10 (0.12)
v(c) −0.016 (0.014) 0.0003 (0.0008) 0.42 (0.71) −0.099 (0.073)
τ −0.021 (0.0091) 0.0009 (0.0005) −0.69 (0.70) 0.050 (0.064)
Discussion
Human behavior is fundamentally non-stationary. The improvements gained through
repeated practice are often large, and are reliably observed across a wide range of behavior,
from very simple counting tasks to complex tasks with multiple stages (Evans et al., 2018;
Newell & Rosenbloom, 1981; Wynton & Anglim, 2017). In other cases, time-on-task leads
to steady decreases in performance, via fatigue (Dorrian, Roach, Fletcher, & Dawson, 2007;
Van der Linden, Frese, & Meijman, 2003), and in yet other cases to alternating periods of
good and bad performance, caused by mind-wandering (so called “task unrelated thoughts”:
Giambra, 1995; Mittner et al., 2016). In many cases – such as those cited above – cognitive
changes with time-on-task are a central focus of the research activity, and are directly
investigated.
However, in the vast majority of cases, the changes with time-on-task are ignored.
When off-the-shelf analysis tools such as ANOVA are applied, the data are routinely ag-
gregated across time-on-task. More importantly, the same approximation is usually made
even when more detailed analytic theories are constructed. Relevant to our investigation,
there have been dozens or perhaps hundreds of model-based analyses of the cognitive pro-
cesses underlying simple decision-making in recent years. These analyses include applied
studies which reveal how experimental manipulations or person-based variables are associ-
ated with differences in decision-making due to changed caution, sensitivity, or other model
parameters, while other studies focus on development or elaboration of the decision-making
theories themselves, including extension (for review, see Ratcliff et al., 2016). However, in
almost all cases, the data are treated as if time-on-task has no effect, and the models are
developed to predict unchanging and independent decisions.
Our work provides a pathway for resolving the obvious discrepancy between the re-
liably observed effects of time-on-task and the psychological theories which mostly ignore
them. We augment a standard static model of decision-making, the linear ballistic accumu-
lator, with a process that allows for noisy evolution of the model parameters with time-on-
task, separately for each individual participant. Three different variants of the augmented
time-varying LBA are compared with the standard LBA, using data from three well-cited
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experiments. Model comparison via Bayes factors yield strong support for the time-varying
models over the static models. The strongest support is observed for the dynamic model
variant which assumes that time-on-task influenced model parameters according to a first
order autoregressive process (AR). This represents a psychological process in which model
parameters evolve slowly, via a “sticky” process: during each period of the task, the model
parameters for each subject are a combination of the parameters from the previous period,
plus a long-run average. Autoregressive models are seldom used in theoretical psychology
(Heath, 2014), and our results suggest that they should be considered more widely.
The effects of time-on-task were clear in group data, but were even more substantial in
individuals. The same components of decision-making changed with time-on-task by differ-
ent amounts, and sometimes in different directions, for different individuals. For example,
Figure 7 shows that the caution of responses (threshold parameters) tended to increase with
time-on-task, but that decision sensitivity increased for some participants and decreased for
others. Such effects are not easily accounted for or investigated without a detailed model
of time-varying effects. Previous investigations of decision-making, which have assumed
stationarity statistical models have most likely estimated inflated levels of between-subject
error variance due to mis-attributing these individual differences in the effects of time-on-
task. Our comparison with the standard LBA model reveal just that, with greater precision
for between-subject parameter distributions available in the time-varying model than the
standard static model. In addition to increased error variance, it also seems likely that
traditional models have suffered from bias in parameter estimates by failing to account for
the effects of time-on-task. Some of the parameters estimated for the static LBA were sys-
tematically different from the corresponding values estimated using the time-varying model.
This speaks against the naive hope that the static model will simply estimate parameters
that are the across-time average of the parameters from the time-varying model.
Our modelling approach is likely to be useful beyond the specific application to the
LBA model, and beyond decision-making research more generally. The central idea involves
incorporating statistically tractable models for time series as descriptions of the changes in
model parameters for individual subjects with time-on-task. This approach presents some
estimation challenges, which are surmountable for many psychological theories, given recent
advances in statistical and computational approaches. We hope that our approach will be
used in two ways: as a way to routinely model time-on-task effects in simple decision-making;
and more generally to extend quantitative theories of cognition to investigate interesting
effects such as those of practice, learning, and fatigue.
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Appendix A: Bayesian Estimation Methods for Time-Varing LBA Models
This section develops Bayesian estimation methods for the dynamic models. Let
θ ∈ Θ ⊂ RDθ be the vector of unknown model parameters and let p (θ) be the prior
distribution over θ; Rd means d dimensional Euclidean space. Let yj,t be the vector of
observations for the jth subject at the tth block, and define yj = (yj,1, ..., yj,T ) to be the
vector of all observations for subject j and y = y1:S,1:T = (y1,1:T , ..., yS,1:T ) to be the vector of
observations for all S subjects. Let αj,t ∈ χα ⊂ Rdα be the vector of the particular parameter
values for subject j during the time period t. We will refer to subject-specific parameters α
as “random effects”, and to time periods t as “blocks”. We define αj = (αj,1, ..., αj,T ) as all
the random effects for subject j and α1:S,1:T = (α1,1:T , ..., αS,1:T ) as the vector of random
effects for all S subjects. We now have that
p (α1:S,1:T |θ) =
S∏
j=1
p (αj,1|θ)
T∏
t=2
p (αj,t|αj,t−1, θ)
for the AR and AR+Trend models, and
p (α1:S,1:T |θ) =
S∏
j=1
T∏
t=1
p (αj,t|θ)
for the Trend model. Equation (1) is the density of p (y1:S,1:T |α1:S,1:T , θ). Our goal is to
sample from the posterior density
pi (θ, α1:S,1:T ) := p (y1:S,1:T |α1:S,1:T , θ) p (α1:S,1:T |θ) p (θ) /p (y1:S,1:T ) , (13)
where
p (y1:S,1:T ) =
∫ ∫
p (y1:S,1:T |α1:S,1:T , θ) p (α1:S,1:T |θ) p (θ) dθdα1:S,1:T (14)
is the marginal likelihood. In addition to sampling from the posterior density (for parameter
inference), estimating the marginal likelihood itself is used for model selection via Bayes
factors.
We develop a sampling algorithm using particle Markov chain Monte-Carlo, based on
methods from Andrieu, Doucet, and Holenstein (2010). The core idea is to define a target
distribution on an augmented space that includes all the parameters of the model (and
random effects) as well as the random variables generated by Monte Carlo sampling, and
such that this augmented distribution has as its marginal distribution the joint posterior of
the parameters and the random effects. The rest of the appendix is organized as follows.
We first describe separately the target distributions for the trend model, and for the AR and
AR+trend models. We then discuss a particle Metropolis-within-Gibbs sampler which can
be applied to all three dynamic models. Finally, we develop an extension of the “Importance
Sampling Squared” (IS2) algorithm for estimating the marginal likelihoods for dynamic LBA
models.
Target Distribution for the Trend model
Let {mj,t (αj,t|θ, yj,t) ; j = 1, ..., S, t = 1, ..., T} be a family of proposal
densities that we use to approximate the conditional posterior densities
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{pi (αj,t|θ) ; j = 1, ..., S, t = 1, ..., T}. We denote α1:Rj,t =
(
α1j,t, ..., α
R
j,t
)
refer to all the
particles for subject j, generated by a standard Monte Carlo algorithm at block t. We can
then write the joint density of the particles given the parameters for subject j as
ψj
(
α1:Rj,1:T |θ
)
=
T∏
t=1
R∏
r=1
mj,t
(
αrj,t|θ
)
, (15)
and the joint density of the particles given the parameters for all subjects as
ψ
(
α1:R1:S,1:T |θ
)
=
S∏
j=1
ψj
(
α1:Rj,1:T |θ
)
. (16)
To define the required augmented target densities, let k = (k1, ..., kS) and kj =
(kj,1, ..., kj,T ), with each of kj,t ∈ {1, ..., R}, αk1:S1:S =
(
αk11 , ...., α
kS
S
)
be a vector of all se-
lected individual random effects with αkjj =
(
α
kj,1
j,1 , ..., α
kj,T
j,T
)
and
α
(−k1:S)
1:S =
(
α
(−k1)
1 , ..., α
(−kS)
S
)
with α(−kj)j =
(
α
(−kj,1)
j,1 , ..., α
(−kj,T )
j,T
)
and α(−kj,t)j,t =(
α1j,t, ..., α
kj,t−1
j,t , α
kj,t+1
j,t , ...., α
R
j,t
)
.
Theorem 1. The augmented target density is
p˜iR
(
α1:R1:S,1:T , k1:S,1:T , θ
)
=
pi
(
α
k1:S,1:T
1:S,1:T , θ
)
RST
S∏
j=1
ψj
(
α1:Rj,1:T |θ
)
∏T
t=1mj,t
(
α
kj,t
j,t |θ
) . (17)
This target distribution has the marginal distribution
p˜iR
(
α
k1:S,1:T
1:S,1:T , k1:S,1:T , θ
)
=
pi
(
α
k1:S,1:T
1:S,1:T , θ
)
RST
, (18)
and hence, with some abuse of the notation, we can write p˜iR (α1:S,1:T , θ) =
p (α1:S,1:T , θ|y1:S,1:T ).
Target Distributions for the AR and AR+Trend models
Sequential Monte Carlo (SMC) . We first briefly describe the sequential Monte
Carlo methods used to approximate the filtering densities p (αj,1:t|yj,1:t, θ) for j = 1, ..., S and
t = 1, ..., T . The sequential Monte Carlo algorithm consists of recursively producing a set
of weighted particles
{
α
(r)
j,1:t,W
(r)
j,t
}R
r=1
, such that the intermediate densities p (αj,1:t|yj,1:t, θ)
are approximated by
p̂ (αj,1:t|yj,1:t, θ) =
R∑
r=1
W
(r)
j,t δα(r)j,1:t
(dαj,1:t) , (19)
where δa (dα) is the Dirac delta distribution located at a. Given R particles{
α
(r)
j,t−1,W
(r)
j,t−1
}R
r=1
, representing the filtering density p (αj,t−1|yj,1:t−1, θ) at time t− 1, the
filtering density p (αj,t|yj,1:t, θ) is
p (αj,t|yj,1:t, θ) ∝
∫
p (yj,t|αj,t, θ) p (αj,t|αj,t−1, θ) p (αj,t−1|yj,1:t−1, θ) dαj,t−1. (20)
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We can use Equation (20) to obtain the particles
{
α
(r)
j,t ,W
(r)
j,t
}R
r=1
by first drawing the
particles from a proposal distribution mj,t (αj,t|αj,t−1, θ) and then computing weights w(r)j,t
to account for the difference between the posterior density and the proposal density:
w
(r)
j,t = W
(r)
j,t−1
p
(
yj,t|α(r)j,t , θ
)
p
(
α
(r)
j,t |α(r)j,t−1, θ
)
mj,t
(
α
(r)
j,t |α(r)j,t−1, θ
) .
The weights are then normalized: W (r)j,t = w
(r)
j,t /
∑R
s=1w
(s)
j,t . We implement the SMC
algorithm for t = 2, ..., T by using a multinomial resampling scheme, defined as
M
(
a1:Rj,t−1|W 1:Rj,t−1
)
. The argument a1:Rj,t−1 means that α
arj,t−1
j,t−1 is the ancestor of αrj,t. The
generic SMC algorithm is shown in Algorithm 1.
Algorithm 1 Generic Sequential Monte Carlo Algorithm
Inputs: yj,1:T , R, θ
Outputs: α1:Rj,1:T , a1:Rj,1:T−1,w1:Rj,1:T
1. For t = 1
(a) Sample αrj,1 from mj,1 (αj,1|yj,1, θ), for r = 1, ..., R
(b) Calculate the importance weights
wrj,1 =
p
(
yj,1|αrj,1, θ
)
p
(
αrj,1|θ
)
mj,1
(
αrj,1|yj,1, θ
) , r = 1, ..., R.
and normalize those to obtain W 1:Rj,1 .
2. For t > 1
(a) Sample the ancestral indices a1:Rj,t−1 ∼M
(
a1:Rj,t−1|W 1:Rj,t−1
)
.
(b) Sample αrj,t from mj,t
(
αj,t|αa
r
j,t−1
j,t−1 , θ
)
, r = 1, ..., R.
(c) Calculate the importance weights
wrj,t =
p
(
yj,t|αrj,t, θ
)
p
(
αrj,t|α
arj,t−1
j,t−1 , θ
)
mj,t
(
αrj,t|α
arj,t−1
j,t−1 , θ
) , r = 1, ..., R.
and normalize those to obtain W 1:Rj,t .
The unbiased likelihood estimate for subject j is a by product of the SMC algorithm
p̂ (yj,1:T |θ) = p̂ (yj,1|θ)
T∏
t=2
p̂ (yj,t|yj,t−1, θ) =
T∏
t=1
{
1
R
R∑
r=1
w
(r)
j,t
}
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and the unbiased likelihood estimate for the S subjects is
p̂ (y1:T |θ) =
S∏
j=1
p̂ (yj,1:T |θ) . (21)
Particle Metropolis within Gibbs Sampling Scheme
The key idea of particle MCMC is to construct a target distribution on an augmented
space that includes all the particles α1:R1:S,1:T and ancestor indices a1:R1:S,1:T−1 and has the joint
posterior density of the random effects and the parameters pi (θ, α1:S) as the marginal.
We write α1:Rj,t =
(
α1j,t, ..., α
R
j,t
)
and a1:Rj,t−1 =
(
a1j,t−1, ..., aRj,t−1
)
to refer to all the
particles and ancestor indices for subject j, respectively, generated by the SMC algorithm
at block t. We can write the joint density of the particles given parameters for subject j
ψj
(
α1:Rj,1:T , a
1:R
j,1:T−1|θ
)
=
R∏
r=1
mj,1
(
αrj,1|θ
) T∏
t=2
R∏
r=1
W
arj,t−1
j,t−1 mj,t
(
αrj,t|α
arj,t−1
j,t−1 , θ
)
,
and the joint density of the particles given the parameters for all subjects
ψ
(
α1:R1:S,1:T , a
1:R
1:S,1:T−1|θ
)
=
S∏
j=1
ψj
(
α1:Rj,1:T , a
1:R
j,1:T−1|θ
)
,
Let αkj,1:Tj,1:T =
(
α
kj,1
j,1 , ..., α
kj,T
j,T
)
be the selected reference trajectory for subject j with as-
sociated indices kj,1:T
(
kj,t = m and kj,t−1 = a
kj,t
j,t−1
)
. Let α−kj,1:Tj,1:T =
(
α
−kj,1
j,1 , ..., α
−kj,T
j,T
)
denote the collection of all particles for the subject j, except the selected reference tra-
jectory for subject j, αkj,1:Tj,1:T . We also denote α
k1:S,1:T
1:S,1:T =
(
α
k1,1:T
1,1:T , ...., α
kS,1:T
S,1:T
)
as the
collection of the selected reference particles for all S subjects with associated indices
k1:S,1:T = (k1,1:T , ..., kS,1:T ).
Theorem 2. The target distribution is
p˜iR
(
α1:R1:S,1:T , a
1:R
1:S,1:T−1, k1:S,1:T , θ
)
=
pi
(
α
k1:S,1:T
1:S,1:T , θ
)
RST
S∏
j=1
ψj
(
α1:Rj,1:T , a
1:R
j,1:T−1|θ
)
mj,1
(
α
kj,1
j,1 |θ
)∏T
t=2W
a
kj,t
j,t−1
j,t−1 mj,t
(
α
kj,t
j,t |α
a
kj,t
j,t−1
j,t−1 , θ
) .
(22)
This target distribution has the marginal distribution
p˜iR
(
α
k1:S,1:T
1:S,1:T , k1:S,1:T , θ
)
=
pi
(
α
k1:S,1:T
1:S,1:T , θ
)
RST
, (23)
and hence, again with some abuse of notation, we write p˜iR (α1:S,1:T , θ) =
p (α1:S,1:T , θ|y1:S,1:T ).
Using the target distributions in Equations (17) and (22), we now derive the particle
Metropolis within Gibbs algorithms for the Trend model, the AR model, and the AR+Trend
model, respectively. Let θ = (θ1, ..., θH) be a partition of the parameter vector into H
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components, where each component may be a vector. The general PMwG sampling scheme
for dynamic LBA models is given in Algorithm 2.
Algorithm 2 Particle Metropolis within Gibbs for Dynamic LBA models
1. For h = 1, ...,H
(a) Sample θ∗h from the proposal qh
(
·|αk1:S,1:T1:S,1:T , k1:S,1:T , θ(−h)
)
,
(b) Accept the proposed values θ∗h with probability
min
1, p˜i
R
(
θ∗h|αk1:S,1:T1:S,1:T , k1:S,1:T , θ(−h)
)
p˜iR
(
θh|αk1:S,1:T1:S,1:T , k1:S,1:T , θ(−h)
) qh
(
θh|αk1:S,1:T1:S,1:T , k1:S,1:T , θ(−h), θ∗h
)
qh
(
θ∗h|α
k1:S,1:T
1:S,1:T , k1:S,1:T , θ
(−h), θh
)
 ,
2. For j = 1, ..., S
(a) For the Trend model
i. Sample
(
α
−kj,1:T
j,1:T
)
∼ p˜iR
(
α
−kj,1:T
j,1:T |θ, α
kj,1:T
j,1:T , kj,1:T
)
using the conditional
Monte Carlo algorithm given in Algorithm 3.
ii. Sample the index kj,1:T with probability given by
p˜iR
(
kj,1 = l1, ..., kj,T = lT |θ, α1:Rj,1:T
)
=
T∏
t=1
W ltj,t.
(b) For the AR and AR+Trend models
i. Sample
(
α
−kj,1:T
j,1:T , a
−kj,2:T
j,1:T−1
)
∼ p˜iR
(
α
−kj,1:T
j,1:T , a
−kj,2:T
j,1:T−1|θ, α
kj,1:T
j,1:T , kj,1:T
)
using the
conditional sequential Monte Carlo given in Algorithm 4.
ii. Sample kj,T = m ∼ p˜iR
(
kj,T |α1:Rj,1:T , a1:R1:T−1
)
, where p˜iR
(
kj,T |α1:Rj,1:T , a1:R1:T−1
)
∝
Wmj,T .
iii. Sample
(
α
kj,t
j,t , a
kj,t
j,t−1
)
∼ p˜iR
(
α
kj,t
j,t , a
kj,t
j,t−1|θ, a1:Rj,1:t−2, α1:Rj,1:t−1, akj,t+1:Tj,t:T−1 , α
kj,t+1:T
j,t+1:T , kj,T
)
for t = 1, ..., T using Algorithm 5.
Discussion of Algorithm 2. For the Trend model, Step 1 of Algorithm 2 follows
from Theorem 1 and Equation (18). Let Tj be the number of blocks for subject j. The
conditional density in step 2a(i) is given by construction, for each j = 1, ..., S,
p˜iR
(
α
−kj,1:T
j,1:T |θ, α
kj,1:T
j,1:T , kj,1:T
)
=
ψj
(
α1:Rj,1:T |θ
)
∏T
t=1mj,t
(
α
kj,t
j,t |θ
) , (24)
The conditional density in Equation (24) is the density under p˜iR of all the particles that
are generated by the Monte Carlo algorithm conditional on the selected reference trajectory
α
kj,1:T
j,1:T =
(
α
kj,1
j,1 , ..., α
kj,T
j,T
)
, for subject j. This is known as the conditional Monte Carlo
algorithm and it is given in Algorithm 3. Finally, we sample the index vector kj,1:T .
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Algorithm 3 Conditional Monte Carlo Algorithm
1. For t = 1, ..., T
(a) Sample αrj,t from mj,t (αj,t|yj,t, θ) for r = 1, ..., R \ {kj,t}.
(b) Calculate the importance weights
wrj,t =
p
(
yj,t|αrj,t, θ
)
p
(
αrj,t|θ
)
mj,t
(
αrj,t|yj,t, θ
) , r = 1, ..., R.
(c) Normalize the weights W rj,t =
wrj,t∑R
k=1 w
k
j,t
, for r = 1, ..., R.
For the AR and AR+Trend models, Step 1 of Algorithm 2 follows from Theorem 2
and Equation (23). The conditional density in step 2b(i) is given by construction, for each
j = 1, ..., S,
p˜iR
(
α
−kj,1:T
j,1:T , a
−kj,2:T
j,1:T−1|θ, α
kj,1:T
j,1:T , kj,1:T
)
=
ψj
(
α1:Rj,t , a
1:R
j,t−1|θ
)
mj,1
(
α
kj,1
j,1 |θ
)∏T
t=2W
a
kj,t
j,t−1
j,t−1 mj,t
(
α
kj,t
j,t |α
a
kj,t
j,t−1
j,t−1 , θ
) . (25)
The conditional density in Equation (25) is the density under p˜iR of all the particles
and ancestor indices that are generated by the SMC algorithm conditional on the selected
reference trajectory αkj,1:Tj,1:T =
(
α
kj,1
j,1 , ..., α
kj,T
j,T
)
, for subject j. This is known as the conditional
sequential Monte Carlo algorithm and is given in Algorithm 4.
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Algorithm 4 Conditional Sequential Monte Carlo algorithm
Inputs: N , θ, yj,1:T , α
kj,1:T
j,1:T , and kj,1:T
Outputs: α1:Rj,1:T , a1:Rj,1:T−1,w1:Rj,1:T
1. For t = 1
(a) Sample αrj,1 from mj,1 (αj,1|yj,1, θ), for r ∈ {1, ..., R} \ {kj,1}
(b) Calculate the importance weights
wrj,1 =
p
(
yj,1|αrj,1, θ
)
p
(
αrj,1|θ
)
mj,1
(
αrj,1|yj,1, θ
) , r = 1, ..., R.
and normalize them to obtain W 1:Rj,1 .
2. For t > 1
(a) Sample the ancestral indices a−(kj,t)j,t−1 ∼M
(
a
−(kj,t)
j,t−1 |W 1:Rj,t−1
)
.
(b) Sample αrj,t from mj,t
(
αj,t|αa
r
j,t−1
j,t−1 , θ
)
, r = 1, ..., R \ {kj,t}.
(c) Calculate the importance weights
wrj,t =
p
(
yj,t|αrj,t, θ
)
p
(
αrj,t|α
arj,t−1
j,t−1 , θ
)
mj,t
(
αrj,t|α
arj,t−1
j,t−1 , θ
) , r = 1, ..., R.
and normalize to obtain W 1:Rj,t .
The densities p (αj,1|θ) and p (αj,t|αj,t−1, θ) for different dynamic LBA models are
given in the main text, under the section “Models”.
The PMwG algorithm requires sampling from the particle approximation
p (αj,1:T |yj,1:T , θ) for j = 1, ..., S. The simplest way to do this is via the ancestral trac-
ing algorithm, introduced by Kitagawa (1996) and used by Andrieu et al. (2010). The
method involves sampling an index m with probability Wmj,T , tracing back its ancestral
lineage kj,1:T
(
kj,t = m and kj,t−1 = a
kj,t
j,t−1
)
and then selecting the reference particle trajec-
tory αkj,1:Tj,1:T =
(
α
kj,1
j,1 , ..., α
kj,T
j,T
)
. However, instead of using ancestral tracing, we adopt the
method proposed by Bunch, Lindsten, and Singh (2015) that simultaneously generates a
sample for the new value of the random effect vector along with the corresponding ancestor
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index
(
α
kj,t
j,t , a
kj,t
j,t−1
)
. These draws follow the conditional distribution from t = T, ..., 1,
p˜iR
(
α
kj,t
j,t , a
kj,t
j,t−1|θ, a1:Rj,1:t−2, α1:Rj,1:t−1, akj,t+1:Tj,t:T−1 , α
kj,t+1:T
j,t+1:T , kj,T
)
∝ wa
kj,t
j,t−1
j,t−1 p
(
α
kj,t
j,t |α
a
kj,t
j,t−1
j,t−1 , θ
)
p
(
yj,t|αkj,tj,t , θ
)
p
(
α
kj,t+1
j,t+1 |αkj,tj,t , θ
)
, (26)
We can target Equation (26) using conditional Monte-Carlo, applied to a single time step.
First, we construct another extended target distribution over these particles,
η
(
a1:Rj,t−1, α
1:R
j,t ,m
)
=
p
(
amj,t−1, αmj,t|θ, a1:Rj,1:t−2, α1:Rj,1:t−1, akj,t+1:Tj,t:T−1 , α
kj,t+1:T
j,t+1:T , kj,T
)
R
∏
r 6=m
v
arj,t−1
j,t−1∑
l v
l
j,t−1
ωj,t
(
αrj,t|α
arj,t−1
j,t−1
)
,
(27)
where vrj,t−1, r = 1, ..., R, are proposal weights for the ancestor index and ωj,t is the proposal
density for the conditional importance sampling algorithm for each subject j = 1, ..., S.
When we integrate the density of η
(
a1:Rj,t−1, α1:Rj,t ,m, θ
)
over
(
a
(−m)
j,t−1 , α
(−m)
j,t
)
, the marginal
distribution is given by
η
(
amj,t−1, α
m
j,t,m
)
=
p
(
amj,t−1, αmj,t|θ, a1:Rj,1:t−2, αj,1:t−1, akj,t+1:Tj,t:T−1 , α
kj,t+1:T
j,t+1:T , kj,T
)
R
.
The algorithm for this sampling approach is given in Algorithm 5.
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Algorithm 5 Conditional Monte-Carlo for the joint ancestor and random effects conditional
distributions
1. Sample
(
a
(−m)
j,t−1 , α
(−m)
j,t
)
from η
(
a
(−m)
j,t−1 , α
(−m)
j,t |amj,t−1, αmj,t,m
)
,
η
(
a−mj,t−1, α
−m
j,t |amj,t−1, αmj,t,m
)
=
∏
r 6=m
v
arj,t−1
j,t−1∑
l v
l
j,t−1
ωt
(
αrj,t|α
arj,t−1
j,t−1
)
,
2. Sample index m from η
(
m = m∗|a1:Rj,t−1, α1:Rj,t
)
∝ W˜m∗j,t , where
w˜rj,t =
w
arj,t−1
j,t−1 p
(
αrj,t|α
arj,t−1
j,t−1 , θ
)
p
(
yj,t|αrj,t, θ
)
p
(
α
kj,t+1
j,t+1 |αrj,t, θ
)
v
arj,t−1
j,t−1 ωj,t
(
αrj,t|α
arj,t−1
j,t−1
) ,
if vj,t = wj,t, then we have that
w˜rj,t =
p
(
αrj,t|α
arj,t−1
j,t−1 , θ
)
p
(
yj,t|αrj,t, θ
)
p
(
α
kj,t+1
j,t+1 |αrj,t, θ
)
ωj,t
(
αrj,t|α
arj,t−1
j,t−1
) ,
and W˜ rj,t = w˜rj,t/
∑
l w˜
l
j,t.
Tuning Parameters and Proposal Densities for the PMwG Sampler . Sam-
pling efficiency is greatly increased when we have appropriate proposal densities for the
PMwG sampler. To this end, we follow the strategy developed by Gunawan et al. (2019).
For the PMwG sampler, we must specify the number of particles R, the proposal densities
mj,1 (αj,1|θ), mj,t (αj,t|αj,t−1, θ) and ωj,t (αj,t|αj,t−1, θ) for the AR and AR+trend models
and mj,t (αj,t|θ) for the trend model for j = 1, ..., S and t = 1, .., T . There are three stages
in our PMwG sampling scheme: burn in, initial adaptation, sampling. The PMwG sampler
starts at a specified initial set of parameters θ and random effects αj,1:T for j = 1, ..., S.
Then, the PMwG sampler proceeds as in Algorithm 2. Initially, for the AR and AR+trend
models, in the burn in and the initial adaptation stages, the proposal density for subject j
is the two component mixture
mj,1 (αj,1|θ) = wmixN
(
αj,1;α(iter−1)j,1 , Σα
)
+ (1− wmix) p (αj,1|θ) , (28)
and
mj,t (αj,t|αj,t−1, θ) = wmixN
(
αj,t;α(iter−1)j,t , Σα
)
+ (1− wmix) p (αj,t|αj,t−1, θ) , (29)
for t > 1, where α(iter−1)j,t is the previous sample α
kj,t
j,t for the individual random effects for
subject j at block t. We set wmix = 0.8 and 0 <  < 1 is a scale factor. For the trend
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model, we apply the proposal density in Equation (28) for all t = 1, ..., T .
In the sampling stage, we use the posterior MCMC draws (αj,1:T , θ) from the initial
adaptation stage to adaptively build more efficient proposal densities mj,t (αj,t|αj,t−1, θ) for
the AR and AR+trend models and mj,t (αj,t|θ) for the trend model for j = 1, ..., S and
t = 1, ..., T . We transform the posterior draws of the parameters φα and Σα for the AR and
AR+trend models, and only parameter Σα for the trend model so that they all lie on the
real line. The covariance matrix Σα is reparameterised in terms of its Cholesky factorisation
Σα = LLT , where L is a lower triangular matrix. We also apply a log transformation for
the diagonal elements of the L, while the subdiagonal elements of L are unrestricted. We
also logit-transform φ such that it lies on the real line: φL = log (φ/ (1− φ)). The proposal
densities for ωj,t (αj,t|αj,t−1, θ) are the same as mj,t (αj,t|αj,t−1, θ) for all t > 1 for the AR
and AR+trend models.
For the AR and AR+trend models, we fit a multivariate normal distribution to the
posterior draws of αj,1 and θ for t = 1 and to the posterior draws of αj,t, αj,t−1, and θ for
t = 2, ..., T and obtain the conditional distribution g (αj,1|θ) ∼ N
(
αj,1|µpropj,1 ,Σpropj,1
)
and
g (αj,t|αj,t−1, θ) ∼ N
(
αj,t|µpropj,t ,Σpropj,t
)
. The efficient proposal density for subject j is then
the three component mixture
mj,1 (αj,1|θ) = w1,mixg (αj,1|θ) + w2,mixp (αj,1|θ) + w3,mixg (αj,1|θ) , (30)
and
mj,t (αj,t|αj,t−1, θ) = w1,mixg (αj,t|αj,t−1, θ)+w2,mixp (αj,t|αj,t−1, θ)+w3,mixg (αj,t|αj,t−1, θ) ,
(31)
where g (αj,t|αj,t−1, θ) is also the proposal based on the normal distribution as in
g (αj,t|αj,t−1, θ) with the exception that instead of using the mean of αj,t, we use the α(iter−1)j,t
as the means. Similarly, we fit a multivariate normal distribution to the posterior draws
of αj,t and θ as in Equation (30) for all t = 1, ..., T for the trend model. Following Hes-
terberg (1995), the inclusion of the prior density ensures that the importance weights are
bounded given that the conditional likelihood p (yj,t|αj,t, θ) is bounded, which ensures that
the sampler is ergodic.
Estimating the Marginal Likelihood for the dynamic LBA models using Impor-
tance Sampling Squared
(
IS2
)
The marginal likelihood – see Equation (14) – is key to Bayesian model selection
(Chib & Jeliazkov, 2001). Here, we show how importance sampling squared
(
IS2
)
can be
used to estimate the marginal likelihood of the time varying LBA models; full details of the
IS2 method are provided by Tran et al. (2019). Algorithm 6 outlines the IS2 algorithm for
obtaining an estimate of the marginal likelihood. The unbiased estimate of the likelihood
p̂ (y1:T |θ) is ∏Tt=1 { 1R∑Rr=1w(r)j,t }.
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Algorithm 6 Importance Sampling Squared
(
IS2
)
Algorithm for estimating the marginal
likelihood
For i = 1, ...,M ,
1. Generate θi iid∼ gIS (θ) and compute the unbiased estimate of the likelihood
p̂ (y1:T |θi) = ∏Tt=1 { 1R∑Rr=1w(r)j,t }
2. Compute the weights
w˜ (θi) =
p̂ (y1:T |θi) p (θi)
gIS (θi)
.
3. The IS2 estimator of the marginal likelihood p (y1:T )
p̂IS2 (y) =
1
M
M∑
i=1
w˜ (θi) . (32)
Construction of the Proposal Densities
This section outlines an approach for obtaining efficient and reliable proposals gIS (θ)
for the LBA group-level parameters and mj,1 (αj,1|θ) and mj,t (αj,t|αj,t−1, θ) for the AR
and AR+trend models and mj,t (αj,t|θ) for the random effects αj,t for t = 1, ..., T and
j = 1, ..., S. Our approach to obtain these proposal densities is to run the PMwG sampler
for dynamic LBA models to generate efficient posterior samples
(
αr1:S,1:T , θ
r
)
, r = 1, ..., R,
from the posterior density of the parameters and the random effects pi (θ, α1:S,1:T ). Given
the posterior draws of the group-level parameters θ, the proposal density for the parameters
gIS (θ) is obtained by fitting a mixture of normal densities
gIS (θ) =
K∑
k=1
wMIXk N (θ|µk,Σk) , (33)
where N (µk,Σk) denotes the normal pdf with mean µk, variance-covariance matrix Σk,
and the wMIXk are the component weights. In all our examples, the mixture of normals is
fitted using the Matlab built-in function fitgmdist. We set K = 2.
Similar to selecting the proposal densities for mj,1 (αj,1|θ) and mj,t (αj,t|αj,t−1, θ) for
the PMwG sampler, we first fit a normal distribution to the posterior draws of αj,1 and θ for
t = 1 and to the posterior draws of αj,t, αj,t−1, and θ for t = 2, ..., T and j = 1, ..., S, then
obtain the conditional distribution g (αj,1|θ) ∼ N
(
αj,1|µpropj,1 ,Σpropj,1
)
and g (αj,t|αj,t−1, θ) ∼
N
(
αj,t|µpropj,t ,Σpropj,t
)
. The group level parameters θ are appropriately transformed so that
they all lie on the real line. The efficient proposal density for subject j at block t is the two
component mixture
mj,1 (αj,1|θ) = wmix1 g (αj,1|θ) +
(
1− wmix1
)
p (αj1|θ) , (34)
and
mj,t (αj,t|αj,t−1, θ) = wmix1 g (αj,t|αj,t−1, θ) +
(
1− wmix1
)
p (αj,t|αj,t−1, θ) , (35)
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for t > 1. We set the mixture weight wmix1 = 0.95. For the trend model, we apply the
proposal density
mj,t (αj,t|θ) = wmix1 g (αj,t|θ) +
(
1− wmix1
)
p (αjt|θ) , (36)
for all t = 1, ..., T .
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Appendix B: Additional figures for results
Figures 10 to 13 show the goodness of fit for the AR model for individual subjects,
for the two experiments not shown in the main text.
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Figure 10 . Mean RT from Forstmann et al.’s (2008) experiment. Each panel shows a
different participant. The red, blue, and green lines show performance in the accuracy,
neutral, and speed emphasis conditions, across time-on-task (blocks; x-axis). Posterior
predictive data from the AR model are overlaid (dashed lines).
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Figure 11 . Decision accuracy from Forstmann et al.’s (2008) experiment. Each panel
shows a different individual participant. The red, blue, and green lines show performance
in the accuracy, neutral, and speed emphasis conditions, across time-on-task (blocks; x-
axis). Posterior predictive data from the AR model are overlaid (dashed lines).
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Figure 12 . Mean RT from Experiment 2 of Wagenmakers et al. (2008). Each panel shows
a different individual participant. Colors indicate the proportion of words vs. nonwords
in each block. The lines show performance across time-on-task (blocks; x-axis). Posterior
predictive data from the AR model are overlaid (dashed lines).
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Figure 13 . Decision accuracy from Experiment 2 of Wagenmakers et al. (2008). Each
panel shows a different individual participant. Colors indicate the proportion of words vs.
nonwords in each block. The lines show performance across time-on-task (blocks; x-axis).
Posterior predictive data from the AR model are overlaid (dashed lines).
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