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Abstract
In the paper, we obtain sufficient conditions for the uniform stability of the zero solution of the delay
differential equation with impulses{
x′(t) + h(t, x(t)) = f (t, x(t − τ )), t  t0, t = tk,
x(t+
k
) − x(tk) = Ik(x(tk)), k ∈ N.
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1. Introduction
It is now being recognized that the theory of impulsive equations is not only richer than the
corresponding of differential equations but also represents a more natural framework for mathe-
matical model of many real world phenomena [10]. The number of publications dedicated to its
investigation has grown constantly in the recent years and a well-developed theory has taken in
shape. See monographs [1,10], and references therein. However, the theory of impulsive func-
tional differential equations has been less developed due to numerous theoretical and technical
difficulties caused by their peculiarities. There are a few publications on qualitative theory. In
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ential equations have been studied by several authors (see [2,4,9–11]).
In this paper, we consider the impulse delay differential equation{
x′(t) + h(t, x(t)) = f (t, x(t − τ)), t  t0, t = tk,
x(t+k ) − x(tk) = Ik(x(tk)), k ∈ N, (1.1)
where N is the set of all positive integers, τ > 0, Ik :R → R, and f,h ∈ C([t0,∞) × R,R),
t0  t1 < t2 < · · · < tk < tk+1 < · · · with tk → ∞ as k → ∞ and x′(t) denote the left-hand
derivative of x(t). We assume that f (t,0) ≡ 0, h(t,0) ≡ 0 and Ik(0) ≡ 0, so that x(t) ≡ 0 is a
solution of (1.1), which we call the zero solution.
Let PC([t0 − τ, t0],R) = {φ : [t0 − τ, t0] → R,φ(t) is continuous everywhere except a finite
number of points tˆ at which φ(tˆ+) and φ(tˆ−) exist and φ(tˆ+) = φ(tˆ )}. By a solution of (1.1),
we mean a function x(t) defined on [t¯0 − τ,∞), for some t¯0  t0, which is left continuous on
[t¯0 − τ,∞) and satisfies (1.1) for t  t¯0.
For given t¯0  t0, let φ ∈ PC[t¯0 − τ, t¯0], then by [12] Eq. (1.1) has a unique solution x(t) =
x(t; t¯0, φ) defined on [t¯0 − τ,∞) satisfying x(t) = φ(t) for t¯0 − τ  t  t¯0. For δ > 0, we define
PCδ[t0 − τ, t0] = {φ ∈ PC[t0 − τ, t0]: ‖φ‖ = supt0−τtt0 |φ(t)| < δ}.
Definition 1.1. The zero solution of (1.1) is stable if for any  > 0, there exists δ = δ(t¯0, ) > 0
such that φ ∈ PCδ[t¯0 − τ, t¯0], implies |x(t; t¯0, φ)| <  for t  t¯0. If δ is independent of t¯0, we say
the zero solution of (1.1) is uniformly stable.
We assume that there exists a constant H > 0 and a continuous function P : [t0,∞) → [0,∞)
such that
0−xf (t, x) P(t)x2 for t  t0, |x| < H. (1.2)
When the impulses in (1.1) are removed, i.e., Ik(x) ≡ 0, and h(t, x) ≡ 0. (1.1) reduces to the
delay differential equation
x′(t) + P(t)x(t − τ) = 0, t  t0, (1.3)
when f (t, x) = −P(t)x; its stability has been investigated by many author, see [3,6,7]. The best
result was recently obtain in [6], which said that if P ∈ C([t0,∞), [0,∞)), then
(1) if λ 32 , then the zero solution of (1.3) is uniformly stable;
(2) if λ < 32 and
∫∞
t0
P(s) ds = ∞, then the zero solution of (1.3) is uniformly stable and as-
ymptotically stable, where
λ = sup
tt0+τ
t∫
t−τ
P (s) ds.
The stability of ordinary differential equations with impulses has been extensively studied in
the literature, we refer to [1,5,10] and the references cited therein. However, the results on the sta-
bility of delay differential equations with impulses are relatively scare, the author in [13–15] had
studied the stability of impulsive functional differential equations by using Lyapunov method.
In [16], the author studied the uniform stability of certain impulsive delay differential equation.
These study provided the impetus for the present paper. In Section 2 we shall give sufficient
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mentioned results to (1.3).
2. Main result
In this section, we consider the uniform stability of the zero solution of Eq (1.1).
Theorem 2.1. Assume that (1.2) holds and tk+1 − tk > τ, k ∈ N . Suppose that there exists
b¯ ∈ (0,1) such that
0 xIk(x)−b¯x2 for |x| < H, k ∈ N, (2.1)
and
λ = sup
tt0+τ
t∫
t−τ
P (s) ds + b¯
(
2 − b¯
2
)
<
3
2
. (2.2)
Also assume that
0 xh(t, x),
∣∣h(t, x)∣∣< b(t)|x| for t  t0, |x| < H, (2.3)
where b ∈ C([t0,∞),R+), and
∞∫
t0
b(s) ds = α < ∞. (2.4)
Then the zero solution of (1.1) is uniformly stable.
Proof. For given ε0 > 0 (ε0 < b¯2 (1 − b¯)2), such that λ + 2ε0 < 32 . By (2.4), there exists X > t¯0,
such that
t∫
t−τ
b(s) ds  ε0, for t > X.
From (2.2), we have, for t X
b¯
(
2 − b¯
2
)
+
t∫
t−τ
(
P(s) + b(s))ds  λ + ε0 < 32 . (2.5)
Let m ∈ Z+ be such that 2mτ + t0 > X. For any 0 < ε < H and t¯0  t0, let δ = ( 25 )4(m−1) ·
ε/ expα. We shall prove that φ ∈ PCδ[t¯0 − τ, t¯0] implies that∣∣x(t)∣∣= ∣∣x(t; t¯0, φ)∣∣< ε for t  t¯0. (2.6)
Denote ρ1 = ( 52 )4δ expα,ρi = ( 52 )4ρi−1, i = 2, . . . ,m. Then ρi = ( 52 )4iδ expα, i = 1,2, . . . ,m.
Clearly, δ < ρ1 < ρ2 < · · · < ρm < ε. We will prove that∣∣x(t)∣∣< ρi, t ∈ [t¯0 + 2(i − 1)τ, t¯0 + 2iτ ]. (2.7)
We will first prove (2.7) when i = 1. To this end, we consider the following six cases:
(i) t¯0 ∈ {tk} and [t¯0 + τ, t¯0 + 2τ ] has no impulsive points;
(ii) t¯0 ∈ {tk} and (t¯0 + τ, t¯0 + 2τ ] has an impulsive point, say tk ;
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(iv) t¯0 /∈ {tk}, but [t¯0, t¯0 + τ ] and (t¯0 + τ, t¯0 + 2τ) each have one impulsive point;
(v) t¯0 /∈ {tk}, (t¯0, t¯0 + τ ] has one impulsive point but (t¯0 + τ, t¯0 + 2τ ] has no impulsive points;
(vi) t¯0 /∈ {tk}, (t¯0, t¯0 + τ ] has no impulsive points but (t¯0 + τ, t¯0 + 2τ ] has one impulsive point.
We will prove only case (iv). The other cases can be proved similarly and their proofs will be
omitted here. For case (iv), assume that tk ∈ (t¯0, t¯0 + τ ] and tk+1 ∈ (t¯0 + τ, t¯0 + 2τ ]. Thus, when
t ∈ [t¯0, tk], we have, integrating Eq. (1.1) from t¯0 to t
x(t) = x(t¯0) +
t∫
t¯0
[
f
(
s, x(s − τ))− h(s, x(s))]ds,
∣∣x(t)∣∣ ∣∣x(t¯0)∣∣+
t∫
t¯0
P(s)
∣∣x(s − τ)∣∣ds +
t∫
t¯0
b(s)
∣∣x(s)∣∣ds,
∣∣x(t)∣∣ δ + δ
t∫
t¯0
P(s) ds +
t∫
t¯0
b(s)
∣∣x(s)∣∣ds  5
2
δ +
t∫
t¯0
b(s)
∣∣x(s)∣∣ds.
So
‖x‖t  52δ +
t∫
t¯0
b(s)‖x‖s ds,
where
‖x‖t = sup
s∈[t−τ,t]
∣∣x(s)∣∣.
By Gronwall inequality, we have
‖x‖t  52δ exp
t∫
t¯0
b(s) ds,
therefore
∣∣x(t)∣∣ 5
2
δ exp
t∫
t¯0
b(s) ds, t ∈ [t¯0, tk],
∣∣x(t)∣∣ 5
2
δ exp
tk∫
t¯0
b(s) ds  5
2
δ expα, t ∈ [t¯0, tk].
For t ∈ [tk, t¯0 + τ ],
x(t) = x(t+k )+
t∫
f
(
s, x(s − τ))ds −
t∫
h
(
s, x(s)
)
ds,tk tk
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t∫
tk
P (s)
∣∣x(s − τ)∣∣ds +
t∫
tk
b(s)
∣∣x(s)∣∣ds,
∣∣x(t)∣∣ 5
2
δ exp
tk∫
t¯0
b(s) ds + 3
2
· 5
2
δ exp
tk∫
t¯0
b(s) ds +
t∫
tk
b(s)
∣∣x(s)∣∣ds

(
5
2
)2
δ exp
tk∫
t¯0
b(s) ds +
t∫
tk
b(s)
∣∣x(s)∣∣ds.
Similarly like the above, we get
∣∣x(t)∣∣ (5
2
)2
δ exp
tk∫
t¯0
b(s) ds · exp
t∫
tk
b(s) ds 
(
5
2
)2
δ exp
t∫
t¯0
b(s) ds

(
5
2
)2
δ exp
t¯0+τ∫
t¯0
b(s) ds.
Therefore
∣∣x(t)∣∣ (5
2
)2
δ expα, t ∈ [tk, t¯0 + τ ].
For t¯0 + τ < t  tk+1, integrating Eq. (1.1) from t¯0 + τ to t , we have
∣∣x(t)∣∣ ∣∣x(t¯0 + τ)∣∣+ 32 ·
(
5
2
)2
δ exp
t¯0+τ∫
t¯0
b(s) ds +
t∫
t¯0+τ
b(s)
∣∣x(s)∣∣ds

(
5
2
)3
δ exp
t¯0+τ∫
t¯0
b(s) ds +
t∫
t¯0+τ
b(s)
∣∣x(s)∣∣ds.
So
∣∣x(t)∣∣ (5
2
)3
δ exp
t¯0+τ∫
t¯0
b(s) ds +
t∫
t¯0+τ
b(s) ds 
(
5
2
)3
δ exp
t∫
t¯0
b(s) ds

(
5
2
)3
δ expα, t ∈ (t¯0 + τ, tk+1].
Similarly, we have
∣∣x(t)∣∣< (5
2
)4
δ exp
t∫
¯
b(s) ds <
(
5
2
)4
δ expα for tk+1 < t < t¯0 + 2τ.t0
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∣∣x(t)∣∣< (5
2
)4
δ exp
t∫
t¯0
b(s) ds <
(
5
2
)4
δ expα = ρ1, t¯0 < t < t¯0 + 2τ,
which shows (2.7) holds when i = 1. By repeating the above arguments, we can prove
∣∣x(t)∣∣< (5
2
)4
ρ1 = ρ2, t ∈ [t¯0 + 2τ, t¯0 + 4τ ].
Thus, by the induction, we may prove that (2.7) holds. So, this shows that |x(t)| < ρm < ε for
t¯0 < t < t¯0 + 2mτ .
Next we will prove (2.6). Suppose the contrary, then there exists T > t¯0 + 2mτ such that
|x(T )| = ε and |x(t)| < ε for t¯0  t < T , which is due to |x(t+)|  |x(t)| for all t  t¯0 (this
is clearly true when t /∈ {tk}, and when t ∈ {tk} it can be found from (2.1)). We assume that
x(T ) > 0 (the case when x(T ) < 0 is similar and the proof will be omitted). Clearly, x′(T ) 0.
In the meantime, it is also clear to see that there is T1 ∈ (t¯0 + 2mτ,T ] such that x′(T1) > 0 and
x(T1) > x(t) for t¯0 < t < T1. Thus, there is no harm in supposing x′(T ) > 0, and so by (1.1),
(1.2) and (2.3), we see that
x(T − τ) < 0. (2.8)
It is easy to obtain by (1.1), (1.2) and (2.3) that
x′(t) ε
(
P(t) + b(t)), t¯0  t  T . (2.9)
There are three possibilities:
Case 1. T ∈ {tk}; i.e., there is some k ∈ N such that T = tk . In this case, by (2.1), [T − τ, T ) has
no impulsive points, and hence x(t) is continuous on [T − τ, T ], which together with (2.8) and
x(T ) > 0 implies that there is ξ ∈ (T − τ, T ) such that x(ξ) = 0 and x(t) > 0 for ξ < t  T .
Now we show that
−x(t)
[
b¯ +
ξ∫
t
(
P(s) + b(s))ds
]
ε, ξ − τ  t  ξ. (2.10)
In fact, (A) if tk−1 ∈ [ξ − τ, ξ), then we have by (2.9), for t ∈ (tk−1, ξ ],
−x(t) = x(ξ) − x(t) ε
ξ∫
t
(
P(s) + b(s))ds <
[
b¯ +
ξ∫
t
(
P(s) + b(s))ds
]
ε,
and for t ∈ [ξ − τ, tk−1]
−x(t)−x(tk−1) + ε
tk−1∫
t
(
P(s) + b(s))ds
= x(t+k−1)− x(tk−1) − x(t+k−1)+ ε
tk−1∫ (
P(s) + b(s))ds
t
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(
x(tk−1)
)+ ε
ξ∫
tk−1
(
P(s) + b(s))ds + ε
tk−1∫
t
(
P(s) + b(s))ds

[
b¯ +
ξ∫
t
(
P(s) + b(s))ds
]
ε.
So
−x(t)
[
b¯ +
ξ∫
t
(
P(s) + b(s))ds
]
ε, ξ − τ  t  ξ.
(B) If tk−1 /∈ [ξ − τ, ξ), then integrating (2.9) from t to ξ , we have
−x(t) ε
ξ∫
t
(
P(s) + b(s))ds <
[
b¯ +
ξ∫
t
(
P(s) + b(s))ds
]
ε, ξ − τ  t  ξ.
(A) and (B) show that (2.10) holds. Hence by (1.1), (1.2), and (2.10)
x′(t) εP (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
+ εb(t), ξ  t  T . (2.11)
Therefore,
x′(t)min
{
ε
(
P(t) + b(t)), εP (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
+ εb(t)
}
, ξ  t  T .
(2.12)
First suppose b¯+∫ T
ξ
(P (s)+b(s)) ds  1. Then by (2.12), (2.2) and ∫ t
t−τ b(s) ds  ε0 for t X,
x(T ) ε
T∫
ξ
P (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt +
T∫
ξ
εb(t) dt
 ε
T∫
ξ
(
P(t) + b(t))
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt + ε · ε0
 ε
T∫
ξ
(
P(t) + b(t))
[
b¯ +
t∫
t−τ
(
P(s) + b(s))ds −
t∫
ξ
(
P(s) + b(s))ds
]
dt + ε · ε0
 ε
[(
3
2
− b¯
(
1 − b¯
2
)) T∫
ξ
(
P(s) + b(s))ds − 1
2
( T∫
ξ
(
P(s) + b(s))ds
)2
+ ε0
]
.
Since the function (3/2 − b¯(1 − b¯/2))x − x2/2 + ε0 is increasing for 0 x  1, it follows that
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[(
3
2
− b¯
(
1 − b¯
2
))
(1 − b¯) − (1 − b¯)
2
2
+ ε0
]
= (1 − b¯)
[
1 − b¯
2
+ b¯
2
2
+ ε0
(1 − b¯)
]
ε < (1 − b¯)ε  ε,
which is contradiction with the assumption x(T ) = ε.
Now suppose b¯ + ∫ T
ξ
(P (s) + b(s)) ds > 1. Then there exists η ∈ (ξ, T ) such that b¯ +∫ T
η
(P (s) + b(s)) ds = 1. Thus by (2.12) and (2.2), we have
x(T ) ε
η∫
ξ
(
P(s) + b(s))ds + ε
T∫
η
(
P(t) + b(t))
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt
+ ε
T∫
η
b(t) dt
 ε
T∫
η
(
P(s) + b(s))ds
η∫
ξ
(
P(t) + b(t))dt + b¯ε
η∫
ξ
(
P(t) + b(t))dt
+ ε
T∫
η
(
P(t) + b(t))
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt + ε · ε0
= ε
[
b¯(1 − b¯) + b¯
η∫
ξ
(
P(t) + b(t))dt +
T∫
η
(
P(t) + b(t))
η∫
t−τ
(
P(s) + b(s))ds dt
]
+ ε · ε0
 ε
[
b¯(1 − b¯) + b¯
( T∫
ξ
(
P(s) + b(s))ds − (1 − b¯)
)]
+ ε
T∫
η
(
P(t) + b(t))
[
λ + ε0 − b¯
(
2 − b¯
2
)
−
t∫
η
(
P(s) + b(s))ds
]
dt + ε · ε0
 ε
[
b¯
(
λ + ε0 − b¯
(
2 − b¯
2
))
+
(
λ + ε0 − b¯
(
2 − b¯
2
))
(1 − b¯) − 1
2
(1 − b¯)2 + ε0
]
 ε
(
λ + 2ε0 − b¯ − 12
)
 (1 − b¯)ε < ε,
which is also a contradiction. This completes the proof of case 1.
Case 2. T /∈ {tk} and [T − τ, T ) has no impulsive points. The proof in this case is similar to that
of case 1 and it will be omitted.
Case 3. T /∈ {tk}, but there is some tk ∈ [T −τ, T ). Since x(t) is continuous on [t−τ, tk)∪(tk, T ],
and x(t+)x(tk)  0, it follows by (2.8) and x(T ) > 0 that there is some ξ ∈ (T − τ, T ) suchk
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similar to that used in the proof for case 1. Next we assume that tk ∈ (ξ, T ). This is similar to
obtaining (2.10) and hence (2.12) holds. If b¯ + ∫ T
ξ
(P (s) + b(s)) ds  1, we have
x(T ) x
(
t+k
)+ ε
T∫
tk
P (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt + ε
T∫
tk
b(t) dt
 x
(
t+k
)− x(tk) + x(tk) − x(ξ) + ε
T∫
tk
P (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt
+ ε
T∫
tk
b(t) dt
 b¯
∣∣x(tk)∣∣+
tk∫
ξ
P (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt + ε
tk∫
ξ
b(t) dt
+
T∫
tk
P (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt + ε
T∫
tk
b(t) dt
 b¯ε + ε
T∫
ξ
P (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt + ε
T∫
ξ
b(t) dt
 b¯ε + ε
T∫
ξ
(
P(t) + b(t))
[
b¯ +
t∫
t−τ
(
P(s) + b(s))ds −
t∫
ξ
(
P(s) + b(s))ds
]
dt
+ ε · ε0
 ε
[
b¯ +
T∫
ξ
(
P(t) + b(t))
(
b¯ + 3
2
− b¯
(
2 − b¯
2
)
−
t∫
ξ
(
P(s) + b(s))ds
)
dt
]
+ ε · ε0
 ε
[
b¯ +
(
3
2
− b¯
(
1 − b¯
2
)) T∫
ξ
(
P(s) + b(s))ds − 1
2
( T∫
ξ
(
P(s) + b(s))ds
)2]
+ ε · ε0
 ε
[
b¯ +
(
3
2
− b¯
(
1 − b¯
2
))
(1 − b¯) − 1
2
(1 − b¯)2 + ε0
]
= ε
(
3
2
(1 − b¯) − b¯
3
2
+ b¯2 + b¯ + ε0 − 12
)
= ε
(
1 − b¯
2
(1 − b¯)2 + ε0
)
< ε,
which contradicts the assumption x(T ) = ε.
If b¯ + ∫ T
ξ
(P (s) + b(s)) ds > 1, then there is an η ∈ (ξ, T ) such that b¯ + ∫ T
η
(P (s) +
b(s)) ds = 1.
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Subcase 1. tk ∈ (η,T ). Then by (2.12) we have
x(T ) = [x(T ) − x(t+k )]+ [x(t+k )− x(tk)]+ [x(tk) − x(η)]+ [x(η) − x(ξ)]
 b¯ε + ε
T∫
tk
P (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt + ε
T∫
tk
b(t) dt
+ ε
tk∫
η
P (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt + ε
tk∫
η
b(t) dt + ε
η∫
ξ
(
P(s) + b(s))ds
= b¯ε + ε
T∫
η
P (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt + ε
T∫
η
b(t) dt
+ ε
η∫
ξ
(
P(s) + b(s))ds
 b¯ε + ε
(1 − b¯)
T∫
η
(
P(s) + b(s))ds
η∫
ξ
(
P(t) + b(t))dt
+ ε
T∫
η
(
P(t) + b(t))
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt + ε · ε0
= b¯ε + b¯(1 − b¯)ε + b¯ε
η∫
ξ
(
P(s) + b(s))ds
+ ε
T∫
η
(
P(t) + b(t))
η∫
t−τ
(
P(s) + b(s))ds dt + ε · ε0
 b¯ε + εb¯(1 − b¯) + b¯ε
[ T∫
ξ
(
P(s) + b(s))ds − (1 − b¯)
]
+
T∫
η
(
P(t) + b(t))
[
λ + ε0 − b¯
(
2 − b¯
2
)
−
t∫
η
(
P(s) + b(s))ds
]
dt + ε · ε0
 ε
[
b¯ + b¯
(
λ + ε0 − b¯
(
2 − b¯
2
))
+
(
λ + ε0 − b¯
(
2 − b¯
2
))
×
T∫ (
P(s) + b(s))ds − 1
2
( T∫ (
P(s) + b(s))ds
)2
+ ε0
]
η η
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[
b¯ + λ + ε0 − b¯
(
2 − b¯
2
)
− 1
2
(1 − b¯)2 + ε0
]
= ε
(
λ + 2ε0 − 12
)
< ε,
which is a contradiction again.
Subcase 2. tk ∈ (ξ, η]. Then by (2.12) we have
x(T ) = [x(T ) − x(η)]+ [x(η) − x(t+k )]+ [x(t+k )− x(tk)]+ [x(tk) − x(ξ)]
 ε
T∫
η
P (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt + ε
T∫
η
b(t) dt
+ ε
η∫
tk
(
P(s) + b(s))ds + Ik(x(tk))+ ε
tk∫
ξ
(
P(s) + b(s))ds
 ε
T∫
η
P (t)
[
b¯ +
ξ∫
t−τ
(
P(s) + b(s))ds
]
dt + b¯ε + ε
η∫
ξ
(
P(s) + b(s))ds + ε · ε0
 ε
[
b¯ + b¯(1 − b¯) + b¯
η∫
ξ
(
P(s) + b(s))ds
+
T∫
η
(
P(t) + b(t))
η∫
t−τ
(
P(s) + b(s))ds dt + ε0
]
 ε
[
b¯ + b¯(1 − b¯) + b¯
( T∫
ξ
(
P(s) + b(s))ds − (1 − b¯)
)
+
T∫
η
(
P(t) + b(t))
(
λ + ε0 − b¯
(
2 − b¯
2
)
−
t∫
η
(
P(s) + b(s))ds
)
dt + ε0
]
 ε
[
b¯ + b¯
(
λ + ε0 − b¯
(
2 − b¯
2
))
+
(
λ + ε0 − b¯
(
2 − b¯
2
))
×
T∫
η
(
P(s) + b(s))ds − 1
2
( T∫
η
(
P(s) + b(s))ds
)2
+ ε0
]
 ε
[
b¯ + λ + ε0 − b¯
(
2 − b¯
2
)
− 1
2
(1 − b¯)2 + ε0
]
= ε
(
λ + 2ε0 − 12
)
< ε,
which is also a contradiction. Combing cases 1–3, the proof of Theorem 2.1 is complete. 
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x′(t) + P(t)(1 + x(t))x(t − τ) = −b(t) ln(x(t) + 1), t  0, t = tk,
x(t+k ) − x(tk) = Ik(x(tk)), k ∈ N, (2.13)
where P ∈ C([0,∞), (0,∞)), τ > 0, b ∈ ([0,∞),R+), and 0 t0 < t1 < t2 < · · · < tk → ∞ as
t → ∞ and Ik(0) = 0. Without impulse, the delay logistic equation has been studied in [8].
Theorem 2.2. Assume that
(i) tk+1 − tk > τ , k ∈ N ;
(ii) 0 xIk(x)−b¯x2, |x| < H , k ∈ N ;
(iii) λ = suptt0+τ
∫ t
t−τ P (s) ds + b¯(2 − b¯/2) < 3/2;
(iv) ∫∞0 b(s) ds = α < ∞.
Then the zero solution of (2.13) is uniformly stable.
Proof. Set x(t) = exp(y(t)) − 1; then (2.14) becomes
y′(t) = −P(t)(exp(y(t − τ))− 1)− b(t)y(t), t = tk,
y
(
t+k
)= ln(1 + x(t+k ))= ln(1 + x(tk) + Ik(x(tk)))
= ln(exp(y(tk))+ Ik(exp(y(tk))− 1))= y(tk) + I¯k(y(tk)), (2.14)
where I¯k(y) = ln(exp(y) + Ik(exp(y) − 1)) − y.
We will prove that (2.14) satisfies all assumptions of Theorem 2.1 under conditions (i)–(iv).
Due to
lim
y→0y
(
exp(y) − 1)/y2 = 1,
there exist H > 0 and δ > 0 such that
0−yf (t, y) = yP (t)(exp(y) − 1) P(t)(1 + δ)y2, |y|H,
i.e., (1.2) holds. Due to
lim
y→0y
−2(y ln(exp(y) − b¯(exp(y) − 1))− y2)= −b¯,
there exists H¯ ∈ (0,min{1,H }) such that
y ln
(
exp(y) − b¯(exp(y) − 1))− y2 −(1 + δ)b¯y2,
where δ is sufficiently small such that (1 + δ)b¯ < 1. Hence
0 yI¯k(y) = y ln
(
exp(y) + Ik
(
exp(y) − 1))− y2  y ln(exp(y) − b¯(exp(y) − 1))− y2
−(1 + δ)b¯y2, |y| H¯ ,
i.e., (2.1) holds.
Set P¯ (t) = (1 + δ)P (t). Then conditions of Theorem 2.1 are satisfied under (i)–(iv). By The-
orem 2.1, the zero solution of (2.13) is uniformly stable. The proof is complete. 
74 R.X. Liang, J.H. Shen / J. Math. Anal. Appl. 326 (2007) 62–74References
[1] D.D. Bainov, P.S. Simeonov, Stability Theory of Differential Equations with Impulsive: Theory and Application,
Ellis Horwood, Chichester, 1989.
[2] Ming Po Chen, J.S. Yu, J.H. Shen, The persistence of non-oscillatory solutions of delay differential equations under
impulsive perturbations, Comput. Math. Appl. 27 (8) (1994) 1–6.
[3] K. Gopalsamy, Stability and Oscillation in Delay Differential Equations of Population Dynamics, Kluwer, 1992.
[4] K. Gopalsamy, B.G. Zhang, On delay differential equations with impulses, J. Math. Anal. Appl. 139 (1989) 110–
122.
[5] V. Lakshmikantham, X.Z. Liu, Stability Analysis in Terms of Two Measures, World Scientific, Singapore, 1993.
[6] J.W.H. So, J.S. Yu, Ming Po Chen, Asymptotic stability for scalar delay differential equations, Funkcial. Ekvac. 139
(1996) 1–17.
[7] T. Yoneyama, On the 32 stability theorem for one-dimensional delay differential equations, J. Math. Anal. Appl. 125
(1987) 161–173.
[8] B.G. Zhang, K. Gopalsamy, Global attractivity in the delay logistic equation with variable parameters, Math. Proc.
Cambridge Philos. Soc. 107 (1990) 579–590.
[9] A. Zhao, J. Yan, Asymptotic behavior of solutions of impulsive delay differential equations, J. Math. Anal. Appl. 201
(1996) 943–954.
[10] V. Lakshmikantham, D.D. Bainov, P.S. Simeonov, Theory of Impulsive Differential Equations, World Scientific,
Singapore, 1989.
[11] J. Shen, Z. Wang, Oscillatory and asymptotic behavior of solutions of delay differential equations with impulses,
Ann. Differential Equations 10 (1994) 61–67.
[12] George Ballinger, Xinzhi Liu, Existence and Uniqueness results for impulsive delay differential equations, Dyn.
Contin. Discrete Impuls. Syst. 5 (1999) 579–591.
[13] J. Shen, Z.G. Luo, Impulsive stabilization of functional differential equations via Liapunov functionals, J. Math.
Anal. Appl. 240 (1999) 1–5.
[14] J.H. Shen, Razumikhin techniques in impulsive functional differential equations, Nonlinear Anal. 36 (1999) 119–
130.
[15] Z.G. Luo, J.H. Shen, New Razumikhin type theorems for impulsive functional differential equations, Appl. Math.
Comput. 125 (2002) 375–386.
[16] J.S. Yu, B.G. Zhang, Stability theorems for delay differential equations with impulses, J. Math. Anal. Appl. 198
(1996) 285–297.
