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SUMMARY 
An investigation is undertaken on the modal 
characteristics of double layer skeletal structures made 
from tubes of pultruded glass fibre reinforced polyester 
(g. r. p), a high technology thermoplastic composite. These 
skeletal structures are intended for applications in 
free/free and earthed support conditions. 
Experimental modal survey of a number of skeletal 
configurations have been conducted under restrained and 
unrestrained bounadry conditions. Natural frequency 
extractions from the structures' analytical models using 
the finite element (F. E) method was then compared with 
the experimental one. The testing of single members was 
undertaken to determine the properties of the material 
and to assess its degree of variability. The geometry of 
the structures ranged -in complexity from sparsely 
configured composite systems to a composite roof 
structure, and allowed the of both local and 
global modal behaviour in- these skeletal systems , in 
addition to the effect of boundary conditions to be 
observed. 
It has been found that the modal behaviour of 
predominantely uniaxially reinforced (g. r. p) composite, 
in the state of uniaxial stress to which it will be 
subjected as a component in skeletal structures, can be 
accurately described using an isotropic approximation for 
its material characteristics. Additionally, it has been 
found that the use of perspex as a material for modelling 
representative skeletal composite structures is justified 
in consideration of the eventual stress environments to 
which the composite material will be subjected in double 
layer skeletal systems. 
Finite element parametric studies has been performed on 
the skeletal stuctures under investigation. It has been 
found that the modal frequencies developed by these 
configurations are comparable to those, of similar 
skeletal structures. It has also been established that 
the testing of a reduced modelling of the skeletal 
structures is necessary, since the large set of simulta- 
neous equations to be solved necessisated the use of 
efficient solution strategy. In addition, a preliminary 
assessment for the analyses of large skeletal structures 
based on its vibrational frequencies is provided. 
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CHAPTER ONE 
INTRODUCTION 
1.1 GENERAL 
During the last few years many radical changes have taken 
place in the manufacturing techniques of fibre reinforced 
polyester (f. r. p. ), particularly in the high technology 
areas of aerospace engineering. in the past medium 
technology techniques have been used in the construction 
industry and these have incorporated the more labour 
intensive manufacturing methods. Consequently, the use of 
this material has been somewhat unpopular with construc- 
tion engineers because of the slow, laborious open mould 
techniques, with their quality control problems and where 
the final product is operator sensitive. With more 
advanced technology in the form of new mechanised and 
fabrication techniques more reliable design methods, 
fibre reinforced polyester products are becoming more 
efficient and reliable. 
The composite materials which are discussed in this 
thesis consist of two components, these are a low modulus 
low strength matrix which is reinforced with high 
strength high modulus fibres. The plastic flow of the 
matrix under stress is used to transfer the load to the 
fibre and this results in a high strength, high modulus 
composite. The aim of the combination is to introduce a 
two phase material in which the primary phase determines 
the stiffness and is in the form of particles of high 
aspect ratio ( the fibres) is well dispersed and bonded 
by a weak secondary phase (the matrix). The principal 
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constituents which influence the strength and stiffness 
of the composite are the reinforcing fibres, the matrix 
and the interface. By choosing the correct fibre moduli, 
the fibre orientations and the stacking sequence of the 
lamina, the composite can be designed to resist the 
imposed internal stress concentrations. However, because 
of the fibre arrangement and hence the more complicated 
stress distribution within the laminae making up the 
section, the material will generally be designed as an 
orthotropic composite and not an isotropic one as in the 
case of steel. 
One of the principal uses of the material in construction 
area has been in the form of repeatable units of both 
load bearing and inf ill type that can be assembled to 
form a structure. The technique for jointing these units 
is well established. F. r. p. in the form of rods and tubes 
has not yet been seriously used in construction; this is 
due, mainly, to the difficulty of joining tubular members 
at nodal points. The crimped and bonded joint technique 
ref [1] has been presented by the Fulmer Research 
Institute and the Royal Aircraft Establishment ( now the 
D. R. A Aerospace Division Royal Aerospace Establishment), 
and has been used in this investigation to make end 
connections to f. r. p. pultruded members which may then be 
screwed into ani" aluminium nodal joint. This invention 
has opened up a whole new field in skeletal structural 
systems which can be manufactured from fibre matrix 
components and pultruded members, in particular. 
The Department of Civil Engineering at the University of 
Surrey has developed a technique of bonding a glass fibre 
nylon end cap to the ends of pultruded tubes. The end 
cap consists of an inner core and outer sleeve which are 
joined at the base. The outer surface of the inner core 
and the inner surface of the outer sleeve have a thread 
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moulded on them. On to the outside surface of the outer 
sleeve five pairs of tapered ribs are moulded which will 
mate with slots in the connecting plate when the joint is 
assembled. The end cap is made in a single injection 
moulding operation. Ref [2] gives a detailed description 
of the end cap. This technique has the potential of using 
g. r. p double layer skeletal system in the building and 
construction industry. 
1.2 THE PULTRUSION TECHNIQUE 
The technique that has been employed for the manufacture 
of the skeletal systems used in the current work is the 
pultrusion process. This manufacturing method is one of 
the fully automated methods of production. It is a 
mechanised process for producing f. r. p. sections by the 
closed mould system. There are no physical limits to the 
size of sections that can be produced, except for the 
tubular sections; the limit to these is 150 mm diameter 
and with thickness of 5 mm. The fibre/matrix percentage 
ratio by weight can have a wide range of values with an 
upper limit for orthotropic material of about 70/30. The 
pultruded tube is an ideal unit with which to manufacture 
skeletal systems. The modulus of elasticity for the upper 
limit of the glass fibre reinforced polyester would be 
of the order of 25000 N/mm? This value is relatively low 
compared with that of steel but if members, which are 
highly loaded' in skeletal systems, require greater 
stiffness to prevent buckling, a hybrid composite of 
carbon and glass fibre in a polyester matrix can be used. 
The process is achieved by the pulling action to draw and 
shape the composite material. Historically pultrusion 
techniques date back to 1946. However, improvements have 
taken place since whereby a variety of shapes and 
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profiles can now be produced with excellent surface 
finishes. This technique can be achieved with various 
types of fibres and resins where they are combined to 
produce a high performance material. 
The process consists of continuous fibre roving 
reinforcement , that passes through a heated die having 
the shape and dimensions of the required section. The 
surplus resin and air are then squeezed out from the 
reinforcement in the cold part and on passing through the 
hot part of the die the setting of the resins commences. 
A hydraulically driven puller provides the motive force 
for the operation to take place. Afterwards a diamond 
typed flying saw CU{'S the profiles to the required 
length. Often radio frequency curing is used for fast 
production (up to 7m/min). 
The glass fibre makes up the bulk of the reinforcement 
used in the pultrusion process, although any fibre 
compatible with the resin can be used. The pultrusion 
sections obtained are unidirectionally reinforced and 
hence are anisotropic with high axial and flexural 
strength, but low strength in the transverse directions. 
The role of the resin in the composite is to bind the 
fibres together and to allow distribution and transfer of 
stresses to the reinforcements. The polyester resin, 
normally the resin used in the pultrusion process, is 
generally a combination of polybasic acid and polyhydric 
alcohol, to which a minimum of styrene is added to enable 
cross linking of the polymers to take place and to 
improve the physical properties of the composite. 
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The special significance of the pultruded composite 
produced are: 
(a) High Strength/Weight Ratio 
(b) Thermal Stability 
(c) Low Finishing 
(d) Corrosion Resistance. 
1.3 THE USE OF COMPOSITE IN SKELETAL. STRUCTURES 
During the last two decades Skeletal Structures in fibre 
reinforcement polymers started gaining credibility; 
however, applications to simple experimental types of 
structures were considered; some examples of these 
applications in various fields are given below: 
Baker et al (3,1974) presented a study on biped legs, 
that could be used in place of the traditional metal 
biped leg for 81 mm mortar (gun) unit. These biped legs 
were manufactured from carbon fibre reinforced polyester 
tubes and the ends held together by a bonded metal. These 
composite units performed successfully under practical 
fixing conditions. The weight saving in the tubular 
section used for the biped was about 45% than the origi- 
nal one. Hence significant potential for the application 
of composite material could be achieved where it shows to 
be weight savings. 
A paper on the use of light weight graphite composites 
for large antenna systems for communication satellites 
was presented by Fager, ref [4]. The material used was of 
high rigidity and with very low coefficient of thermal 
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expansion; and in addition a 40 to 60% weight reduction 
when compared to existing metal systems could be 
achieved. 
The truss element rings and radical stiffeners of the 
8-ft graphite composite reflector were made out of 
unidirectional graphite composites. 
Hollaway and Ishakian, ref [5], illustrated the superior 
mechanical characteristics that a fibre/matrix skeletal 
structure has over a similar structure manufactured from 
a ductile material. A model of rigidity jointed 
cantilever space structures, made from pultruded carbon 
fibre reinforced epoxy resin rods of 81nm diameter was 
used in this investigation. The same authors, moreover, 
investigated the first buckling characteristics of a 
skeletal continuum structure made from pultruded g. r. p. 
members and cut strand mat fibre glass reinforced plate 
elements. 
Fulmar Research Laboratories in collaboration with BTR 
Permali RP Limited, built a walkway of overall span 4.3 
m and total weight of 35 kg, made from pultruded g. r. p. 
elements. The walkway was presented in an exhibition in 
association with the third conference on composite 
materials, in Paris in 1980. 
A BP technical report ref [6], was published in April 
1981 describing a high strength/light weight composite 
structure; the manufacturing technique is known as 
"Mathweb". The structures in this technique, were 
manufactured for continuous filaments where the materials 
used were made out of continuous fibre and polymeric 
struts and frames. 
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Morrison, ref [7], presented a discussion of a single 
piece girder structure, of long span, manufactured from 
glass reinforced polyester resin and can be used in the 
chemical and wastewater treatment fields. A second 
structure discussed was a roof beam manufactured from 
fibre reinforced polyester material; this structure was 
used as a roof for mercury-cell chlorine plant. 
Hollaway and Rustum , ref [8], carried out an 
investigation into the structural behaviour of skeletal 
systems, manufactured from pultruded fibre reinforced 
polyester. The study applied theoretical and experimental 
methods to main classes of skeletal space structures. The 
testing of the various models was carried out to study 
the structural performance up to failure, in both the pre 
and post-buckling states. Comparison between linear and 
non- linear methods of analysis for the various systems 
were also considered. 
1.4 ANALYSIS OF SKELETAL SYSTEMS 
Double-layer grid configurations of interest are 
characterised by an inherent flexibility which results in 
the frequencies of their lowest modes falling within the 
bandwidth that needs to be investigated. Moreover, the 
unrestrained boundary of the grids that constitute the 
system has required that this attribute is sufficiently 
reflected in the analysis of their representative 
sub-structures. Moreover, the effect of earthed boundary 
conditions are considered in the investigation. The 
analyses have therefore consisted of modal surveys 
performed experimentally on a range of representative 
skeletal sub-structures and have been carried out under 
simulated unrestrained and restrained support conditions. 
The results of these surveys have then been compared with 
7 
the predictions of mathematical models of the physical 
sub- structures. 
Two different sets of sub-structures have been examined. 
The configuration of the first set is based on a two way, 
double layer square-on-square arrangement and this set 
was manufactured entirely from perspex plastic. The 
structures in this group have allowed the evolution of 
the lowest modal behaviour of the structure consisting 
primarily of local member contributions to it being 
dominated by global geometric influences, to be 
investigated both under free-free and restrained boundary 
conditions. 
In contrast to the perspex structures, the second set of 
structures examined were constructed using glass 
reinforced polyester material. Whereas the influence of 
geometric complexity of the modal behaviour of the 
perspex structures were primarily of interest together 
with the inertial mass, attention on this second set was 
focused on the characteristics of the composite material. 
As well as ensuring the validity of the mathematical 
descriptions assigned to the composite material, the 
investigation of the latter set has allowed the 
limitations of the material approximations assigned to 
the members to be assessed. Additionally these set of 
structures allowed an investigation into the influence of 
added inertial mass on their modal behaviour to be 
undertaken. 
Although some of the structures have similar overall 
dimensions, the difference in complexity between the 
perspex and composite structures has ensured that the 
modal characteristics they have exhibited are quite 
distinct, and this has allowed the scope of both the 
experimental and analytical methods applied to their 
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study to be fully evaluated. Finally, the trends 
established and the overall findings of the analyses have 
been used in the development of the analytical models of 
which the modal behaviour of the above systems have been 
examined. 
1.5 OBJECTIVES AND APPROACH TO THE CURRENT INVESTIGATION 
In the previous section various examples, showing the 
wide fields of application of the skeletal fibre 
reinforced structures, were given. The application in the 
field of structural engineering is generally limited to 
cases with particular requirements, such as the 
resistance to chemical corrosion. The structures built 
tend to be over designed and of the traditional style, 
mainly because of the limited knowledge of the material 
potential and design procedures. 
Although pultruded f. r. p. is one of the most promising 
methods for the manufacture of structural elements, the 
composite material has never been fully commissioned. 
Therefore the main objectives of the present study were 
to determine the viability for using the -pultruded 
fibre/matrix composite materials as component members in 
light weight structural systems. The investigation, which 
included experimental and theoretical procedures for a 
modal analyses, was undertaken on single elements, 
pyramidal units and various scale assemblies of these 
pyramidal units, with various boundary conditions and 
additional inertial masses. The development of a 
practical technique of vibrational analysis, applicable 
to the pultruded f. r. p. skeletal structures, was required 
to achieve the objectives. The technique had to be 
general and to include the different boundary conditions 
in addition to the inertial mass. The experimental work 
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is performed to assess the accuracy of the numerical 
modelling of the systems. 
Chapter two contains a review of the available literature 
in various aspects of dynamic and vibrational analysis, 
the opportunity is taken at this time to deliberate on 
topics which will not be elaborated upon further in the 
rest of the investigation. These areas of interest, which 
include finite element modelling and modal. survey 
methods, are reviewed to highlight the diversity of 
specialist fields associated with all stages of the 
development of space structures. 
Although both the experimental and numerical analysis of 
the modal behaviour were performed concurrently, both of 
these aspects have been divided into two. separate 
chapters. In view of the number of structures examined, 
and also to allow a measure of continuity to be 
maintained, each of these chapters has in turn been 
subdivided into sections. The first section of each 
chapter is devoted to a general description of the 
techniques applied in the relevant analyses of the 
skeletal structures. Other sections contain detailed 
information relating to the performance of these 
analyses. Where necessary, information relating to the 
performance of these analyses have been included in the 
appendices provided and referred to in each of these 
chapters. 
A discussion on all aspects of the results is contained 
in chapter five. Tables and graphs of results obtained in 
each set of analyses are contained at the end of the 
chapter. Also reserved for this chapter are any 
observations made during the analyses. The ordering of 
the configurations discussed is similar to that 
established in the previous chapters, and to allow a 
10 
comparison of the analyses to be made, the relevant 
portions of the results are combined in tabular form at 
the end of this chapter. 
Chapter six contains the conclusions arrived at all 
aspects of the investigation. Primary among these are for 
the conclusions related as to the success of the 
numerical description assigned to the predominantly 
uniaxially reinforced composite material in reproducing 
its behaviour in large space structure configurations 
under different boundary conditions and with additional 
mass inertia. Also included are the verdicts arrived at 
on the analytical and experimental techniques applied in 
the course of the investigation. Moreover, the overall 
trend established 'in the modal behaviour of the 
structural systems are outlined, and the chapter 
concludes with a number of recommendations on future 
research that is considered necessary in this area. 
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CHAPTER TWO 
REVIEW OF PREVIOUS WORK 
2.1 INTRODUCTION 
The large number of recent studies into the response of 
structures subjected to dynamic loading in general and 
impact loading in particular show that the research in 
this field is becoming an area of particular interest. 
The research is not confined to one particular 
discipline, rather it draws upon the latest advances in 
structural materials, control and electrical engineering. 
In addition, this field is based upon advances in both 
experimental and theoretical analysis of computing the 
response of vibrational structures. Finite element models 
and Fourier transform formulations, implemented on 
digital computers are being used for investigation. 
Moreover, recent developments of composite fibrous 
material containing strong fibres in low modulus resins 
have produced a class of high quality materials, and is 
being gradually introduced into the building and 
construction industry. 
The following is a literature review of some recently 
undertaken investigation of structures subjected to 
dynamic loading. 
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2.2 MODELLING 
2.2.1 NUMERICAL MODELLING 
The structural scale modelling by the finite element 
method is explained by Raman and Annamalai [1]. This 
approach has the advantage of not only using the finite 
element method but also giving insight into and ready 
utility for the researcher. According to scaling laws 
obtained by this work, a theoretical example is 
illustrated to show the workability of the laws. Some 
practical considerations of this work are also mentioned. 
Yedavalli [2] addresses the application of parameter 
sensitivity analysis to large flexible space structures 
with uncertain parameters such as modal damping, modal 
frequencies and mode shape slopes at particular 
locations. A parameter ranking criterion is given to 
delineate the critical parameter in linear problems. 
Explicit and simple analytical formulas are obtained in 
terms of the modal data for the model of large space 
structures. The proposed procedure is applied to the 
'Purdue Model' which is a two-dimensional large space 
structure model. 
2.2.2 MODAL SURVEY TESTING 
Modal survey testing is an increasingly used procedure 
for dynamic analysis; it offers an experimental 
verification of normal mode parameters determined by 
dynamic finite element analysis and permits the 
identification of structural damping. A modal survey 
testing is given by Niedbal and Hueners [3] covering the 
phase-resonance methods and various phase separation 
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methods. The use of modal survey results in the dynamic 
qualification of structures are discussed, emphasising 
the correlation of analytical and experimental modal 
data. 
The majority of vibration testing to identify the modes 
of vibration of structures has been done by one of the 
following two methods: 
(1) Narrow band (sinusoidal) multipoint excitation 
testing, and 
(2) Broadband Transfer Function Testing. 
Richardson and Kniskern [4] discussed a new testing and 
data processing technique for obtaining modal parameters 
of large structures by using multipoint testing method. 
The measurements obtained by this method is of sufficient 
quality to identify the modes of vibration of model 
structures. 
The SAE Aerospace Technology conference proceedings 
contains 10 papers presenting discussions on topics in 
structural dynamic testing and analysis. These topics 
include analytical and experiment formulation of dynamic 
models, system identification, analysis of empirical 
data, damping and eigenvector relationships for 
vibrations of damped systems. 
The paper on Pulse Excitation Techniques by Anon presents 
a summary of the work performed to investigate dynamic 
responses of structures to transient motion induced by 
natural effects. It also presents the ability, by the 
development of modal analysis based on lumped parameter 
systems and finite element methods, to provide responses 
for vibrational systems. 
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The paper on "System Identification Using Sinusoidal Test 
Data"by Blakely and Dobbs [5] presents a review on modal 
analysis and testing of structures. The review covers 
four primary steps in system identification of structural 
systems: 
(1) Pre-test modelling which includes the formulation of 
an analytical finite element prior to structural 
testing. 
(2) Dynamic testing which is limited to the use of 
sinusoidal shakers together with the techniques of 
data acquisition. 
(3) The identification of structural 
eigen-parameters(resonant frequencies, mode 
shapes, and model damping ratios) by post processing 
the test data. 
(4) The post test model refinement by structural 
parameter estimation technique, based on the 
evaluation of the Rayleigh quotient, using 
exact modal shapes to measure errors arising 
in the eigenvalues 
The experimental measurement of natural modes of 
vibration is a continuing requirement for the accurate 
characterisation of dynamic models of complex, lightly 
damped, nearly linear structures. A method described by 
Anderson [6], for the measurement of natural - modes of 
vibration through the application of single frequency 
sinusoidal forces using a minimum number of shakers to 
isolate the target mode response from all other modal 
responses is presented. The method is an explicit 
procedure which can be executed by technical personnel 
with no previous mode test experience. The advantages in 
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the application of this excitation methodology includes 
the following: 
(a) the achievement of improved mode isolation, 
(b) elimination of the need of'many'shakers, 
(c) shortened test duration, and 
(d) freedom from dependence upon special insight of test 
conductor. 
2.3 ANALYSIS OF SKELETAL STRUCTURES 
Simple and accurate analysis methods not requiring 
complete modelling of lattice structures is presented by 
Anderson (7]. The equations that are developed for 
vibration of structural systems are based on representing 
each member of the structure with the exact dynamic 
stiffness matrix and taking advantage of the repetitive 
geometry to obtain an eigenvalue problem involving the 
degrees of freedom at a single node in the lattice. 
Results are given for beam-and shell like lattice 
structures. The variation of frequency with external 
loading and the effect of local member vibration on 
overall modes is shown. 
Nagamatsu and Ookuma (8] presented a method of analysing 
the vibration of a complex structure by using the natural 
modes of the components. A structure is divided into some 
components and all the components are divided into master 
components and branch components. The natural modes of 
each component are determined separately by the finite 
element method. The natural modes of all components are 
synthesised to form'the generalised system coordinates. 
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The equation of motion under these systems is solved to 
know the vibration of the total structure. Grief and 
Mittendorf [9] presented a method for vibration analysis 
of a wide class of beam, plate and shell problems that 
includes the effects of variable geometry and material 
properties. The method is based on the technique of 
discrete component mode analysis. For each of these 
components the mode shapes are written in terms of 
Rayleigh-Ritz expansions involving simple Fourier sine or 
cosine series. Due to the nature of the series, special 
attention must be given to end point behaviour in the 
modal expansions. This is done via the mechanisms of 
Stoke's transformation. Continuity between the components 
is enforced by Lagrange multipliers. The resulting 
frequency equation is exact and the associated 
eigenvector contains a combination of force and 
displacement terms. 
Numerical solutions are found by truncating the series 
and monitoring the frequency determinant by the 
implementation of the ----z results on a computer. 
A formulation for the vibrations of plane frames and 
trusses including both axial and transverse vibrations is 
presented by Chang (10]. The vibrations of two-and three 
bar. -frames with various end conditions are also studied. 
With the slenderness ratio as a parameter, the frequency 
spectra with respect to the angle of inclination, a, of 
the side bars are depicted along with some normal modes. 
The results indicate, that for such frames, the axial and 
lateral vibrations are coupled for 0<a<90 but are 
separated for a=0 and 90. 
Several space frames are analysed for free vibrations by 
Vombatkere and Radhakrishnan (11]. A computer programme 
was developed and used in the free vibration analysis of 
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space and plane frames. The programme uses the stiffness 
method of analysis. In the analysis of short plane 
frames, it is recommended to view the structure as a 
space frame and carry out the analysis accordingly. This 
is due to the fact that in plane frames, vibrations in 
the z-direction are not expected and the first mode shape 
is in the x- y plane, yet when plane frames are connected 
together the first mode shape has displacements in the 
z-direction. 
Belytscho, Schwer and Klein [12] have presented a 
formulation for the transient analysis of space frames 
for large displacement, small strain problems. For 
purposes of treating arbitrary large rotations, the node 
orientations are described by unit vectors and the 
deformable elements are treated by a co-rotational 
(rigid-convected) description. 
The deformable elements can be connected either to nodes 
directly or through rigid bodies. The equations of motion 
are investigated by an explicit procedure. 
A general method for determining the dynamic response of 
complex three dimensional frameworks to dynamic shocks is 
presented by Beskos and Narayanan [13]. The method 
consists of formulating and solving the dynamic problem 
in the Laplace transform domain by the finite element 
method and obtaining the response by a numerical 
inversion of the transformed solution. The formulation is 
based on the exact solution of the transformed equation 
of motion of a beam element and it consequently leads to 
the exact solution of the problem. Axial, flexural and 
torsional motion of the members that constitute the 
framework are considered. 
20 
The effects of damping, axial force, bending, rotary 
inertia and shear deformation on the dynamic response are 
also taken into account. Numerical examples to illustrate 
the method and demonstrate its merits are presented. 
The analysis of certain dynamic aspects of the behaviour 
of beams which support elastically mounted masses is 
presented by Laura, Susemihl, Pombo, Luisoni and Gelos 
(14]. The paper presents an exact solution in the case of 
a simply supported beam. Moreover, it also shows that the 
use of a vibrational formulation leads to accurate and 
simple expressions for natural frequencies, dynamic 
displacements and stresses. Shear and rotatory inertia 
are also included in the analysis. 
2.4 FINITE ELEMENT ANALYSIS OF VIBRATIONAL PROBLEMS 
2.4.1 EIGENPROBLEM ANALYSIS 
A review of methods for solving dynamic equations to 
determine characteristic , response 
is presented by 
Jennings [15]. Numerical methods for eigensolution 
applicable to the analysis of undamped and damped systems 
are considered. 
A procedure for deriving the Lanczos vectors and their 
use in structural dynaaics analysis as an alternative to 
modal co- ordinates is discussed by Nour-Omid and Clough 
[16]. The vectors are obtained by inverse iteration 
procedure in which orthogonality is imposed between the 
vectors resulting from successive iteration cycles. Using 
these Lanczos vectors the equations of motion are 
transformed to a tridiagonal form, which provides for a 
very efficient time stepping solution. A numerical 
21 
example is used to demonstrate the effectiveness of the 
method. 
An application of Ritz vectors for dynamic analysis of 
large structures is presented by Arnold, Citerely, 
Chargin, and Galant [17]. An orthogonal set of specially 
selected Ritz vectors is shown to be very effective in 
reducing the cost of dynamic analysis by modal 
superposition. Several mechanical structures are examined 
and the Ritz vector approach is compared to the classical 
approach on the basis of cost, accuracy and analysis time 
taken. Mathematical proof of the completeness of 
orthogonal Ritz vectors is provided for the case of a 
positive definite mass matrix and a symmetric stiffness 
matrix. 
The determination of the natural modes of a complex 
elastic structure in terms of the natural modes of the 
unconstrained components is described by Abramwitz [18]. 
The method of analysis used is similar to the 
conventional Rayleigh-Ritz procedure, but uses the 
unconstrained natural mode shape of the components as 
shape functions. 
In calculating the natural frequencies and normal mode 
shapes of an elastic structure, the author based the 
analysis on the inertial and the elastic properties of 
the complete system. For a multi-component structure when 
individual components are subject to change, there are 
advantages in formulating the analysis in terms of the 
separate components. Moreover, with the choice of shape 
functions, it is convenient to satisfy internal force 
continuity at the component interfaces. With such a 
choice continuity of displacements will in general be 
discontinuous at the interfaces, subjected to change. 
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Kerstens [19] described a method for establishing the 
natural frequencies of an arbitrary structure with 
arbitrary supports. The method is based on the modal 
constraint technique. The technique is capable of 
treating the following modifications: 
(a) support modifications (i. e suppressing translations 
and rotations, and 
(b) structural modifications by coupling base structures 
(substructuring). 
The paper shows that Weinstein's theory can be regarded 
as equivalent to the Lagrangian multiplier method (i. e 
both methods result in the eigenvalue equations). 
Weinstein's theory deals with modifications of base 
differential operators whereas the Lagrangian multiplier 
method deals with modifications of base energy 
functionals. The modal constraint technique is an exten- 
sion of Weinstein's theory, or in energy terms the 
generalised Fourier expansion of the Lagrangian 
multiplier. The merits of this method lie in the fact 
that the eigenvalues and_eigenvectors of structures are 
used as base structures. The coupling of these structures 
are taken into account by Lagrangian generalised forces 
of the constraint acting on the base structures. Some 
examples are given and the results are compared with 
known solutions. 
Ibrahim [20] presented a technique to compute a set of 
normal modes from a set of measured complex modes. The 
number of elements in the modal vectors, which is equal 
to the number of measurements can be larger than the 
number of modes under consideration. It is also shown 
that the normal mode approximations to complex modes can 
lead to considerably large errors when the modes are too 
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complex. A numerical example and a simulated experiment 
are investigated to illustrate the concepts discussed and 
to support the theory presented. 
A method for analysing the free vibration of linear 
undamped dynamic systems is presented by Nicholson and 
Bergman (21]. The method uses separation of variables to 
exhibit the harmonic motion of the system and to derive 
a generalised differential equation for the normal modes. 
Green's functions for the vibrating component systems are 
used to solve the generalised differential equation and 
derive the characteristic equation for the natural 
frequencies of the system. 
Wang and Pilkey [22] developed an approximate eigenvalue 
reanalysis methods for locally modified structures based 
on the generalised Rayleigh's quotients. Modifications 
such as adding springs and masses or changing 
cross-sectional area of some members that constitute the 
structure can be reanalysed. With this method, the 
fundamental eigenvalue of a locally modified system can 
be computed readily, using the fundamental mode as well 
as the static solution of the original system. Numerical 
examples to illustrate the accuracy of the formulations 
are provided. 
An application of minimising properties of calculus to 
Rayleigh's quotient which leads to the modal equations of 
linear structural problems is presented by Anuta [23]. 
The nature of the modal equations are cubic with constant 
coefficients. These equations can be solved by means of 
a converging iteration scheme to obtain all the mode 
shapes. Each mode shape can be substituted back into 
Rayleigh's quotient to obtain the corresponding natural 
frequency. It is therefore possible to determine all the 
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mode shapes and natural frequencies of a system without 
developing or solving the characteristic polynomial. 
Bajan, Kukreti, and Feng (24] presented a method for 
improving the natural modes and frequencies computed by 
incomplete modal coupling, without increasing the order 
of the resultant eigenvalue problem. The method upgrades 
the dynamic model of a linear undamped structure in order 
to improve the accuracy for natural frequencies and 
associated eigenvectors. 
The significant reductions in eigenvalue error with only 
a few cycles of modal substitution make the method 
attractive from a computational point of view. 
Agrawal (25] described a mode synthesis technique for 
determining the normal modes, natural frequencies and 
responses for three-dimensional complex structures with 
flexible joints. The equations of motion of the structure 
are developed using the Lagrange equations. Based on this 
technique, a computer programme has been developed for 
both free-free and cantilever systems. A numerical 
example is provided to demonstrate the accuracy of this 
technique. 
A method presented by Richards and Leung [26] for 
determining the natural frequencies and modes of 
vibrations for frame structures by means of frequency 
dependent matrices and the subspace iteration technique 
have been shown to be effective. A theorem which was 
developed and was based upon the method relating the mass 
and dynamic stiffness matrices proved to be valuable in 
the analysis of complex structures involving two 
dimensional elements. 
25 
A fast modal response method for structures subjected to 
dynamic loading is presented by Leung [27]. The method 
reduces the number of degrees of freedom system to a 
limited number of modal coordinates and makes use of the 
natural modes, mass, and stiffness matrices of the system 
to improve the convergence with respect to the number of 
modes. Some numerical examples involving beams, plates 
and frames are analysed for various types of forcing 
functions and various damping factors. 
Downs [28] presented a method where accurate reduction 
of the eigenvalue problem for complex structural systems 
can be achieved, provided frequency dependent mass 
matrices are employed, when accurately retaining the 
dynamic characteristics of the original matrices up to a 
certain cut-off frequency. The validity of the method is 
demonstrated by obtaining identical results, for the 
reduction of a simple system, with those derived from a 
rigorous solution. An interpolation equation is also 
developed which allows the eigenvector components, of the 
eliminated degrees of freedom, to 'be determined 
accurately from the 'master' components. Some guidelines 
are provided for the optimal solution of the 'master' 
degrees of freedom and a procedure is defined for 
progressively improving the initial selection prior to 
undertaking the eigenvalue analysis. 
The eigenvalue economization process (nodal condensation) 
is an efficient way of reducing the size of the 
eigenvalue to manageable proportions, at the expense of 
introducing approximations. However, it is necessary to 
ensure that unacceptable errors are not introduced by the 
condensation process. Thomas (29] considered the errors 
introduced in the condensation process using an algebraic 
approach which enables an absolute error bound to be 
stated, together with an approximate bound which can be 
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easily evaluated. The use of the approximate bound is 
illustrated by examples. 
The Lanczos algorithm with selective reorthogonalization 
for eigenvalue problems has been implemented by Chang 
[30]. The paper shows that the reorthogonalization 
process performed among the Lanczos vectors may be 
significantly reduced, and the efficiency of the Lanczos 
algorithm may be further improved. It is demonstrated 
that in most cases the selective reothogonalization 
approach to the partial solution of an eigenvalue is not 
only numerically stable but also is more efficient in 
computer time than that of the full orthogonalization. 
2.4.2 TIME INTEGRATION 
A concise time integration computer programme for 
analysing large structural dynamic problems is presented 
by Idelsohn and Cardona [31]. The main process is 
described as a two-step discretisation, the first one 
being performed by the finite element method and the 
second one is based on the computation of some basic 
shapes from the first discritization (appropriate shape 
functions). The resulting reduced system is integrated by 
employing the central difference scheme. An error measure 
procedure is proposed in order to check whether the 
results are correctly integrated, due to reduction 
approximation. 
Stiff systems of second order differential equations, 
which describe the vibration of structures subject to 
dynamic loading can be solved by a variety of numerical 
algorithms. A one parameter generalisation of Euler's 
classical scheme for ordinary differential equations is 
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investigated by Collings and Tee [32), and is shown to be 
applicable to dynamic problems. 
The value of the parameter and the size of the time step 
can be chosen on the basis, of detailed analysis made of 
the scheme. The Euler scheme is compared with Newmark 
'beta' method. An example of a space frame subjected to 
dynamic loading is computed by the Euler scheme, and the 
results are compared with the exact solution. 
Since the dynamic response of a structure may be expanded 
into a harmonic series, it seems that the response may be 
obtained by harmonic interpolation function. Senjanovic 
[33] presented the harmonic acceleration in each of the 
steps during integration of the dynamic equilibrium 
equation of a structure and its modal transformation. As 
a result, two different numerical integration methods 
have been derived in which both methods are uncondition- 
ally stable and accurate enough compared to some other 
commonly used methods. 
The stochatic central difference method is introduced by 
To [34] for the computational response of complex 
structures, discritized by the finite element method. The 
method can be regarded as the stochatic equivalent of the 
deterministic central difference scheme employed for the 
direct integration of the equations of motion of 
discritized structures in structural dynamics. 
A systematic procedure for the stability and accuracy 
analysis of the proposed stochatic central difference 
method is also presented. 
Cavin and Dusto 135] described a variational formulation 
for the equations of notion for an unconstrained elastic 
body, and by using Hamilton's principle derived the 
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equations of motion and the deformation modes of the 
system. Finite element approximations are developed for 
these dynamical equations with respect to a body axis 
system satisfying the mean axis conditions. The free body 
influence matrix for the system is then developed in 
terms of finite element modal parameters. 
Hughes, Hilber and Taylor [36] presented a method for 
reducing the size of finite element systems in dynamics 
based upon a variational theorem, in which it describes 
the initial properties of structures by independent 
displacement, velocity, and momentum fields. The method 
allows construction of reduced systems which retain the 
convergence of structural systems employing consistent 
mass matrix. Numerical examples on the error resulting 
from the scheme are presented. 
The errors associated with the time integration operators 
in structural dynamics are provided by Preumont [37]. The 
time integration operators are considered as digital 
recursive filters and the transfer functions of the 
discretized equations are derived and compared with the 
transfer function of the differential equation. This 
leads to a new approach for the accuracy analysis of the 
time integration operators, which is not restricted to 
the homogeneous part of the discretized equation. 
Hughes and Liu [38] presented a stability analysis for a 
new family of implicit-explicit finite element 
algorithms. The analysis shows that unconditional 
stability may be achieved for the implicit finite 
elements and that the critical time step of the explicit 
elements governs for system analysis. In the present 
formulation, the Newmark family of methods is used to 
define the implicit method. A predictor-corrector family, 
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constructed from the Newmark family defines the explicit 
method. 
Kucharski [39) presented a numerical method that permits 
the calculation of the time-dependent response of linear 
systems. The approach differs from direct integration 
methods, and is based on the concept of complex frequency 
response and fast Fourier transform which has been 
adapted for dynamic analysis. The method is 
unconditionally stable and is effective for the dynamic 
analysis of a system. 
A Fortran coded programme for dynamic analysis has been 
employed to calculate the transient response of a 
structure. 
2.4.3 COMPUTER IMPLEMENTATION 
Basci, Toridis, Khozeimeh, and Fettahlioglu [40] 
developed procedures in the generation of consistent mass 
matrices of structural elements that can be used in 
finite element programmes. The procedures are 
accomplished by using exact displacement functions for 
the elements obtained from the solution of the 
differential equations governing the vibration behaviour 
of structural components. 
Two types of elements are considered, namely, straight 
beam and curved beam elements, both of which have a 
uniform cross- section. The implementation of the above 
procedure in connection with planar beam elements has 
been accomplished leading to the generation of consistent 
mass matrix of the element. This matrix is obtained in an 
explicit form resulting in improved computational 
efficiency. Moreover, a computer programme based on the 
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improved inertial properties and discrete element 
techniques has been developed for the free vibration 
analysis of frame type structures. Results have been 
obtained for various type of structures, including 
free-free, clamped-free, continuous -beams and portal 
frames. Comparison with exact solutions in these cases 
indicate that with a relatively small number of elements 
high accuracy can be achieved in computing the natural 
frequencies and modes of vibration of these systems. 
The dynamic analysis of structures by the standard finite 
element method introduces inaccuracies into the solution 
which can arise from two sources: (i) the element 
formulation, and (ii) the reduction of the size of the 
mass and stiffness matrices. The errors in both cases are 
caused by neglecting frequency-dependent terms in the 
functions relating the displacement at any point in the 
structure to the displacements at certain fixed. points 
(i. e nodes in the element formulation and 'masters' in 
the condensation). A new method was proposed by Fricker 
[41] in which the frequency dependent terms are retained 
by using dynamic stiffness matrices defined at a number 
of fixed frequencies. The dynamic stiffness matrices are 
condensed efficiently to a relatively small number of 
master degrees of freedom using a front solution 
algorithm. 
Numerical examples are presented to show the accuracy and 
efficiency of the proposed method compared with 
conventional methods of solution. 
A dynamic system has an infinite number of degrees of 
freedom, consequently, the dynamic stiffness method is 
able to produce an infinite number of natural modes in 
the analysis. Moreover, the associated modal analysis is 
an approximate method for computing the response when 
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discritizing the continuous system by the finite element 
method. This modal analysis converges very slowly as the 
number of' modes is increased. A new fast convergence 
modal analysis method for continuous systems is proposed 
by Leung (42]. When the condensed mass and stiffness 
matrices of the system are used, the response due to an 
arbitrary forcing function can be calculated with many 
fewer natural modes. 
Brooks and Sharp [43] presented a digital computer method 
for generating the sensitivities of the eigenvalues of a 
linear, time invariant, lumped parameter dynamic 
system. The equation defining the structural system is 
supplied by a routine, and the sensitivity results are 
displayed in graphical form. 
System redesign can be undertaken with the programme, 
where the parameter changes are calculated from the 
sensitivity coefficients, and when the accuracy becomes 
questionable the parameter values can be redefined and 
the sensitivity analysis starts again. 
Hale and Meirovitch [44] outlined a computer programme 
tailored to the task of deriving explicit equations of 
motion for structures with point connected substructures. 
The programme is written in FORTRAN and is designed for 
performing the specific algebraic equations encountered 
in the derivation of explicit equations of motion. The 
derivation uses the Lagrangian approach. A kinematic 
procedure and a descritization and/or transient scheme is 
used, where it is possible to write the kinematic and 
potential energy of each substructure in a compact 
vector-matrix form. When each element of the matrices and 
vectors encountered in the kinetic and potential energy 
is a known algebraic expression, the computer programme 
performs the necessary operation to evaluate the kinetic 
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and potential energy of the system explicitly. Lagrange 
equations of motion about equilibrium can be deducted 
directly from the explicit form of the system kinetic and 
potential energy. 
Keane and Price [45] presented two methods for improving 
the accuracy and convergence rates in an analysis by 
either increasing the order of the individual elements or 
by using more elements in the mesh. The computer 
implementation of the former method i, e increasing the 
capabilities of the elements while keeping the mesh 
density constant, is termed the p-version of the finite 
element method. Increasing the mesh density while retain- 
ing the formulation order of the elements is called the 
h-version of the method. 
Zienkiewicz, Zhu and Gong [46] presented a method of 
adaptive refinement, called the h-p method, which is a 
combination of the h- and p- methods. An example of the 
implementation of the h-p version was also presented. 
The advantage of mixed formulation is that they simplify 
the form of the governing equations and can lead to 
potentially significant savings in computational effort 
for given accuracy. Likewise p-version of the finite 
element method is known to offer savings in computational 
effort for some problems. Hodges and Hou [47] developed 
shape functions for a mixed p-version finite element 
formulation in the time domain. These shape functions 
produce a high percentage of zeros in certain coefficient 
matrices. The mixed formulation provided an accurate and 
efficient solution by using Hamilton's principle. 
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2.5 ANALYSIS OF VIBRATIONAL PROBLEMS 
2.5.1 DYNAMIC TESTING TECHNIQUES 
Recent advances in the development of structural modal 
identification procedures is reviewed by Rades [48]. 
Methods concerned with frequency response data in the 
frequency domain are considered together 'with the 
theoretical background of analytical modal 
characterisation techniques. Experimental modal analysis 
techniques are considered as a process that combines test 
structure excitation, data measurement and 
acquisition, data processing and modal modelling, and 
model verification. 
Smiley [49) shows how the advances in the electronics and 
testing techniques have made the smaller Fourier analyser 
test system much more attractive as a portable and 
flexible system, than large mini-computer based test 
systems. A review of numerous experimental tests used in 
the area of structural dynamics and operating performance 
evaluation are presented. 
Rades [50] reviewed some advances in the development of 
structural modal identification procedures that are 
concerned with frequency response data in the frequency 
domain. These procedures are based on curve fitting of 
algebraic expressions to experimentally measured 
frequency response data for systems with damping and/or 
closely spaced modes. 
Ramsey and Richardson [51] presented a brief review of 
modal analysis based upon the identification of modal 
parameters from measured transfer functions. Advantages 
of band selectable Fourier transform, for obtaining 
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increased accuracy, resolution and dynamic range in the 
measurements are presented together with the measurement 
scheme which is based upon use of a Fourier pre- 
processor. 
Hamma, Smith, and Stroud [52] presented a comparison of 
different modal testing procedures for vibrational 
structures as applied on MODALAB. Data acquisition 
techniques were evaluated on the basis of typical 
frequency response measurements, whereas 
mode-characterisation methods were compared by analysis 
of data from a modal survey. The study of data 
acquisition methods presented showed that the incremental 
sine excitation with real time analysis (SWIFT) is 
faster than the multifrequency excitation with FFT 
analysis for more than 16 channels. 
Goyder [53] showed that the vibrational characteristics 
of a structure are commonly represented by means of 
frequency response functions. These functions can be 
obtained from calculations but are often obtained `- in 
graphical form as a result of measurements undertaken on 
structures. The graph of a response function gives the 
levels of vibration as a function of frequency and gives 
information concerning the damping. It also shows that 
the real and imaginary part of the frequency response 
function are not independent and one part can be derived 
from the other. The relationship between the two 
components are formulated and an illustrative example is 
given. 
Dorian-Brown and Meldrum [54] discussed the measurement 
and analysis of the vibration of large structures. The 
paper sets out the instrumentation requirements and 
describes signal conditioning equipment designed to 
satisfy these requirements. Measurement techniques are 
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discussed including natural and artificial excitation of 
structures, the use of multichannel measurements to 
determine mode shapes. 
Methods of analysis for establishing data records, 
including visual and computer aided techniques are 
mentioned. Measurement methods and techniques on four 
large structures are presented. 
When mode shapes are identified from transfer function 
measurements, it is usually assumed that the structure 
can only be excited or the response measured at a single 
point. A new testing and data processing technique, 
discussed by Richardson and Kniskern [55], for obtaining 
modal parameters that do not require transfer function 
measurements to be made using a single excitation or 
response point. It is shown that for large structures 
multiple point testing technique is necessary for 
obtaining measurements of sufficient quality to identify 
the modes of vibration. 
Techniques for performing 
measurements are discussed 
available directly from 
measurements and a review c 
a series of measurements 
dynamic model is examined. 
frequency response function 
by Keller [56]. Information 
a series of experimental 
)f techniques for systemising 
to formulate a structural 
The rapid frequency sweep technique is the result of a 
considerable amount of research into the development of 
a transient method for the rapid measurement of 
structural frequency response. Digital data analysis 
procedure is used to derive the required dynamic 
characteristics. Theoretical analyses, together with the 
results of experimental studies and experience gained 
during structural testing are presented by White and 
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Pinnington [57]; these studies illustrate practical 
considerations and limitations of the method. These 
limitations range from a discussion of exciter 
attachment, effects of transducers, and a choice of 
instrumentation to signal processing methods and related 
criteria. A guide to structural testing is given which 
outlines procedures to be followed during testing and 
signal acquisition. 
The single-station time domain (SSTD) technique proposed 
by Zaghlool [58] as a vibration testing method to 
identify dynamic characteristics of complex structures is 
presented. The theoretical part shows that the technique 
works for lumped mass systems and for continuous systems 
when a finite number of modes are included in the 
response. The idea is to make use of free vibration time 
response data, (such as acceleration, velocity, dis- 
placement or strain at a station on the structure) in 
order to determine natural frequencies and associated 
viscous damping ratios. 
The analysis data, therefore, is based on the 
construction of a mathematical model for the vibrating 
system from the experimental response data. The paper 
also presents an experimental investigation for the 
identification of the dynamic characteristics of 
structures by the SSTD method, in which a single channel 
is used to measure, filter, and record the free 
acceleration responses at an arbitrary point on the 
structure after a period of excitation; the excitation 
need not be measured. 
Kumar and Sankar [59] proposed a new transfer matrix 
method for the dynamic response analysis of large dynamic 
systems. The method named discrete time-transfer matrix 
method (DT-TMM), is based on the conventional transfer 
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matrix methods and the numerical solution procedures of 
differential equations. Formulation of the method as well 
as some numerical examples to check the validity of the 
method are given. Possible areas of applications together 
with possible sources of errors are also presented. 
Cawley and Adams [60] described a method for improving 
the accuracy of the natural frequencies obtained from the 
Fourier transform of the structural response to an 
impulse. The paper shows that it is possible to obtain 
frequency resolution of one- tenth of the spacing between 
the frequency points produced by the Fourier transform, 
at a low cost, in terms of computer time and storage. The 
natural frequencies of a structure obtained by this 
method are compared with those measured when using steady 
state excitation. Excellent agreement is shown between 
the results obtained by using the two techniques. 
When several modes may be contributing to a single 
resonance of a structure, a method discussed by Soedal 
and Dhar [61) for detecting the individual modes and for 
extracting useful information from the measurements are 
given. The paper also shows that non-crossing of the 
experimental modal curves may occur when modal resonant 
responses overlap due to modal damping. 
Commercially available experimental modal analysis 
systems consists of a FFT analyser, a modal analysis 
processor, a graphic terminal and a storage device. 
Digital plotters, channel selectors, printers, hard copy 
units and other accessories can be interfaced, and the 
operation of the overall system can be enhanced on a 
digital computer. 
The selection of hardware for a particular application 
should satisfy specific objectives as well as hardware 
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capabilities. Software selection is also important based 
on the proper selection and an understanding of the 
underlying theory. In particular, determination of 
transfer function via FFT analysis, and the construction 
of mass, stiffness, and damping matrices from modal data 
should be considered. The paper presented by de Silva 
[62) addresses these issues and four commercial modal 
analyses systems are considered in a comparative 
evaluation. 
A method is presented by Thornhill and Smith (63] for 
predicting impact forces using measured frequency 
response functions when a mass elastically impacts a 
stationary structure. The method shows that a frequency 
response function measured at the point of impact on the 
structure together with the impacted mass and velocity 
can be used to form a function which, after inverse 
Fourier transformation yields the predicted force. The 
limitation of the method due to hardware and experimental 
technique are also discussed. 
Mackay and Dougan [64] discussed a technique used to 
determine the resonant frequencies and mode shapes of 
structures. The method requires less effort and 
instrumentation than swept-sine or random input testing. 
Input forces are provided by a hand-held impact device. 
The advantage of this approach over shaker tests are 
discussed as well as some applications of the technique. 
A technique for experimental structural frequency 
response discussed by Halverson and Brown [65], based 
upon excitation of a structure with an impulsive force is 
presented. The article discusses the application of the 
impulse technique and reviews the special problems 
encountered in practice and the techniques that have been 
developed in dealing with them. 
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Link and Vollan [66] have presented a method to identify 
natural frequencies, modes of vibration, generalised mass 
and damping matrices from measured dynamic response data. 
These response data can be obtained from a sinusoidal 
vibration test with either base excitation or single 
and/or multiple force excitation. 
The work of Walter and Nelson [67] deals with limitations 
encountered in measuring the dynamic characteristics of 
structural systems. Structural loading and response are 
measured by transducers characterized by multiple 
resonant frequencies where peaks occur in the 
magnification factor of their transfer function. 
The paper demonstrates the potential for distortion and 
analytical unpredictability of resonant transducers 
response when measuring structural dynamics. The 
application of an inverse problem to correct structural 
dynamic data is generally not possible, while if a proper 
filter is selected for inclusion in the instumentation 
channel, meaningful data can be recorded directly. 
The use of modal parameters derived from experimental 
investigation is demonstrated by Snoyes, Roesems, 
Vandeurzen and Vanhonacker [68]. These procedures are 
useful to compare particular features of dynamic 
behaviour of structures and characterizing materials 
(modulus of elasticity, loss modulus, damping, etc). The 
paper also shows that modal data, may be used to indicate 
the best location for modifying in a suitable way the 
dynamic behaviour of the structure. 
Experimental data from a modal analysis may be used for 
identifying a proper model for the structure; this model 
can be formulated in a manner to make it suitable to be 
combined with models derived from a finite element analysis. 
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Velestos and Ventura [69) identified the limitations and 
sources of inaccuracies of the Discrete Fourier Transform 
(D. F. T) when analysing the dynamic response of linear 
structures. The paper discusses two versions of 
modification which improve the efficiency of the (DFT) 
procedure, and the relative merits of the two techniques 
are also examined. The concepts involved are developed by 
reference to single-degree-of-freedom systems and they 
are illustrated with the aid of selected numerical 
solutions. 
Cawley [70] investigated the accuracy of the frequency 
response measurement obtained when using impact 
excitation and FFT Fourier transform based spectrum 
analyser. The paper shows that with impact excitation, 
provided that the impacts are reproducible and the noise 
level is low, the coherence estimates obtained from the 
analyser are unity, irrespective of the frequency 
resolution employed. However, these frequency response 
function estimates are affected by alias errors caused by 
inadequate frequency resolution, hence, the unity 
coherence does not imply accurate results. 
2.5.2 ANALYTICAL AND EXPERIMENTAL MODELLING 
Ibrahim [71] presented a technique that uses a set of 
identified complex modes together with an analytical 
model for a structural system in order to compute 
improved mass, stiffness and damping matrices. This is 
achieved by a set of identified normal modes, computed 
from the measured complex modes, in which the former is 
used in the mass orthogonality equation to compute an 
improved mass matrix. The improved mass matrix together 
with the measured complex modes are used to compute the 
improved stiffness and damping matrices. 
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The number of degrees-of-freedom of the improved model is 
limited to the number of elements in the measured modal 
vectors. A simulated experiment shows considerable 
improvements in the system's analytical dynamic model 
over the frequency range of the given measured modal 
information. 
Good and Macoice [72) presented a method for improving 
the correlation of dynamic analysis resulting from modal 
testing and finite element analysis. The method is based 
on a perturbation of the joint properties of the 
structure within the finite element model and minimizing 
a calculated correlation coefficient between the two sets 
of eigenvalues and eigenvectors. 
A method developed by Berman and Nagy [73] that uses 
measured normal modes and natural frequencies to improve 
an analytical mass and stiffness matrix model of a 
structure is presented. The method directly identifies 
without iteration, a set of minimum changes in the 
analytical matrices which force the eigensolution to 
agree with that of the measurements. An application is 
presented in which the analytical model has 508 degrees 
of freedom and 19 modes are measured at 101 locations on 
the structure. The resulting changes in the model are 
judged to be small compared to expectations of error in 
the analysis. Thus the improved model is accepted as a 
reasonable model of the structure with improved dynamic 
response characteristics. In addition, it is shown that 
the procedure may be a useful tool in identifying 
apparent measured modes which are not true modes of the 
structure. 
The results of a study for the accuracy/computer 
resources relation as a function of the modelling 
parameters is presented by Melosh (74]. The paper defines 
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the modelling system and reviews the state of the art of 
modelling. The relation between accuracy and the number 
of nodes for various stiffness and mass models is 
presented together with the evaluation of Rayleigh 
quotient, by using exact modal shapes, that provides 
measurements of errors in the eigenvalues. Comparison 
with the number of calculations for exact analysis 
characterizes the relative computer resources involved 
using different models. 
The SAE Aerospace Technology Conference proceedings [75] 
presented discussion of topics in structural dynamic 
testing and analysis. The topics include analytical and 
experimental formulation of dynamic models, system 
identification techniques of normal modes, analysis of 
data, damping, and eigenvector relationship for vibration 
of damped systems. A comparison of experimental and 
analytical structural dynamics using a modal assurance 
criterion is also presented and a smoothing of errors in 
Fourier transform by modal data analysis topic is also 
presented. 
Schmidtberg and Pal [76] reviewed the application of 
analytical and experimental techniques to the solution of 
structural dynamic problems. The analytical technique 
include the development of a modal analysis of a model 
structure based on lumped parameter systems using finite 
element methods. The experimental techniques involve the 
extraction of modal parameters by testing the actual 
structure, the parameters are developed through curve 
fitting of the experimental data obtained. 
Jiang, Gu, Wang and Yao (77] presented a modal parameter 
identification technique with multiple steady sinusoidal 
excitation. The force amplitudes used are proportional to 
each other, and the phases are either coincident or 
43 
opposite. The frequency response function does not exist 
in the usual sence in these circumstances. Therefore, the 
Laplace Transform of the response is taken as the 
function to be curve-fitted directly according to the 
principle of superposition for linear systems. Some 
advanced measurements for improving the accuracy of the 
identified parameters are used. Applications of this 
technique to aircraft and conventional ground vibration 
testing were presented. 
2.5.3 SUBSTRUCTURING 
Berman and Giansante [78] describred a computer program 
method f or parametric variations in dynamic substructure 
analysis. The method models the individual components of 
a system and calculates the system dynamic response at 
particular frequencies. Application of the method for 
prediction of the dynamic response characteristics of a 
structure and a comparison of results with test data is 
also included. 
A method developed by Hurty [79] for analysing complex 
structural systems that can be divided into 
interconnected components and the displacements of the 
separate components are expressed in generalized 
coordinates that are defined by displacement modes; these 
can be generated in three categories, (i) rigid body, 
(ii) constraint, and (iii) normal modes. The rigid body 
modes are convenient where displacements are defined in 
inertial space for dynamic analysis. Constraint modes are 
convenient in treating redundancies in the 
interconnection system. Normal modes define displacements 
relative to the connections. Generalized mass, stiffness 
and damping matrices are determined for each component, 
as are generalized forces. The requirement of system 
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continuity gives rise to equations of displacement 
compatability at the connections. 
System equations of motion are formulated and solved to 
determine system response. Component responses are found 
using transformation and the connection forces are 
computed from these component equations. Each component 
can then be isolated and tested separately. 
The natural vibration analysis of a periodic structure 
with repeated identical substructures may be simplified 
as proposed by Leung [80] by using some symmetrical 
properties of the substructure dynamic matrices, 
resulting in a set of linear difference equations which 
are solved for cyclic symmetric systems. The order of the 
overall frequency equations is at most equal to one- half 
of the total number of degrees of freedom as obtained for 
a single substructure regardless of the number of the 
substructures in the system. With these normal modes, the 
system with general boundary conditions can be analysed 
by a fast converging method. 
Ookuma and Nagamatsu [81] proposed a new substructure 
synthesis method. In this method the total structure is 
divided into components and the characteristic matrices 
(the mass, stiffness and damping matrices) of reduced 
degrees of freedom are identified for each component 
theoretically or by vibration tests. The identified 
characteristic matrices of each component are composed to 
make a reduced equation of the total structure. The 
characteristic matrices of each component can be 
identified by three methods namely, Guyan's reduction, an 
identification from the transfer function and an 
identification from the modal parameters. 
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Meirovitch and Hale [82] presented a substructure 
synthesis method for the dynamic simulation of complex 
structures, where the structures consist of an assemblage 
of discrete substructures. The paper contains an analogy 
between distributed and discrete substructures. To 
stimulate the motion of discrete substructures, the 
concept of admissible vectors is introduced, where they 
represent the discrete counterpart of admissiable 
substructures. 
The individual substructures are forced to act as a whole 
structure by imposing certain geometric compatability on 
internal boundaries shared by any two substructures. A 
numerical example illustrating the method is presented. 
A method for dynamic structural analysis with 
substructure using subspace iteration is developed by 
Arora and Nguyen [83]. The method uses substructural 
stiffness matrices and mass matrix for each finite 
element of the system. The efficiency of the method is 
improved when the mass matrix for the entire structure is 
computed and stored in the computer core. Unlike 
component mode substitution methods, no approximating 
assumptions are made; thus the natural frequencies and 
mode shapes for the finite element method employed are 
the same with or without the substructuring algorithm. 
Vibration analysis of complex structures by substructure 
vibration testing is presented by Silas [84]. The 
proposed structure is dynamically isolated in a free-free 
mode and the excited force is applied at a single point 
of the structure. Using modal analysis of the structural 
response, both rigid body and elastic natural modes are 
separated. 
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The use of the finite element method in the analysis 
presupposes the existance of a mathematical solution to 
the problem. Rather than determining the modal properties 
of the sub-components of an assembly, Rao et. al [ 85 ], in 
the study of a typical satellite payload aboard the 
Ariane launcher, have accounted for the presence of the 
sub-components by the provision of a set of 
spring-mass-dashpot systems and tip-loaded cantilever 
beams, with the same generalized stiffness and mass as 
the component modes. 
2.5.4 RESPONSE TO DYNAMIC LOADING 
A transient response problem of connected bars excited by 
impact loads at rigid joints is presented by Nagaya and 
Hirano [86]. The method of analysis is based on an 
improved beam theory including the effects of shearing 
deformation and rotatory inertia when applied to bending 
motion of bars. The free vibration of a bar is treated 
and the results obtained from the improved theory are 
compared with those from the ordinary one. 
Crimi [87] presented an analytical procedure for 
evaluating response of a shock-loaded structure at a 
point, with the response obtained at another point. The 
capability of the procedure to predict transmitted chock 
response is demonstrated where an acceleration time 
history is synthesizes from a Shock spectrum, and used to 
predict shock response. The response in the vicinity of 
the point of chic loading is predicted by numerical 
integration using a simplified model of the structure. 
The response thus obtained is then used as an input data 
to predict transmitted shock response. 
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Hansteen and Bell [88] showed that the number of modes 
which should be included in mode superposition, dynamic 
response analysis depends on both the frequency content 
and the distribution of loading. If the loading frequency 
is low the effect of the higher modes can be approximated 
by a static analysis. 
A technique is described for calculating this static 
contribution from the higher modes; the total response 
will then be the sum of lower mode dynamic response-and 
the higher mode static effects. A numerical example is 
presented to demonstrate the effectiveness of the 
procedure. 
An analysis and design procedure for elastic structures 
in which both systems and components of a system are 
subjected to high frequency impulsive loads is presented 
by Waugh, Reed and Kennedy [89]. Normal procedures for 
design against dynamic loadings are also presented. 
The paper shows that loads which have a predominantly 
high frequecy content, the design approach can be 
excessively conservative. 
Time varying loadings, which act on engineering 
structures, are specified in the form of discrete time 
series. Saunders and Collings [90) showed that the 
dynamic response of a linear structural system subjected 
to such inputs can be computed by modal analysis 
techniques. These methods require the solution of a set 
of uncoupled second order linear ordinary differential 
equations with constant coefficients. Prior to any 
solution used, the original input have to be matched 
exactly or approximately by a continuous time history. 
This can be achieved by linear interpolation of the 
discrete input data. 
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These interpolations are derived and optimized by 
considerations in the frequency domain and then 
subsequently used in conjunction with an exact solution 
to the modal equations. Using discrete time systems 
theory and Laplace transform some algorithms are derived 
for the solution of the modal equations. 
The paper concludes with sections on methods of 
processing the discrete time-series loading data so as to 
increase or decrease the length of the sample time step. 
Increasing the step length can economize analysis when 
only low frequency components are of interest. 
A numerical method for determinig the dynamic response of 
linear elastic structures to dynamic shocks, is presented 
by Spyrakos and Beskos [91]. The method consists of 
formulating and solving the dynamic problem in the 
frequency domain by the finite element method and the 
response is obtained by a numerical inversion of the 
transformed solution with the aid of the fast Fourier 
transform algorithm. The formulation is based on the 
exact solution of the transformed governing equation of 
motion of a beam element and consequently leads to the 
exact solution of the problem. 
Flexural and axial motion of the structural members are 
presented together with the effects of the damping 
(external viscous or inertial viscoelastic), axial forces 
on bending, rotatory inertia and shear deformation on the 
dynamic response are taken into account. Numerical 
examples to illustrate the method and demonstrate its 
advantages over other methods are presented. 
The response of a vibrational system subjected to an 
arbitrary force by applying Cawley-Hamilton's theorem is 
presented by Ishihara and Funakawa [92]. The results 
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obtained by the proposed method are compared with the 
experimental ones to prove the effectiveness of the 
method. The validity of this method can be shown from the 
exact and stable solutions that are obtained provided the 
time increment represents the exciting force exactly. 
2.5.5 PROGRAMMING 
Three procedures that can be programmed on a 
microcomputerct-e proposed by Jezequel [93]. The first 
method uses an analytical extension of the transfer 
function, whereas the second method uses an integral 
transformation based on the Cauchy-Weirstrass theorem and 
the third method uses orthogonalization of the exper- 
imental displacement shapes by the Ritz-Galerkin 
procedure. These methods allow rapid detection of the 
modal parameters. Numerical example on identical 
structure is performed by the three methods. - 
Nagamatsu, Iwamoto, and Fujita [94] presented an optimim 
structural design by using modal analysis. Two methods 
for estimating the necessary structural modification to 
achieve a required change in natural frequency is 
presented. A software program for this dynamic 
magnification is made and 'applied to some model 
specimens. The results are compared with experimental 
results and the calculated results that are obtained by 
the finite element method. 
Chen and Wada [95] investigated methods to reduce the 
cost of evaluating changes in dynamic loads when small 
modifications are made in the structure. A matrix 
perturbation technique has been developed to calculate 
the dynamic responses of a structural system that has 
been modified from the original design. 
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The advantage of the methods is an update of the dynamic 
response caused by design changes without performing an 
entire analysis. The paper shows a demonstration on the 
validity of the technique when performed on a sample 
problem. 
Gossman. Krings and Waller [96] discussed two 
step-by-step formulation for modal calculation. The first 
step is of more theoretical interest while the second 
step is recommended for practical calculations for 
multi-degree-of-freedom systems since it is efficient in 
computing time. The first step in the theory is 
formulated for the whole system while the second step is 
formulated for each mode. Likewise a combination of modal 
analysis and Laplace transformation is done by using the 
algorithm of the Fast Fourier transform. The advantages 
of the different formulations are discussed. 
A method for natural frequency extractions noteworthy to 
describe is the Lanczos method. The Lanczos method [97] 
which has been implemented in the NASTRAN finite element 
program, performs both the matrix reduction and its 
subsequent conversion to tridiagonal form in one step. 
Cotinho, Landau, Wrobel and Ebecken [98] presented an 
application of the Lanczos method in areas as diverse as 
molecular physics and transient thermal analysis. 
2.6 VISCOEL? STIC AND FIBRE REINFORCED COMPOSITE SYSTEMS 
An approximate series for the response of damped, linear, 
time invariant systems to sinusoidal inputs with slowly 
varying frequency is presented by Sung and Stevens [99]. 
The solution is expressed in terms of the time dependent 
frequency and its time derivatives and the system 
51 
transfer function and its derivatives with respect to 
frequency. 
The solution is developed for single degree-of-freedom 
systems and then extended to multi degree-of-freedom 
continuous systems. The accuracy of the method of 
solution was demonstrated by applying it to the example 
of a simple damped linear oscillator and comparing the 
results with those obtained by direct numerical 
integration of the equation of motion. Application of the 
method to continuous viscoelastic systems is illustrated 
by an example of a cantiliver beam subjected to a 
sinusoidal motion with logarithmic frequency sweep. 
Pederson [100] presented a review of the development of 
the methods of calculation used for the analysis of 
viscoelastic damped structures. The advantages and 
disadvantages of the different methods are discussed. The 
results of this discussion proposed the use of the finite 
element method to achieve greater flexibility as regards 
geometry, boundary, and loading conditions. 
Strenkowski and Pilkey [101] presented a theory 
formulated for the dynamic response of viscoelastic 
structural members using a modal approach. The modal 
approach is taken to uncouple the response due to an 
arbitrary excitation force and general displacements. 
The results of the theory is a general set of formulas 
which can be applied to both self-adjoint and non-adjoint 
systems of governing equations of motion. This general 
formulation is applied to specific cases of Voigt-Kelvin 
beam and a viscoelastic plate. 
For a viscoelastic beam or frame structure that undergoes 
forced vibrations, the conditioins for optimal support 
reaction are derived by Lekszycki and Mroz [102]. 
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Translation or rotation of supports are allowed and a 
function expressed in terms of stress or strain 
amplitudes is minimized. Optimum conditions are derived 
using the concept of an adjoint structure and an 
illustrative example is presented for the case of beam 
vibration. 
Two types of formulations based on the elastic modulus 
and compliance quantities can be performed in structural 
dynamic problems for composite materials. Following these 
two types of formulations Suresh, Venkatesan and Ramamurti 
[103] analysed the structural dynamics of a composite 
beam. The results of the analyses are compared. Based on 
the comparison, the influence of the warping function in 
defini. Agthe coupling terms in the modulus approach and 
the natural frequencies of the beam has been identified. 
Moreover, the influence of the material properties on the 
structural dynamic characteristics of the beam was 
studied for different composites with vario. usangles of 
orthotropy. 
A review of recent experimental and analytical efforts 
to characterize the dynamic mechanical properties of 
fibre- reinforced composite materials is presented by 
Gibson and Plunkett [104]. The paper recommends more 
comparisons of measured and predicted properties to 
evaluate the various micro-mechanical theories, and the 
actual mechanics of damping in composite structures 
should be studied more intensively. 
Gibson and Wilson [105] reviewed recent efforts to 
characterize the internal damping and dynamic stiffness 
of fibre-reinforced composite materials. The paper also 
reviews the development in the electronic industry that 
have accelerated the research efforts towards the 
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isolation and control of the parameters that influence 
the reliability of the tests. 
Teoh and Huang [106] presented an analytical means of 
predicting the natural frequencies of fibre- reinforced 
beams. The theory includes the shear deformation and 
rotatory inertia effects. Numerical illustrations are 
given to show the effects of shear deformation and fibre 
orientation. 
The paper also shows that the mathematical technique is 
useful for predicting not only the natural frequencies 
but also the high frequency transient response in which 
shear deformation and rotatory inertia sre significant. 
Further numerical computations for parametric studies are 
included. 
Sim and Kim (107] described a method to estimate the 
properties of viscoelastic materials for finite element 
applications. Finite element analysis is performed on 
specimens with single geometry to find the relationship 
between the ratio of the apparent Young's modulus to 
Young's modulus Poisson's ratio and shape factor. It was 
suggested, on the basis of the analysis results, that 
Young's modulus and loss factor of a viscoelastic 
material be first derived from the transmissibility 
obtained in such a way that the finite element method 
results on the force-deflection characteristics agree 
with the experimental results for a specimen having a 
large shape factor. An example of the method is 
illustrated for a specific viscoelastic material. 
A numerical method presented by Zhang and Evans (108] to 
predict the mechanical properties of composite materials 
with anisotropic conskituents. The strian energy of the 
composite calculated analytically is equated with the 
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summation of the strain energies of the components (i. e, 
fibre and matrix) calculated by the finite element 
analysis. 
comparison is made with previous techniques to determine 
the longitudinal, and transverse modulii, and Poisson's 
ratio for isotropic and transversely isotropic fibres in 
isotropic matrices. 
Schultz and Tsai [109] reported measurements of elastic 
moduli and damping ratios for glass fibre-reinforced, 
unidirectional composite beams when vibrating over a 
frequency range of 5.0- 10000 Hz. 
The elastic moduli shows little tendency to change within 
this frequency range, except when fibres make an angle of 
45° with the basic axis. The paper also shows that the 
damping ratios are of magnitude 1OE-2, but exhibit both 
frequency and amplitude dependence, and that the 
composite exhibites, linear viscoelastic behaviour when 
undergoing small oscillations. 
The need for accurate, quantitative knowledge for 
vibration dissipation of large structures is explained by 
Edberg [110]. The sources of experimental error in 
vibrational measurements are also detailed. The paper 
presented a new method in testing based on the use of a 
"miniature telemety system", which allows the testing of 
structures in a simulated space environment consisting of 
free fall inside a vaccum chamber. Theoretical relations 
are given for the damping ratios of metals and 
composites. 
Measured damping ratios for both composite and aluminium 
beams, and aluminum planner trusses are presented. 
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2.7 OTHER LITERATURE SURVEY ON DYNAMIC ANALYSIS 
Bolton [111) suggested easy calculations of a vibrational 
problem that can be separated into two parts; one 
concerned with the spring forces in the structure and the 
other with the inertial force imposed by the mass. The 
method is based on a formula for the frequency of 
vibration of a mass hanging on a spring and shows that it 
is possible to reduce the complexity of structural 
problems until mere hand calculations will give 
sufficiently accurate values for design. 
The approximate method proposed finds the lowest natural 
frequency, or the frequency of any other mode shape, yet 
the method is not concerned with damping forces and will 
not tackle problems concerned with the amplitude of 
vibration caused by a particular excitation. 
The dynamic properties of connected continuoussubsystems 
are examined by Igusa, Achenbach and Min [112] by using 
analytical expressions for the modal properties. 
Lagrange's equations were used to develop the 
characteristic equations in terms of subsystem mobilities 
and impedances. The complexity of the problem is examined 
in terms of the polynomial expressions in the character- 
istic equation. 
To obtain insight into the dynamic characteristics of the 
system, the complexity of the problem is reduced. It is 
shown that the reduction of complexity can be obtained 
only with a reduction of accuracy. The reduced problem is 
examined further to develop simple, yet acceptable 
expressions for the modal properties 
Dyrbye [113] discussed structures that have sine-waves as 
mode shapes, a lumped mass aproximation, with equal 
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masses, in equally spaced joints has the property that 
its eigenvectors coincide with the mode shape functions 
of the continuous structure. The paper also shows that 
the eigenfrequencies in the system with lumped masses are 
less than the corresponding eigenfrequencies in the 
distributed mass system. Formulas for eigenfrequencies 
are given for simply supported beams with shape 
deformation and for a structural string. Numerical values 
are given in tabular form. 
Kukreti and Feng [114) developed a method of analysis for 
determining transient responses of large structural 
systems subject to changes due to structural components. 
The transient response characteristics of an original 
system are used as a basis for evaluating the new 
response of the altered system. The method of analysis 
presented is limited to linear systems in which the 
constraints are "holomorphic". The paper uses specific 
sets of generalized modal displacement function or mode 
shape for each subsystem, that enables the incorporation 
of the modal properties of the alternative subsystem in 
each new analysis process. 
Gupta and Chen [115] presented a method of combining 
modal responses in the response spectrum method of 
analysis. The paper shows that the response spectrum 
method in conjunction with Gupta's method of modal 
combination gives results which are close to those 
obtained from time-history analysis. It also suggests 
that the results obtained by Gupta's method of analysis 
are more accurate than other methods of modal 
combination. 
An experimental analysis of vibration parameters required 
in statistical energy method is presented by Clarkson and 
Pope [116]. In the high frequency range of vibration, the 
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energy method provides a convenient way of estimating 
vibration levels in structural components. The dynamic 
characteristics of the structure are described in terms 
of modal densities, dissipation loss factors and coupling 
loss factors of the component parts. The paper describes 
the development of indirect methods for the experimental 
determination of these three parameters. When theoretical 
results are available the experimental results shows 
reasonable agreement. Results of tests on a range of 
components are described. 
The integration force method (IFM) is extended by Patnaik 
and Yadagiri [117], to vibration analysis of structures, 
with the concept of force or stress mode shape used as 
the primary analysis variable. The paper presents a 
design example to show the potential of IFM to simplify 
structural design under frequency constraint. Some 
conclusions and suggestions for further developments of 
the IFM are also presented. 
Wu [118] presented a variational formulation which treats 
initial value problems and boundary problems in a unified 
manner. The basic concepts of the theory are: (i) the 
adjoint variable, and (ii) the unconstraint variations. 
The theory is an extension of the finite element 
unconstraint variational formulation used previously in 
solving several non-conservative stability problems. The 
technique which makes this extension possible is de- 
scribed. The formulation presented are given for a forced 
vibration problem. 
Numerical calculations in conjunction with finite 
elements for two examples are compared with known exact 
solutions. 
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Berman and Wei [119] developed a method that finds 
minimum changes in analytical mass and stiffness matrices 
to make them consistent with a set of measured normal 
modes and natural frequencies. The corrected model is 
illustrated to be improved for physical changes, boundary 
condition changes, and for prediction of forced 
responses. 
The features of the proposed method are, (i) efficient 
procedures not requiring solution of the eigenproblem, 
(ii) the model may have more degrees of freedom than the 
test data, and (iii) the frequency dependence of the 
coordinate transformations are properly tested. The 
method is applied to long duration exposure facility 
structure using several combination of modes where the 
changes are generally found within the limits of the 
uncertainties of the analytical model. 
A systematic analysis of the dynamic response of linear 
continuous structures to random impulses is presented by 
Iwankiewicz and Sobczyk [120]. A counting (point) process 
characterizing the impulses is described by the product 
density functions of degrees one and two. By making use 
of a normal mode approach and assuming specific forms for 
the product densities (characterizing the rate of 
impulses and their correlation) the formulae for the 
variance and cross-covariances of modal responses are 
derived. 
Larsson [121] presented an analyses based on Timoshenko 
beam theory in which Young's modulus, E, as well as the 
longitudinal- transverse shear modulus, G, can be 
determined from measurements of the eigenfrequencies of 
beams. This is of particular interest for composite 
material with a high degree of anisotropy. Finite element 
calculations were compared with the present analysis. The 
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ease with which eigenfrequencies of free beams can be 
measured makes this approach an attractive technique for 
determining the moduli. The application of the method is 
demonstrated in two examples for which measurements are 
made. 
Damping devices are frequently added to structures to 
prevent unwanted vibrations. Alternatively, structural 
materials with high internal friction sometimes provide 
sufficient damping. Birchak [122] presented a review 
survey for damping mechanism that produce significant 
internal friction in structural materials. The damping 
capacity is presented as a function of vibrational stress 
amplitude for selected materials. Data from available 
literature are used to compare the relative dissipation 
of various mechanisms: viscoelastic relaxation, 
dislocation motion, and two phase interface slip. These 
mechanisms have been used to reduce objectional 
vibrations in some mechanical structures. 
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CHEER 3 
THEORETICAL INVESTIGATION 
3.1 INTRODUCTION 
This chapter presents methods for analysing the stresses 
and deflections developed in a structure when it is 
subjected to a dynamic loading. The requirements for the 
analysis of a structural system are: 
(a) the idealisation of the system into a form that can 
be analysed, 
(b) the formulation of the governing equilibrium 
equations of this idealised system, 
(c) the solution of the equilibrium equations and the 
interpretation of the results. 
The term dynamic is defined as time-varying, hence a 
dynamic loading is a load in which the magnitude and 
direction varies with time and the response of a system 
under consideration is also a time-varying problem. The 
same procedures are used in the dynamic analysis as are 
used in the analysis of a static problem, but in the 
former case the state variables and element equilibrium 
relations depend on time. 
For the analysis of a dynamic problem, the actual system 
can directly be described by the solution of a finite 
number of state variables and the structural response is 
expressed in terms of displacement-time history of the 
state variables. Other structural component responses 
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such as velocities, accelerations, stresses, strains etc 
are then obtained from the established time history. 
For the numerical solution of a structural problem it is 
necessary to establish and solve algebraic equations that 
govern the response of the system. These algebraic 
equations can be of the form based on: 
(a), Newton's second law to establish the equilibrium 
equations of motion for a simple problem, 
(b) the principle of virtual displacement to enable the 
equations of motion to be formulated as a substitute 
for the equilibrium relationship of a complex 
problem, 
(c) the energy principles in which the vectorial 
equations of equilibrium are avoided to make use of 
scaler energy quantities in a variational form. 
Using the finite element method on a digital computer, it 
becomes possible to establish and solve the governing 
equations of a complex problem in a very effective way by 
time integration methods. When the response is for a 
relatively short duration, these methods can be of direct 
integration schemes in which the equations of motion are 
integrated using a numerical step by step procedure. 
However, if the integration is to be carried out for many 
time steps, it may be more effective to first transform 
the equilibrium equations of motion, in which the step by 
step procedure is less costly, and then to use the mode 
superposition method. 
In vibrational analysis there is no unique solution to 
the response of the system and hence, to calculate the 
various possible solutions, an eigenvalue problem needs 
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to be formulated in the solution of dynamic equilibrium 
equations; the objective is to find a mathematical 
transformation on the state variables which can be 
employed in the solution of the dynamic response. In 
large eigenvalue problems, when only the lowest 
eigenvectors and their corresponding frequencies are 
required, it is more effective and less costly to change 
from the physical coordinate basis, which was used to 
establish the equations of motion, to the M-orthogonal 
basis of eigenvectors. 
3.2 CHARACTERISTICS OF A DYNAMIC PROBLEM 
The characteristics of a dynamic problem is that the 
response of the system under consideration changes with 
time. Hence, it is evident that a dynamic problem does 
not have a single solution, but a succession of solutions 
corresponding to all times of interest in the response 
history. 
If a simple beam is subjected to a static load P, as 
shown in figure (3-la), its internal moments, shear 
forces and deflected shape depend directly upon the given 
load and can be computed from P by established principles 
of force equilibrium. If, however, the load P(t) is 
applied dynamically, as shown in figure (3-lb), the 
resulting displacements of the beam must be in 
equilibrium with the externally applied force as well as 
the inertia forces that result from the accelerations of 
the beam. 
Thus the internal moments and shear forces in the beam 
must be in equilibrium not only with the externally 
applied force but also with the inertia forces resulting 
from the accelerations of the beam. 
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The inertia forces which resists acceleration in this way 
are the distinguished characteristic of a 
structural-dynamic problem. In general, if the inertia 
forces represent a significant portion of the total load 
and is in equilibrium with the internal elastic forces of 
the structure, then the dynamic character of the problem 
must be accounted for in its solution. On the other hand, 
if the motion is so slow that the inertia forces are 
negligibly slow, the analysis of any desired instant of 
time may be made' by static structural-analysis even 
though the load and response may be time varying, ref 
[1]. 
3.3 CHARACTERISTICS OF EIGENVALUE PROBLEM 
The main characteristic of an eigenvalue problem is that 
there is no unique solution to the response of the system 
and therefore it is necessary to calculate all possible 
solutions. 
The eigenvalue problems are utilised in dynamic analysis 
when it is necessary to investigate the physical 
stability of the system under consideration, i. e, to 
predict whether small disturbances that are imposed on a 
given equilibrium configuration tend to increase very 
substantially. Therefore, a deformed configuration is 
assumed for a system and an investigation is performed on 
whether there is a load level that admits such a 
configuration as a possible equilibrium solution. 
The generalised eigenvalue problem employed in the 
current investigation is formulated by 
Av = ABv (3-1) 
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where A and B are symmetrical matrices, I is a scaler and 
v is a vector. If I and v satisfy equation (3-1)' they are 
called eigenvalues and eigenvectors respectively. 
In vibrational analysis it is necessary to formulate an 
eigenvalue problem for the solution of the dynamic 
equilibrium equations, consequently, it is necessary to 
findä mathematical transformation of the state variables 
that can be employed effectively in the solution of the 
dynamic response. 
3.4 ANALYSIS OF DISCRETE SYSTEMS 
In the analysis of a discrete system the actual response 
can directly be described with an adequate precision by 
the solution of a finite number of degrees-of-freedom. 
The following solution steps are required in the 
analysis: 
(a) the actual system is idealised as an assemblage of 
elements, 
(b) the equilibrium requirements of each element are 
established in terms of state variables, 
(c) the element interconnection requirements are invoked 
to establish a set of simultaneous equations for the 
unknown state variables, and 
(d) the simultaneous equations are solved for the state 
variables and, using the element equilibrium 
responses, the latter for each element can be 
calculated. 
The structural system response will be directly described 
by the solution of a finite number of state variables 
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(i. e system with a finite number of degrees of freedom). 
Three different methods of discritization can be employed 
in dynamic analysis, namely 
1 Lumped-Mass Procedure 
2 Generalised Displacement Procedure 
3 The Finite Element Concept 
3.5 FORMULATION OF THE EQUATIONS OF MOTION 
The primary objective of a structural dynamic analysis is 
the calculation of the displacement-time history of a 
given structure subjected to a given time-varying load. 
The equations of motion of a system are the mathematical 
expressions defining the dynamic displacements, and the 
solution of these equations of motion provide the 
required displacement histories. The essential properties 
of any linear elastic structural system subjected to 
dynamic loading include its mass, stiffness, damping and 
the external loading. A sketch of a single degree of 
freedom system is shown in figure (3-2a). 
The mass m of the system is represented in the rigid 
block restrained to move only in the x-direction by 
frictionless guides and constrained by the weightless 
spring of stiffness k. The energy-loss mechanism is 
represented by the damper constant c. The external 
loading producing the dynamic response of the system is 
the time-varying load P(t). 
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Three different methods are employed in deriving the 
equations of motion of the above system shown in figure 
(3-2b). These are: 
(a) Direct equilibrium using d'Alembert's principle 
(b) Virtual Work analysis 
(c) Hamilton's principle 
3.5.1 DIRECT EQUILIBRIUM USING D'ALEMBERT'S PRINCIPLE 
The equations of motion of the above structural system 
are based on expressions of Newton's second law of 
motion; which states that the rate of change of any mass 
m is equal to the force acting on it. This relationship 
is expressed mathematically by the following differential 
equation 
P(t) = dt 2 
(md1t) (3-3) 
For most problems in structural dynamics it can be 
assumed that the mass does not vary with time, in which 
case equation (3-3) can be written as: 
Z 
P(t) =mdz= mut(t) (3-4) 
where the dots represents the differentiation with 
respect to time. 
or P(t) -m µ(t) =0 (3-4') 
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The expression rn (t) is the inertia force resisting the 
acceleration of the mass 
f= = m1(t) (3-5a) 
In vibration analysis, energy is dissipated during the 
vibration, and this loss is usually taken into account by 
velocity dependent damping forces. Hence the damping 
force is the product of the damping constant, c, and the 
velocity 
fD = c0-(t) (3-5b) 
The, elastic forces of the system are equal to the product 
of the spring system and the displacement 
fs = ka(t) (3-5c) 
Therefore, the equation of motion of the above system is 
the equilibrium of these forces. 
fz + fD + fs = P(t) (3-6) 
Equation (3-6) can be written as 
znE1. (t) + CL(t) + k';, t,; t) = P(t) (3-7) 
The procedures mentioned in section 3.5 are completely 
equivalent and lead to identical equations of motion. 
Hence the choice of the method to be used will depend on 
the nature of the dynamical system under consideration. 
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3.6 INFLUENCE OF GRAVITATIONAL FORCES 
Consider the single degree of freedom system, shown in 
figure (3-3a) where the force of gravity is represented 
by the mass W acting in the direction of displacement; 
the system of forces acting in this case are shown in 
figure (3-3b). When the expressions of equation (3-7) are 
used, the equilibrium relationship can be written as: 
my + cv +kv = P(t) +W (3-8) 
The total displacement v can be expressed as the sum of 
the static displacement A . t, caused by the mass W, 
together with the additional dynamic displacement'v as 
shown in figure (3-3c). 
v= ýýt +v (3-9) 
The spring force may be written as 
f. = kv = kA. + kV (3-10) 
Substituting equation (3-10) into equation (3-, $) the 
following equation is obtained: 
my + cv + kA., + kv =P (t) +W (3-11) 
and noting that kA,,, =W leads to 
my + cv + kv = P(t) (3-12) 
Since Amt does not vary with time, equation (3-9) can be 
differentiated with time to give: 
T 
V-V 
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and v=v 
hence, equation (3-12) may be written as: 
my + cv + kv = P(t) (3-13) 
It can be seen that by comparing equations (3-13) and 
(3-7), the equation of motion expressed with reference to 
the static equilibrium position of the dynamic system is 
not affected by the gravity forces. For this reason, the 
total deflections, stresses, etc can be obtained by 
adding the appropriate static quantities 10 the results 
of the dynamic analysis. 
3.7 SOLUTION OF EQUILIBRIUM EQUATIONS IN DYNAMIC 
ANALYSIS 
The equations of equilibrium governing the linear dynamic 
response of a system of finite elements is: 
MÜ + CU + KU =R (3-14) 
where M, C and K are the mass, damping and stiffness 
matrices respectively; R is the external load vector; and 
U, 6 and Ü are the displacement, velocity and 
acceleration vectors of the finite element assemblage. It 
should be recalled that equation (3-14) was derived from 
consideration of statics at time t. 
Mathematically equation (3-14) represents a system of 
linear differential equations of second order and in 
principle, the solution of the equation can be obtained 
by standard procedures for the solution of differential 
equations with constant coefficients, ref [2]. 
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However, the procedures can become very expensive if the 
order of. matrices is large, unless specific advantage is 
taken of the special. characteristics of the coefficient 
matrices K, C and M. 
In practical , 
finite element analysis, few, effective 
procedures are considered and are divided into two 
methods of solution; these are: 
(a) direct integration methods 
(b) mode superposition methods. 
3.7.1 DIRECT INTEGRATION METHODS 
In direct integration the equations in (3-14) are 
integrated using a numerical step by step procedure, the 
term "direct" means that prior to the numerical 
integration, no transformation of the equations into a 
different form is carried out. In essence, direct 
numerical integration is based on two, ideas. Firstly, 
instead of attempting to satisfy equation (3-14) at any 
time t, it is aimed at satisfying it only at discrete 
time intervals At apart. This means that, (static) 
equilibrium, which includes the effect of inertia and 
damping forces,, is sought at discrete time points within 
the interval of the solution. Secondly, the direct 
integration method is based upon the assumption that a 
variation of displacements, velocities and accelerations 
within each time interval is assumed. 
In the following, assume that the displacement, velocity 
and acceleration vectors at time t=0 denoted by U, d and 
Ü respectively are known, and let the solution to 
equation (3-14) be required from time t=o to time=T. In 
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the solution the time span under consideration, T, is 
subdivided into n equal time intervals At (i. e At=T/n), 
and the integration scheme employed has to establish an 
approximate solution at times O, At, 2At,..., t, t+A t,..., T. 
Moreover, the proposed algorithm has to calculate the 
solution at the next required time from the solution at 
the previous time. Hence, assume that the solution at 
times 0, At, 2A t,..., t has already been calculated and 
that the solution at time t+At has to be calculated. 
Thus, the general algorithm can be established to 
calculate the solution at all discrete time points from 
time t=0 to time t=T. 
The direct integration algorithms are characterised as 
either implicit or explicit. Explicit or conditionally 
stable scheme, obtain values for dynamic quantities at 
time t+At based entirely on available values at. time t. 
This places an upper bound on the time step size in order 
to maintain numerical stability. 
Implicit schemes remove the upper bound of the time step 
size by solving for dynamic quantities at time t+At based 
not only on values at t, but also on these quantities at 
time t+et. 
The most commonly used explicit integration algorithm is 
the Central Difference method and the most commonly used 
implicit algorithms are the following: 
Houbolt method 
Wilson ¢ method 
Newmark method 
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3.7.2 NEWMARK INTEGRATION METHOD 
The Newmark integration scheme [2] can also be considered 
as an extension of the linear acceleration method. The 
following assumptions are used: 
t*£td = tTj + [(1 - d)`Ü + sc+AtU]At 
(3.15) 
t. AtU = tu + tUAt + [(1/2 - a)tÜ + at '°tÜ]ate 
(ß. i1) 
where a and d are parameters that can be determined to 
obtain integration accuracy and stability. Newmark 
proposed an unconditional stable scheme in which 6=1/2 
and a=1/4, as shown in figure (3-4). 
In the solution of the displacements, velocities and 
accelerations at time t+At, the equilibrium equation 
(3-14) is considered together with equations (3-15) and 
(3-16) to obtain: 
M t"°tÜ +C t+°tU +Kt. etU = t`°CR (3-17) 
Solving from equation (3-16) for °`Ü in terms of 
and tÜ , and then substituting for t' AT in to equation 
(3-15). Equations of accelerations and velocities at time 
t+At in terms of the unknown displacements are obtained. 
The values of `` At and °' IT are substituted into 
equation (3-17) to solve for t` AtU. In other words three 
equations are used to solve three unknowns. 
3.7.3 MODE SUPERPOSITION METHODS 
Reference [3] summarises the direct integration schemes 
and shows that, if a diagonal mass matrix and no damping 
is assumed, the number of operations for one time step 
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are larger than 2nmk where n and mk are the order and 
half bandwidth of the stiffness matrix considered 
respectively. If a consistent mass matrix is used, or a 
damping matrix is included in the analysis, an additional 
number of operations proportional to nmk is required per 
time step. 
The above considerations show that the number of 
operations required in the direct integration are 
directly proportional to the number of time steps used in 
the analysis. Therefore, the use of direct integration 
can be expected to be effective when the response for a 
relatively short duration (i. e, for a few time steps) is 
required. However, if the integration must be carried out 
for many time steps, it may be more effective to 
transform the equilibrium equations in (3-14) into a form 
in which the step by step solution is less costly. Since 
the number of operations required is directly 
proportional to the half bandwidth mk of the stiffness 
matrix, a reduction in m,, would decrease, proportionally, 
the cost of the step by step solution. 
Transformation of the equilibrium equations into a more 
effective form of direct integration can be undertaken by 
applying transformation on the finite element nodal 
displacement U. 
U(t) =P X(t) (3-18) 
where P is a square matrix and X(t) is a time dependent 
vector of order n. 
Appendix A. 1 provides the way the transformation matrix 
is obtained in order to express the element displacements 
in terms of the generalised displacement in two cases, 
when damping is neglected and when it is included. 
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3.8 SOLUTION METHODS FOR EIGENPROBLEM 
In the field of structural mechanics, the analysis of 
physical phenomena requires the solution of an 
eigenproblem. The simplest problem encountered is the 
standard eigenproblem 
K0=ß. M0 (3-19) 
where K is the stiffness matrix of a single finite 
element or of an element assemblage. K has the order n 
and half bandwidth mk (i . e, the total bandwidth 
is (2m, ß+1) 
and can be positive semidefinite or positive definite. 
There are n eigenvalues and corresponding eigenvectors 
satisfying equation (3-19). The ill eigenpair is denoted 
as (111, ý1) , in which the eigenvalues are ordered according 
to their magnitudes 
0<_A1 5A2 : 513 <_ ...... <_; Lr-, <_A. (3-20) 
The solution for p eigenpairs can be written as 
Ký=ýA (3-21) 
where '' is an n*p matrix with its columns equal to the 
eigenvectors and A is a p*p diagonal matrix listing the 
corresponding eigenvalues. As an example, equation (3-21) 
may represent the solution to the lowest p eigenvalues 
and corresponding eigenvectors of K, in which case 
§=1 §11 §21 
1 
op] 
and A= diag(A1); i=1,2,..., P. 
91 
The vibration 
considered is 
Ký _ AMA 
mode superposition eigenproblem often 
(3-22) 
where K and M are the stiffness matrix and mass matrix of 
the finite element assemblage respectively. The 
eigenvalues Is and eigenvectors 0i are the free vibrations 
squared, w12 , and corresponding mode shape vectors, 
respectively. The properties of K are as discussed above. 
The mass matrix may be banded, in which case its half 
bandwidth m is equal to mk, or M may be of diagonal form 
with mss >_ 0; i. e, some diagonal elements may possibly be 
zero. A banded mass matrix, obtained in a consistent mass 
analysis is always positive definite, whereas a lumped 
mass matrix is positive definite only if all diagonal 
elements are larger than zero. 
In analogy to equation (3-21), the solution of p 
eigenvalues and corresponding eigenvectors of equation 
(3-22) can be written as: 
Klý =M-PA (3-23) 
where the columns in` '' are the - eigenvectors and A is a 
diagonal matrix listing the corresponding eigenvalues. 
Appendix A. 2 discusses the properties of the 
eigenproblem. 
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3.9 LARGE EIGENVALUE PROBLEMS IN DYNAMIC ANALYSIS 
In the generalised eigenvalue problem, KO = w2MO, the n 
eigenvalues give the natural frequencies of the system 
and the eigenvectors are the corresponding vibration 
modes. The complete solution of KO = wMO, can be written 
as: 
KI = M§A (3-24) 
in which the column in 'I are the eigenvectors 0i and A= 
diag(wi'). The basis is now changed from the physical 
coordinate basis which was used to establish the 
generalised eigenproblem to the M- orthogonal basis of 
the eigenvectors, ref[2]. 
The time consuming step in the analysis can be the 
solution of the eigenvalue problem. If the order of the 
eigenvectors is large, the computer time required to 
solve for all the eigenvalues and eigenvectors can be 
enormous. However, the structure may respond primarily in 
a few modes and the contribution of the other modes may 
be negligible. 
3.9.1 SUBSPACE ITERATION METHOD 
The subspace iteration method may be looked upon as an 
extension of the improved process of the Rayleigh-Ritz 
procedure, ref (4], when employed in the solution of 
dynamic structural systems. 
In the discussion of matrix iteration, so far, it has 
been assumed that only a single vector is considered at 
a time. However, the procedure can be extended to deal 
with any desired number of vectors simultaneously. The 
basic idea is to solve for the p lowest eigenvalues and 
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associated eigenvectors satisfying- equation (3-24). In 
addition the eigenvectors should also satisfy the 
orthogonality relations: 
fT K=A; 'TM=1 (3-25) 
The subspace iteration method uses the fact that the 
eigenvectors in (3-24) form an M-orthonormal basis of the 
p dimensional least dominant subspace of the operators K 
and M. The idea is to-iterate simultaneously with p 
linearly independent vectors. which initially span the 
starting subspace E until Em is spanned, ref [5]. The 
required eigenvectors are then computed without further 
iteration. The total number of required iterations 
depends on how close E, is to Eaa The effectiveness of the 
algorithm lies in the fact that it is much easier to 
establish a p-dimensional starting subspace which is 
close to E_ than to find p vectors which each are close 
to a required eigenvector. Also, convergence of the 
subspace is all that is required and not of individual 
iteration vectors to eigenvectors. 
To present the algorithm let Xa store the p starting 
vectors which span to E0. Considering simultaneous 
inverse iteration on the p vectors which can be written 
as: 
K Xk =M Kk_, k=1,2,.... (3-26) 
The iteration vectors in Xk span a p-dimensional subspace 
Ek, and the sequence of subspaces generated converges to 
E_, provided the starting vectors are 'not orthogonal to 
E_. The vectors in Xk at this stage span Ek, and X,, and Ek 
becomes near parallel to each other. Therefore 
preservation of numerical stability is necessary in order 
that the vectors in X. do not have a poor basis (i. e, to 
converge again to Xk')while spanning to Ek. This can be 
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done by using Gram-Schmidt process, ref [2]. In this case 
the iteration becomes: 
KXk = MXk_I (3-27) 
where Xk = XkRk 
in which Rk is an upper triangular matrix chosen in such 
a way that XkMXk = I. Then provided that the starting 
vectors in X are not deficient in the eigenvectors 
corresponding to w12, w22, 
..., 
wp2 in which w12 < w22 <. 
. . 
w, 2 
<_ wp+2 , it holds the following 
X ------ý; Rk ------A as K ------00 
The following algorithm finds an orthogonal basis of 
vectors in Ek, thus preserving the numerical stability in 
the iteration of. equation (3-26), and also calculates in 
one step the required eigenvectors when Ek converges to 
E. . 
Hence, for k=1,2,... iterate from Ek_l to Ek 
K Xk =M Xk_i (3-28) 
then, find the projections of the operators K and M onto 
E- 
Kk = Xk' K Xk (3-29) - 
Mk = XkT M Xk (3-30) 
Solve for the eigensystem of the projected operators 
Kk Qk - Mk Qk L 1k (3-31) 
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then find an improved approximation to the eigenvectors 
Xk = Xk Qk (3-32 
Then provided Eo is not orthogonal to one of the required 
eigenvectors 
Ak ------A ;- Xk ------4ý as k ------co 
is obtained. 
3.9.2 THE STARTING SUBSPACE 
The first step in the subspace iteration method is the 
selection of the starting iteration vectors in X0. As 
mentioned earlier, if starting vectors span the least 
dominant subspace, the iterations can converge in one 
step. 
The starting vector X, can be established from the 
elements in K and M only. Usually the following scheme 
has been found very effective. The first column in MX, is 
simply the diagonal of M, where this assumes that all 
mass degrees-of-freedom are excited in order not to miss 
a node, and the other columns in MX are unit vectors with 
(+1) at the coordinates with largest ratios mÜ/ku. 
3.9.3 VERIFICATION OF RESULTS 
The starting subspace previously described may be proven 
to be satisfactory. However, the resulting eigenvalues 
and eigenvectors may be checked by using the Sturm 
Sequence property, ref (2]. This states that ýin gauss 
elimination, to evaluate the decomposition of LDLT =K - 
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MM, in which p is equal to the shift, the number of 
negative elements in D is equal to the number of 
eigenvalues smaller than p. Hence, in order to use a 
meaningful . µ, 
it is - necessary to find bounds for the 
exact eigenvalues w12 using the calculated w- 
A conservative estimate for a region in which the exact 
eigenvalue lie is given by 
0.99 wL2 < ws2 < 1.01 w12 (3-33) 
where only the smallest eigenvalues that converge to a 
tolerance of 10"6 should be included. The relation in 
(3-33) can be used to establish bounds' on all exact 
eigenvalues, and hence a realistic Sturm Sequence check 
can be applied. 
3.10 ANALYSIS OF UNCONSTRAINED STRUCTURES 
Structures that are constrained or partially constrained 
by their external support system against rigid-body 
displacements present a special problem in vibration 
analysis; this is due to the singularity of the stiffness 
matrix because the vibration frequencies of the 
rigid-body motions are zero. In this case inverse 
stiffness methods that are used cannot be applied without 
modification. 
In vibrational analysis if the stiffness equations are 
solved by Choleski or Gauss decomposition, any 
singularity leads to a value of zero in the diagonal 
position and would prevent continuation of the 
decomposition. Therefore, the modification should be 
introduced to the programme in such a way that the 
diagonal zeros are replaced by numbers . in'which the 
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decomposition can be achieved and the vibrational 
frequencies and eigenvectors are not altered. 
Mathematically, the above can be achieved by means of an 
eigenvalue shift. In generalised eigenproblem K¢ = XMq5, 
using a shift of p to the stiffness matrix can be 
written as: 
[K - PM] 01 =11Mq5s (3-34) 
The shifted matrix (k =K- pM) will be non-singular even 
if K is singular. If the mass matrix is diagonal, by 
invoking a negative shift causes a positive quantity 
that is added to the diagonal elements of the stiffness 
matrix. 
The effect of the shift that is added to the original 
stiffness matrix coefficients will not change the mode 
shapes and the frequencies obtained. The shift introduced 
to the stiffness matrix will only modify the system by 
adding small spring constraints to all the degrees of 
freedom. 
If the magnitude of the shift is several orders smaller 
than the actual stiffness coefficients, the artificial 
constraints will have no noticeable effect on the 
deformation of vibration properties. 
3.11 ANALYSIS OF CURRENT STRUCTURAL SYSTEMS 
In linear dynamic problems, - which are characterised by 
the fact that the response of the system varies in 
proportion to the magnitude of the applied loads, it has 
been shown that the equation of motion can be formulated 
by -any one of three distinct procedures. The most 
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straight forward approach is to establish directly the 
dynamic equilibrium of all forces acting in the system, 
taking account of inertial effects by means of d'Alem- 
bert's principle. 
In more complex systems, however, especially those 
involving mass, and elasticity distributed over finite 
region, a direct vectorial equilibrium may be difficult, 
and work or energy formulation may be more convenient. 
The most direct of these procedures is based on the 
principle of virtual displacements. The alternative 
energy formulation, which is based on Hamilton's 
principle, makes no direct use of the inertial or 
conservation forces acting on the system; the effect of 
the forces are represented instead by variation of the 
kinetic or potential energy of the system. 
Stability of an integration method necessitates low value 
of incremental time At/T to be considered to achieve 
proper integration of the lower modes. Moreover, any 
error that can arise due to rounding-off in the computer 
time at time t while performing integration of the 
equations of motion be very small and do not grow in the 
process. Stability has to 
assured 
when the time step is 
small enough to integrate accurately the response in the 
highest frequency component; this will require very small 
time step, and therefore the analysis is not economic. 
Yet, the accurate integration of the high frequency 
response predicted by the finite element assemblage is in 
many cases not justified and not necessary. Therefore, in 
many analyses only the first few equations (modes) are 
required and hence a higher At/T can be considered with 
stability retained. 
The aim in the numerical integration of the finite 
element system equilibrium equations is to evaluate a 
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good approximation to the actual dynamic response of the 
structure under consideration, consequently, it would 
seem that all system equation in (3-24) must be 
integrated to high precision and that all n equations of 
the form (3-7) need to be integrated accurately. 
In order to obtain an effective solution of a dynamic 
response an implicit operator which consists of a 
combination of positive Newmark y-dissipation and 
negative a-dissipation is shown to be effective in the 
lower modes. 
The above operator is completed by the Newmark formulae 
for displacement and velocity integration, ref [6]: 
t+ etÜJ = tU + &t [ (1 -y) tLU + yt + etTj 
and t' °tU =tU + &ttU + it2 [ (1/2 - 3) tU + ßt + AT ] 
where 8= 1/4(1 - a)2 
y= 1/2 -a 
and -1/3 _< a50 
The "ABAQUS"f']finite element programme, by Hiblit, 
Karlesson and Sorensen Inc, Providence, Rhode Island, 
USA, which is designed to analyse vibrational problems 
uses the above operator which was developed by Hilber, 
Hughes and Taylor. In addition the time step can be 
chosen automatically on the basis of half-step zesiduaL. . 
The time step can be achieved by monitoring residuals at 
time t+ At/2 once the solution at t+A has been 
obtained, the accuracy of the solution may be assessed, 
and for a variable time step analysis, the time step can 
be adjusted automatically. For fixed time step results , 
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these residuals are still calculated, and peak entries 
printed to indicate the accuracy of the solution. Hence 
if V is a typical amplitude of real forces in a problem, 
then three cases may arise: 
1. If max 
I R1/2 (= 10'' V, the time stepping solution 
has a high accuracy. 
2. If max I R1/2 I= 10'1 V, the time stepping solution 
has a moderately good solution. 
3. If max I R1/2 = V, the time stepping solution is 
rather course. 
The procedure for the half-step calculation is then as 
follows: 
(a) set a tolerance T on the maximum half-step residual 
(b) using a suitable time step, obtain a convergent 
solution at time t+ At 
(c) compute the half-step residual vector and hence max 
R,,, 21 
(d) if maximum I R1ý2 (>T, reset At to half its current 
value and start again from t, 
(e) if T/2 < max I R1/2 I< T, update the state to t+ At 
and continue- the analysis using the same time 
stepping size, 
(f ) if max I R112 I< T/2 for consecutive increments, 
reset At to 1.25At for the next increment of 
solution, 
f 
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(g) the time step is not to be increased in two 
successive increments. 
Since it is required from a computer programme to extract 
the lowest natural frequencies of vibration and the 
corresponding eigenvectors; the subspace iteration 
method, discussed earlier, for solving eigenvalue 
problems has been used in the current investigation. In 
this method the natural frequencies are extracted up to 
a limiting cut-off frequency, introduced to the programme 
by the frequency option. The response of a structural 
system can then be considered as the response of a number 
of single degrees of freedom systems. The response of 
each system can be obtained by a transient dynamic 
analysis using the history of input system. 
3.12 DEVELOPMENT OF FINITE ELEMENT MODELS 
The development of finite element models that accurately 
describe the dynamic behaviour of the structureslunderýon -1-6) 
investigation has been essential to the successful 
implementation of the associated experimental modal 
analysis. Of primary importance in -the preliminary 
formulation of these models is their capability of 
yielding mode shapes that are consistent with those 
developed by the actual structure. Accordingly, although 
every effort has been made at this stage to describe the 
structure as accurately as possible, particular emphasis 
has been placed during the development of the preliminary 
models on the accurate representation of each 
distribution of the structural stiffness and mass. 
Since representation of mode shapes is demanded of the 
preliminary modelling, more refined description is 
additionally expected to produce accurate estimates for 
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the natural frequencies of the structure. Hence, the 
presence of the roving accelerometer can have an 
influence on the dynamic behaviour of lightweight struc- 
tures which were investigated. Therefore, the revised 
description takes into account both the additional 
observations that have been made during the modal survey, 
and if necessary the effects of the accelerometer and 
rigid joint mass of the structure. 
The efficiency of a finite element package can be 
predicted from an examination of the formulation of its 
elements, forces and the solution requirements it has 
adopted in the analysis. Indeed, the accuracy and costs 
of the analysis can be particularly sensitive to the 
finite element chosen for the analysis. ABAQUS package 
was used to perform both the restrained and unrestrained 
frequency extraction and time domain analysis in this 
investigation. The selection of this package was based on 
the variety of its library of elements, and its 
facilities for analysing unrestrained systems. Although 
it was found to be an advanced and elegant programme, the 
absence of certain features was found to limit the 
capabilities of the ABAQUS version used in these 
analysis. Among the unavailable features was an element 
wavefront optimiser. This was possibly omitted due to the 
in-built large memory and file handling capabilities of 
this version. It was therefore necessary to provide the 
capabilities of an existing algorithm to allow the 
wavefront optimisation of each mesh prior to its 
submission to ABAQUS. The wavefront optimisation of the 
meshes resulted in a considerable reduction in the large 
CPU time and costs of each analysis. Recently version 4.7 
of ABAQUS has been available and this represents a 
significant upgrade on version 4.5, which was used in the 
analysis. The availability of wavefront optimisation, 
nodal sub-structuring and mode superposition capabilities 
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inversion 4.7 will greatly facilitate the dynamic and 
modal analysis of large double layer grid systems. 
The dynamic response of the skeletal structures 
manufactured from perspex and g. r. p, material were 
investigated under impact and sinusoidal loadings. 
Various dynamic characteristics of the skeletal 
structures with large number of degrees of freedom were 
experienced. These structures are analysed using stable 
and accurate methods of analysis. 
The mechanical properties obtained as a result of 
subjecting perspex and g. r. p specimens to vibrational 
loading to induce - time harmonic deformation in the 
material were used to define the material properties. - 
A linear analysis was undertaken on two unit tube members 
made from the above mentioned materials in free-free 
boundary condition using the material properties 
obtained. The analysis included rotary inertia and shear 
deformation. Discritization of the member units into 1, 
3, and 10 elements were used. The results obtained are 
tabulated in chapter 5 and compared with the experimental 
ones. 
The above g. r. p composite material was analysed by using 
(a) the orthotropic properties of the material and the 
results were obtained and tabulated, and (b) by 
considering the modulus of elasticity of the hoop and 
radial direction of the tube to be the same as that of 
the longitudinal direction and the results were also 
obtained and tabulated. These two analyses were 
considered to provide the likelihood of errors that could 
result. 
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Moreover, for a general description of the systems, 
free-free, pinned and fixed boundary conditions were 
considered; in addition additional mass were added to 
the structures and then latter were again analysed. The 
above considerations provided general model-ling for any 
structure that could exist. The results obtained for the 
theoretical analysis were compared with 'those of the 
experimental results and tabulated in chapter 5. 
From the above discussions 'ABAQUS' was found to be the 
most reliable package to use in the analytical analysis, 
and therefore has been used in the investigation. The 
necessity of carrying out experimental investigations, 
wherever possible, to enable comparison and assessment of 
results obtained from the theoretical work to be made, 
can also be seen. 
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CHAPTER FOUR 
4. INSTRUMENTATION AND EXPERIMENTAL ANALYSIS 
4.1 INTRODUCTION 
One of the methods of analysing the double layer grid 
systems used in this project was by experimental model 
analysis. Models manufactured from perspex and pultruded 
glass reinforced fibre polyester (g. r. p) materials were 
tested under impact and vibration loading conditions. 
The dynamic characteristics of a polymeric material are 
dependent on frequency and temperature and it can vary 
from that associated with a rigid, elastic solid to that 
of a flexible, high loss, rubber like material. Moreover, 
in isotropic polymeric materials the dynamic properties 
will depend on the type of deformation involved (i. e 
extension, shear and compression). For unidirectional 
g. r. p composite materials the dynamic properties are also 
dependent on the level of frequency and temperature but 
to a lesser extent than those of the unreinforced 
polymeric materials, in addition, the dynamic properties 
will depend upon the concentration of the fibres. 
The principles of dynamic testing of materials are well 
established and several test methods have been developed 
and are dependent on the ranges of frequency, types of 
deformation and the kind of the material used. 
Experimental investigations on 'perspex and g. r. p 
materials were undertaken atNPL) by methods developed 
there. Na! 'roricL phV«a p /ak02af021'eS 
The experimental methods used on vibrational systems uses 
transducers such as accelerometers and load cells. The 
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physical parameters obtained, such as accelerations are 
transformed by electrical signals oný instruments 
available for the analysis in the"time, frequency and 
modal domain. 
Dynamic signal analysers are used by implementing a Fast 
Fourier Transform (FFT) algorithm which is used to 
transform the data from the time domain to the frequency 
and modal domains. 
The properties of the FFT upon which dynamic signal 
analysers are based are presented in appendix A. 3. 
There are two techniques which can be used to analyse 
vibrations on systems, these are: 
(a) the transient technique 
(b) swept sine spectrum technique. 
The instrumentation and testing procedures for both 
techniques are presented, together with the structural 
models used in the current investigation. 
4.2 METHODS OF MEASURING VIBRATION PARAMETERS 
There are several methods of measuring the dynamic 
output, some of these are by: 
(a) direct recording of displacement 
(b) an oscilloscope 
(c) a spectrum analyser. 
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In this project a two channel oscilloscope has been used 
to monitor the output in the time domain and the spectrum 
analyser was used to monitor the output in both the time 
and frequency domains. These domains are interchangeable 
i. e that is no information is lost in changing from one 
domain to another. The advantage of introducing the three 
domains is to provide a change of perspective; thus by 
changing from the time domain to another domain the 
solution of complex problems can often become clearer. 
4.2.1 THE TIME DOMAIN 
The traditional way of observing signals is to view them 
in the time domain. The time domain is a record of a 
certain parameter versus time. 
Strip chart recorder can be used in the time domain to 
measure in direct recording a time domain view of 
displacements, but the mass of the pen registering the 
recording measurement restricts the movement when rapid 
measurements are involved and make the slow measurement 
somet)hatunreliable. However when converting the recording 
parameter of interest into electrical signals by the use 
of transducers more reliable measurements can be achieved 
and more rapid measurements can be recorded with greater 
accuracy. 
Some of the devices used to measure indirectly parameters 
in the time domain are: 
(a) the oscillograph, and 
(b) the oscilloscope. 
The oscillograph record measurements are via a 
photosensitive paper by deflecting a light beam. It 
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operates on moving a small, light mirror through a very 
small angle, where the oscillograph can respond much 
faster than the strip chart record. The oscilloscope is 
widely used for displaying signals in the time domain. 
This can be operated by an electron beam using an 
electric fields; and that electron beam is made visible 
by a screen of phosphorescent material. The oscilloscope 
is capable of accurately displaying signals more rapidly 
than the oscillograph could handle, this is because it is 
only necessary to move an electron beam rather than a 
mirror. 
4.2.2 THE FREQUENCY DOMAIN 
Ref [1] has shown that any waveform can be generated by 
adding up sine waves. Consider a simple waveform composed 
of two sine waves, as shown in figure (4-1), it can be 
seen that a single waveform identical to the 
corresponding two sine waves can be generated by choosing 
the amplitudes, frequencies and phases of these 
correctly. Conversely, a signal can be broken down into 
a unique combination of sine waves. Therefore any signal 
can be represented by only one combination of sine waves. 
Figure (4-2a) is a three dimensional graph used for 
addition of sine waves, where the coordinate axes are the 
time, frequency and amplitude. The time domain, which 
corresponds to time and amplitude axes can be viewed from 
this three dimensional graph along the frequency axis. 
Figure (4-2b) is the time domain view of the sine waves. 
However, the frequency domain, which corresponds to the 
frequency and amplitude axes can be viewed along the time 
axis. Figure (4-2c) is the frequency domain view of the 
sine waves, where the vertical and horizontal axes 
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represent amplitude and frequency respectively. 
The frequency domain is usually measured by spectrum and 
network analysers or a combination of both analysers. 
Spectrum analysers are instruments which are used only 
to characterise signals. They introduce very little 
distortion and few spurious signals, this is due to the 
fact that the output signal obtained is divided by the 
input one to get a normalised frequency response of the 
system irrespective of the phase shift. 
Network analysers are devices that give accurate 
amplitude and phase measurements. They have the 
capability of measuring the amplitude ratio (gain or 
loss). 
The two analysers are not interchangeable, i. e the 
spectrum analyser can not measure amplitude accurately 
and cannot measure phase, and the network analyser would 
make a poor spectrum analyser because spurious responses 
limits its dynamic range. 
Dynamic signal analysers are an exception to the above 
two analysers, in that they can act as network and 
spectrum analysers. They are based on a high speed 
calculation routine which acts as a parallel filter 
analyser with hundreds of filters. This will enable the 
analyser to ignore the spurious responses arising. Two 
channel dynamic signal analysers are superior in analysis 
to either network and spectrum analysers. 
4.2.3 THE MODAL DOMAIN 
In the preceding sections the properties of the time and 
frequency domains and some instrumentation used were 
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developed. The change of perspective to the modal domain 
can be useful in analysing the behaviour of dynamic 
problems. 
The modal domain can be illustrated by a simple 
mechanical structure such as a tuning fork. If the tuning 
fork, as shown in figure (4-3), is struck, from its tone 
it can be concluded that it is primarily vibrating at a 
single frequency. The time domain view of the sound 
caused by the deformation of the fork can be segn as a 
lightly damped sine wave as shown in figure (4-3b). From 
the frequency domain view of the tuning fork, it can be 
seen that the frequency response has a major peak that is 
slightly damped together with several small peaks as 
shown in figure (4- 3c). 
Each of these peaks, large and small, correspond to a 
vibration mode of the tuning fork. The major tone is 
caused by the vibration mode shown in figure (4-4a) and 
the second mode is caused by a vibration as shown in 
figure (4-4b), etc. 
Similarly the vibration of a structure can be represented 
as the sum of its vibration modes. The modal analysis 
determines the modes of vibration, which in turn 
represents the natural frequencies together with the 
associated shapes. Moreover, the natural frequency 
together with the damping and mode shape for each mode 
represents a complete description of the structure. The 
associated mode shape represents the relative deflections 
over the structure and this information is often 
sufficient to suggest structural modifications which will 
change the dynamic behaviour in a desired direction. 
Two basic techniques can be used for determining the 
modes of vibration in complex structures; these are as 
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follows: 
The normal mode testing, where one mode at a time is 
isolated and the associated modal parameters are 
determined. A number of vibration excitors are 
distributed over the structure which simultaneously 
provide excitation sinusoidal forces. 
2 The frequency response function method, where the 
structure can be excited by an arbitrary waveform 
containing energy distributed over the whole 
frequency range of interest. All the modes are 
excited simultaneously and contribute to the 
observed response. 
4.2.4 THE RELATIONSHIP BETWEEN THE TIME, FREQUENCY AND 
MODAL ANALYSIS. 
To enable the total vibration of a structure to be 
determined, it is required to measure the vibration at 
several points on it. If the time domain data is 
transformed to the frequency domain, results, as shown in 
figure (4-5), are obtained where the resonances occur at 
the same frequencies irrespective of where they are 
measured on the structure. 
By measuring the width of each resonance, it can be seen 
that the damping is independent of position. The only 
parameter that varies when moving from point to point 
along the structure is the relative height of resonances. 
The mode shape at each resulting frequency can be traced 
by connecting the peaks of the resonances. 
However the equivalence between the modal, time and 
frequency domains is not quite as strong as that between 
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the time and frequency domains. Since the modal domains 
portray the properties of the system independently of the 
stimulus, transforming back to the time domain gives the 
impulse response of the structure irrespective of the 
stimulus. A more important limitation of the equivalence 
is that curve fitting is used in transforming from 
frequency response measurements to the modal domain to 
minimise the effects of noise and small experimental 
errors. No information is lost in this curve fitting, so 
all the three domains contain the same information but 
not the same noise. Therefore transformation from the 
frequency domain to the modal domain and back again will 
give results as shown in figure (4-6). 
4.3 EXPERIMENTAL TESTS ON STRUCTURAL MODELS 
Experimental analysis were undertaken on structural 
models to enable a comparison to be made from the 
numerical work. 
Two techniques have been used for the analysis of the 
model 
structures under investigation; these are: 
(a) The transient analysis technique 
(b) The swept sine spectrum analysis technique. 
The former method was used to analyse the perspex models, 
the pyramidal unit truss and the one meter length members 
and the latter method to investigate the perspex model, 
the pyramidal unit truss and the composite system. 
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4.3.1 THE TRANSIENT ANALYSIS TECHNIQUE 
Figure (4-7) illustrates the vibrational test arrangement 
for a skeletal perspex model when it was tested in a near 
fixed boundary condition. 
The input signal to the structure was via a Bruel and 
Kjaer impact hammer (type 8202), ref [3], which had a 
rubber tip in series with the force transducer. A typical 
input signal to the structure is shown in figure (4-8); 
the shape of this force signal depends upon the type of 
the hammer tip, mass of the hammer and the dynamic 
characteristics of the structure under investigation. The 
output was monitored by a moving accelerometer. The 
signals from the force transducer and accelerometer were 
routed via a preamplifier before being traced on the 
oscilloscope. 
The time domain force and acceleration signals from the 
models were digitally sampled and stored in block sizes 
of 4096 points, using a DL 1200 multi channel digital 
recorder, ref [4], controlled by Data Lab digital signal 
processing software, mounted on a HP 200 computer. The 
sampling intervals used were selected to prevent signal 
aliasing. 
After capture, the signals were transformed to the 
ACQUIRE software, ref [5], for subsequent conditioning 
and FFT processing into the frequency domain in the form 
of accelerance frequency response function of the 
structure. The rubber tip used on the hammer excited the 
required range of frequencies in the structure. The 
vibration response on the structure was measured by a 
piezoelectric accelerometer which was mounted at selected 
nodes and on various members of the structure in the x, 
y and z coordinate directions. 
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The software used in the experimental transient analysis 
did not provide a curve fitting of the FRF's extraction, 
and therefore experimental modal analysis could not be 
carried out. However, the modes and frequencies were 
determined by performing natural frequency extractions on 
analytical models of the structural system. These 
extractions provided the eigenvalues as well as the 
eigenvectors of the structure. The characteristic 
eigenpairs from such an extraction are orthogonal, and a 
complete set forms an alternative bases of description of 
the structure. 
The eigenvectors were used for reference in determining 
the optimum vectors, i. e, locations and directions, to 
both excite and detect the modal characteristic of the 
structure prior to performing the actual experimental 
surveys. Consequently, the experimental surveys were 
reduced to undertaking FRF calculations to establish the 
existence of the modes and frequencies which have been 
predicted numerically. 
4.3.2 THE SWEPT SINE SPECTRUM ANALYSER TECHNIQUE 
The vibration of the skeletal structure was applied by 
means of electromagnetic vibrator (Ling Dynamic System, 
V 201) fed by a variable frequency oscillator (type 
TP025). A steel frame, pulley system and weights were 
used to place the vibrator in the required position. More 
weights were added to increase the weights of the 
vibrator relative to the weight of the test model. 
A Hewelett Packard signal analyser type 3562A, ref [6] 
and [7], was used to monitor the sine wave input to the 
structure through a vibrator. The signal analyser was 
connected through a digital interface to a Hewelett 
Packard 300 series computer furnished with the 
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appropriate ENTEK software, ref (8]. 
The force transducer (B&K, type 8200) was placed in 
series with the vibrator and the nodal joint (reference 
point) of the model structure and the system was pre-set 
to be within the required frequency range; the force was 
monitored through the force transducer and its signals 
were amplified through a Birchall power amplifier. The 
vibration response of the structure was monitored by the 
utilisation of a piezoelectric accelerometer (type 3861) 
which was mounted at all the structural joints and at the 
centre of all the members of the structure in the x, y 
and z co-ordinate directions. 
The "ENTEK" software was used in conjunction with the 
dynamic signal analyser to provide modal parameter 
analysis of the signals that are recorded by the force 
transducer and the accelerometer. 
4.4 PROPERTIES OF DYNAMIC SIGNAL ANALYSIS 
The main objective of the dynamic signal analysers used 
is to measure the input-output relationship of the 
vibrational system. 
The analysers are based on the properties of the Fast 
Fourier Transform to permit the calculation of a function 
that describes the dynamic behaviour of the vibrational 
system assuming that it is linear. 
The properties that are important in dynamic signal 
analysis are found in reference [1]. 
119 
4.4.1 TRANSFORMATION IMPLEMENTATION OF RECORDED DATA 
As there are many calculations involved in transforming 
domains, the transform must be implemented on a digital 
computer if the results are to be sufficiently accurate. 
With the advent of microprocessors, it is easy and 
inexpensive to incorporate all the needed computer power 
in a 
. 
small instrument package. However, the 
transformation to the frequency domain cannot be done in 
a continuous manner, but instead, the algorithm 
transforms digitised samples from the time domain to the 
frequency domain as shown in figure (4-9). 
Due to the sampling of the time domain input, the 
representation in both domains are no longer exact. 
However, a sampled representation can be as close to the 
ideal as possible by placing the samples close together. 
A time record is defined to be N consecutive, equally 
spaced samples of the input. Because it makes the 
transform algorithm simpler and much faster, N is 
restricted to be a multiple of two, for instant N= 1024. 
Hence, the time record is transformed as a complete block 
in the time domain into a complete block of frequency 
lines as shown in figure (4-10) in the frequency domain. 
This block processing is a property of the FFT. Since the 
FFT transforms the entire time record block as a whole 
there cannot be valid frequency domain results until a 
complete time record has been recorded. 
Moreover, the FFT transform of N consecutive, equally 
spaced samples of the time domain to N/2 equally spaced 
lines in the frequency domain is because each frequency 
line contains two pieces of information, amplitude and 
phase. It has been accepted that the amplitude and 
frequency of the sine waves contain all the information 
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necessary to construct the input, yet the phase of each 
of the sine waves are important too. As shown in figure 
(4-11), the phase of the higher frequency sine wave of 
this signal has been shifted; the result obtained is a 
distortion of the original waveform. 
The lowest frequency that can be resolved with FFT must 
be based on the length of the time record. If the period 
(or frequency) of the input signal is longer than the 
time record, the period cannot be determined. Therefore, 
the lowest frequency line of the FFT must occur at 
frequency equal to the reciprocal of the time record. 
Therefore the highest frequency can be measured from: 
f=N. 1 (4-1) 
2 Period of Time Record 
since there are N/2 lines spaced by the reciprocal of the 
time record starting at zero Hz, N/2 factor is used to 
measure the highest frequency. 
Since the frequency range of measurements often must be 
adjusted, f must vary. This can be done by varying the 
period of the time record since the number of time 
samples N is fixed by implementation of the FFT. 
4.4.2 ALIASING 
The reason an FFT spectrum analyser requires many samples 
is to avoid aliasing. This is a potential problem in any 
sampled data system due to fold over or mixing in the 
frequency domain as shown in figure (4-12). 
Two signals are said to alias if the difference of the 
frequencies fall in the frequency range of interest. This 
difference frequency is always generated in the process 
of sampling. If the input frequency is slightly higher 
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than the sampling frequency a low frequency alias term 
is generated. If the input frequency equals the sampling 
frequency, then the alias frequency falls at zero Hertz. 
If the sampling is at greater than twice the highest 
frequency of the input, the alias will not fall within 
the frequency range of the output. Therefore, if the 
sample rate is greater than twice the highest frequency 
of the input no aliasing will occur in the range of 
interest. 
4.4.3 BAND SELECTABLE ANALYSIS 
When a small sine wave signal is very close in frequency 
value to another sine wave in signal measurements, the 
frequency resolution of the analyser should be increased 
in order to observe the two signals. Since the FFT is 
equivalent to a set of filters, starting at zero Hertz, 
equally spaced up to some maximum frequency the 
resolution of a signal therefore is limited to the 
maximum frequency divided by the number of equally spaced 
filters. 
Yet a higher resolution could be obtained by 
concentrating the filters into the frequency range of 
interest as shown in figure (4-13). The minimum frequency 
as well as the maximum frequency of the filters are 
selected in such a way that it can be possible to zoom in 
for a high resolution of the frequency spectrum. 
4.4.4 WINDOWING 
Leakage is a phenomena that can arise in the frequency 
domain due to the time limitation of the signal before 
the FFT calculation is performed. For a sine wave to have 
122 
a single line spectrum in the frequency domain, it must 
exist for all time, from minus infinity to plus infinity, 
and only then the FFT would compute the correct single 
line spectrum exactly. 
However, a finite time record of the sine wave is only 
considered, this can cause an energy leakout of one 
resolution line in the FFT into all other lines if the 
continuous input is not periodic in the time record. This 
smearing of energy throughout the frequency domain can 
severely mask out small signals close to those sine 
waves. The solution to this problem is known as win- 
dowing. 
Leakage problems appear to happen at the edges of the 
time record, the centre of the time record is a good and 
continuous sine wave. If the FFT would be made to ignore 
the ends and concentrate on the middle of the time 
record, a much easier result can be obtained to the 
correct single line spectrum in the frequency domain. 
Such functions are called window functions since the data 
is viewed through a narrow window. 
Different types of windows are available to be used each 
depending on the type of time record used. In the current 
investigation the uniform, or rectangular window that 
weights all the time record uniformly has been used. The 
transient signals in general have the property that are 
zero values at the beginning and end of the time record, 
hence the time record is considered as a self-windowing 
function. These self-windowing functions generate no 
leakage in the FFT and hence need no window. 
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4.4.5 AVERAGING 
In recording signals, the desired one often must be 
measured in the presence of significant noise . The 
standard technique to improve the estimates of a value is 
to average. A noisy reading on an analyser is observed 
and the computed average signal can be determined within 
the signal analyser. 
Two types of averaging are available; these are: 
(a) the RMS (or power averaging), and 
(b) linear averaging. 
The RMS average technique is very valuable for 
determining the average power in any of the filters in 
the signal analyser. The more averages obtained, the 
better the estimate of the power level. 
The linear averaging is used for improving the signal to 
noise ratio of a measurement. The synchronising signal is 
used to trigger the start of a time record. Therefore, 
the periodic part of the input will be exactly the same 
in each time record taken, whereas the noise vary. If a 
series of these triggered time records are added and 
divided by the number of records taken, the average will 
be computed. 
The more averages taken, the closer the noise comes to 
zero and the signal to noise ratio of the measurement 
will continue to improve. 
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4.5 DYNAMIC MECHANICAL PROPERTIES OF PERSPEX AND GLASS 
REINFORCED POLYESTER MATERIALS 
Experimental investigations were undertaken to determine 
the dynamic mechanical properties of the perspex and 
glass reinforced fibre polyester materials. These were 
needed as data for the material specification in the 
computer programme. 
When a polymer sample is subjected to a low amplitude, 
time harmonic load at a frequency which avoids the 
excitation of sample resonances, then its deformation 
will generally lag in phase behind the applied load 
depending on the loading frequency relative to the 
molecular motional frequencies. 
In the region of linear response at small strains both 
the load and deformation cycles will be sinusoidal and 
the load cycle can be resolved into two components which 
are respectively in phase and out of phase with the 
deformation cycle. 
The dynamic properties can then be characterised by the 
components of a complex modulus M given by: ref [2] 
M! = M' + iM" = M' (1 + itan6, ) 
M' = cos 6, ' M" = a. sin d (4-2) 
Fro 
tan d = M" 
M' 
where i represents (-1); , a, and E, are the amplitudes of 
the respective stress and strain cycles and 6M (the loss 
angle) is the phase angle by which the stress cycle leads 
the strain cycle. MI and M" are the frequency storage 
(in-phase) and loss (out of phase) moduli respectively, 
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and are proportional to the peak energy stored and net 
energy dissipated per cycle. Tan S. is the loss tangent 
or damping factor which also depends on the test 
frequency. 
4.5.1 MECHANICAL PROPERTIES OF PERSPEX AND GLASS 
REINFORCED FIBRE POLYESTER MATERIAL 
In the present investigation the storage moduli and loss 
tangent were determined using the forced non resonance 
and the audiofrequency methods described in section 
4.6.1.1 and 4.5.1.2 which extends from about 0.1 Hz to 20 
Hz and between 20 Hz to 20 KHz respectively. These two 
tests were undertaken at the National Physical 
Laboratories. 
4.5.1.1 FORCED NON RESONANCE METHOD 
The dynamic displacement is generated by an 
electromagnetic vibrator manufactured by Bruel and Kjaer 
Ltd. and is driven by a single generator and power 
amplifier so that the frequency and amplitude of the 
vibration may be varied. Ref [2] illustrates the test 
arrangement for the method. A plate is attached to the 
vibrator by means of three vertical pillars. The cavity 
created by, the pillars provides a displacement monitoring 
device fixed on the vertical axis of the equipment. A 
stainless steel tube connects the plate to an above 
platform in which the lower half of the loading stage is 
bolted. The attachment of the tube to the plate and above 
platform is done by means of clamps, therefore enabling 
the tube to be replaced by one of different lengths when 
required. The top half of the loading stage is bolted to 
the base of a force transducer which is supported by a 
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plate which is fixed to a rigid platform by a threaded 
shaft allowing fine adjustments of the separation of the 
force transducer and the vibrator table. 
Two perspex and glass reinforced fibre polyester samples 
were machined to approximately 165*10.6*3.0 mm and the 
electromagnetic vibrator was employed to induce time 
harmonic deformation in the material strips. Load cells 
and displacement transducers were then used to monitor 
the force and displacement cycles. These transducers were 
connected to an amplifier and the amplifier outputs were 
passed via matched filters to automated data recording 
equipment. The micro computer provided a print out of the 
stress, strain and phase shift at each frequency applied 
to the sample. 
Values of E', E" and tan 6E can be calculated using the 
following equations: 
E' = Qý cos dE = E" (4-3) 
Fl,,, tan ös 
where E' = storage modulus 
E" = loss modulus 
a, = stress 
E, = strain 
öz = phase shift 
Values of E', E" and tan 6 evaluated using equation 
(4-2) with M* is equal to E show considerable errors if 
the apparent a/Bo and S. are not corrected. Characteristic 
sources of errors can result from: 
(a) the compliance of parts of the test arrangement, and 
(b) displacements of sample material within the clamps. 
With each of these effects, the apparent strains 
calculated from the measured displacements are higher 
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than the true values and values of E' may be 
underestimated . 
Values of tan S. will also be underestimated if a 
significant machine compliance exists. Correction methods 
have been given in reference [2]. 
4.5.1.2 AUDIOFREQUENCY RESONANCE METHOD 
In the audiofrequency resonance method a cyclic force of 
constant amplitudes was applied to a perspex and g. r. p 
beam samples which were suspended by two Nylon loops, as 
shown in ref [2]. These Nylon loops were individually 
positioned manually at the calculated nodal points. 
Small spring-steel strips were bonded to the same side of 
the sample beams and sinusoidal forces were applied at 
one end of the sample by means of an electromagnetic 
transducer fed by a variable frequency oscillator. The 
resulting vibrations of the sample were detected by a 
proximeter probe from which the signals were picked up by 
the conducting strip at the other end of the beam and 
yielded an output voltage proportional to the vibration 
amplitude. 
The two sample materials were earlier machined 0to 
approximately 165*10.6*3.0 mm and accurately weighed. The 
spring-steel strips were then bonded to the sample and 
then weighed again. Calculations were also made to 
determine the nodal positions of the specimens which were 
supported on the Nylon loops. 
The n-th resonant frequency, fn , for each sample was 
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found by increasing the frequency until a maximum output 
was obtained. To enable the loss factor to be determined, 
measurements were made on the width of the resonant peak 
f,,,,, - fl,,, where f,,,,, and fl,,, are these frequencies above 
and below the f at which the vibration amplitude is 11V2 
of the peak amplitude. Knowing f,,, f,,,, and fl,, the storage 
modulus E' and the loss factor tan 6 were determined 
using the following equations: 
_ 
48 7T2 M 13 fn (4-4) 
"n w h3 an 
where M= sample mass (kg) 
1= sample length (m) 
fn = resonant frequency (Hz) 
w= sample width (m) 
h= sample thickness 
n= mode number 
cn = mode constant (given in reference [2]) 
Errors in Eu! n can result from the added mass due to 
spring steel strips and due to shear and rotary inertia, 
hence 
E,! = EuIn ( 1+T. ) (1+! sr) 
(4-5 
where (1+Y, ) (1 + (4 *En* mass factor) ] 
Em= mass of spring steel strips (kg) 
and (1+T,. ) = [1 + an h (2s(1 + u) +1] 
12 1 
where s= shape factor 
u= Poisson's ratio 
tan SE is given by: 
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tan 6. = fu, n - 1-n 
fn 
4.6 THE MODEL STRUCTURES 
The accuracy of the manufacturing technique of the test 
models is extremely important in order to perform a sound 
and reliable investigation. The two techniques that 
constitute the model structures used were: 
(a) Perspex models. 
(b) Composite g. r. p. models 
4.6.1 THE PERSPEX MODELS 
The most convenient material for making double layer grid 
models from the point of view of workability is perspex. 
The material is tough, easy to cut and available in tubes 
and strips in a number of different sizes. Moreover, the 
connectivity of the members together within a structural 
configuration can be easy to perform. 
The technique to construct the double layer grid systems 
require the following: 
(a) The centre lines of the component members meeting at 
a point must intersect at that point to exclude any 
eccentricity that may arise. 
(b) Initial strains that may arise due to initial lack 
of fit of the component members must be eliminated. 
In the current investigation the node points connecting 
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the component members were made from perspex discs and 
the members from tubes of perspex. The holes in the discs 
were centrally drilled to accommodate the tubes to fit 
in. The diameter of the holes were slightly larger than 
the diameter of the tube, thus enabling the glue to be 
introduced between the two mating pieces. 
A holding jig for the node point perspex discs was 
designed to meet the requirements of the double layer 
configuration. This jig was used to ensure the alignment 
of the holes. The top layer of the grid was assembled by 
cementing individual members into the pyramidal units. 
The positions of the disks were ensured by means of pins 
mounted onto a board on which the outline of the grid was 
traced. The diagonal members were positioned by using a 
jig for mounting pyramids; this provided that the centre 
lines of all members intersected at the centre of the 
node joints. These pyramids were then glued to the top 
and bottom layers of the double layer grid models. The 
columns at the extreme corners of the bottom layer were 
glued to the disks nodes and was fixed to a wooden frame 
to ensure its rigidity. The glue material was Tensol 
Number 7 bonding agent. 
Three model shapes were investigated, these were: 
(a) a one metre length member of 25.4 mm diameter WaJJ týiý'c4NCSS . 
b) a pyramid made from one metre length members of 25mm ( 
diameter and 2 mm wall thickness. 
(c) a square on square structure mänufactured from 6mm 
Ac" 
diameter tubes and 320 mm length members and a 
similar structure made from 6 mm diameter and 160 mm 
length members. 
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4.6.1.1 PYRAMIDAL PERSPEX MODEL 
Figure (4-14) shows a line diagram of a' typical unit 
pyramidal building block which was analysed. The nodal 
joints were made from perspex discs. To ensure that holes 
in the discs were centrally drilled a special jig was 
made; the holes were made slightly larger than the 
diameter of the tube, to ensure the glue was introduced 
between the mating pieces. 
The structure was supported in a near free/free 
condition. An impact load was applied at different nodal 
points in the x, y and z co-ordinate directions. In 
addition the--swept sine load was applied at the nodal 
point c, figure (4-14) and tested. 
4.6.1.2 PERSPEX MODELLDOUBLE LAYER STRUCTURES 
Two linearly scaled double layer grid system models of 
the type square on square with rigid joints. The external 
diameter and wall thickness of the tube members for both 
structures were 6 mm and 1 mm respectively. Both were 
mounted onto four perspex columns; the'whole represented 
a column supported roof structure. The latter was fully 
fixed onto the top of the column at its four extreme 
columns and the columns were fully fixed at ground level. 
The length of the columns were 150 mm and 300 mm for the 
small and large perspex model and the cross sectional 
areas of the columns were 15.3*15.3 mm and 19.5*19.5 mm. 
Figure (4-15) shows the geometric shape of the two 
systems. 
An impact load was applied at different nodal points in 
the x, y and z co-ordinate directions and the vibration 
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response on both structures were measured also-in the x, 
y and z co-ordinate directions by a piezoelectric 
accelerometer which was mounted at the selected nodes and 
on various members of the structure. 
The two perspex models were analysed in a near free/free 
and in a fixed boundary condition. In addition to 
analysing the basic structural system in fixed boundary 
condition, masses were fixed to each of the four top 
central nodes of both structures; the values of the 
masses of the small and medium perspex models were 0.7 
and 0.3 kgs respectively. 
Moreover, two electrical resistance strain gauges joined 
in series were bonded to selected members of the large 
perspex model in fixed boundary condition. The resistance 
of the gauges were 60 ohms and the gauge length was 5 mm. 
This gauge series was used to measure the axial strain in 
the members. 
The swept sine load was applied at node point c of the 
large perspex model in fixed boundary condition and the 
vibrations were monitored by piezoelectric accelerometers 
positioned at some of the nodes in the x, y and z 
coordinate directions. 
4.6.2 COMPOSITE G. R. P MODELS. 
Three model shapes were investigated, these were: 
(a) a one metre length of 25.4 mm diameter and 2 mm wall 
thickness. 
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(b) a pyramid made from one metre length members of 
25.4 mm diameter and 2 mm wall thickness. 
(c) a square on square structure made from one metre 
length members of 25.4 mm diameter and 2mm wall 
thickness. 
4.6.2.1 PYRAMIDAL G. R. P MODEL STRUCTURE 
Figure (4-14) shows a line diagram of a typical unit 
pyramidal block which was analysed. The jointing system 
was made from a manufactured hollow glass reinforced 
fibre polyester sphere with holes drilled into it to 
accept the members of the structure; the spheres were 
then filled with a glass/epoxy resin compound. 
The structure was supported in a near free/free condition 
and an impact load was applied at different nodal points 
in the x, y and z co-ordinate directions on both 
structures. In addition the swept sine load was applied 
at the nodal point c, figure (4-14). 
4.6.2.2 COMPOSITE STRUCTURAL MODEL 
A skeletal double layer grid system of the type square on 
square with rigid joints was analysed. The grid consists 
of eight basic pyramidal units each having a square base 
of one meter length members manufactured from pultruded 
glass reinforced fibre polyester tubes which had a 
fibre/matrix ratio by weight of 60/40. The tubes had an 
outside diameter of 25.4 mm and nominal wall thickness of 
2 mm. The apices of the pyramidal units were connected by 
similar pultruded members. 
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Two methods were used to join the pultruded members at 
the node joints; these were: 
(a) The bottom members of the skeletal structure were 
made by crimping and bonding aluminium tube onto the 
ends of the g. r. p tubes; the internal diameter of 
the aluminium tube was 29 mm and the wall thickness 
was 3 mm and the crimped length was 70 mm. The 
'aluminium ends were then threaded and screwed into 
the aluminium rode joints. The nodal joints were 
made 
7y aluminium block which were provided with 
threaded holes in the right location and the 
required orientation to accommodate the members. 
(b) The top nodes of the skeletal structure were 
manufactured by means of a mould which was made from 
plaster and silicon rubber. A prototype node made in 
the department allows two halves of the mould to 
enclose on the node. Polyester resin and glass 
fibre were used to form the nodes. These nodes were 
spherical and hollow with openings moulded into them 
to accommodate the skeletal members. The spheres 
were then filled with epoxy resin to form the bonded 
joint. 
The joints allow any member in the skeletal system to be 
replaced if necessary. 
Figure (4-16) shows a line diagram of the square on 
square composite structural system. An impact load was 
applied at different nodal points in the x, y and z 
co-ordinate directions under near free/free and pinned 
boundary condition and the vibration response was 
measured also in the x, y and z coordinate direction by 
a piezoelectric accelerometer which was mounted at 
selected nodes and on various members of the structure. 
135 
In addition to analysing the basic structural system in 
pinned boundary condition, 50 Kg masses were fixed to the 
four central top layer node joints, in order to 
investigate the effect of the mass inertia resulting in 
vibrational analysis, moreover these masses represent 
normal loading positions for ordinary structures. 
The structure was also examined under a swept sine 
excitation with pinned support conditions and the 
vibrations were monitored by piezoelectric accelerometers 
positioned at each node joint and the centre of each 
member of the structure in the x, y and z co- ordinate 
directions. 
4.7 DEVELOPMENT OF EXPERIMENTAL TECHNIQUES 
Each structure that was investigated was found to possess 
individual characteristics that demanded the support, 
loading and recording conditions to be accurate to suit 
their modal behaviour. Since the modal behaviour of the 
support conditions was dependent on the specific 
stiffness of the material, consequently, the modal 
response of the relatively flexible perspex structures 
were very sensitive to the effectiveness of the support 
conditions used in their examination. Conversely, the 
high specific stiffness of the material in the composite 
structures ensured that they did not show such 
tendencies. Additionally, the suitability of a particular 
test technique was found to depend on the structure being 
investigated; this required the examination of a number 
of methods to provide the optimum response character- 
istics in certain structures. 
The considerable variation in complexity and 
characteristics of each structure also required that the 
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recording equipment was correctly calibrated during each 
investigation to ensure sampling of high quality data. 
The modal investigation using the impact hammer as an 
excitation source produced applied loads often resulting 
in only a fraction of impact tests being useful for FFT 
processing. The incorporation of spurious noise 
components into a sampled waveform in the analyses was 
generally found to be the result of either low signal 
strength or high ambient noise levels. 
The modal 'investigation of some large structures were 
very time consuming and, indeed, the investigation of the 
double layer g. r. p structure took many weeks to perform. 
This was due to the speed of the AQUIRE FFT software 
which required approximately 5 minutes for each of the 
sample blocks to be processed. 
However, due to the problems that were associated with 
the investigation of each structure, a process of 
continuous refinement of the modal investigation 
techniques applied was developed. This provided scope for 
the application of the techniques used for the 
examination of the modal structures. 
The transient impact hammer was chosen to excite the 
structures examined in these studies. The advantages of 
using the impact hammer is in the short set-up time and 
test required, and also it does not add mass to the 
structure tested. These are two features not associated 
with similar, vibrator-based excitation sources. However, 
it is difficult to ensure repeatability of loading, and 
its baseband stimulus invariably induces the development 
of rigid body modes. Moreover, the large crest factor, 
i. e ratio of maximum to average signal amplitude, 
associated with the testing technique can make it prone 
to providing non-linear components in the resonance of 
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the structures. Additionally, the low levels of energy 
induced by the hammer may not excite adequate modal re- 
sponses in the structural system. Despite these 
disadvantages, the low baseband range of frequencies it 
was required to excite, and the lightly damped modal 
characteristics of the structures examined, made the 
impact hammer test well suited to the modal survey FRF 
calculations. 
A fundamental difference between impact and sine-dwell 
testing techniques is that, whereas the scope of the 
former method is constrained by limitations imposed by 
sampling theory and the FFT algorithm, the sine-dwell 
method is not restricted in such a manner. The sine-dwell 
test attribute controllable input signal levels, good 
sound to noise ratios, and low crest factors, as well as 
the ability to avoid excitations of the RBMs in 
structures are well documented and show advantages over 
the equivalent transient test method. Moreover, it is 
slower than the impact testing and, more importantly, the 
mass of the attached vibrator head may add to the mass of 
the structure during testing. The sine-dwell tests were 
carried out using the H. P 3562A Dynamic Signal Analyser 
to generate and control the input signal, and to allow 
each spectral line to be averaged independently during 
construction of the FRFs and therefore it was possible to 
calculate the associated coherence function for each FRF 
spectrum obtained in the modal surveys, a facility that 
is-unavailable by using the AQUIRE software. 
The results from frequency extractions have been found to 
be sensitive to the modelling of the distribution of mass 
in the structure, a phenomenon that has also been 
observed by Bertran and Conrad, ref [9]. Consequently, 
particular attention has been paid to this property when 
developing the finite element representation of the 
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structure. 
4.8 EXPERIMENTAL TECHNIQUES 
The experimental investigations of the natural 
frequencies for the perspex and g. r. p. composite 
structures were undertaken by two techniques, those were: 
(a) Transient Analysis Technique 
(b) Swept-Sine Technique 
(a) Transient Analysis Technique 
This technique uses digital measurements to provide a 
single point excitation (i. e. impulse) at one or more 
selected points on a structure and measures the frequency 
response functions between the point of excitation and a 
series of selected points at carefully identified 
locations. The frequency response function can be 
calculated by using the real time signal processing 
techniques; this approach can often permit the frequency 
response function to be measured and plotted in a matter 
of minutes. This has the advantage of greatly reducing 
system excitation time, thus avoiding possible fatigue 
effects on the structure being analysed. Frequency 
response functions can often be achieved manually using 
a two-channel real time processor and a convenient 
excitation technique such as a calibrated hammer. 
The excitation sources can be conveniently processed with 
a two channel signal processor, using signal integration 
and differentiation (in order that the structural 
characteristics and frequencies, can be calculated by 
using a single set of force and acceleration 
measurements) implemented (via a software programme) and 
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engineering sensitivities that can be entered via a 
keyboard control giving measured results directly in 
preferred engineering units. 
To assure valid data and consistent results when 
processing test data for frequency response information, 
several important criteria must be observed. These 
considerations include transducer selection and mounting, 
data sampling rates, alias filters, and signal smoothing 
or windowing. 
(b) Swept-Sine Testing Technique 
This technique, by using digital measurements, provided 
a single point excitation ( slow sine swept) at a 
selected point on a structure and measured the frequency 
response functions between the point of excitation and a 
series of selected points around the structure. These 
series of frequency response functions can be stored in 
a computer memory such as a disc memory, for further 
extraction of mode shape coefficients, resonant damping, 
frequency values, stiffness values etc. Using time 
signal processing techniques can permit many frequency 
response measurements to be stored in a matter of hours. 
However, post processing of test data often involves a 
significant amount of data in order to extract mode 
characteristics from data in which many modes were 
excited simultaneously. 
The extraction of the modal parameters that is necessary 
to perform a complete vibrational analysis, can be 
determined by a software programme mounted on a 
microcomputer. Each excitation can be processed with a 
two channel real time processor, by using, an analyser 
and proper engineering sensitivities that can be entered 
via a keyboard control, and using signal integration and 
differentiation for the set of force and acceleration 
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measurements. 
Several important criteria are used to assure valued and 
consistent results when processing test data for 
frequency response information; these include transducer 
selection and mounting, data sampling rate, alias filter 
protection, averaging of signal records, and signal 
smoothing (windowing) at the time of FFT processing. 
The results obtained for the testing of the structures by 
the above mentioned techniques together with the 
analytical results will be discussed in chapter five. 
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CHAPTER FIVE 
PART A 
RESULTS AND DISCUSSION 
5.1 INTRODUCTION 
Natural frequencies and mode shapes computed for the 
model structures using techniques mentioned in chapters 
three and four are analysed and compared to enable an 
assessment of the accuracy of the measured techniques to 
be made. In addition dynamic testing of the large perspex 
structure was undertaken to provide strain measurements 
of selected members. These were compared with the results 
obtained analytically using the time-history of the input 
signal. 
5.2 DYNAMIC MODULI AND DAMPING RATIOS OF PERSPEX AND 
PULTRUDED GLASS FIBRE (GRP) MATERIALS 
5.2.1 PERSPEX MATERIAL 
When vibrational loading in a form of cyclic force or 
moment is applied to the material, the exciting force is 
partially resisted by the internal friction of the 
material in a form of dissipation of energy. This 
dissipation of energy is of a viscous type due to the 
nature of quasi-isotropic material. Hence, energy is thus 
dissipated in a form of heat for each cycle of 
deformation and this causes a phase shift between the 
stress and strain components under steady state vibration 
conditions, and the ratio of stress amplitude to strain 
amplitude is dependent on the frequency of the applied 
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load. The values of the corrected storage modulus and 
the loss factor calculated by using the audio-frequency 
method are given in table (5-1) ; the test procedures used 
to determine these values are given in chapter 4. The 
results of these two quantities by the forced 
non-resonance method were also undertaken, and given in 
table (5-2). The values of the loss factor in the 
non-resonance method below frequencies of 10' Hz were 
difficult to obtain and consequently have been omitted 
from the table. 
The above tabulated quantities of corrected storage 
modulus and loss factor against frequency have been 
plotted in figures (5-la) and (5-1b) respectively. From 
these two figures it can be seen that the storage modulus 
increases non-linearly with increasing frequency while 
the loss factor decreases non-linearly with increasing 
frequency. E' is seen to increase with frequency from a 
value of 4.53 GN/m at 11 Hz to a value of 5.43 GN/m at 
2067 Hz, and the loss factor decreases from a value of 
0.072 at 11 Hz to a value of 0.036 at 2067 Hz. 
Figures (5-la) and (5-1b) are used to define the storage 
modulus and loss factor of the material mechanical 
properties of the models under investigation. The values 
to be implemented depend on the frequencies of each of 
the models under investigation. 
The modulus of elasticity to describe Perspex material 
was achieved by using a single intermediate value. This 
is done despite the dependence of the material properties 
on the 'frequency of excitation and the wide frequency 
range developed by the configuration under testing. 
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5.2.2 PULTRUDED GLASS REINFORCED FIBRE MATERIAL 
The mechanical properties of the composite material 
unidirectionally reinforced with glass fibres exhibit a 
high degree of anisotropy. The dynamic tensile properties 
in the fibre direction are largely influenced by the 
fibres, consequently relatively high storage moduli and 
low loss factors are observed, whilst the transverse 
tensile and shear properties are influenced more by the 
matrix polymer, which yields relatively low moduli and 
high loss factors. 
The measurements of the elastic tensile modulus and the 
loss factor calculated by the audio-frequency method are 
given in table (5-3); these two quantities against 
frequency have been plotted in figures (5-2a) and (5-2b) 
respectively. 
From these figures the elastic tensile modulus and the 
loss factor show little tendency to change within the 
frequency range tested (i. e remains at a constant value 
with increasing frequency). E' remains at a constant 
value of 19.0 GN/m at 10 Hz to a value of 19.0 GN/m at 
1400 Hz and the loss factor has a value of 0.0036 at 10 
Hz and a value of 0.0039 at 1400 Hz. 
5.3 ANISOTROPIC CHARACTERISTICS OF G. R. P 
A transient model investigation was carried out on a1 
meter length of pultruded G. R. P tube of external diameter 
of 25.4 mm and nominal wall thickness of 2 mm. The 
resonant frequencies obtained experimental were compared 
with those obtained from finite element analysis. The 
latter models used three types of material description 
for the composite's stiffness characteristics. Table 
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(5-4) gives the elastic stiffness matrix components of 
the members which were incorporated into the numerical 
models for the three material descriptions. These models 
were carried out to determine the level of anisotropy 
required to define the dynamic behaviour of the composite 
accurately. The frequencies obtained from finite element 
extractions are presented in table (5-5). 
The member was excited by an impact hammer when suspended 
by Nylon strings in such a manner to obtain the first and 
second bending modes and their contribution to dominate 
the modal response of the structure. The member was again 
supported in a free-free condition and excited for the 
third bending mode to dominate the modal response and 
suppressing the first two modes. This was performed in 
order to isolate, if possible, a frequency or few 
frequencies to observe the level of anisotropy. The free- 
free support condition was used because the level of 
fixity of other boundary conditions is not accurate 
enough, while in free- free condition, the nodal 
positions of the member can be calculated and the Nylon 
strings can be positioned to coincide with those nodal 
positions providing accurate support conditions. 
When large structures are analysed the matrices involved 
to describe the orthotropic description will be very 
large, and an extremely uneconomical analysis will be 
performed for a slight difference in accuracy. The use of 
an isotropic description, for the composite material, 
provided an efficient and accurate estimates for the 
first three modes as shown in table (5.5). 
The isotropic description applied to the predominately 
uniaxially reinforced composite tube used the same 
modulus of elasticity in both the hoop and radial 
direction of the tube and these values were those equal 
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to the ones measured in the longitudinal direction. An 
over estimation of the transverse modulus which is 
associated with such characterisation appears-not to 
provide errors in vibrational analysis of the structure. 
The explanation is that the first three vibrational 
bending- modes are in-plane bending modes along the 
longitudinal direction of the member. The transverse 
effects of the material result in minimal errors. 
However, in the case of higher transverse bending modes, 
errors will be observed due to incorrect transverse 
modelling. 
5.4 NUMERICAL RESULTS OF PERSPEX AND G. R. P. MATERIAL 
The vibrational analysis, for the computation of the 
natural frequencies ofý the multi-degree of freedom 
skeletal systems, can be undertaken by the standard 
eigenvalue technique. This analysis has been performed to 
enable the mathematical modelling of the structures to be 
undertaken. Two types of elements were used in the 
formulation; these were the beam element for the skeletal 
members and the solid element for the rigid joints. The 
solid-element is made up of second order isoparametric 
elements and is a 27 node brick with three degrees of 
freedom at each node (5v, Sy, S. ). The formulation action 
of the displacement function, stiffness and mass matrices 
have been discussed in ref (2]. The beam elements have 
six degrees of freedom (6 , Sy, 6a l Oxy r O,,, , 0,, )- The 
displacement function, stiffness and mass matrices are 
described in ref [ 2,3,4 ]. The two elements are combined in 
one overall stiffness by interface elements whose nodes 
are the same as those of the beam element which makes 
contact with the rigid surface. 
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For the perspex models the beam-column elements, as 
discussed above, was the only one used to mathematically 
model the skeletal system as the perspex mode behaviour 
is consistent with the perspex members; the weights of 
the nodes are negligible. When masses are added to the 
perspex model, the modelling of the masses was done by 
the mass option available in the programme; the mass is 
allowed to move freely in the x, y, and z coordinate 
directions. 
Simple examples were initially analysed for the 
vibrational response (displacement at nodes) under 
vibrational loading conditions, these examples include a 
tripod and a quadruped structures manufactured from 
perspex material. In these examples the force was applied 
vertically at the node connecting the elements in both 
the tripod and quadruped. The force-time graphs and the 
axial strains at certain members on each structure were 
obtained experimentally. The experimental applied forces 
were used as the impact dynamic forces applied to the 
structures in the numerical work in order to obtain the 
numerical dynamic response and to compare the numerical 
solutions with the 'corresponding experimental results. 
The difference between the results obtained from the two 
methods did not exceed 2%. This was due to the following: 
(a) The time step used was small, in which the 
experimental dynamic force recorded, was implemented 
accurately. 
(b) The discretisation of the members that constitute 
the structure into ten elements provided accurate 
results. 
158 
(c) The package uses an efficient algorithm and chooses 
the time step automatically based on half-step 
residual. 
The accuracy achieved was acceptable in the finite 
element formulation of the current numerical 
investigations. 
Figure (5-3) shows the strain-time graph obtained 
experimentally and numerically in which the major peak 
strain response is followed by short damped responses. 
The major peak obtained experimentally and numerically 
are accurate yet in the following responses, the 
experimental results show lower damping than that of the 
numerical one, suggesting that the damping chosen for the 
analytical analysis is lower than the actual damping of 
the structure. Moreover, the frequency of vibration 
obtained analytically is similar to that obtained 
experimentally. 
5.5 EXPERIMENTAL VIBRATIONAL ANALYSIS OF ONE METER 
MEMBER AND PYRAMIDAL UNITS MADE OUT OF PERSPEX AND 
G. R. P. MATERIAL. 
5.5.1 EXPERIMENTAL VIBRATIONAL ANALYSIS OF 1 METER 
MEMBER UNITS 
The natural frequencies of the single member of the 
structures described in section (4.5.1) have been 
investigated analytically and mode shapes have been 
plotted when the models are in the free-free condition. 
For the first, second and third modes, the resonances are 
59.0 Hz, 162.0 Hz, and 320.0 Hz for the 1 meter perspex 
member and 112.0 Hz 308.0Hz, and 584.0 Hz for the 1 meter 
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Pultruded Glass Reinforced fibre polyester member. The 
mode shapes, as expected, show a half sine wave for the 
first mode, a full sine wave for the second mode, and a 
two 'sine wave' mode for the third one. 
Experimental investigation of the natural frequencies for 
the above models in the near free-free condition have 
been undertaken using the transient analysis technique. 
The members were placed in a near free-free condition by 
suspending them from elastic supports suspended at their 
nodal positions, depending upon the frequency of interest 
required, thus minimising the effects due to added 
stiffness and damping. 
The accelerometer was fixed to both perspex and g. r. p. 
member units at the centre and middle third length , in 
order to establish the first three natural frequencies. 
Figures (5-4a) and (5- 4b) show the resonances obtained 
for the perspex member unit. The former figure was 
obtained when the accelerometer was placed at the 
mid-length of the structure and the elastic supports were 
placed at the nodal points for the first mode, ref (1], 
so that the resonance of the first mode would have 
maximal effect, whilst in the latter figure the 
accelerometer was placed at approximately one third 
length of the member with the suspended elastic supports 
placed at the nodal points where the second frequency has 
maximal effect and the first and third resonances have 
minimal effects. 
The above figures show that the first three frequencies 
tie up but the magnitude of the normalised amplitude of 
the resonances are not the same, because the 
accelerometer has been placed at two distinct locations, 
as mentioned above. 
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Figures (5-5a) and (5-5b) show the resonances obtained 
for the pultruded glass reinforced fibre polyester member 
unit. The locations of the accelerometer were the same as 
those of the perspex member unit. 
From the two experiments investigated the G. R. P model was 
easier to handle, and the one to be more controllable as 
a member unit. This can be due to the fact that the G. R. P 
member unit is stiffer than the perspex one especially 
when the dynamic load applied was very difficult to 
control. This can be seen from figures (5-4) and (5-5) 
where the noise ratio for the perspex model is higher 
than that for the G. R. P one. Approximate measurements 
of the damping factor for the first three resonances of 
both member units as described in section (4.6.1.2) shows 
that the internal friction of the perspex member is 
greater than that of the GRP member. The loss factor for 
the perspex model show values of 0.052 , 0.05, and 0.048 
for the first, second, and third frequencies, while, for 
the equivalent GRP values are 0.004 for the first three 
resonances. Moreover, at frequencies less than 5 Hz, 
amplitude peaks, that represent the rigid body modes, can 
be observed. 
It is to be noted that absence of resonances in 
experimental investigation can arise due to the 
co-location of the input and output detection positions 
with the nodal positions of these modes. Furthermore, the 
discrepancies between the numerical and 
experimental investigations could be caused by the 
effects of the material damping in the structure which 
was not modelled in the finite element analysis; 
consequently, the experimental results are expected to be 
lower than that of the corresponding analytical values. 
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5.5.2 VIBRATIONAL ANALYSIS OF UNIT PYRAMIDAL STRUCTURE 
MADE OUT OF PERSPEX AND G. R. P. MATERIAL. 
The natural frequencies of the pyramidal structures 
described in section (4.5.2) have been investigated 
numerically and mode shapes have been plotted when the 
models are in the free-free condition. Tables (5-6) and 
(5-7) show the first six frequencies of the perspex and 
GRP tetrahedral structures respectively. The first three 
mode shapes of both structures are shown in figures (5-6) 
and (5-7) respectively. From these figures, it can be 
seen that vibration of the members, which constitute the 
structure, are predominant with the nodes having little 
effect; this can be due to the stiffness of the nodes 
compared to those of the members. 
Experimental investigation of the natural frequencies for 
the above models have been undertaken by the transient 
analysis technique, and the modal parameters of both 
models are determined by the Swept-sine analysis 
technique. 
5.5.2.1 TRANSIENT ANALYSIS TECHNIQUE 
The pyramidal models made out of perspex and g. r. p. were 
placed in a near free-free condition by using an elastic 
spring connected at one end to a rigid steel frame and 
the other end to joint 4 as in figure (4-14) of the 
models. Rigid body movement in addition to the internal 
vibrations of the structures were ensured by such a 
procedure. 
The impact hammer was applied at points predetermined 
from the mode shape diagrams produced from the numerical 
investigation, as was the accelerometer positions, in 
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order to obtain the frequencies of interest. Figures 
(5-8) show typical frequency response functions obtained 
for the perspex model, and figures (5-9) show those for 
the GRP pyramidal model. From the analytical results for 
the perspex pyramid, the first three frequencies are 
within a range of 6 Hz, hence a high resolution of the 
response signal is required in order to obtain these 
frequencies. The same is applied for the GRP pyramid in 
which the first six frequencies are within a range of 12 
Hz. 
At-frequencies below 8 Hz, small amplitude peaks can be 
observed that- correspond to the rigid body movement of 
the -models. These are followed by low amplitude 
vibrations until the natural frequencies of the structure 
are excited. 
It can be seen that the same resonance which is excited 
by impacting at different nodes in the structure can have 
varying amplitudes and it is possible that a modal point 
on the structure could be at or near a zero displacement 
mode. If the structure is impacted at this point, zero or 
only a small amount of energy will be given to the 
structure. Therefore, it is important to record signals 
at-more than one point so that the investigator can make 
sure that all modes of vibration have been recorded. 
Approximate damping factor measurements for the first 
resonant frequencies of both structures obtained from 
calculating where Af is the width of , the 
resonant peak in Hz measured at an amplitude equal to 1/ 
ý (2) of the maximum amplitude and fr,, is the resonant 
frequencies in Hz, shows that the internal friction of 
the perspex structure is greater than that of the GRP 
structure. The perspex pyramid show values of loss factor 
percentages-of 1.2,1.7, and 2.6 for the first, second, 
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and third frequencies respectively, while the GRP pyramid 
show values of 0.40, '0.46, and 0.53 for the first, second 
and third frequencies respectively. 
5.5.2.2 ANALYSIS'BY SWEPT-SINE TECHNIQUE 
The vibrator and transducer were connected to the model 
structures at node C as in figure (4-14), in order to 
excite the lowest frequencies of interest. The roving 
accelerometer was mounted at all mid points of the 
members and at the node points of the structure in the x, 
y, and z directions. Figures (5-10), shows the frequency 
response function for the perspex model taken in the x, 
y and z directions respectively. It can be seen that some 
responses are observed in all three directions with 
different signal strengths, and others are developed in 
one or two directions only. Below the fundamental values, 
there are indications of low frequency responses that 
represent the rigid body modes of the free-free model. 
The range of frequency through which the structure was 
tested with the lower and upper frequencies of 50 Hz and 
108 Hz respectively. Figures (5-11) show the frequency 
response function for the GRP pyramid model. At fre- 
quencies higher than 50 Hz there are no indications of 
low frequency responses, yet when checked for a sweep 
starting from zero Hz, low frequency responses, 
indicating rigid body modes for the structural model, 
were observed. The sweep was between 8 and 158 Hz for the 
perspex model and between 50 and 140Hz for the GRP model. 
The resonant frequencies have been compared in tabular 
form with those for the transient analytical solution, 
these are given in tables (5-6) and (5-7) for the perspex 
and GRP structures respectively. Generally there is 
satisfactory agreement between the transient and swept 
sine analyses techniques, but it will be observed that 
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all the results from the swept-sine one are lower than 
those from the transient analysis technique and the 
values derived from those two techniques are lower than 
those from the analytical solution. 
The swept-sine technique requires a force transducer to 
monitor the input to the structure. In the present cases, 
the transducer was supported on the structure by a 
perspex block, both adding extra mass 'to the system; 
consequently, this increase in mass would tend to 
slightly lower the values of the resonant vibrations of 
the system compared with those of the transient analysis 
technique. Moreover, in swept-sine analysis the sweep is 
slower than the transient analysis technique, hence lower 
frequency responses result more accurate frequency 
responses are obtained. 
Tables (5-8) and (5-9) show the frequencies and 
percentage damping factors for the first six modes of the 
perspex and GRP structures respectively. It can be seen 
that the percentage damping of the modes for the perspex 
structure is higher than the corresponding modes of the 
GRP. The accuracy of the damping values obtained can be 
ensured by the phase shift in degrees and it should be 
near ±90. Moreover the mass and stiffness values for each 
resonant frequency is obtained in such a manner that the 
structure, after analysis, can be considered as a 
continuity of a single degree of freedom system. 
Furthermore, the peak values of the amplitude are also 
obtained which corresponds for each resonant frequency 
calculated at a response point in the analysis. 
Figure (5-12) shows a typical coherence function for the 
signal at node point (9). The coherence function is a 
measure of the power in the output signal caused by the 
input signal. The figure indicates that at low 
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frequencies there have been losses caused by the rigid 
body movements of the structure, however the coherence is 
unity at higher frequencies; i. e the output signal is 
completely caused by the input signal. 
Figures (5-13) and (5-14) show the Argrand plot for the 
natural frequencies of perspex and GRP structures 
respectively. The Argrand diagram is another 
representation of the open loop transfer function where 
the real and complex conjugate of the frequency response 
curve is zoomed for that particular frequency and 
plotted. The top left corner of figure (5-13) cross 
spectrum response of the force and its response for the 
natural frequency of the structural model. The square 
root of the sum of the imaginary and real part of this 
plot determine the natural frequency. The resonant 
frequency that is determined is the curve fit of the 
points ranging from 30.6 Hz to a frequency of 38.1 Hz for 
the perspex pyramid, and 56.1 Hz to a frequency of 65.9 
Hz of the G. R. P pyramid. The number of points that 
determine the frequency range depends on the sweep time 
chosen; the longer the sweep time the more points that 
can be used for the curve fit. If the range of resonant 
frequencies in a model structure is small a longer sweep 
is required so that a large number of points can be pro- 
duced for a curve fit representation. (NB, the Nyquist 
or Argrand plot can also be performed on 
multi-frequencies and plotted. 
Figures (5-15) and (5-16) show the mode shapes of the 
perspex and g. r. p pyramidal units. These mode shapes 
correspond to the first three vibrational frequencies 
shown in tables (5-8) and (5-9) respectively. The 
vibrations were monitored at the node joints and at the 
centre of each member in the x, y and z co-ordinates; 
consequently the deflected forms of the structure appear 
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as straight lines between the monitored points. These 
mode shapes together with figures (5-7) and (5-8) present 
the overall patterns of deflections. ' 
5.6 VIBRATIONAL ANALYSIS OF PERSPEX MODEL STRUCTURE 
5.6.1 THEORETICAL ANALYSIS OF PERSPEX MODEL 
The fundamental and harmonic frequencies for the medium 
and small perspex models, as discussed in section 4.5.3, 
obtained during the numerical and experimental 
investigations are given in tables (5-10) and (5-11) 
respectively. It can be seen that, in the numerical 
results, members using thin beam structural elements have 
been discretized 1,3,5, and 10 times and that an 
acceptable solution, compared with that for the 
experimental one, is obtained when members have been 
discretized five times. The percentage difference of the 
various frequencies computed between the member 
discretization of five and ten is one percent or less. 
As would be expected, the medium perspex model showed 
more flexibility under the fixed support conditions than 
the smaller one; consequently, less element 
discretization (and hence less computation) for the 
former model was required to 'enable an acceptable 
solution to be obtained. 
Tables (5-10c) and (5-l1c) show the results when 0.3 kg 
and 0.7 kg masses are added to the four middle top layer 
node joints of the medium and small perspex models 
respectively. These added masses used will lower the 
frequencies of the structural model and they model the 
added inertia resulting from the masses at the node 
points. 
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Figure (5-17) shows the first three mode shapes for the 
perspex model under free-free boundary condition. The 
first mode shape shows a half sine wave spanning between 
the extreme opposite corners of the double layer grid, 
the second mode shape reflects the effect of the bottom 
layer of the double layer grid system due to the 
vibration of the columns and the third one represents a 
discontinuous full sine wave of the grid system in the x- 
direction. It can be seen that the second and third mode 
shapes show a stiff structure when the pyramid units that 
constitute the double layer grid are connected to other 
pyramid units in the x- direction and this explains the 
discontinuity of the sine wave in in the third mode. 
Figure (5-18) shows the first three mode shapes of the 
perspex model under fixed boundary condition. The first 
mode shape shows a full sine wave with a translation in 
the y- direction, the second mode shape shows 
discontinuous sine wave with a translation in the 
x-direction and the third one shows a biaxial bending of 
the grid with a half sine wave in the x- and y- 
directions. 
Figure (5-19) shows the first three mode shapes for the 
perspex model when masses are added at the top layer 
middle joints. These mode shapes were the same as those 
of figure (5-18) but the frequencies corresponding to 
these mode shapes were of lesser values than the ones 
without added masses as expected. 
The numerical investigation into the modal behaviour of 
the model structures is capable of accurately reproducing 
both the local and global deformation modes developed by 
these systems. The modal behaviour of the structures 
undertaken has proven that the description of their mass 
modelling is sensitive to the results. In addition, with 
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regard to the elements assigned to the models, it has 
been found that they should possess adequate shear 
deflection modelling capabilities especially for the 
extraction of higher order modes. 
5.6.2 EXPERIMENTAL INVESTIGATION 
Experimental investigations of the natural frequencies of 
the above - models were undertaken in a near free-free 
condition, fixed support conditions, and when masses were 
added in a fixed support condition. Using the mode shapes 
extracted from the numerical analyses, a set of points 
were chosen for each structure under every support 
condition which allowed the development of all the lower 
modes of the structures to take place. Moreover, impact 
load testing was undertaken for the small perspex model 
and member strain measurements were obtained. 
5.6.2.1 TRANSIENT ANALYSIS 
Figures (5-20) and (5-21) show typical frequency response 
functions for the small and medium perspex models 
respectively in the x, y, and z directions, under 
free-free conditions. It is important to measure the 
responses in the three directions to ensure that all 
frequencies are detected. In both diagrams there are 
indications- of low frequency responses below the 
fundamental values; these represent the rigid body modes 
of the free-free model. The two figures show translation 
in the x-direction in the first mode, translation in the 
x, and y-direction in the second mode, and translation in 
the y-direction and flexural bending in the third mode. 
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Figures (5-22) and (5-23) show typical frequency response 
functions for the small and medium perspex models 
respectively, in the x, y, and z directions, under near 
earthed boundary conditions. It can be seen that some 
responses are observed in all three directions, with 
different signal strengths; others are developed in one 
or two directions only. Below the fundamental values, 
there are no indications of low frequency responses, this 
is due to the fixed support conditions in which no rigid 
body movement of the structure is expected. 
Figures (5-24) and (5-25) show typical frequency response 
functions for the small and medium perspex models when 
the masses are added to the perspex models. Initial 
stresses are exerted on the structure due to the added 
masses which represent added inertia that tends to lower 
the frequency values of the model structure, yet the mode 
shape of the corresponding frequencies remain the same as 
seen from figures (5-18) and (5-19). Moreover no indica- 
tion of rigid body movements at low frequencies below the 
fundamental one are observed; the small amplitudes shown 
are due to- the extraneous noise exerted by the 
instruments. In linear resonance testing of structures 
the force-displacement relationship is accepted when the 
deflections of the structure are small; the excitation 
force applied has to ensure only small deflections on the 
structure. However, in transient testing, the level of 
the response in each structural mode cannot be so readily 
controlled by the operator. If, for instant, a wide 
frequency range is swept then the level of the response 
at each resonance is not apparent until the test data 
have been analysed. 
Figure (5-26a) shows a typical input signal of the 
transient force for the medium perspex model. As any 
signal after the impulse is noise, the latter has been 
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eliminated by using a force window. Figure (5-26b) shows 
the power spectrum of`the input signal, it can be seen 
that the power amplitude has dropped 10 dB at 250 Hz. The 
shape of this force signal depends on the type of the 
hammer tip, mass of the hammer and the dynamic 
characteristics of the structure under investigation. The 
level of energy imparted by the hammer should excite 
adequate- modal responses in the structure under 
consideration. Therefore the length of the signal 
required is dependent on the number of modes excited, 
hence, the frequency bandwidth of the force spectrum is 
determined by the length of the signal and this will 
determine the cut-off frequency of the excitation signal. 
Since the frquency of interest is less than 250 Hz, the 
cut-off frequency is acceptable. The cut-off frequency 
can be established frequently by either using a stiff 
hammer tip in which case the shorter the signal the wider 
will be the frequency span, or using extra mass on the 
hammer which will widen the force signal and therefore 
lower the cut off frequency of the perspex model. The 
impact hammer was calibrated using a calibration mass; 
the force meas V: F7 ured by the hammer's transducer is 
not the true value as the latter is also dependent upon 
the effective mass of the tip of this hammer. Therefore 
denoting the effective mass of the tip as m and the 
effective mass of the hammer (minus tip) as M the true 
force F is given by F=F (M + m)/M, where F is the 
measured force, but since m<M then it is acceptable 
for the investigation that F=F. 
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5.6.2.2 VIBRATIONAL ANALYSIS OF MEDIUM PERSPEX MODEL 
UNDER EARTHED SUPPORT CONDITION BY SWEPT-SINE 
TECHNIQUE 
The vibrator unit was connected to the model structure in 
an earthed condition at node P, as in figure (4-15), in 
order to excite the lowest frequencies of interest. The 
accelerometer was mounted at selected nodes in the 
structure in the x, 'y, and z directions. The main purpose 
was to obtain the modal parameters of the model 
structure. 
Figure (5-27) shows the frequency response function 
obtained when the sweep was between 10 and 110 Hz taken 
in the x, y and z direction respectively at point (8). It 
can be seen that the first resonance can be observed in 
the x and z directions with different amplitude strengths 
while the second resonance is only observed in the y 
direction . The output signal is smoothed by the soft 
filters which are used, and the refinements has been 
clearly demonstrated in figures (5-27) when comparing the 
quality of these outputs with those of figures (5-23); 
the latter have been averaged but no filter has been 
used. Moreover, in the transient system it is difficult 
to control the magnitude of the energy input. The values 
of the resonant frequencies have been compared in tabular 
form with those for the transient analytical solutions; 
these are given in table (5-10b). Generally there is 
satisfactory agreement, but it will be observed that all 
the results from the swept-sine technique are lower than 
those from the transient analysis technique, and the 
values derived from those two techniques are lower than 
those from the analytical solutions. 
Figure(5-28) shows typical coherence function of the 
signal at nodal point 6. The coherence function is the 
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measure of the power in the output signal caused by the 
input signal. The figure indicates that at low 
frequencies there have been no losses of energy since the 
structure is in earthed support condition and the 
coherence is also unity at higher frequencies; the signal 
is completely caused by the input excitation. 
Figure (5-29) shows the Argrand plot for the natural 
frequency of the model structure. The curve fit of the 
real and imaginary components was determined from the 
points that range between a frequency of 22.2 Hz to a 
frequency of 33.9 Hz. It can be seen that the curve fit 
data coincide; this is due to the unity of the coherence 
function at that range of frequency. 
Table (5-12) shows the natural frequencies and first 
harmonics for the medium perspex model together with the 
percentage damping obtained at each resonant frequency 
value. The ability of the modal analysis technique can be 
seen when the structure under investigation can be 
considered as a set of a single degree of freedom system; 
hence the mass and stiffness values at each resonant 
frequency is obtained and tabulated in table (5-12). 
Moreover the percentage damping obtained has to be 
computed when the phase shift is around +90 ; therefore 
the phase shift for each resonant frequency is also 
tabulated to ensure a correct percentage value has been 
obtained. 
5.6.3 IMPACT LOAD TESTING FOR SMALL PERSPEX MODEL 
Section (4.5.3) describes the experimental impact test 
procedure undertaken to obtain the dynamic response of 
the model under investigation. 
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The force time graph resulting from the impact hammer 
when impacting the structure was obtained experimentally. 
In addition, the axial strains and accelerations at a 
particular member and node especially chosen for the 
investigation were also obtained experimentally. The 
above applied force was used as an input dynamic force 
applied to the structure in the numerical work in order 
to obtain the numerical dynamic response to this force 
and to compare the numerical solution with the 
corresponding experimental result. 
Member (19-5) shown in figure (4-15) of the model 
structure in fixed boundary condition was chosen for 
strain investigation and the experimental strain time 
relation has been plotted. The impact force time relation 
that was obtained experimentally and used as an input to 
the theoretical analysis by using the 'ABAQUS' computer 
programme was plotted as shown in figure (5-30a). 
Figure (5-30b) shows the experimental strain time graph 
of the model structure when node 16 was impacted. The 
figure includes the first major peak strain response 
followed by a region of damped peaks. 
Figure (5-31) shows the analytical strain time graph that 
was obtained by using the automatic time stepping 
technique in the 'ABAQUS' programme. The constant time 
stepping technique was also used to compare the results 
obtained with the automatic time stepping one. The 
automatic solution gave a considerable reduction in 
computer time and storage that can be achieved over the 
constant time one and generally a good degree of 
representation of the strain time relation is achieved. 
However, with the constant time stepping technique a more 
detailed relationship and actual strain peak value can 
be obtained, when a very small time step size is 
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considered, at the expense of computer time and storage; 
this was considered very expensive especially when a 
large structure consisting of many members is considered. 
The difference of the first peak result between the 
automatic and constant time stepping techniques was less 
than 2%. 
Comparing figures (5-30b) and (5-31) the first strain 
peak was within 2%, but it will be noticed that, 
following'this peak value, the frequency of vibration of 
the analytical solution, as obtained earlier, is greater 
than that of the experimental one. Moreover it can be 
seen that as time increases the decaying curves do vary 
between the two methods of analysis. This could be the 
reason that the fundamental frequency of the system in 
the experimental procedure is the dominant one, whereas 
the spurious participation of the higher modes in the 
analytical solution due to the harmonics of other 
frequencies are interfering with the result. 
In the analytical investigation, the automatic and 
constant time stepping procedures were investigated and 
compared to show that the former procedure can be used 
when compared with the latter one and can provide 
accurate results. The difference between the results 
obtained by the two procedures and the experimental 
technique did not exceed 2.5% and 2% for the automatic 
and constant time stepping procedures respectively. 
Figure (5-32) shows the experimental acceleration-time 
graph when an accelerometer was placed in the x-direction 
at node 8, as shown in figure (4-15). The fundamental 
frequency is the dominant one and that the harmonics have 
tended to distort the graph. This can be illustrated by 
the peak amplitudes of the fundamental frequency 
containing smaller peak amplitudes of higher frequencies. 
175 
Figure (5-33) shows the equivalent analytical solution of 
the accelerometer-time graph. The analytical solution 
shows a shorter time' of the damping for the damping of 
vibrations than that of the experimental solution 
suggesting that the a-damping used as a default in 
"ABAQUS" programme has to be decreased to a lesser value. 
5.7 VIBRATIONAL ANALYSIS OF COMPOSITE STRUCTURE 
Figure (5-34) shows the first three mode shapes for the 
composite model under pinned boundary conditions. The 
members of the structure have been discretized ten times; 
consequently the deflected shapes of the members and 
structure appear as curves. The first mode shape shows a 
half sine wave in the x- and y directions. The second 
mode shows a half sine wave in the x- direction in 
addition to two half sine waves spanning in the y- 
direction discontinuous at the middle members of the 
bottom layer. The third mode shape shows a full mode 
shape spanning in the y- direction. Fig (5-35) shows the 
first three mode shapes of the structure with added 
masses. These mode shapes obtained are similar to those 
of figure (5-34), but clearly the fundamental and 
harmonic frequencies were of different magnitudes. 
Experimental investigation of the natural frequencies for 
the composite model in a near free-free condition, 
pinned, and when masses were added to the structure in 
pinned boundary conditions were undertaken by the 
transient analysis technique; and the composite structure 
in pinned boundary condition was undertaken by the 
swept-sine technique. 
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5.7.1 TRANSIENT ANALYSIS TECHNIQUE 
Figure (5-36) shows typical frequency response functions 
of the composite structure under pinned boundary 
conditions in the x, y, and z directions. It will be seen 
that some responses are observed in all three directions 
with different signal strengths, and others are developed 
in one or two directions only. There is a strong output 
signal at about 2 Hz and it is suggested that this is due 
to body vibrations as a result of the incomplete fixity 
at the supports. 
Figure (5-37) shows typical frequency response functions 
of the composite structure with added masses in pinned 
boundary condition. Rigid body movements are observed at 
low frequencies due to the support conditions. Moreover, 
in frequency response measurements it should be of 
primary concern not to excite the structure to a high 
response level to ensure linear relationship between the 
input and response signals at any given frequency. Since 
the structure is already under additional masses (i. e 
more stresses), and since the investigation is required 
under linear relationship, therefore, the level of the 
applied excitation should be controlled in order for 
small deflections only to arise. 
5.7.2 SWEPT-SINE TECHNIQUE 
Figure (5-38) shows the frequency response function when 
the vibrator was positioned at point p in figure (4-16) 
and the responses were measured in the x, y, and z 
directions at position point j; the sweep was between 18 
and 48 Hz and the values of the resonant frequencies have 
been compared in tabular form with those of the transient 
analytical solutions; these are given in table (5-13a). 
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Generally there is satisfactory agreement, but it will be 
observed that all the results from the swept-sine tech- 
nique, as mentioned earlier, are lower than those of the 
transient analysis technique and the values derived from 
those two techniques are lower than those from the 
analytical solutions. 
Table (5.14) shows the natural frequencies and first 
harmonics for thr g. r. p structure together with the 
percentage damping obtained at each resonant frequency 
value. The mass and stiffness values at each resonant 
frequency is also obtained and tabulated; this is due to 
the ability of the modal technique of observing the 
structure as a set of single degrees of freedom system. 
The reason for the finite element vibrational frequencies 
being slightly higher than those of the experimental 
solutions is that the experimental models are not 
precisely free-free bodies. In addition, the mechanical 
properties used in the analytical solutions were assumed 
to be isotropic, whereas the material is orthotropic. 
However, due to the fact that the first bending modes are 
slightly affected by the transverse description of the 
composite material, the percentage error between an 
assumed isotropic material and orthotropic one is about 
3%. 
The swept-sine analysis technique is more sophisticated 
than the transient analysis one, because the input 
signals recorded had to be controlled and that was 
ensured by providing an upper limit for force input, 
moreover, for each reading recorded, five acceptable 
readings are collected and averaged. The advantage of 
these refinements has been clearly demonstrated in figure 
(5-38) when comparing the quality of these outputs with 
those of figure (5-37) ; the latter have been averaged but 
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no filter has been used; in addition, in the transient 
system it is difficult to control the magnitude of the 
energy input. 
It is important to asses the degree of linear 
relationship between the input and output to the 
structural system; if there is a perfect linear 
relationship, the coherence is unity but if samples are 
contaminated with some random noise, the coherence will 
drop below this value. Figure (5-39) shows the coherence 
of unity except at resonant peaks; this indicates 
potential bias errors in the frequency response function. 
The low coherence around peaks is caused by the lack of 
resolution in the analysis and the leakage effect will 
introduce bias errors in the estimates of the peak 
amplitudes. To overcome this problem, a zoom analysis 
should be undertaken with a small frequency span. This 
has been performed for the second harmonic shown in the 
Arrand plot, fig (5-40), between frequencies 29.5 and 
40.00 Hz. The coherence in this latter analysis was close 
to unity at the resonant frequencies, suggesting the 
elimination of leakage effects. The plots of the real and 
imaginary components of the output signals, also shown in 
figure (5-40), have confirmed that there is minimum 
leakage as the zero values of the real component coincide 
with the peak value of the imaginary one. Figures (5- 
41a) and (5-41b) are the results of the second harmonic 
frequency monitored at two different positions on the 
structure; the sweep of the vibration is over the same 
frequency range. 
The transient and the swept-sine analysis techniques each 
having certain advantages and disadvantages, have been 
used to perform a vibrational analysis on model 
structures. These two techniques differ in the excitation 
forces used and in terms of the instrumentation employed, 
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the amount of set-up and testing time necessary, and the 
degree of post processing of data which must be 
performed. 
Response measurements at many points on the structure can 
be made either by using real vector component techniques, 
as in transient analysis, or real and imaginary vector 
components, as in swept-sine analysis technique. The 
transient technique extract frequencies of the structural 
model and the approximate damping ratios can be 
calculated from the resulting graph, while the swept-sine 
technique extracts the modal parameters of the structural 
model. 
5.8 QUALIFICATION OF MEASURED DATA 
The quality of any modal analysis is only as good as the 
measured frequency response function. The qualification 
of the measured data prior to final storage is usually a 
recommended practice. Hence, the swept-sine processing 
technique must be employed` in order to obtain the 
cleanest possible frequency response function 
measurements; thus, the analysis must determine resonant 
frequencies, modal damping, mode shapes, effective mass 
and stiffness. Some of these items, such as resonant 
frequencies, can be determined directly from the measured 
data. To obtain other parameters, a type of curve fitting 
must be employed by the software programme. A structure's 
mode shape can be extracted either from the measured 
frequency response functions or through a simple 
curvef it, such as a single degree of freedom curvef it; in 
which the latter is often used. The extracted mode shape 
values using the curvefit technique can be directly 
related to the diameter of the circle which nearly fits 
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through the measured frequency response functions within 
the selected resonant peak. 
To obtain the parameters necessary to form a numerical 
representation of frequency response functions, a complex 
polynomial curvef it can be employed. This polynomial can 
be presented in terms of damping factor, resonant 
frequency and phase angle. These parameters form a basis 
of a full understanding of the equations of motion of the 
system. However, when used in conjunction with the 
extracted mode shapes, these values now permit further 
extraction of effective mass and stiffness values. 
5.9 OBSERVATIONS 
5.9.1 MODAL ANALYSIS TECHNIQUES 
The unrestrained support conditions approximated in the 
experimental tests were found to be successfully achieved 
with the suspension systems adopted. However, it was seen 
that in certain situations mode shapes have been 
distorted when the suspension supports were intruding 
with the structural modes and the position of the 
suspension supports has to be altered. Nevertheless, 
these free-free conditions were found to allow an accu- 
rate correlation of experimental and analytical behaviour 
to be made for the systems. , 
It has been found that full consideration should be taken 
of a structural modal characteristics when selecting a 
suitable excitation technique in its investigation. In 
this respect the excitation of the lowest modes of 
vibration by the impact hammer transient test proved to 
be very suitable for modal testing of lightly damped 
composite structures. Moreover, impact testing of such 
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systems was seen to be very appropriate in view of the 
transient testing environment to which the composite 
structures can be exposed under normal conditions. 
However, the baseband spectra obtained using the impact 
hammer, coupled with the restricted selection of sampling 
intervals on the digital recorder, resulted in this 
technique not being suited to determining the parameters 
of relatively high frequency modal behaviour or when the 
frequencies tend to be situated near each other. Instead, 
the vibrator-based sine dwell stimulus was found to be 
relevant for such purposes because of its spectral 
windowing- features and associated ability to avoid 
excitation of rigid body modes in the response of 
structures. 
5.9.2 PERSPEX AND G. R. P. AS A MODELLING MATERIAL 
In general, it has been found that the ideal candidate 
material for modelling skeletal systems should, for modal 
applications, possess both high specific stiffness and 
low modal damping characteristics. Such properties are 
well found in both perspex and G. R. P material. Though the 
significant cost of the latter for its manufacture can 
limit the use of this composite material. Moreover, the 
stiffness characteristics of the G. R. P material is 
largely determined by the longitudinal stiffness of its 
predominantly uniaxially aligned composite members. In 
addition with the rigid joints used in assembling the 
systems and their complexities that they possess in 
modelling purposes, this effectively restricts the 
modelling of skeletal systems. 
Unlike the G. R. P, perspex as a modelling material has 
been found to be very effective in complex configuration 
structures in which it finds application. In addition the 
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adhesive bonding process for perspex material ensure a 
consistent jointing efficiency. However, the contribution 
of the joint bending rigidity, to the development of the 
structural modes is minimal and hence global modal 
behaviour can be investigated accurately. In addition, 
the isotropy of the perspex material stiffness compared 
to the orthotropy of the G. R. P composite material 
provides the accuracy of the investigation. Therefore, by 
using the perspex material in complex configuration has 
been seen to result in it accurately reproducing the 
modal behaviour of the skeletal systems. Consequently, 
the results obtained from finite element and experimental 
analysis of both the perspex and composite structures 
confirm that perspex is indeed suitable material for 
modelling analysis. 
Unfortunately, although both materials possess the 
required linear response characteristics, the dynamic 
characteristics of the composite and perspex are 
dissimilar, with the specific stiffness of the perspex 
increasing with frequency unlike that of the composite 
which is constant with frequency. With low frequency 
modelling purposes and perspex possessing an intermediate 
stiffness characteristics, skeletal systems of g. r. p 
composite units can be modelled by perspex structures and 
high accuracy can be achieved. 
5.9.3 FINITE ELEMENT MODELLING 
The investigation in to the modal behaviour of both the 
perspex and composite. skeletal structures has shown that 
the finite element method is capable of accurately 
providing the deformation modes of the systems 
considered. 
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The accurate description of the mass distribution of this 
system has also been established. The influence of the 
joints on the modal behaviour of representative 
sub-structrures has been found to be dependent on their 
participation in the development of the mode shapes of 
these systems. Their presence can be adequately accounted 
for by using a lumped mass approximation. 
From table (5-5) it can be seen that the orthotropic 
description of the composite material accurately models 
the first three frequencies with an error of 3% for the 
estimate of the thir bending mode. 
In the transversely isotropic description of the 
composite mateial an improvement in modeling with the 
modulus of elasticity for the plane of isotropy fefined 
by the hoop modulus value, resulting in an error of 2% 
for the third bending mode. However, the results obtained 
for the orthotropic and transversely isotropic 
description, indicated that for lower beam bending modes, 
the longitudinal modulus of elasticity value was 
dominating with the hoop modulus vaue having little 
influence on the analysis. 
The isotropic description of the composite produced a 
relatively accurate estimate for the lower bending modes, 
but as seen from table (5-5) the accuracy tends to 
diminish 'as the order of bending modes increases, with an 
error of 4% resulting from the third bending mode. The 
isotropic description asumed that the modulus of 
elasticity in both the hoop and radial directions is the 
same as the one measured longitudinally. Therefore, an 
over-estimation of these moduli is associated with such 
a description, and hence the reproduction of the higher 
order transverse bending modes due to the increasing 
participation of the hoop and radial moduli provided less 
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accurate results for the high order modes. Yet, the 
isotropic descriptions are not considered to diminish the 
accuracy of the predominately uniaxially reinforced 
skeletal system by using this approximation. This is 
because the members that consitute the skeletal system 
are predominantly subjected to axial strains as the 
structures deform to attain their lower global mode 
shapes. 
For the elements assigned to the models investigated, it 
has been shown that they should possess adequate shear 
deflection capabilities, specially for the extraction of 
higher order modes. The accuracy of the anlyses has been 
found to be governed by this description to a large 
extent. 
5.9.4 EFFECT OF BOUNDARY CONDITIONS 
Free-free structural models were chosen to provide 
accurate correlation of the numerical and experimental 
analysis of the system. These were achieved by assuring 
that the development of the bending modes of vibration of 
the structure were not hindered by the suspension system 
adopted. It was found, that unrestrained conditions were 
accurately estimated by uniformly suspending the 
structure by long and flexible elastics from many 
anchorage points, thus diffusing their influence on the 
modal behaviour of the structure. Moreover, it was 
observed that the sensitivity of the modal behaviour to 
support effects was dependent on the specific stiffness 
of the material. Hence, where the perspex structure with 
lower stiffness than that of the g. r. p. composite 
required uniform suspension, the unrestrained conditions 
for the composite structure were often found to be 
approximated effectively by suspending the system solely 
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from their nodal points of their fundamental bending 
modes. 
Restrained boundary support on the other hand, made it 
difficult to ascertain the level of fixity, and a certain 
mesure of flexibility exists at these external reactions. 
The sensitivity of the modal behaviour of the system to 
such variations can be high, depending on the type of 
support, and hence the numerical analysis is dependent on 
the accurate estimation of the level of fixity provided 
by these restraints. Local mode shapes were encountered 
in the fundamental mode shapes of these systems unlike 
the unrestrained support conditions where global 
deformations were encountered in the fundamental mode 
shapes. 
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CHAPTER FIVE 
PART B 
5.10 INTRODUCTION 
The design of flexible double layer composite skeletal 
systems acting as a roof structure undergoing a transient 
load depends on the number and magnitude of the 
eigenvalues required and upon the external supports of 
the structure; in addition, it is dependent, upon the 
force coefficient reflecting the dynamic characteristics 
of the structure. 
When a structure is impacted by an excitation object, 
energy is transformed to the structure in a very short 
period of time, giving a typical force signal as shown in 
figure (5-42a). Applying a FFT to the input signal, it 
will be transferred from the time domain to the frequency 
domain. This excitation signal may be of the form of 
acceleration, velocity or displacement. The shape of the 
force signal depends upon the type of the excitation 
object and the dynamic characteristics of the structure 
under investigation. In addition, as the frequency 
bandwidth of the force spectrum is determined by the 
length of the input signal, the characteristics of the 
cut-off frequency of the excitation signal can be 
determined. 
5.10.1 STRUCTURAL DESCRIPTION 
A skeletal double layer grid system of the type square on 
square with rigid joints as mentioned in section 4.6.2.2 
is analysed analytically and experimentally under fixed 
boundary condition. The excitation force signal in the 
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time domain that was obtained experimentally (shown in 
figure 5.42a) was used, and the resulting acceleration 
signal in the time domain for a predetermined node in the 
structure is shown in figure (5-43a). 
The FFT in the frequency domain for the input force 
signal and the output acceleration signal are shown in 
figures (5-42b) and (5-43b) respectively; both figures 
were determined by the transient analysis technique. 
Figure (5-42b) shows that, up to a certain cut-off, the 
frequency represents a linear normalised force spectrum, 
due to the impact hammer excitation. Figure (5-43b) 
represents a normalised acceleration spectrum for the 
predetermined node. This normalised amplitude of the 
signal is dependent on the dynamic characteristic of the 
structural system. 
Two numerical investigations were undertaken on the 
structure with the following applied forces, these were: 
(a) The experimental excitation force signal applied at 
the node where the impact took place, in the time 
domain, as shown in figure (5-42a). 
(b) The normalised force input signal in the frequency 
domain as shown in figure (5-43b). 
These two input force signals are similar to each other, 
yet'they differ in the following: 
(1) The force signal in (a) represents the actual 
excitation force signal while that in (b) represents 
a proportion of the actual excitation force signal. 
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(2) The force signal in (a) is in the time domain while 
the one in (b) is in the frequency domain. 
5.10.2 ANALYSIS OF BOTH EXCITATION SIGNALS 
Linear transient dynamic analysis was undertaken by ANSYS Ref Ell 
finite element programme package*for the dynamic response 
of the structure mentioned in section 4.6.2.2 under the 
above mentioned two loading cases (a) and (b). Loading 
case (a) was implemented by using a small fixed time step 
in order to integrate accurately the response in the 
highest frequency component and hence, providing an 
accurate account of the input signal. 
The cut-off frequency used for the normalised input force 
in loading case (b) was 100 Hz. This force spectrum is 
applied at the node of interest. The participation factor 
and modal amplitudes are calculated for the force 
distribution. The magnitude of the force component at any 
frequency is the product of the applied force and the 
value of the corresponding point on the amplitude vs. 
frequency curve. Table (5-15) shows the axial forces 
resulting from loading cases (a) and (b) for some chosen 
members. 
The mainly axial forces for some of the members of the 
structure are shown to be approximately of a factor of 
3.7 with respect to the actual input excitation force of 
loading case (a). The forces obtained are mainly axial 
ones suggesting that g. r. p composite members with their 
main reinforcement oriented in the longitudinal direction 
are well suited to skeletal structures. 
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5.10.3 DESCRIPTION OF THE ROOF STRUCTURE 
aec on d fn be mane-facfuved The roof structure is from a skeletal double 
layer grid system geometrically similar to that described 
in section 4.6.2.2. The grid is 50*50 m area consisting 
of 625 basic pyramidal units having a square base of 2m 
length members manufactured from pultruded glass 
reinforced polyester with a fibre/matrix ratio by weight 
of 60/40. The outside diameter of the tube is 100 mm 
with a wall thickness of 4 mm. The joints between the 
members were considered to be either pin or rigid joints. 
The bottom layer joints around the periphery of the roof 
structure are supported on rigid supports where no 
rotation and' translation can take place; the supports are 
positioned 10 m above ground level. 
The unit normalised force spectra in the frequency domain 
as an input excitation force for the roof structure, 
applied at three predetermined nodes on-the structure to 
obtain the forces, moments and natural frequencies. The 
amplitude of the unit force used can be an arbitrary one, 
and the projections from this force provides the 
knowledge of the actual reaction forces. 
5.10.4 DYNAMIC RESPONSE OF THE STRUCTURE 
Finite element computer programme ANSYS was used to 
enable the numerical modelling for the roof structure to 
be developed. The large set of simultaneous equations to 
be solved in the analyses necessitated the use of an 
efficient solution strategy. The nodal banded solution 
method involves the in-core assembly and subsequent 
solution of the global system of equations according to 
the node numbering scheme adopted. The size of the 
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problem is dictated by the maximum band width encountered 
in the problem. 
The package uses the beam-column element for modelling of 
the skeletal members; the element consists of two ends of 
six degrees of freedom, yet due to the boundary 
condition, the lowest few mode shapes of the structure 
are predicted to be those of the bending, and hence the 
rotational degrees of freedom at each node are deducted 
and this reduces the degrees-of freedom by about half of 
the total. 
Moreover prior to the dynamic analysis of the structure, 
local vibrational modes of the skeletal members were 
calculated, and the natural frequency of the skeletal 
members that constitute the structure was found to be 
much higher than the frequencies of interest. Therefore, 
no discritization of the members was necessary and thus 
reduced the computational time considerably. 
The g. r. p material was modelled as an isotropic material 
with the hoop and radial moduli assigned to have the 
values of those of the longitudinal direction. The 
likelihood of errors arising due to this description is 
minimal as mentioned in section 5.2.3. 
Table (5-16) shows the first four resonance frequencies 
for the roof structure when the joints between the 
members were considered to be pin jointed and the members 
are modelled as bar elements. Table (5-16) also shows 
the first four resonance frequencies when the joints 
connecting the members were considered to be fixed and 
the members are modelled as beam elements. From the above 
mentioned table it can be seen that the effect of the 
connectivity of the joints are minimal. The reason of 
this minimal effect is due to the flexibility and the 
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geometrical shape of the structure. The members are 
mostly experiencing axial forces along their length with 
the effect of member bending is of minimal value. 
Figure (5-44) shows the first four mode shapes of the 
roof structure when the connecting joints are considered 
to be pin connected and the members are modelled as bar 
elements. The first mode shape of the structure is that 
of bending with a half-sine wave spanning between the 
fixed boundaries. The second mode shape is also of 
bending with a full sine wave between the fixed bound- 
aries. The third mode shape is also of bending with a 
full sine wave spanning between the opposite extreme 
corners of the fixed boundary. The fourth mode shape is 
also of bending with a full two sine wave spanning 
between the opposite extreme corners of the fixed 
boundary. These latter two modes have different mode 
shapes but with the same frequency values; the reason is 
that the roof structure is of a square shape with three 
axes of symmetry. 
Figure (5-45) shows the first four mode shapes of the 
roof structure when the connecting joints between the 
members are considered to be fixed and the members are 
modelled as beam elements. The shape of the first four 
mode shapes are the same as those in figure (5-44), with 
the level of fixity of the connecting joints having 
" /7D -°" effect of the overall structure. 
In the programme the total response at a point in a 
multi-degree-of-freedom system can only be approximated, 
since the modal responses are known but the phasing of 
the nodes are not. Therefore, the maximum modal responses 
can be combined by the square root of the sum of squares 
method; that is, when more than one load step is used to 
define the spectrum directions or magnitudes, the total 
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response can be obtained from a square root of the sum of 
squares of the maximum modal response of each load step. 
This method is a straight forward one as long as the 
solution consists of a few well separated modes. Since 
the structure under investigation consists of few 
separated modes accurate results can be expected. 
Figures (5-4*6) shows the displacement- frequency graphs 
for four predetermined points located at the top of the 
roof structure due to the applied load. From various 
investigations it was found that the resulting peak 
values were dependent on the damping considered. 
The damping considered for design purposes was difficult 
to estimate. This is because the energy loss can be due 
to a number of mechanisms; part of the loss is due to 
internal damping of the members, in addition to the 
viscous damping due to the vibration of the structure in 
the viscous medium (air), and part of it can be due to 
the structural damping (i. e geometric configuration of 
the roof structure). Using the results obtained for the 
structure described in section 4.6.2.2, a conservative 
estimate for damping of 0.8% was considered. 
Damping was incorporated into the dynamic structural 
response by uniform mass damping using the information 
obtained from experimental investigation on g. r. p 
material, as mentioned in section 5.2.2, and as uniform 
structural damping by using the information obtained from 
experimental investigation as mentioned in section 5.7. 
Lower values for structural damping was used and viscous 
damping was discarded for conservative analyses. 
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5.10.5 CONCLUSIONS 
Skeletal double layer roof structures manufactured from 
pultruded g. r. p composite material with the reinforcement 
oriented in the longitudinal direction suit these 
structures, with the advantages of being light-weight, 
easy to manufacture and relatively high stiffness fibres 
can be incorporated in the members. 
The analysis highlighted the dynamic behaviour of the 
roof structure and its ability to deform globally. The 
effect of the level of fixity of the joints were minimal, 
thus showing that the effect of local bending of the 
members to the deformation of the structure is minimal. 
This also indicates the high level of flexibility of the 
roof structure to deform globally in the fundamental 
mode. 
The analysis highlighted the dynamic behaviour of the 
roof structure and its ability to deform with the 
contribution of local member vibrations to the lowest 
modes of the structure is minimal and has been seen to 
reduce as the structure increases with complexity. 
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Table 5-1 VALUES OF THE CORRECTED STORAGE MODULUS AND LOSS 
FACTOR FOR PERSPEX MATERIAL. 
Mode f f,,,,, fl,. E2 tan S. 
(Hz) (Hz) (Hz) (GN/m) 
1 255.6 232.1 219.3 5.12 0.050 
2 630.7 645.2 615.9 5.29 0.043 
3 1243.0 1266.0 1218.0 5.36 0.039 
4 2067.0 2102.0 2029.0 5.43 0.036 
Table 5-2 VALUES OF FREQUENCY, STORAGE MODULUS AND LOSS 
FACTOR FOR PERSPEX MATERIAL. 
Freq a0x105 E, x10's SE E' tan da 
(Hz) (N/m3) (degree) (GN/m2 ) 
0.2365 3.214 8.425 3.90 3.806 
0.0100 3.460 8.460 4.10 4.079 
5.1810 3.265 7.440 4.15 4.377 
11.0650 3.880 8.540 4.25 4.531 0.072 
Table 5-3 VALUES OF THE CORRECTED STORAGE MODULUS AND LOSS 
FACTOR FOR GRP MATERIAL. 
Mode fA f,,,,, f E; tan Sr 
(Hz) (Hz) (Hz) (GN/m) 
1 259.6 266.1 253.5 18.99 0.0038 
2 715.8 733.2 699.4 18.99 0.0039 
3 1399.0 1424.0 1372.0 18.98 0.0040 
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Table 5-4 ELASTIC MODULI FOR PULTRUDED GLASS REINFORCED 
POLYESTER MATERIAL. 
Material 
Constant 
Orthotropic Transversely 
Isotropic 
Isotropic 
E1 (GN/m) 27.0 27.0 27.0 
E2 (GN/m) 6.73 6.73 
E3 (GN/m) 2.60 6.73 
G12 (GN/m) 2.98 2.98 
G23 (GN/m) 0.916 
G31 (GN/m) 0.916 
V12 0.196 0.196 0.196 
V13 0.420 
V21 0.040 0.040 
V23 0.420 0.420 
V31 0.040 
V32 0.162 
Table 5-5 PULTRUDED GLASS REINFORCED POLYESTER BEAM MODEL. 
Description Fundamental Second Third 
Mode Mode Mode 
(Hz) (Hz) (Hz) 
Experimental 
Result 112.0 308.0 584.0 
(transient) 
Orthotropic 112.1 310.5 596.2 
Transversely 110.2 309.3 590.4 
Isotropic 
Isotropic 113.3 313.2 602.3 
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Table 5-6 NATURAL AND HARMONIC FREQUENCIES FOR PERSPEX 
PYRAMID STRUCTURE. 
Mode Analytical Results 10 
ti i iti 
Experimental Results 
za on scr Element D 
(Hz) Transient Swept Sine 
1 38.6 37.5 34.5 
2 40.2 39.0 38.8 
3 44.5 42.0 40.7 
4 65.2 63.0 59.2 
5 112.8 110.2 108.3 
6 144.1 140.5 138.2 
Table 5-7 NATURAL AND HARMONIC FREQUENCIES FOR GRP PYRAMID 
STRUCTURE. 
Mode Analytical Results 10 
ti Di iti 
Experimental Results 
on scr za Element 
(Hz) Transient Swept Sine 
1 63.0 61.8 60.1 
2 67.1 65.9 64.7 
3 69.3 67.3 66.6 
4 72.2 69.8 68.2 
5 75.1 72.5 70.7 
6 77.8 73.3 71.6 
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Table 5-8 MODAL PARAMETERS FOR PERSPEX PYRAMID 
Mode Freq %Damp Peak Deg Ref Resp Ndf K M 
1 34.5 0.988 7.29E+00 90 5X+ 7Y- 20 3.27E+05 6.94E+00 
2 38.8 1.558 7.10E-01 -93 5X+ 7Z- 50 2.19E+06 1.74E+01 
3 40.7 2.502 9.33E-01 92 5X+ 8Z- 50 3.12E+06 2.14E+01 
4 59.2 3.143 2.76E-01 91 5X+ l1Z- 69 2.67E+07 5.76E+01 
5 108.2 3.518 9.08E-01 90 5X+ 10X+ 67 3.01E+07 1.56E+01 
6 138.2 3.610 3.68E-01 -91 5X+ 5Z- 62 3.56E+07 3.76E+01 
Table 5-9 MODAL PARAMETERS FOR GRP PYRAMID 
Mode Freq öDamp Peak Deg Ref Resp Ndf K M 
1 60.1 0.400 1.39E+00 91 5X+ 2Y+ 22 3.25E+06 2.28E+02 
2 64.7 0.409 1.15E+01 90 5X+ 7Y- 22 1.65E+06 2.28E+02 
3 66.6 0.436 2.44E+00 -89 5X+ 1OZ- 33 4.04E+07 4.02E+01 
4 68.2 0.510 2.25E+00 89 5X+ 9Z- 21 5.44E+06 5.44E+01 
5 70.7 0.585 1.26E-01 -89 5X+ 1OZ- 17 4.22E+07 2.14E+01 
6 71.6 0.573 '9.54E+00 -89 5X+ 8Z- 16 5.89E+07 1.91E+01 
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Table 5-10a NATURAL AND HARMONIC FREQUENCIES FOR MEDIUM 
PERSPEX MODEL (FREE-FREE CONDITION). 
Mode Analytical Results Experimental Results 
Element Discritization Impact Hammer 
1 elem. 3 elem. 5 elem 10 elem (Hz) 
1 10.3 8.7 7.9 7.8 7.1 
2 74.0 69.3 67.4 67.2 65.0 
3 96.7 90.6 88.1 87.8 83.0 
4 105.0 98.3 95.6 95.2 90.0 
5 120.5 112.1 109.0 108.2 102.0 
6 129.6 121.7 118.5 118.0 118.0 
Table 5-lob NATURAL AND HARMONIC FREQUENCIES FOR MEDIUM 
PERSPEX MODEL (EARTHED CONDITION). 
Mode Analytical Results Experimental Results 
Element Discritization Impact Hammer 
1 elem 3 elem 5 elem 10 elem (Hz) 
1 34.7 27.2 26.9 26.6 25.0 
2 36.2 28.6 28.1 27.8 26.0 
3 45.7 37.3 35.4 35.3 34.2 
4 72.4 69.3 68.1 68.1 60.1 
5 74.6 70.1 68.1 68.1 65.0 
6 83.7 80.1 78.0 78.1 78.0 
Table 5-10C NATURAL AND HARMONIC FREQUENCIES FOR MEDIUM 
PERSPEX MODEL (EARTHED CONDITION) WITH 0.3 KG 
MASS AT EACH MIDDLE TOP LAYER JOINTS. 
Mode Analytical Results Experimental Results 
Element Discritization Impact Hammer 
1 elem 3 elem 5 elem 10 elem (Hz) 
1 21.0 17.5 16.1 15.9 16.5 
2 27.5 22.2 20.3 20.1 19.2 
3 47.3 41.5 40.0 40.0 38.5 
4 57.8 50.1 47.2 47.2 45.2 
5 70.1 66.9 62.5 62.3 61.8 
6 101.2 90.1 84.8 84.0 84.0 
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Table 5-11a NATURAL MODE AND HARMONIC MODES FOR SMALL PERSPEX 
MODEL (FREE-FREE CONDITION). 
Mode Analytical Results Experimental Results 
Element Discritization Impact Hammer 
1 elem 3 elem 5 elem 10 elem (Hz) 
1 32.0 28.2 27.9 27.7 27.0 
2 167.0 156.2 148.2 146.6 145.0 
3 222.5 212.3 200.4 196.7 198.0 
4 316.4 296.1 289.0 291.0 293.0 
5 352.7 338.6 336.2 335.1 333.0 
6 372.2 366.0 361.3 360.9 351.0 
Table 5-lib NATURAL MODE AND HARMONIC MODES FOR SMALL PERSPEX 
MODEL (EARTHED CONDITION). 
Mode Analytical Results Experimental Results 
Element Discritization Impact Hammer 
1 elem 3 elem 5 elem 10 elem (Hz) 
1 78.2 68.3 62.4 60.5 58.0 
2 86.3 75.4 68.9 66.8 63.0 
3 94.7 82.7 75.1 72.7 68.0 
4 122.5 107.0 97.7 94.3 87.0 
5 136.4 119.0 106.8 103.2 96.0 
6 183.0 160.2 141.5 137.2 127.0 
Table 5-l1c NATURAL MODE AND HARMONIC MODES FOR SMALL PERSPEX 
MODEL (EARTHED CONDITION) WITH 0.7 KG MASS AT 
EACH MIDDLE TOP LAYER JOINTS. 
Mode Analytical Results Experimental Results 
Element Discritization Impact Hammer 
1 elem 3 elem 5 elem 10 elem (Hz) 
1 29.2 23.7 21.3 21.2 20.0 
2 58.3 47.3 42.7 41.6 39.0 
3 60.4 52.1 51.5 51.3 47.0 
4 94.3 69.5 64.5 64.4 62.5 
5 154.4 134.5 124.6 124.3 109.0 
6 161.5 141.0 136.7 135.6 121.0 
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Table 5-12 MODAL PARAMETERS FOR MEDIUM PERSPEX MODEL IN 
EARTHED CONDITION. 
Mode Freq %Damp Peak Deg Ref Resp Ndf K M 
1 24.7 4.743 2.54E+00 89 8X+ 6X+ 61 3.22E+04 1.33E+00 
2 25.3 5.614 2.59E+00 91 8X+ 6Y+ 65 9.46E+04 3.01E+00 
3 33.1 5.812 9.40E+00 -88 8X+ 17Z- 99 1.03E+05 3.58E+00 
4 59.1 6.018 8.39E+00 87 8X+ 17Y+ 97 1.59E+05 5.21E+00 
5 63.9 7.361 6.06E+00 91 8X+ 21X+ 67 2.44E+05 6.47E+00 
6 76.3 9.611 1.10E+00 -90 8X+ 26Y+ 68 3.48E+05 8.54E+00 
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Table 5-13a NATURAL AND HARMONIC FREQUENCIES FOR SKELETAL 
DOUBLE LAYER GRP STRUCTURE (PIN-PIN SUPPORT 
CONDITION). 
Mode Analytical Results 10 
iti ti i 
Experimental Results 
za on scr Element D 
(Hz) Transient Swept Sine 
1 23.2 22.0 20.9 
2 31.4 30.0 28.5 
3 36.0 35.0 34.9 
4 40.8 40.0 40.0 
5 47.0 46.0 44.5 
Table 5-13b NATURAL AND HARMONIC FREQUENCIES FOR SKELETAL 
DOUBLE LAYER GRP STRUCTURE (PIN-PIN SUPPORT 
CONDITION) WITH 50KG MASS AT EACH MIDDLE TOP 
LAYER JOINTS. 
Mode Analytical Results 10 Experimental Results 
Element Discritization Transient 
(Hz) (Hz) 
1 15.2 13.0 
2 25.1 23.0 
3 30.7 30.0 
4 32.4 32.0 
5 41.5 40.0 
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Table 5-14 MODAL PARAMETERS FOR GRP STRUCTURE IN PINNED 
BOUNDARY CONDITION. 
Mode Freq %Damp Peak Deg Ref Resp Ndf K M 
1 20.9 0.707 9.51E-02 -91 27Y+ 48Y+ 63 1.25E+07 7.23E+02 
2 28.5 0.790 1.76E-02 89 27Y+ 20X+ 41 2.15E+08 5.95E+03 
3 34.9 0.565 3.09E-02 -89 27Y+ 87Z- 99 1.37E+08 2.85E+03 
4 40.0 0.588 9.72E-03 -89 27Y+ 58X+ 63 5.58E+08 8.75E+03 
5 44.5 0.843 6.38E-02 -89 27Y+ 87Z- 98 7.25E+07 9.29E+02 
Table 5-15 AXIAL. FORCES FOR SKELETAL DOUBLE LAYER STRUCTURE 
IN PINNED BOUNDARY CONDITION. 
Mode Input Force Signal Normalized Force input 
In Time Domain Signal in Frequency Domaine 
(N) (N) 
1 13.48 3.53 
2 9.33 2.53 
3 26.63 7.34 
4 30.70 8: 19 
5 10.89 2.94 
Table 5-16 NATURAL AND HARMONIC FREQUENCIES FOR ROOF STRUCTURE. 
Mode Joints Connecting Joints Connecting 
Members are Pin Jointed Members are Fixed 
(Hz) (Hz) 
1 1.957 1.957 
2 4.424 4.424 
3 4.424 4.424 
4 6.234 6.236 
203 
6 
E 
E 
d 
00 
IO 
I- 
0 
41 
N 
0L 
10 
Frequency (Hz) 
(a) FREQUENCY DEPENDENCE OF STORAGE MODULUS FOR PERSPEX AT 20°C 
o. 
o. 
o. ý 
41 C 
01 
Co 
c 0.02 
N 
O 
J 
0.001 
10 
Frequency (Hz) 
(b) FREQUENCY DEPENDENCE OF LOSS TANGENT FOR PERSPEX AT 20°C 
Figure 5.1 
204' 
100 1000 10000 
100 1000 10000 
0.25 
0.20 
N 
E 
0.15 
N 
7 
E 0.10 
a, Do q I. G 
v 0.05 
0.00 
10 
Frequency (Hz) 
(a) FREQUENCY DEPENDENCE OF STORAGE MODULUS FOR G. R. P. AT 20°C 
., 
C 
d m C q 4.1 
N 
N 
0 
Frequency (Hz) 
(b) FREQUENCY DEPENDENCE OF LOSS TANGENT FOR G. R. P. AT 20°C 
Figure 5.2 
205 
100 1000 10000 
10 100 1000 10000 
o0 
-20 
-40 
-60 
-80 
N 
C 
O 
3 -100 d 
0.5 
0.4 
0.3 
v 
0.2 
0.1 
0. ( 
Figure 5.3 
Time (mSec) 
IA 7n 30 
206 
(a) Input force in time domain applied on the tripod 
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Figure 5.19 MODE SHAPES FOR PERSPEX MODEL UNDER FIXED BOUNDARY 
CONDITION WITH ADDED MASSES 
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Figure 5.35 MODE SHAPES FOR COMPOSITE MODEL UNDER PINNED 
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CHAPTER SIX 
CONCLUSIONS AND RECOMMENDATIONS 
6.1 INTRODUCTION 
The modal characteristics of restrained and unrestrained 
skeletal configurations, ranging in complexity from a 
single member to several pyramidal structural units have 
been investigated. The systems were manufactured from 
either perspex or pultruded GRP material. The development 
of local member and global deformation characteristics in 
these structures have been examined both experimentally 
and numerically. 
The conclusions reached as to the suitability of the 
materials and geometries of the structures investigated 
and the applicability of the experimental and numerical 
techniques to their study have been given at the end of 
the relevant sections in chapter 5, consequently only 
general conclusions will be discussed in this chapter. 
6.2 PRESENT WORK 
Analytical models under free/free boundary conditions 
have been developed and have been compared with 
experimental ones. The former have been modified until 
satisfactory agreement has been reached between the two 
systems. 
It has been argued that the boundary support conditions 
of experimental structures which should represent fixed 
conditions are difficult to model numerically, because 
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the true fixity in structures is generally unknown and 
the support conditions do influence the vibration 
characteristics of the system. One of the simplest 
dynamic systems to be experimentally analysed is that in 
which it is supported in a near free-free condition; the 
structure would then be modelled numerically and compared 
with the experimental one. If necessary the numerical 
model would be modified to provide a satisfactory 
representation of the structural system. The numerical 
model could then be used as the prototype to undertake 
parameter studies. This was the technique used in this 
investigation. 
6.2.1 PERSPEX STRUCTURES 
The increasing complex configuration of the structures 
examined has allowed an investigation to be undertaken 
into the evolution of the modal behaviour in double layer 
skeletal systems. The effect of the joint rigidity of the 
members were seen to diminish as the complexity of the 
structural configuration increases and their modal 
behaviour becomes increasingly dominated by their overall 
dimensions. In general, the transition of modal behaviour 
of the structure being dictated primarily by local member 
effects to it reflecting the global effects of the system 
is seen to occur at relatively low configuration 
complexity. Similarly, the influence of the members that 
constitute the structure have been found to reduce in 
importance as the scale of the systems increases. Both of 
the above effects have resulted in improved agreement 
between the numerical and experimental values as the size 
and the complexity of the structures increases. 
The investigation has also shown the advantage of using 
geometrically similar perspex models to those of the 
wHr ch 
prototype for vibrational analyses. An algorithm has been 
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: (, ZSQ9. will allow for the scaling and material 
change effects for those similar structures; more element 
discritization was required for small scale structures to 
provide an acceptable accuracy of the experimental ones. 
Also it provides a means of developing and verifying the 
model to enable the vibrations to be transmitted through 
the individual members rather than the model behaving as 
a rigid structure; the lowest modes of vibrations for the 
small scale models behaved rigidly due to the high 
stiffness of the model structure. 
6.2.2 PERSPEX MATERIAL DESCRIPTION 
The modulus of elasticity for the perspex material was 
shown to be frequency dependent, yet all the perspex 
structures were accurately described using a single 
intermediate frequency modulus of elasticity. The reason 
is that the required frequencies of the structures 
undertaken in general lie within a relatively small 
frequency range, thus allowing an intermediate modal 
behaviour of the material to be defined by using a single 
modulus value. 
The strain measurements in various members of the 
structural models tested were compared favourably with 
the numerical ones. The percentage difference between the 
two measurements did not exceed 3%. The discrepancy of 
the numerical and experimental results are seen to be 
functions of the characteristics of the material. The 
damping value from the experimental model structure was 
incorporated into the numerical analyses. Moreover, it 
has been shown that good agreement between the numerical 
and experimental estimate of the natural frequencies of 
the models can be adequately modelled. 
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6.2.3 COMPOSITE STRUCTURES 
In contrast to the perspex structures, the composite 
structures did not obtain sufficient complexity to allow 
global deformation modes to dominate their response 
characteristics. It is believed that the high rigidity of 
the composite members and their joint connectivity 
allowed the local member deformations to dominate the 
modal behaviour of the structure. However, their testing 
has allowed an assessment of the isotropic approximation 
when applied to this orthotropic composite material. 
The composite structures unlike the perspex ones ( under 
the self weight of the structure) did not attain 
significant tensile or compressive forces and bending 
moments associated with them, thus, this allowed accurate 
analyses to take place for the support system. 
6.2.4 COMPOSITE MATERIAL DESCRIPTION 
The examination of the material description suitable for 
characterising predominantly uniaxially aligned fibre 
composite material has been performed. It has shown that 
accurate estimates of the modal behaviour of the 
composite can be obtained when it is defined as being 
orthotropically reinforced. Alternatively, a transversely 
isotropic approximation may be applied, and some 
advantages have been found to be associated with such a 
description; the plane of isotropy is normal to the axes 
of fibres, thus allowing less modelling parameters and 
hence less computational time, and most importantly, 
providing satisfactory results within 4% to the actual 
values. 
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In the absence of the material modulus values necessary 
for the above description, it was found that the 
behaviour of the composite could be defined using an 
isotropic approximation for its stiffness 
characterisation. A disadvantage inherent in the iso- 
tropic approximation is that it yields less accurate 
estimates of the modal behaviour of the composite 
structure. However, it is believed that this is out 
weighted by the simplification in the definition of the 
material associated with the use of the isotropic 
approximation, and this is a feature that can 
significantly reduce the complexity of large skeletal 
structures analytical descriptions. 
An approximation was assigned to the material description 
of the predominantly uniaxially reinforced tubes of the 
composite structures. Whereas errors of up to 3% has been 
obtained in the frequency extractions analyses, however, 
the trends established have been towards improved 
agreement with experimental results as the complexity and 
slenderness of the skeletal configuration increases. The 
reason is that the members in skeletal systems were 
mainly experiencing axial forces in the direction of the 
uniaxially aligned fibre composite material. 
6.2.5 FINITE ELEMENT MODELLING 
Two finite element techniques (ABAQUS and LUSAS) were 
used to model the structures in this research programme. 
Although a numerical shifting facility has been included 
in the latter program to allow it to extract frequencies 
from unrestrained structures, it has been found in 
practice that this acts solely as a matrix conditioning 
agent, and hence the windowing facilities associated with 
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Abaqus implementation are not available in the LUSAS 
method. 
The analytical model uses a beam type element; B31 Abaqus 
library. This is a2 node beam suitable for use in 3 
dimensional space. This element has been used in 
preference to the pipe elements available as the latter 
gives details through the cross- section rather than 
along the length of the section. The beam element uses 
the Timoshenko beam theory and includes the elastic shear 
deformation. 
It has been shown that in order to predict the dynamic 
response of the structure accurately, all the equations 
of the system must be integrated to high precision and 
the time step has to be selected corresponding to the 
smallest period of the system, which may mean that the 
time step is very small indeed. In addition, stability of 
the integration scheme employed in the analytical 
solutions is assured if the time step is small enough to 
integrate accurately the response in the highest 
frequency component. Therefore, it is necessary to 
identify, experimentally, the frequencies which are 
contained in the system under consideration, otherwise 
the response predicted by the finite element assemblage 
is not justified. Numerical solutions for the estimates 
of the natural frequencies of the modal structures have 
to be performed to enable comparisons to be made with 
those obtained experimentally and to assess the accuracy 
of the finite element modelling. It was also shown that 
the subspace iteration method is a very efficient 
procedure for solving vibrational systems especially 
those with relatively high degrees of freedom; the 
solution can be obtained to any desired degree of 
precision. Also it has been shown that the square root of 
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the sum of squares method to obtain the response of many 
applied loads is an efficient superimposing procedure. 
6.2.6 EXPERIMENTAL TEST PROCEDURES 
Two testing techniques have been developed for the 
measurement of vibrational analyses. Although some 
difficulty has been experienced when using the impact 
hammer transient technique to excite the light weight 
perspex models when held in a free/free support 
condition, it should be stated that using the impact 
hammer does give a useful initial indication of the area 
of excitation interest; this technique is therefore 
frequently used prior to undertaking a modal analysis 
using the swept-sine technique. However, the variability 
of the applied loads often resulted in only a fraction of 
the impact hammer testing being suitable for FFT 
processing. 
Frequency response data analysis method based on the 
swept-sine technique unlike the impact hammer one, has 
the capability to accurately describe modal behaviour of 
the structural systems with real and complex modes of 
vibration. The requirements of the measured vibration 
data is to compare with those obtained from a finite 
element analyses. The purpose, is to validate the 
theoretical model prior to using it to predict some set 
of responses for which it is impractical and/or 
impossible to test experimentally. The validation of the 
results are considered acceptable when the modes of 
vibration of the test and numerical models are corrobo- 
rated. Hence accurate measurements of the frequencies and 
the modes of vibration associated with those frequencies 
are all that is required. 
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Estimates of damping factors from numerical analyses were 
shown to be impossible to obtain. However, obtaining 
these factors experimentally, it was then possible to 
incorporate such information into the numerical model 
thereby enhancing it. It was also shown that by careful 
analyses of the frequency response functions obtained 
experimentally, it is possible to make estimates of the 
modal mass and stiffness for each individual resonance 
within the spectum. These values provide useful 
information when examining the finite element 
representation. 
6.2.7 DOUBLE LAYER STRUCTURE STUDIES 
The application of a finite element analyses of a q. r. p 
double layer skeletal system has been found to provide 
close approximation to the actual behaviour of the 
structure. A possible, limitation of the finite element 
analyses, however, is considered to be the level of 
fixity of the boundary conditions and the damping 
consideration. Regardless of the material from which the 
skeletal system is manufactured and the joint 
connectivity of the members, it is believed, that the 
finite element analyses might be reproduced more 
accurately when the suitable level of fixity and darning 
factors that are obtained experimentally are implemented 
in the F. E analyses. 
The analyses have served to highlight the need for the 
correct matching of the beam element formulations and 
the capabilities of the finite element method, in order 
to provide the modal behaviour of the prototype skeletal 
system. The accuracy of the finite element method to the 
modelling of a skeletal system increases as the discrete 
configuration becomes more complex. Similarly, the 
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contribution of local member vibrations to the lowest 
modes of a skeletal configuration has been seen to reduce 
as the complexity of the structure increases. Therefore, 
finite element modelling lies in its ability to reproduce 
the modal behaviour of a system characterized by a 
negligible contribution of local member modes to its 
overall modal behaviour. It also suggests that the 
dynamic behaviour of any skeletal structure which is 
suitable for description using the finite element analy- 
ses can be accurately described in the modal domain using 
a selected set of its lowest global mode shapes. 
The studies obtained for the double layer skeletal models 
have revealed that an additional measure of rigidity to 
the skeletal systems is due to the supporting system. It 
has been found that the allocation of supports for the 
structures enhances the modal behaviour of the candidate 
configuration. It has also been established that the 
trends in the modal behaviour predicted by the finite 
element analyses were very similar to those detected by 
the experimental tests. This allowed numerical modelling 
of a representative configuration of the above models to 
be undertaken ensuring accurate modal behaviour of the 
prototype structure. 
6.3 RECOMMENDATION FOR FUTURE WORK 
The current research work concentrated on the vibrational 
analysis of skeletal structures. During the course of the 
work it became clear that there were a number of areas 
which required further investigation. Therefore, further 
extensions could be summarised as follows: 
(1) The skeletal structures analysed at present as 
linear structures. In order to improve the 
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displacements within the structures, it is necessary 
to undertake a non-linear analysis. 
Linear analysis can only detect local member failure 
while the non linear analysis can determine 
instability effects involving more than one member 
or geometry changes. In addition, the impacting 
force could have a local plastic deformation of the 
structure under consideration. Therefore, non-linear 
analysis involving geometric and material 
non-linearity would give a clearer understanding of 
the deformations induced by the impacting source. 
(2) The damping of the structures considered can be 
derived from two sources, namely, the material 
damping and the structural configuration damping. 
The material damping has been taken into account in 
the analytical analysis but the structural damping 
should form the basis of a further investigation. 
(3) The mechanical properties of the orthotropic 
material used in the analytical investigation were 
assumed to be isotropic, therefore, a further 
investigation could be undertaken to provide an 
accurate result for orthotropic structural systems. 
(4) Geometrically scaled structures could be 
investigated in order to relate vibrational 
characteristics to size. 
(5) The effect of different jointing techniques could be 
further investigated and the different 
interconnection patterns used could be very useful 
to examine the errors experienced in modelling these 
structures in the analytical solutions. 
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APPENDIX 1 
A. 1 TRANSFORMATION OF MODE SUPERPOSITION METHOD 
Transformation of the equilibrium equations into a more 
effective form of direct integration can be undertaken by 
applying transformation on the finite element nodal 
displacement U: 
U(t) =P X(t) (A. 1) 
where P is a square matrix that as to determined and X(t) 
is a time dependent vector of order n. The components of 
X are refered to as generalized displacements. 
Substituting equation (A. 1) into the equations of 
equilibrium (3.14), and premultiply by PT to obtain: 
M X(t) + C. X(t) +K X(t) = R(t) 
where PTMP ;. C =PTCP ; 
PT KP; R= PT R 
This transformation is performed in order to express the 
element displacements in terms of the generalized 
displacements, and consequently to obtain new system 
stiffness, mass and damping matrices K, M and C which 
have a smaller bandwidth than the original system 
matrices; the transformation matrix P should be selectbd 
accordingly. In addition, the square matrix P must be 
non-singular (i. e the rank of P must be n) in order to 
have a unique relation between any vectors U and X as 
expressed in equation (A. l). 
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An effective transformation P can be established by using 
the displacement solutions of the free vibration 
equations when damping is neglected; the relationship 
becomes: 
MU+K U= 0 (A. 2) 
The solution of equation (A. 2) will be of the form: 
U= sin w(t - to) (A. 3) 
where 0 is a vector of order n, t is a time variable, t, 
is a time constant and wa constant identified to 
represent the frequency of vibration (rad/sec) of the 
vector 0. 
Substituting equation (A. 3) into equation (A. 2), the 
generalized eigenproblem and hence 0 and w, can be 
obtained: 
Ký=ta'M0 (A. 4) 
The eigenproblem in equation (A. 4) yields the n eigen 
solutions (w2 0, ) , (w , 02) , ... (w=,,, O) where the 
eigenvectors are M- orthonormalized, i. e, 
iM 0ý =1 ; i=j 1 (A. 5) 
=0 ; i=j 
J 
and 4, t 
The vector 01 is the i mode shape vector and wi is the 
corresponding frequency of vibration. 
Defining a matrix I whose columns are the eigenvectors 0s 
and a diagonal matrix l2 which stores the eigenvalues w's 
along its diagonal, i, e 
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^i 
VP2 
,{" ý01/ W2/ "". I 
Onj n2 (A. 6) 
" 
wn 
the n solutions to equation (A. 4) can be written as 
Ký =M 'D n2 (A. 7) 
since the eigenvectors are M-orthonormal, then 
-0T K -D - n2 i tT M -t =1 (A. 8) 
Matrix '' can be a suitable transformation matrix P in 
equation (A. 1). Using 
U(t) = X(t) (A. 9) 
the equilibrium equations can be obtained that 
corresponds to the nodal generalized displacements 
X(t) +$C4 X(T) + il' X(t) =V R(t) (A. 10) 
The initial conditions on X(t) are obtained using (A. 9) 
and the M-orthonormality of §; i. e, at time =0 we have 
°X = AT M °U °X =brm (A . 11) 
Analysis With Damping Neglected 
If the velocity-dependent damping effects are not 
included in the analysis, equation (A. 10) reduces to: 
(t) + n2 x(t) = 'IT P(t) (A. 12) 
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where equation (A. 12) has n individual equations of the 
form: 
xi (t) + VP, xi (t) = Ps (t) ,P=1,2, .., n 
Pi (t) = Ci P(t) (A. 13) 
The equilibrium equations(A. 13) represent the i single 
degree of freedom with unit mass and stiffness Vi. The 
initial conditions on the motion of this system is 
obtained from equation (A. 11) 
xit=0 IiM°U (A, 14) 
xit=0 M°U 
The solution of each equation in (A. 13) can be used in 
direct integration algorithms or can be calculated using 
Duhamel Integral 
1t XL (t) = 
wi 
fo P1 (r) sinws (t - r)dr 
+ a, sin ws(t) + ß1 cos wi(t) (A. 15) 
where a,. and ßi can be determined from the initial 
conditions of equation (A. 14). 
The solution of all n equations in (A. 13), i=1,2, 
3..., n can be calculated numerically and the finite 
element nodal point displacements are then obtained by 
superposition of the response in each mode, i. e using 
equation (A. 19) to obtain: 
n 
U(t) =E 01 xi (t) (A. 16) 
Analysis with1Dnping included 
In general, the damping matrix C can not be constructed 
from element damping matrices, such as the mass and 
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stiffness matrices of the element assemblage. Therefore 
an approximation of the overall energy disipation during 
the system response. The mode superposition analysis is 
particularly effective if it can be assumed that damping 
is proportional, hence 
4i C 0i =2 cas ýs aij (A. 17) 
where ti is a modal damping parameter and 6 is the 
Kronecker delta (Sij =1 for i=j, 6=0 for i -0 j). 
Therefore, using equation (A-17) it is assumed that the 
eigenvectors 0i, i=1,2, .... , n, are also C-orthogonal 
and the equations in (A-10) reduce to n equations of the 
form 
x1(t) +2 oi gs X(t) +i Xi(t) = Ps(t) (A. 18) 
where pi(t) and the initial condition on xi(t) have 
already been defined in (A-13) and (A-14). It is noted 
that equation (A-18) is the equilibrium equation 
govenering motion of the single degree of freedom system 
considered in (A-13) when E. is the damping ratio. If 
the relation in (A-17) is used to account for damping 
effects, the procedure of solution of the finite element 
equilibrium equations in equation (A-10) is the same as 
in the case when damping is neglected except that the 
response in each mode is obtained by solving (A-18). 
This response can be calculated using an integration 
scheme such as Newmark Method, or by evaluating the 
Duhamel integral to obtain 
x (t) = _1 
ft Ps (r) e-as 0'(t-v) sinwi (t - r)dr Wi 0 
+ e't' "'It-"[a, sin wi(t) + %. cos w, (t) ] 
(A. 15) 
(A. 19) 
where 
E1ý 
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and a, and B1 are calculated using initial conditions in 
(A-14). 
In considering the implications of using (A-17) to take 
account of damping effects, the following observations 
are made. Firstly, the assumption in (A-17) means that 
the total damping in the structure is the sum of 
individual damping in each mode. Secondly, the numerical 
solution of the finite element equilibrium equation in 
equation (3-22) using the equations (A18), the damping 
matrix C is not calculated, but only the stiffness and 
mass matrices K and M. 
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APPENDIX A. 2 
A. 2 PROPERTIES OF THE EIGENPROBLEM 
The solution of the eigenproblem K¢ = o2MO yield n 
eigenvalues ordered as shown in equation (3-20), and 
corresponding eigenvectors cpl, 0 ..., ý,,. Each pair (A1, 
q5i) satisfies equation (3-22), i. e obtaining 
K 0i = Ai M 0s ;i=1,2 , .... ,n 
The expansion of a matrix in terms of its eigenvalues and 
eigenvectors will be very useful in the iterative 
solution of the eigenproblems. The eigenproblem in the 
above equation, can be written in the form: 
E 01 = 01 As 
where *E= M'1 K and 1, = 0i 
(A. 20) 
It is evident from the eigenproblem that the eigenvalues 
of the transposed matrix are the same as those of the 
original matrix. However, the eigenvectors of the 
transpose of an unsymmetrical matrix are different from 
those of the original. Hence for the transpose of ET, the 
eigenproblem can be written as: 
ET WLi - OLi li (A. 21) 
where 0,, j is the i-th eigenvector of ET. Transposing this 
relation gives: 
uni E_ li. i (A. 22) 
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Thus the eigenvectors &Li and 0 are frequently called the 
left- hand eigenvector of E and 01 the right-hand 
eigenvectors. 
The orthogonality property of the left- and right-hand 
eigenvectors can be achieved by premultiplying equation 
(A. 20) by the eigenvector 1iJ. 
ýiý E ýs = ýiý 95s 71 s (A. 23) 
while equation (A. 22) can be written for mode j and then 
post multiplied by 0i to give: 
(A. 24) Oil E 951 = InJ OiJ 0s 951 
Subtracting equation (A. 24) from equation (A. 23) gives: 
0= (A - Ij) OLi 0s (A. 25) 
which represent the orthogonality property 
0 z, 0s =0 (A * A1) (A. 26) 
If the eigenvectors are normalized to satisfy the 
condition 0i = 1, and if the square matrices of all 
the right- and left- hand are designated by 0 and ",,, 
respectively it is evident from the normalizing and 
orthogonality conditions that : 
VL §=I (A. 27 ) 
Therefore, the transpose of the left-hand eigenvectors is 
the inverse of the right-hand eigenvectors, i. e 
4L _1 (A. 28) 
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The expansion of E can now be demonstrated by writting 
the eigenproblem expression of equation (A. 20) for the 
full set of eigenvectors and eigenvalues: 
E0=A (A. 29) 
where A is the diagonal matrix of eigenvalues. 
Premultipling equation (A. 29) by 4TLand invoking equation 
(A. 28) leads to an expression of the eigenvalues: 
EL E"=A (A. 30) 
Alternatively, E can be expreesed in terms of the 
eigenvalues and eigenvectors by premultiplying equation 
(A. 30) by 4ý, and post multiplying it by V,., and invoking 
equation (A. 29) 
E=ýAý (A. 31) 
The above result can be expressed as the sum of the modal 
contributions: i. e, 
n 
E=E . 11 0s 0LI (A. 32) 
i=1 
Furthermore, the square of matrix E is 
E2 =A ýL -t A Vz, _§ A2 V,, (A. 33) 
and by continued multiplication, the s power of E is 
E` _ As 4D (A. 34) 
It has to be recalled that the expression of equation 
(A. 34) is based on the type of of eigenvector 
normalization which has been used (1L ti = I). A specific 
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expression for the left-hand eigenvectors can be obtained 
if an additional normalizing condition is introduced. For 
example, if equation (A. 29) is premultiplied by VM it 
becomes: 
1ýT K_ tT MtA (A. 35) 
If the right-hand is normalized so thet 
VM -D =I (A. 36) 
it is apparent from comparison of the transpose of 
equation (A. 27) with equations (A. 36) and (A. 35) that: 
1L =M=K A'1 (A. 37) 
VECTOR ITERATION SOLUTION OF THE EIGENPROBLEM 
In vector iteration methods the aim is to satisfy 
equation (A. 34). Equation (A. 34) provides the basis for 
demonstrating the general matrix iteration method for 
evaluating the eigenvalues and eigenvectors of the 
dynamic matrix E. To carry out the direct analysis, an 
assumption has to made for the shape of the highest mode 
which is designated by V`n'. This trial vector can be 
expressed as the sum of its true mode shape components: 
n 
Vl on =E 951 Yi =sY (A. 38) 
i=1 
The next step in the iteration procedure is to calculate 
an improved vector V"r in two steps: firstly by obtaining 
an improved shape by matrix multiplication, thus: 
V"cýR=Evn (A. 39) 
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and secondly by normalizing its amplitude dividing by its 
largest term, hence: 
no 
max (V'('1) max (E V(On)) 
Similarly, the result of the next iteration cycle is 
given by: 
V(2) =E Vß'2 = E2 V(1) n 
(A. 41) " 
max (E V(1) max (EZ Vý° ) 
and after s iterations, the result is 
V( = E" V(°2 
max (E' V`O, ') 
(A. 42) 
Substituting from equation (A. 34) and (A. 38), equation 
(A. 42) becomes: n 
E ki 0t Yi 
s 
V( " max (E Won )mx (EY V(on)) 
_max 
(E' V(" 
n)) (A. 43) 
this summation can be written in the form: 
V(S) " max (E. Von)) 
Y. + 
nE-1 i 
qss Ys, (A. 44) 
T 1_1 
and since A. > ýlr_1 > by definition, each of the 
terms in the remaining summation will become negligibly 
small when the iteration has been carried out for enough 
cycles. Thus the computed shape will converge finally to 
V(S) = 
1l; Y 
__ 
m_ 
= 0. () V° max (1' & Y) max (00 
A. 45 
267 
Morover, if the iteration is continued for one more step, 
nn max (fin) max (95n) 
On (A. 46) 
From equation (A. 46) it is edident that the eigenvalue 
for the highest mode is given by the lowest term of the 
eigenvector before normalizing: 
1 = max (V"`nN (A. 47) 
The equivalent process which converges to the lowest 
mode, called inverse iteration, the initial vector is an 
estimate of the lowest mode shape VI, ), and the iteration 
involves multiplication of the trial vector by the 
inverse of E. The result of the first cycle including 
normalizing is: 
E-z Vco' V 1ý max (E-' V"01') 
(A. 48) 
and after s iterations by analogy with the direct 
integration procedure equation (A. 44), the displacement 
can be expressed as 
s V< 
A1 
max (E"` V(1') l 
ý' Yl +2 
"' 
01 Yi] (A. 49) 
but since I1 <1, <A3 < .... <A , by definition, each of 
the terms in the summation becomes negligibally small 
after sufficient cycles and the computed mode shape 
converges to: 
vgl 
max (&) - 
01 (A. 50) 
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also, by analogy to the preceeding discussion, the 
corresponding eigenvalue is given by: 
1 (A. 51) ý1 _- max ( V'i"ýý, ) 
SHIFTING OF EIGENPROBLEM 
The purpose to shifting is to accelerate the calculation 
of the required eigensystem and the application occurs in 
the calculation of rigid body modes when an algorithm is 
to be used is not designed to calculate zero eigenvalues. 
The representation of, each eigenvalue by using the shift 
can be considered as the sum of a shift µ plus a residual 
ö,,; thus 
+µ xi= Si (A. 52) 
or, considering the entire matrix of eigenvalues, 
A= d' +µI (A. 53) 
in which 6' is the diagonal matrix of residuals and it 
can be noted that the same shift is applied to each 
eigenvalue. 
The effect of shift is to transform the eigenvalue 
problem to the analysis of residuals rather than the 
actual eigenvalues. Substituting equation (A. 53) into 
equation (A. 54): 
El = 4ý[6' +µ I] 
which can be written as: 
(A. 54) 
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[E - (A. 55) 
The term in brackets represent a modified matrix to which 
the residual eigenvalues 6' apply, and it will be denoted 
by E' for convenience, thus: 
E' 0=0 d' (A. 56) 
Equation (A. 56) is entirely equivalent to equation (A. 29) 
and that the shifted matrix E' has the same eigenvalues 
of E. 
The solution of this new eigenproblem can be carried out 
by inverse iteration. By analogy with equation (A. 48), 
the first step of the procedure can be expressed as: 
Vclý _ 
E'1 V("j' (A. 57) 
max (E' Vol) 
where V11' is an initial approximation of the ju, mode 
shape. After s cycles, the result can be written as: 
E6 0s Ys 
V( i max (E' 1 VIII) max (E'_` V(ý) 
(A. 58) 
which may be rewritten as: 
sj1" ýý Yý +1° 
s' 
ýs Ys V 
max (E'-6 V(03)) 
+E ýs Ys 
, (A. 59) 
i=ý+1 
where 6 represents the smallest residual eigenvector, 
that is: 
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1 ai 1<6 j+I <6 j+2 (A. 60) 
and I (6) 
1< 
-öj_1 < -45, _2 
Thus it is clear that the two summations in equation 
(A. 59) will become negligibaly small after a sufficient 
number of iteration cycles, and the computed mode shape 
converges to: 
v(s) = 
Si* 01 Y, 
_ 
01 
= 0i (A. 61) 
max ( 8-30 q53 Y2) max (, ) 
The process of inverse iteration with eigenvalue shift 
converges to the mode shape for which the eigenvalue is 
closest to the shift position. By analogy to equation 
(A. 51) it can be seen that the residual eigenvalue of 
this mode is given by the maximum term with the computed 
eigenvector: 
d. =1 
(A. 62) 
max (V''>) 
Hence, the actual eigenvalue is obtained by adding the 
shift to equation (A-62) 
+ max 
By appropriate solution of the shift points, the inverse 
iteration process can be made to converge to any or all 
modes of the structural system. 
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APPENDIX A. 3 
A. 3 THE FOURIER TRANSFORM 
The transformation of a signal from the time domain to 
the frequency domain and back again is based on the 
Fourier transform and its inverse. This Fourier transform 
pair is defined as: 
Co 
S. (f) =f x(t) e"J2 t dt (A. 63) 
OD 
S (t) e-J""' dt 00 
where x(t) = time domain representation of the signal x, 
and S, (f) = frequency domain representation of the 
signal x, 
j=J (-i) 
The transformation has to be done on finite time records 
of length T. The time signal can be sampled at discrete 
points in time m. At, where At is the sampling time and m 
is an integer. 
To compute the-Fourier transform at finite time records 
a numerical integration must be performed. This can give 
an approximation to a true Fourier transform called the 
Discrete Fourier transform (DFT). The DFT results from 
the Fourier spectrum of the finite time record sampled in 
the frequency domain at discrete frequencies k. Af, where 
k is an integer and Af is the sampling between the 
calculated lines in the frequency domain. Af is called 
the resolution of the frequency domain and is given by 
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the record length T, as Af = 1/T. Therefore the Fourier 
transform after digitizing becomes: 
Co 
S(m A f) _ 
f_ 
x(t) e'i"=` dt (A. 64) 
00 
where k=0, ±1, ±2..... 
The integral in equation (A-64) is equivalent to 
computing an area under a curve. Therefore by adding the 
areas of the rectangles under the curve as in figure 
(A. 1), the integration equation in (A-64) becomes: 
Co 
s . (m ä f) = At z x(n 
A t) e'i27i°ri°` (A. 65) 
n=-co 
Because the limitation of the transform is to a finite 
time interval, equation (A. 65) becomes: 
S. (m A f) = At 
E1 
x(n A t) e'j2"'°! "°t (A. 66) 
n=-0 
Moreover, the frequency spacing between the lines must be 
reciprocal of the time record length. Then equation 
(A-66) can be simplified to the formula for the Discrete 
Fourier transform: S. 
SY (m D f) _E1 x(n A t) e'ý2"er"'t (A. 67) N n=-0 
The Fast Fourier transform (FFT) is an algorithm for 
computing the DFT. A useful assumption can be considered, 
that was refered to in chapter 4, that N is a multiple of 
2, which allows for symmetries to occur thus reducing the 
number of calculations to be evaluated. 
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The FFT, therefore, is an approximation to the desired 
Fourier transform, and is a transform of a finite time 
record of the input. 
DUAL CHANNEL MASURENENTS 
Two channel measurements are often needed for a dynamic 
signal analyser to measure two outputs of a system. The 
function which describes the system when presented in the 
time domain is called the Impulse response function h(r) , 
as shown in figure (A-2) and when presented in the 
frequency domain is called the Frequency response 
function H(f). H(f) and h(r) are related via the Fourier 
transform and contain the same information about the 
system, although in different domains. The relation 
between the input a(t) and output b(t) is mathematically 
defined by: 
00 
b(t) = h(t). a(t) =j h(r) a (t - r) dr (A. 68) 
ao 
where b(t) is the convolution of h(t) and a(t), and r is 
a phase time delay. 
In the frequency domain the relation between input and 
output is given by: 
B(f) = H(f). A(f) (A. 69) 
where A (f) and B (f) are the Fourier transform of a (t) and 
b(t). 
In dual channel measurements of dynamic signal analysers 
the time delay or the phase lag between the two signals 
can be determined from the cross correlation function or 
the cross spectrum. 
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The cross spectrum S, (f) between the two signals a (t) and 
b (t) is defined by A* (f) .B (f) , where * indicates complex 
conjunction. When the DFT is used the cross spectrum is 
found by averaging the individual estimates A (f). B (f) 
giving: 
S "(f) = E(A, (f) . B1(f) ]= lif 
n Ai(f) . B1(f) 
(A. 70) 
where n, is a finite number of records, 
and i represents each time history block. 
An essential application of two channel analysis is to 
obtain a measure of the validity of the linear system 
which forms the basis of the system analysis. The two 
channel function which is used as a linearity check is 
the coherence function. The coherence function, y2 (f) , is 
also derived from the cross power spectrum by: 
Y2(f) _ 
ISAB(f) 12 (A. 71) 
Su(f) Sl. (f) 
where S, , (f) and S.. (f) are the autospectrum of the two 
channel signals. Therefore, the coherence function is a 
measure of the power in the output signal caused by the 
input. If the coherence is unity, then all the output 
power is caused by the input signal. If the coherence is 
zero, then none of the output is caused by the input. 
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Figure A. 1 NUMERICAL INTEGRATION USED IN THE FOURIER TRANSFORM 
a(t) h(t) b(t) 
Fourier Transform Fourier Transform 
N(f) _p 
A(f) ß(f) 
Figure A. 2 SYSTEM WITH INPUT SIGNAL a(t) AND OUTPUT SIGNAL b(t). 
THE FOURIER TRANSFORM OF a(t) AND b(t) ARE A(f) AND 
B(f) RESPECTIVELY 
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