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Abstract
We present an update of our measurement of the  lepton lifetime, using data taken
during 1992 and 1993 with the OPAL detector at LEP. The lifetime is determined from
analyses of the impact parameters of tracks from  decays to a single charged particle,
and the reconstructed decay lengths from  decays to three charged particles. With the
added statistics (which increase the  pair event sample size by more than a factor of four
over our 1990 and 1991 data sample), the updated lifetime measurement is:


= 288:8  2:2 (stat)  1:4 (sys) fs.
When combined with world-average measurements of the tau leptonic branching fractions
(assuming e- universality), the ratio of charged-current couplings is:

g

g


= 1:005  0:007 ;
in agreement with the hypothesis of  - charged-current universality.
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1 Introduction
Precise measurements of the  lepton lifetime allow an important check of the assumption
of lepton universality of the charged current electroweak interaction. One form of this check
compares the lifetime, mass, and electronic branching ratio of the  with the well-determined
muon lifetime and mass:
 
g

g

!
2
=






m

m


5
BR( ! e
e


) : (1)
The squared ratio of coupling constants in this relation undergoes a small modication ( 0:04%)
due to radiative corrections [1]. The electroweak couplings, g

and g

, are equal under the uni-
versality assumption. Over the last two years the results of this check have changed appreciably
in both the central value and in the level of precision. First, new  mass measurements [2, 3, 4]
yielded values of the mass signicantly lower than the previous world average [5]. In addition,
the improved measurement precision of 0.0015% reduced the contribution of the  mass uncer-
tainty in the determination of the g

=g

ratio to a negligible level, relative to the less precisely
measured  lifetime and branching ratios. Although this improved the precision of the check, a
possible deviation from unity which was previously observed persisted [6]. Second, new lifetime
measurements were made [7, 8, 9, 10], which not only signicantly decreased the contribution
to the relative uncertainty from this source, but which were lower than the previous world
average [5]. The new values indicated no discrepancy with universality.
We present an update of the OPAL  lifetime measurement, based on the data recorded
during 1992 and 1993, which is of signicantly improved precision. The methods follow those of
the previous measurement [9], which was based on the 1990 and 1991 data samples, and which
may be referred to for more details. Two statistically independent techniques are used. The rst
is based on the impact parameter distribution of charged tracks from one-prong  decays. The
second is based on the decay length of vertices from three-prong  decays. These measurements,
and their combination, are discussed after introductory descriptions of the OPAL detector, the
determination of the beam position and size, and the  pair event selection and Monte Carlo.
2 The OPAL detector
OPAL is an experiment collecting data at the LEP e
+
e
 
storage ring, which operates at
center-of-mass energies near the Z
0
peak. Data taken during 1992 were at the single energy,
p
s ' 91:16 GeV. During 1993, half of the integrated luminosity was taken near the peak, with
the remaining half equally divided between energy points approximately 1:8 GeV from the
peak.
Since a complete description of the detector components can be found elsewhere [11, 12,
13], we describe briey only those elements directly involved in this analysis. The coordinate
3
system is dened such that the z-axis follows the electron beam direction and the x-y plane is
perpendicular to it, with the x-axis lying horizontally in the plane of the LEP ring. The polar
angle  is dened relative to the +z-axis, while the azimuthal angle  is dened relative to the
+x-axis. The radius, r, is the distance from the z-axis.
The central tracking system comprises z-chambers at the outer radius (just inside the
solenoid), within which are contained the jet chamber, a vertex drift chamber, and a sili-
con strip vertex detector. Except for the silicon detector, the tracking chambers are contained
in a 4 bar pressure vessel. The entire central tracking system is immersed in an axial magnetic
eld of 0.435 T. The large-volume jet chamber provides up to 159 radial measurements of the
track from its rst layer at 25.5 cm radius to the outermost at 183.5 cm. The average reso-
lution achieved in the x-y plane is 130 m. The vertex drift chamber provides 12 axial-layer
measurements beginning at 10.3 cm radius from the beam axis and ending at 16.2 cm, together
with 6 layers of stereo wires from radial positions of 18.8 cm to 21.3 cm. The typical spatial
resolution achieved by the device is 50 m for the rst hit registered on a wire in a given event,
and 90 m for subsequent hits on the same wire.
A high precision silicon microvertex detector [12] surrounding the 5.3 cm-radius beryllium-
composite beam pipe at the interaction point was commissioned during the 1991 run. This
device provided two layers of silicon strip readout in the x-y plane, covering the angular region
j cos j  0:8. The layers were formed by concentric polygons of detector \ladders" whose centers
were located at radii of 6.1 and 7.5 cm. Each ladder consisted of a detector array of 629 readout
strips arranged parallel to the beamline. The inner layer had 11 such ladders, and the outer
had 14. For 1993, that device was replaced with one providing additional hit information in the
z-direction. The ladder arrangement of the new device [13] is identical to that of the previous
one, with each ladder containing separate detectors providing z-information (readout strips
perpendicular to the beam axis) and x-y information. The latter set of detectors are identical
to those of the 1991/2 detector and only the information from these x-y ladders, common to
both devices, was used in this analysis. Although the intrinsic detector resolution in x-y for
both the 1991/2 and 1993 silicon detectors is about 5 m [12], alignment uncertainties within
OPAL limit the space-point resolution to about 9 m. When combined with the surrounding
drift chambers, the ensemble of tracking devices achieves an x-y impact parameter resolution
of 16 m in -pair and electron-pair events.
The  production point is taken as the average beam spot position reconstructed from
charged tracks collected from many consecutive events during a LEP ll [9]. Several beam
position determinations are made over the course of a typical eight-hour ll of the machine.
The beam position uncertainties are approximately (21; 7) m in (x; y).
A measurement of the horizontal size of the beam spot, 
x
, was made using the impact pa-
rameters of tracks with respect to the average beam spot position in collinear Z
0
! 
+

 
events.
From these, we have determined 
x
= 95 2 m averaged over the 1992 data, and 154 2 m
averaged over the 1993 data. The LEP beam optics diered between the two years, giving
rise to the signicantly increased beam size in 1993. The vertical beam sizes were determined
from multihadronic events to be 14 m in 1992 and 16 m in 1993. When taken together with
variations of the size over the course of a ll, the overall uncertainties on the beam size are
(
x
; 
y
) = (7;3) m.
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3 The  -pair data and Monte Carlo samples
The OPAL detector recorded approximately 24 pb
 1
integrated luminosity during 1992
and 34 pb
 1
during 1993. Candidate  -pair events were selected from these data by requiring
two collimated, back-to-back, low multiplicity jets [14]. Events satisfying -pair, or electron-
pair selection criteria were rejected. The angular acceptance for the selection was dened by
j cos 
thrust
j  0:9, where 
thrust
is the polar angle of the event thrust axis. Monte Carlo studies
indicate an eciency of about 75% for selecting  -pair events. The selection yielded a total of
28 792 events from the 1992 data, and 26 894 events from the 1993 data.
Additional reduction of backgrounds was performed for each analysis. Events contributing
to the one-prong measurement had to have an angle of at least 2 mrad between the x-y projec-
tions of the summed momentum vectors of the charged particles in the hemispheres determined
by the thrust axis. This reduced the sample size by 3.6% while reducing the backgrounds from
-pair events by 36%. The residual background remaining in the one-prong data sample is
(1:51  0:51)%, of which most is from -pair events.
The background for the three-prong analysis comes from the tail of low multiplicity mul-
tihadron events passing the  -pair maximum multiplicity cut of seven charged tracks. This
component was reduced by two-thirds by rejecting events which also passed the OPAL multi-
hadron selection [14], with a reduction of only 2.7% in the  -pair data sample. The remaining
multihadronic event background is (0:25  0:25)%.
The KORALZ Monte Carlo program [15] was used for the simulation of e
+
e
 
! 
+

 
events at
p
s = 91:160 GeV. Approximately 300 000 events were generated for each of two
samples: one for the 1992 detector, using KORALZ version 3.8 [15]; and the other for the
1993 detector, using KORALZ version 4.0 [16]. The OPAL detector simulation [17] includes
details of the material and geometry, and the eciencies and responses of the detector elements.
The simulated beam sizes were set to values corresponding to those of the particular year.
4 Lifetime measurement by impact parameter method
Decays of the  lepton into a single charged track were used to perform a measurement of
the  lifetime by studying the distribution of miss distances of these tracks, with respect to the
assumed  production point as given by the beam position. Candidate one-prong  decay tracks
were selected by requiring exactly one charged track in an event hemisphere, as determined by
the thrust axis. Both hemispheres of each event were allowed in the selection. The impact
parameter, d
0
, of a track in the x-y plane was given a positive sign if the track crossed the
thrust axis in the same hemisphere, relative to the beam position, in which it lay and was
signed negative otherwise. Note that at center-of-mass energies near the Z
0
peak the impact
parameter is independent of the  boost, and is thus invariant with respect to the slight changes
in the center-of-mass energy for the dierent energy scan points of the 1993 data.
The d
0
distributions of the one-prong  decay candidates selected from the data were com-
pared with the Monte Carlo distributions obtained using an input lifetime of 303.5 fs. We
5
used the 10% trimmed means, i.e., the means of the distributions remaining after the lowest
and highest 5% of entries were removed, for the comparison. It has been veried with Monte
Carlo studies that the 10% trimmed mean scales linearly with the input lifetime, and produces
a trimmed mean that is consistent with zero when the input tau lifetime is set to zero. The
formula for the statistical error on the trimmed mean has been given previously [9, 18].
The tracks used for this analysis were required to have at least one silicon hit, to have at
least half the maximum possible number of hits in the central jet chamber, a total track impact
parameter uncertainty (including the beam size) of less than 0.1 cm, and a 
2
per degree
of freedom from the track reconstruction of less than 10. A total of 35 168 tracks from the
1992 data and 32 703 tracks from the 1993 data were selected. The tracking resolutions of the
 Monte Carlo were adjusted to match those of the data using independent samples of -pair
Monte Carlo and data. These comparisons were used to determine extra Gaussian smearing
factors that were then applied to the Monte Carlo samples for the 1992 or 1993 data. The
extra smearing required was about 20 m, which was applied in quadrature to the d
0
resolution
from tracking only, which averaged 35 m. These eects are, however, much smaller than the
smearing which is caused by the large horizontal beam size.
The high eccentricity of the beam ellipse causes the widths of the impact parameter dis-
tributions for horizontally-lying tracks to be much narrower than those of vertical tracks. A
single trimmed mean cut for all tracks would therefore tend to select against vertical tracks,
and would be less eective in eliminating tracks in the tails of the distribution of horizontally-
lying tracks. We therefore divided the d
0
distributions of data and Monte Carlo samples into
six equally-sized regions in , according to the eective beam width presented to the track.
The lifetimes in these bins are shown for both the 1992 and 1993 data samples in Figure 1.
These measurements are combined for the nal result. The weighted average lifetimes before
background corrections were 285:8  4:4 fs for the 1992 data sample, and 283:7  5:3 fs for
the 1993 data, where only the statistical errors of the data are given. The 1993 data have less
statistical weight due primarily to the larger beam size for that year.
The impact parameter distribution for the combination of 1992 and 1993 tracks, together
with the Monte Carlo prediction, is shown in Figure 2. This gure is for illustrative purposes
only, since the lifetime measurement is based on the 12 divisions of this distribution, into  bins
and according to year.
Several checks of the results have been made. The  selection cuts were found to cause
no bias in the measurement. Although the thrust axis obtained from charged tracks alone
was used to sign the impact parameters, event axes which include electromagnetic calorimeter
information give statistically compatible results. In addition, results obtained from divisions of
the data according to other variables such as the event visible energy, cos 
thrust
, and number
of tracks in the opposite hemisphere, are consistent.
The systematic error is composed of contributions due to detector resolution eects, uncer-
tainties in the Monte Carlo physics inputs, backgrounds, and the limited sample sizes of the
Monte Carlo data sets. The detector resolution eects in turn consist of the uncertainty in
providing the correct smearing prescription for the Monte Carlo, residual detector calibration
and alignment uncertainties, the beam size uncertainty, and the beam position uncertainty.
The limit of residual detector alignment uncertainties was obtained from a study of the impact
6
parameter distributions in -pair events selected from the data. The beam position and size
contributions were determined from the ranges of uncertainty in these parameters discussed
above. The uncertainties in physics inputs are due primarily to the generator decay mode
branching fraction uncertainties, since dierent decay modes lead to slightly dierent trimmed
means. The systematic error contributions for these eects were determined from the Monte
Carlo by varying the given parameter within its range of uncertainty, and determining the
resulting change for the Monte Carlo sample trimmed mean. The correction to the lifetime for
the residual background of electron-pair, -pair, two-photon, and multihadron tracks remaining
in the one-prong sample was determined from Monte Carlo studies to be (+0:82  0:28)%.
The full resume of systematic errors for the one-prong lifetime analysis is given in Table 1.
The contributions due to background and Monte Carlo branching ratio uncertainties are de-
termined once for both years of data and are therefore correlated in the combined lifetime. In
addition, correlations may exist between the systematic error contributions for detector cali-
bration and alignment since the same methods are used in determining the alignment constants
for both years. Allowing for full correlations among these three items we nd the combined
one-prong lifetime:

1
= 287:2  3:4 (stat)  2:0 (sys) fs . (2)
source 1992 1993
resolution matching of MC 0.56% 0.35%
detector calibration & alignment 0.14% 0.12%
beam size uncertainties 0.40% 0.36%
beam position uncertainties 0.15% 0.09%
background fractions 0.28%
MC decay mode branching ratios 0.18%
MC statistics 0.50% 0.59%
total systematic error 0.94% 0.86%
Table 1: Systematic error contributions for the one-prong lifetime measurements. For the Monte
Carlo (MC) decay mode branching ratio and background uncertainties, a single determination
was made for both years.
5 Lifetime measurement by decay length method
Decays of the  lepton into three charged tracks provide an opportunity to measure directly
the decay lengths of  particles. A maximum likelihood t is used to extract the average  decay
length, which is converted directly into a lifetime measurement by using the known mass and
boost velocity of the parent  lepton. Three-prong  decay candidates were selected from thrust
hemispheres which contained exactly three tracks of total charge 1, after the elimination of
tracks from probable photon conversions and K
0
S
decays [9]. Each track was required to have a

2
per degree of freedom, from the track reconstruction, of less than 10. All such three-track
combinations were subjected to a vertex t, and those having a probability from this t of less
than 0.01 were rejected. The same basic vertex quality selection was applied as in the previous
analysis [9], which required that at least two of the three tracks contain either silicon detector
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hits, or else a majority of rst hits in the vertex drift chamber. The eciency for this selection
was approximately 91%.
The reconstructed beam position and error ellipse were combined with the tted three-
prong vertex position and error ellipse, and with the event thrust axis direction constraint, in
a least-squares t for the most probable decay length and error in the x-y plane [9]. The polar
angle of the thrust axis was used to obtain the three-dimensional decay length and error used
in the maximum likelihood t for the most probable average decay length.
In our previous analysis [9] the maximum likelihood t determined the average decay length,
and a scale factor for the errors which allowed for any systematic error in our description of the
detector resolution function. For the present analysis, the t was modied by the addition of two
more parameters | a second scale factor for the decay length errors and a fraction of the total
set of errors corresponding to this scale factor. The extra factors allows the t to accommodate
better both the majority of measurements whose errors are determined accurately, and the
small component of vertices whose errors may be signicantly underestimated. The change
in the resulting lifetime is negligible, however, when reverting to the single error scale factor
mechanism. The t performed with the second scale factor had a primary resolution scale
factor consistent with one (1:019 0:038 in the 1992 data, and 0:976 0:031 in the 1993 data),
with a two-three percent of events described by a second scaling factor of approximately three.
The use of a single scale factor t yielded a value of approximately 1.1.
The maximum likelihood t was applied only to those decay candidates having three-
dimensional decay length errors less than 0.6 cm, and lying within the decay length range
[ 0:8;+1:5] cm (a renormalization procedure accounts for the reduced range in the t [9],
ensuring that no bias is introduced). The total numbers of three-prong decay length measure-
ments entering into the t were 4671 from the 1992 data, and 4417 from the 1993 data. The
average decay length was converted to a lifetime with a Lorentz factor, calculated at the vari-
ous center-of-mass energies, which includes corrections for the eects of initial state radiation.
This Lorentz factor assumed a  mass of 1777.0 MeV/c
2
. The lifetimes, before background
correction, were 284:5  4:8 fs from the 1992 data, and 292:6  5:3 fs from the 1993 data.
The decay length distribution for the combination of both data samples is shown in Figure 3,
together with a curve representing the result of a maximum likelihood t. Again, this gure
is for illustrative purposes only since the lifetimes are tted separately for the two years when
determining the overall result.
Results obtained from various divisions of the data by polar angle, azimuth (shown in
Figure 4), and visible energy are consistent. Variations of the endpoints of the decay length
window cut, or of the decay length error cut produced consistent results, as did variants of the
event axis which included electromagnetic calorimetry or even replacement by the three-prong
momentum.
Systematic error contributions arise from detector calibration uncertainties, thrust direction
uncertainties, beam position and size uncertainties, potential biases remaining in the analysis
method, and initial state radiation corrections. Detector calibration uncertainties for the silicon
microvertex detector were estimated by allowing for coherent radial motions in the ladder
positions of up to 50 m, which was estimated to be an upper limit for remnant radial shifts as
determined from studies of track residuals across the width of individual ladders. Uncertainties
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from the vertex drift chamber were estimated from the residual 0.05% uncertainty in the gas
drift velocity. The latter eect is much reduced by the presence of silicon hits on most of the
tracks. Both azimuthal ( 1 mrad) and polar angle ( 1 mrad) thrust axis uncertainties are
included. The systematic error contributions from the beam position and size uncertainties
mentioned above are small. Tests made with the Monte Carlo samples proved that the tted
lifetime is consistent with the input. However, the limited statistics lead to an uncertainty
on this check of 0.57% in each of the two years, which is included as a systematic error eect
representing our estimation of the limit of residual biases remaining in the method.
The full list of systematic errors for each of the two data samples is given in Table 2. In
forming the combination, we allowed for correlations between the systematic error contributions
due to detector alignment and calibration, since the same methods of determining these were
used in both years; between the thrust axis bias terms, since these likewise result from residual
miscalibrations of the detector; and for the multihadronic background correction factor of
(+0:25 0:25)%, which was determined once for the entire data sample. The lifetime obtained
after applying the background correction factor is

3
= 288:9  3:6 (stat)  1:7 (sys) fs . (3)
source 1992 1993
silicon detector alignment 0.40% 0.40%
vertex drift chamber calibrations 0.03% 0.03%
thrust  biases 0.013% 0.011%
thrust  biases 0.06% 0.06%
beam position uncertainties 0.070% 0.041%
beam size uncertainties 0.120% 0.093%
bias limits (Monte Carlo statistics) 0.57% 0.57%
multihadronic background 0.25%
total systematic error 0.76% 0.75%
Table 2: Systematic error contributions for the three-prong lifetime measurements.
We have repeated the decay length analysis of the three prong decays using a slightly
dierent selection and vertex tting method, in order to investigate the sensitivity of the mea-
surement to the silicon detector resolution and its calibration with respect to the drift tracking
chambers. For this analysis, at least one silicon detector hit was required on each of the three
tracks. The vertex was determined from a tting procedure which allowed the silicon hits to be
weighted dierently, with respect to the matching track segments extrapolated from the drift
chambers, than in the standard OPAL track ts. The drift chamber tracks and the silicon hits
were combined in a simultaneous best t for the vertex position and the nal track parameters.
This feature of the analysis facilitates checking for the eects of hit mis-assignments which may
occur in the dense track environment of three-prong  decays. No eects of this nature were
found.
The remainder of the analysis is the same as that described above. The maximum likelihood
t, applied to the 6030 vertices from the 1992 and 1993 data which had decay lengths less than
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2.5 cm and errors less than 0.3 cm, produced the result:

3
= 289:0  4:0 (stat)  2:7 (sys) fs .
This result is in good agreement with the analysis presented above. The stricter selection
criterion requiring silicon hits on all three tracks reduces the statistics for this measurement
due to the reduced j cos j acceptance, although the events selected are those having the best
measurement resolution. The measurement also has dierent sensitivities in certain systematic
error contributions, being especially more sensitive to silicon detector alignment uncertainties
and the relative weighting (resolution) assumed for the silicon hits with respect to the drift
chamber. It is presented here as an independent conrmation of the previous result.
6 Summary
The one-prong and three-prong results are combined to give the OPAL result for the  life-
time as measured with the 1992 and 1993 data samples. The two measurements are statistically
independent, since they were obtained from dierent sets of  decays. We nd the result from
the OPAL data presented here to be:


(1992 + 1993) = 288:1  2:5 (stat)  1:3 (sys) fs. (4)
This value is in good agreement with the published OPAL result [9] of 291:9  5:1  3:1 fs,
found in the previous analysis of the 1990 and 1991 data. The results are combined, allowing
for correlations between systematic error contributions for the background estimates of the one-
prong analyses, and for the detector calibrations, thrust axis biases, and radiative corrections
terms in the three-prong analyses. We nd:


= 288:8  2:2 (stat)  1:4 (sys) fs. (5)
Our measured value is consistent with previously-published values [7, 8, 10], and represents the
most precise determination of the  lifetime to date.
The combined lifetime measurement can be used, together with world-average values of
the  leptonic branching ratios [5], to repeat the charged-current lepton universality test. We
combine the electronic and muonic  branching ratios (thereby assuming e- universality, which
is conrmed to better than the 0.2% level [19, 20]) to nd BR( ! e
e


) = (17:88  0:20)%.
The measured ratio of coupling constants from Equation 1 gives:
 
g

g

!
= 1:005  0:007 ; (6)
in agreement with the hypothesis of  - lepton universality.
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Figure 1: The lifetimes, uncorrected for backgrounds, measured in the  divisions discussed in
the text, for the impact parameter analyses of the 1992 and 1993 data. Division 1 is the set
of tracks within 15

of horizontal, while division 6 is the set within 15

of vertical. The other
divisions are equally-sized ranges in azimuth, according to the amount of the horizontal beam
size which is intercepted. The solid and dotted lines for each year give the weighted average
and uncertainty when the results from all six bins are combined.
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Figure 2: The impact parameter distribution for the combined 1992 and 1993 data samples
(points), together with the combined prediction from the Monte Carlo sets of the two years
when reweighted for lifetimes equal to the measured values (histogram). The arrows indicate
the limits of the 10% trimmed mean of the distribution. This gure is for illustration only; the
measurements of the lifetime are performed separately for each year and by divisions into six
equally-sized azimuthal bins within each year (see Figure 1), and then combined in a weighted
average. A \
2
" calculated over the interval [ 0:02;+0:04] cm, which just encloses the trim
range, gives 32.6 for the 30 bins in this region.
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Figure 3: The distribution of three-prong decay lengths which have decay length error less than
0.6 cm, together with a curve representing the result of the maximum likelihood t to the set of
decay lengths lying within the window [ 0:8;+1:5] cm. This gure is for illustration only; the
measurements of the lifetime are performed separately for each of the 1992 and 1993 years and
then combined for the result. A \
2
" calculated over the window range of the t gives 25.5 for
the 41 bins in this region.
15
1992 data
1993 data
φ division
lif
et
im
e 
[fs
]
240
260
280
300
320
240
260
280
300
320
1 2 3 4 5 6
Figure 4: The lifetimes obtained from division of the three-prong decay length distributions
into six equally-sized bins in azimuth, with the rst bin beginning at zero.
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