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Abstract
Every year thousands of people are involved in traffic accidents, some of which are fatal. An
important percentage of these fatalities are caused by human error, which could be prevented by increasing
the awareness of drivers and the autonomy of vehicles. Since driver assistance systems have the potential
to positively impact tens of millions of people, the purpose of this research is to study the micro-Doppler
characteristics of vulnerable urban traffic components, i.e. pedestrians and bicyclists, based on
information obtained from radar backscatter, and to develop a classification technique that allows
automatic target recognition with a vehicle integrated system. For this purpose, our methodology includes
a detailed analysis of a commercial 76 GHz automotive radar system, an analysis of the state of the art on
pedestrian classification with automotive radar, kinematic modeling of the targets of interest, simulations
based on a theoretical model, empirical data analysis, classification features design and analysis, and
implementation of a classification approach. Field data were collected in a controlled urban scenario where
traffic was limited to the targets of interest. Following an initial comparison between the field data and
simulated data micro-Doppler signatures, we observed that the commercial radar’s detection threshold
prevented the clustering of low reflectivity target components. To be able to cluster these reflections, as
they constitute a critical component on the success of our analysis, we artificially increased the reflectivity
of some parts of the targets, i.e. pedestrian and bicyclist legs, with aluminum foil.
The commercial radar system provides a number of target attributes including range and azimuth
angle, from which range and cross range profiles are calculated, as well as amplitude, radial velocity, and
related measurement statistics. Using our designed feature vectors - label data pairs, we train a neural
network to perform automatic target discrimination. The hidden layer neurons perform a sigmoid function
on its inputs, and the output layer neurons are unthresholded rectifier units. To maximize the utility of the
labeled data and limit overfitting issues, we use a 10-fold cross validation technique to train and test the
network. The resulting classifier system is capable of discriminating between three types of urban traffic
components - cars, pedestrians, and bicyclists targets - based on fifteen target attributes with up to 91.1%
accuracy. In this instance, a heuristic cost-classification method is exploited to maximize the protection
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of vulnerable road users. Finally, given current limitations of the radar system, we offer a series of
recommendations that would result in better classification capabilities for complex urban scenarios.
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Chapter 1: Introduction

Bicyclists and pedestrians are involved in a high number of car fatalities every year. For instance,
according to the National Highway Traffic Safety Administration, in 2013 there were an estimated
5,687,000 police reported crashes, resulting in 32,719 people killed. An important percentage of annual
fatalities could be prevented by increasing the awareness of drivers and by developing sensor-based driver
assistance systems [1]. As the integration of smart sensors in vehicles increases, it has become necessary
to research methods to apply information from those sensors to enhance the protection of vulnerable road
users. While pedestrian detection with automotive radar has been the subject of a substantial amount of
research [2 – 7], it is necessary to increase the effort on the development of a multi-target classification
approaches capable of discriminating between bicyclists, pedestrians and automobiles.
The purpose of this project is to develop a classification algorithm capable of discriminating
between three different components of dense urban traffic, specifically cars, pedestrians and bicyclists,
based on information extracted from automotive radar backscatter. The work includes a theoretical
analysis and modeling of the radar system, kinematic modeling of the targets and simulations of the radar
response, as well as experimental data collection and the testing of an apropos classification algorithm. A
commercially available radar system from automotive suppliers is used for proof of concept.

1.1 MOTIVATION OF THE PROJECT

The first introduction of radar systems into automotive research dates from the late 50’s, and since
then there has been an intensive research in the field. This has led to an increased integration of radar
devices in automobiles, operating alone or combined with other sensors [8, 9]. The goal of this research
is to provide increased safety for drivers and passengers, as well as to other road users by developing
driver assistance systems to assist the driver in decision-making processes. The commercialization of
automotive radar systems began in the 1990’s. Initially, radars were used as sensing technology for driver
assistance systems such as parking aid, collision warning, and Adaptive Cruise Control (ACC) [10]. These
1

initial collision warning systems emitted sound signals to assist the driver in decision-making processes
by providing information about the environment, thus giving the driver additional time for responding to
a threat. Later on, research trends focused on the development of active systems, such as control brake
systems, that were capable of responding to a potential danger without driver intervention.
As automotive radar has shown its capability for collision avoidance and reducing the number and
severity of road accidents, current research remains focused on increasing automotive safety, and
autonomous driving has become the main research trend for future advanced driver assistance systems
(ADAS) approaches [8, 9, 11 - 13]. ADAS include different types of sensors, such as radar, ladar, and
cameras used alone or combined to provide an accurate environment perception for different applications,
including adaptive cruise control, night vision, or blind spot monitoring among others [14]. Radar remains
particularly relevant due to its operational robustness under adverse weather or illumination conditions,
its large field of view and its capacity for detecting the velocity of the targets.
While several driver assistance systems have already been commercialized, and partially
autonomous cars begin to be tested on highway environments, systems capable of distinguishing between
urban traffic components are yet to be implemented. Urban environments represent a complex scenario
due to the increased traffic density and diversity of traffic components, including vulnerable road users.
As mentioned above, vulnerable users represent an important percentage of traffic fatalities [15, 16] and
are the subject of increased research in ADAS. Therefore, it is important to develop appropriate radar
classification systems to allow detecting vulnerable road users in order for the host vehicle (HV) to react
properly to each of them. Classification of vulnerable road users will be particularly relevant for the further
development of current semi-autonomous driving systems in order to achieve full autonomy.

1.2 GOALS AND METHODOLOGY

The goal of this project is to develop a classification algorithm capable of performing specific
automatic target recognition. For this purpose, we perform an analysis of a commercial radar system, the
Rear and Side Detection System (RSDS) developed by Delphi [17], with the objective of understanding
2

its behavior and identifying areas of improvement that would lead to an enhanced environment
characterization, an analysis of the characteristics of the backscatter from different traffic components,
and a selection of the features better suited for target classification.
The methodology for this research involves the review of the state of the art in target classification
systems and algorithms for automotive applications, and the detailed study and characterization of the
targets of interest. Final steps of the research project include analysis and implementation of an efficient
clustering algorithm and implementation of a novel multi-target classification approach.

1.3 PREVIOUS WORK
Pedestrian detection, recognition, and characterization using radar have been an important research
topic during the last few years for applications such as military and automotive research, and human
activity at important installations, such as airports or power plants. Recognition of human motion with
radar is mostly based on radial speed and radial acceleration estimation of the individual components of
the motion. Due to the Doppler effect, the frequency of the received echo will differ from the transmitted
frequency if the radar and target are not at rest with respect to one another [18]. Since a target is composed
by multiple scattering points, the frequency deviation of the received signal components constitutes the
micro-Doppler spectrum of the target [19]. For example, for a pedestrian, we consider the velocity with
which he advances in a specific direction and add the movement of his body parts, such as legs and arms,
which are represented with rotational components.
There are several models to describe basic human motion, such as the Thalmann model or Boulic’s
model for human walking [20], or Vignaud’s model for human running [21]. A simple model for
characterization of human motion is the six-reflection point model [2]. This model analyzes human
walking by dividing the body in two segments. The upper half, known as the “passenger” includes the
head, arms, and trunk (HAT). The lower half includes the hips and legs. The two main components are
the torso and the legs. The torso moves with an oscillating velocity, and its mean value corresponds to the
speed of a walking pedestrian. The legs have a cyclical trajectory, and their velocity goes from almost 0
m/s for the standing leg up to four times the body speed. The moving trajectory of the arms also contributes
3

to the spread of the Doppler spectrum but is not included in this model since their movement is not easily
characterized. Several references in the literature use Doppler information to extract a signature of human
motion, establish simple models to analyze human motion, and use micro-Doppler signatures, sometimes
combined with high range resolution techniques, for classification [3 - 7].
Generally, Heuel and Rohling [22] propose a two-step algorithm that combines a first stage feature
extraction and classification with a second stage, where additional features are extracted using a tracking
algorithm. Those additional features are used to reinforce the classification and increase the probability of
correct classification. In the first stage, a set of features such as amplitude, absolute velocity, range or
micro-Doppler profile is extracted from individual returns. For the tracking stage, they propose a joint
probability data association filter (JPDA), based on a Kalman filter [23]. The feature extraction is followed
by a classification stage, using a support vector machine as their choice of supervised machine learning
technique. This classifier performs an initial guess about the target based on the features extracted from
its backscatters. When the object has been tracked over several consecutive measurements, further signal
features are added for a finer classification. A Probability Data Association (PDA) or a JPDA tracker,
based on a Kalman filter, can be used for the extraction of those additional features. The noise matrix and
the gain are proposed as additional attributes based on the different nature of the movement of pedestrians
and cars, and will allow correction of misclassifications, increasing the probability of correct
classification.
More specifically, several papers in the literature present different approaches to solve the
pedestrian classification problem. Heuel et al. [24] propose and approach to discriminate between
pedestrian, cars and other static objects using a support vector machine on a set of features extracted from
radar backscatter. Benitez et al [25] propose a method for discriminating between human activities based
on radar signals using neural networks and support vector machines. Kim and Ling [26] propose an
approach based on the use of features extracted from a Doppler spectrogram to train Support Vector
Machines capable of discriminating between 12 human activities. Bartsch et al [27] propose the use of a
simple weighting classification scheme on features extracted from radar backscatter instead of a
sophisticated machine learning scheme for classification of pedestrians with automotive radar. Computer
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vision research on pedestrian classification mostly relies in neural networks, Adaboost and support vector
machines [28, 29, 30, 31] as supervised learning techniques.
While pedestrian classification using radar has been a widely researched topic and we could find
some research on bicyclist detection using vision-based systems [32, 33], there is no evidence in the
literature of radar analysis and explicit micro-Doppler signature descriptions of bicyclist targets using
automotive radar.

5

Chapter 2: System Description

2.1 RADAR DESCRIPTION

For our purposes, we use two identical commercial radar systems mounted on the rear bumper of
a Mercedes Benz vehicle, one on the driver side and another on the passenger side. Backscatter collected
by both radars is combined for further processing which includes object detection, radar echo clustering,
object tracking, and classification functions. Additionally, the dual radar system also has an interface to
send the raw radar target information to the application.
The radar system selected for the project is based on the Rear and Side Detection System (RSDS)
radar developed by Delphi [17]. The RSDS (most recently identified in the market as the SRR2) was
originally designed for blind spot detection applications and uses a 76 GHz single-beam monopulse signal.
According to the manufacturer data sheet, the system provides better Doppler discrimination, wider
bandwidth, and a smaller radio frequency window than do 24 GHz mono-pulse systems. Additional
benefits of the 76 GHz radar include higher quality target discrimination; superior minimum range, range
accuracy, range discrimination; longer range capability; and simplified vehicle integration (none of which
was verified in our research). The RSDS utilizes a single beam across the field of view to estimate the
range, Doppler, and approach angle of individual targets. The radar operates as a simultaneous transmit
and receive pulse Doppler (STAR-PD) system [34]. Figure 1 is representation of the range covered and
the radiation pattern achievable by using two RSDS radars mounted on the left and right edges of the back
bumper [35]. The maximum range is 80 m and the field of view on each back end is approximately 150o.
This effectively protects the back and both sides of the vehicle. Also, notice a beamwidth overlap of 60o
on the back. Figure 2 further illustrates the radiation pattern on one side of the host vehicle. Since the
host vehicle is the radar reference, longitudinal and lateral range coordinates are defined which do not
coincide with the standard definition of (radial) range and cross range used for radar applications.
Nevertheless, these terms are used for consistency with automotive industry jargon.

6

Key performance parameters of the radar system include field of view, update rate, and maximum
range. These parameters are software controlled and can be adapted via calibration. Relevant parameters
of the RSDS, including center frequency, bandwidth, maximum range, range accuracy, radial velocity,
radial velocity accuracy, and field of view - are summarized in Table 1 [35] and will be analyzed in Section
3. It should be noted that the term accuracy used in Delphi documentation may actually refer to resolution
as it is used in the radar community.

Figure 2.1: Coverage Pattern and Simulated Range Coverage of the RSDS [35]

7

Figure 2.2: RSDS Range and Cross Range Coverage

Table 2.1: RSDS Performance Parameters Specifications.
Frequency

76 GHz

Bandwidth

250 MHz

Minimum Range

0.5 m

Minimum Range

80 m

Field of View

+/- 75o

Radial Velocity

-50 to + 10 m/s

Range Accuracy

+/- 0.5 m

Range Rate Accuracy

+/- 0.0625 m/sec

Azimuth Accuracy

+/- 1o

Elevation Beamwidth (3dB)

+/- 5o

8

2.2 CLASSIFICATION SOFTWARE DESCRIPTION

Once the radar data are collected, we will process it using the automotive data and triggered
software (ADTF™) environment [36]. ADTF™ is software designed by Elektrobit for vehicle assistance
or vehicle safety applications. It contains predefined modules for data format conversion, data export to
MATLAB and real-time data visualization. It also allows us to implement filters in C++ to perform realtime data analysis and visualize results.
Our target classification setup is described in Figure 2.3. Initially, data from the left and right
radars will be preprocessed independently using two identical filters. In this step, data collected are filtered
to eliminate undesirable backscatter, such as echoes from targets located outside the radar main field of
view. In addition, during this step, the velocity of the detected targets is adjusted by considering the
odometer information of the host vehicle.

Figure 2.3: Target Classification Box

Data from the left and right receivers are combined in the synchronization filter. Recall that data
can be exported to MATLAB at any point of the processing flow for further analysis. The clustering filter
9

groups individual backscatters from points that belong to the same object. From each cluster, a point that
represents the average position of the cluster is calculated. The representation points are passed to the
tracking filter, which by following the object over several scans will extract useful information for
classification. Finally, the classification filter will combine the information received from clustering and
tracking filters and perform a target class prediction by using an algorithm trained through machine
learning techniques. Clustering, tracking, and classification filters will be explained in more detail in later
sections. It is worth reiterating that our main contribution from the system perspective is in the analysis
of the signal to extract micro-Doppler signatures, the definition of features relevant for classification, and
the testing and verification of the classification algorithm.

10

Chapter 3: Signal Processing

A detailed analysis of the RSDS radar system is presented in this chapter. The purpose of this
chapter is to provide a better understanding of the system’s behavior with the purpose of improving the
interpretation and use of the field data and assess potential modifications that would lead to enhanced
target detection.
Figure 3.1 shows the information obtained in a single scan. The data presented on this figure
corresponds to the output of the time synchronization filter. Parameters provided by the radar for each
individual scattering point per scan include radial distance, azimuth angle, radial velocity and amplitude.
Some of the fields such as x and y target coordinates target velocity components vx and vy, and invalid and
stationary flags, are added during pre-processing filtering. In this particular scan there are 41 individual
reflections. The number of reflections detected by the radar may vary from scan to scan.

Figure 3.1 Data per scan generated by left and right radar systems.
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A representation of the architecture used by the RSDS Delphi radar, with one transmitter antenna,
two to four receiver antennas, and control electronics used for modulating the transmitted signal is shown
in Figure 3.2. The architecture of the RSDS radar incorporates separate transmitter and receiver antennas.
The transmitter antenna illuminates the entire field of view with a single wide beam, and two to four
receiver antennas are used, each of which also covers the entire field of view. The output of each receiver
antenna is down-converted, sampled, and is processed to detect a target and measure its range, range rate
(i.e. speed along the line of sight), and approach angle.

Figure 3.2: Time-Multiplexed, Single Beam architecture

The STAR-PD signal has a steep chirp rate and uses a larger number of identical chirps per train.
Since the targets of interest are at a range of 80 m or less, a duty cycle of nearly 100 percent [34] is
desirable, and the processing is similar to that of a frequency modulated continuous waveform (FMCW).
A representation of a typical signal transmitted by FMCW radar is shown in Figure 3.3.
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Figure 3.3 STAR-PD Waveform

The signal transmitted by the radar is

𝑠𝑠(𝑡𝑡) = 𝐴𝐴𝑇𝑇 𝑐𝑐𝑐𝑐𝑐𝑐[𝜃𝜃𝑇𝑇 (𝑡𝑡)]

(3.1)

where the phase term is a quadratic in time,

𝜃𝜃𝑇𝑇 (𝑡𝑡) = 2𝜋𝜋𝑓𝑓0 𝑡𝑡 − 𝜋𝜋𝜋𝜋𝑡𝑡 2 .

(3.2)

𝛽𝛽

Here f0 is the center frequency and is the chirp rate where 𝐾𝐾 = 𝑇𝑇

1

is the signal bandwidth in

MHz and T1 is the duration of each chirp in µs. The received signal will be a copy of the transmitted
signal, delayed in time and attenuated in amplitude,

𝑟𝑟(𝑡𝑡) = 𝛼𝛼𝛼𝛼(𝑡𝑡 − 𝜏𝜏) = 𝛼𝛼𝐴𝐴𝑇𝑇 𝑐𝑐𝑐𝑐𝑐𝑐[𝜃𝜃𝑇𝑇 (𝑡𝑡 − 𝜏𝜏)] = 𝐴𝐴𝑅𝑅 𝑐𝑐𝑐𝑐𝑐𝑐[𝜃𝜃𝑅𝑅 (𝑡𝑡)]

(3.3)

𝜃𝜃𝑅𝑅 (𝑡𝑡) = 𝜃𝜃𝑇𝑇 (𝑡𝑡 − 𝜏𝜏) = 2𝜋𝜋𝑓𝑓0 (𝑡𝑡 − 𝜏𝜏) − 𝜋𝜋𝜋𝜋(𝑡𝑡 − 𝜏𝜏)2

(3.4)

where
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and

𝐴𝐴𝑅𝑅 = 𝛼𝛼𝐴𝐴𝑇𝑇 .

(3.5)

In Equation (3.4), τ is the received signal delay which is proportional to range. In Equation (3.5),
 accounts for the amplitude reduction of the received signal due to the dispersion and transmission losses.
In addition, α is proportional to the square root of the target’s radar cross section.

3.1

RANGE ESTIMATION

Once the received signal is mixed with the transmitted signal and low-pass filtered (LPF) to obtain
the baseband (BB) signal, as described in Figure 3.4, the signal is ready for analog to discrete conversion.
Our interest is in extracting the frequency of the signal which is proportional to range so a Discrete Fourier
Transform (DFT) is required. The required steps are described below.

Figure 3.4 FMCW Processing Scheme
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After passing the output of the mixer through the LPF, the resulting BB signal can be expressed
as

𝑠𝑠𝐵𝐵𝐵𝐵 (𝑡𝑡) = 𝐴𝐴𝐵𝐵𝐵𝐵 𝑐𝑐𝑐𝑐𝑐𝑐[𝜃𝜃𝐵𝐵𝐵𝐵 (𝑡𝑡)]

(3.6)

𝜃𝜃𝐵𝐵𝐵𝐵 = 2𝜋𝜋𝑓𝑓0 𝜏𝜏 + 𝜋𝜋𝜋𝜋2𝑡𝑡𝑡𝑡 − 𝜋𝜋𝜋𝜋𝜏𝜏 2 .

(3.7)

where

ABB represents the amplitude of the signal at baseband.

The delay of the received signal can be expressed in terms of the range of the target. For moving
objects, the range of the target varies with time depending on the velocity of the target as

𝜏𝜏 =

2𝑅𝑅
𝑐𝑐

=2

�𝑅𝑅0 −𝑣𝑣𝑔𝑔 𝑡𝑡�

(3.8)

𝑐𝑐

where R0 is the initial range of the target, vg is the initial radial velocity and c is the speed of light.
A positive radial velocity indicates that the target is moving toward the radar.
Substituting on the Equation (3.7) yields

𝜃𝜃𝐵𝐵𝐵𝐵

2

�𝑅𝑅0 + 𝑣𝑣𝑔𝑔 𝑡𝑡�
�𝑅𝑅0 + 𝑣𝑣𝑔𝑔 𝑡𝑡�
𝐾𝐾 �𝑅𝑅0 + 𝑣𝑣𝑔𝑔 𝑡𝑡�
= 2𝜋𝜋 �𝑓𝑓0 �2
� + 𝐾𝐾𝐾𝐾 �2
� − �2
� �
2
𝑐𝑐
𝑐𝑐
𝑐𝑐
= 2𝜋𝜋 �2

𝑓𝑓0 𝑣𝑣𝑔𝑔 𝑡𝑡
𝑣𝑣𝑔𝑔 𝑡𝑡
2𝑅𝑅0 𝑣𝑣𝑔𝑔 𝑡𝑡
𝑣𝑣𝑔𝑔 2 𝑡𝑡 2
𝑓𝑓0 𝑅𝑅0
𝑅𝑅0
2𝑅𝑅0 2
+2
+ 𝐾𝐾2𝑡𝑡 + 𝐾𝐾2𝑡𝑡
− 𝐾𝐾 2 − 𝐾𝐾
−
𝐾𝐾
�.
𝑐𝑐
𝑐𝑐
𝑐𝑐
𝑐𝑐 2
𝑐𝑐
𝑐𝑐
𝑐𝑐 2

(3.9)
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Since the total duration of the train of chirps is in the order of milliseconds, the terms that are
inversely proportional to c2 or directly proportional to t2 can be neglected. Substituting λ=c/f, where λ is
the carrier wavelength, we arrive at the phase

𝜃𝜃𝐵𝐵𝐵𝐵 = 2𝜋𝜋 �2

𝑅𝑅0

λ

+ �2

𝑣𝑣𝑔𝑔

λ

+ 2𝐾𝐾

𝑅𝑅0
𝑐𝑐

� 𝑡𝑡�.

(3.10)

From Equation (3.10) it follows that the beat frequency of the IF signal can be expressed as,

𝑓𝑓𝑏𝑏 =

2𝑣𝑣𝑔𝑔

λ

+K

2𝑅𝑅0
𝑐𝑐

.

(3.11)

The beat frequency is extracted by performing the DFT of L samples within each pulse of the BB
signal. The process of obtaining the beat frequency is illustrated in Figure 3.5. A peak detection algorithm
would follow the DFT block.

Figure 3.5 Calculation of fb
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The beat frequency can be divided into two terms. The first term is associated with a standard
Doppler frequency shift which is proportional to the radial velocity, and for a given radar wavelength
depends only on the speed of the target. The second term depends on the initial range of the target for
fixed bandwidth and chirp duration. For simplicity we rewrite Equation (3.11) as

𝑓𝑓𝑏𝑏 = 𝑓𝑓𝐷𝐷 + 𝑓𝑓𝑅𝑅 .

(3.12)

Considering the radar parameters f=76GHz, λ=39x10-4m and β=250MHz, a typical chirp length
of T1=40µs [3] and values for target velocity and range within the range of interest, we observe that the
Doppler frequency shift is negligible compared to the range frequency shift. Thus, the range R is
approximately

𝑓𝑓 𝑐𝑐

𝑏𝑏
𝑅𝑅~ 2𝐾𝐾

(3.13)

Since the frequency beat is estimated via the DFT, its resolution is inversely proportional to the
pulse width T1. Thus range resolution (ΔR) provided can be shown to depend on the bandwidth of the
transmitted signal as

𝑐𝑐

∆𝑅𝑅 = 2𝛽𝛽.
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(3.14)

The range resolution that can be achieved is proportional to the beat frequency resolution.
Moreover, the radar estimates the range as an average of the range values calculated for each of
the N chirps in the pulse train,

𝑅𝑅 =

∑𝑁𝑁
𝑖𝑖=1 𝑅𝑅𝑖𝑖
𝑁𝑁

.

(3.15)

Since measurements are taken under additive Gaussian Noise, averaging the range estimate over
the N pulses of the train yields a robust measurement with a low variance. The variance of the
measurement decreases for higher number of observations [37].
It is important to realize that by approximating the beat frequency to the range frequency shift we
are introducing an ambiguity in the range calculation. This phenomenon, known as range-Doppler
coupling [38], depends on the relative weight of the Doppler frequency shift value compared to the value
of the range frequency shift

|𝑓𝑓𝐷𝐷 |
|𝑓𝑓𝑅𝑅

=
|

2|𝑣𝑣0 |
𝜆𝜆
2𝑅𝑅
𝐾𝐾 0
𝑐𝑐

.

(3.16)

Through simple substitutions, it can be shown that Equation (3.15) is proportional to the pulse
duration T1 and inversely proportional to the factional bandwidth β/f which is typically much less than
0.01. [31]. In general, a larger phase shift for a given range increases the accuracy of the measurement.
This can be achieved by increasing the fractional bandwidth and decreasing the pulse width.
The width of the pulse will be limited as well, in this case by the maximum unambiguous range
covered with the radar. In FMCW the ideal unambiguous range is given by [39]

𝑅𝑅𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 =
18

𝑐𝑐𝑇𝑇1
2

.

(3.17)

In practice, the maximum range is generally selected to be a lower percentage (approximately
10%) of the unambiguous range [40, 41]. The maximum range achieved by the radar system is 80 m,
which corresponds to a minimum pulse length of 5µs. Since the RSDS radar is a low power system, the
duration of the pulse needs to be sufficient for the system to transmit the necessary energy to cover the
desired range. In order to be able to cover the same range with a lower duration chirp we would need to
increase the transmission power of the radar system.
The Range-Doppler coupling error can be eliminated by using a triangular FMCW modulation in
which an up chirp is followed by a down chirp. In this case, the sign of the range error is reversed on
subsequent pulses, and thus the averaging of consecutive measurements would provide the true range
measurement, and also allow determination of the Doppler shift [38].
In general, the accuracy with which range can be measured depends on the achievable resolution,
which is dependent on the bandwidth of the transmitted signal, and the signal-to-noise ratio (SNR) [42].
For high SNR, the accuracy is typically a fraction of the resolution. Additional, sources of error include
residual path length due to finite circuit and transmission line delay, multiple reflections, transmitter
leakage, and turnaround of the frequency-modulation [42].
A factor that introduces ambiguity in the range measurement is target angular elevation. Any target
picked up by the radar will have scattering elements distributed in a 3-dimensional space where the
coordinates are range, azimuth angle, and elevation angle, (R, φ, θ). The radar will project these scattering
points onto a two dimensional (R, φ) space, and range ambiguity will be introduced. This problem is
described in Figure (3.6). Consider a point P1 located at (R1, φ1, θ1) and a point P2 located at (R2, φ2, θ2).
We consider R1=R2 and, for simplicity, φ1=φ2=0. A reflection from P1 will cause a range frequency

𝑓𝑓𝑅𝑅 = 𝐾𝐾

𝑅𝑅1
cos(𝜃𝜃1 )

2

𝑐𝑐

= 𝐾𝐾

2𝐷𝐷1
𝑐𝑐

.

(3.18)

When projecting this to 2-D space for θ=0, the point will be mapped to 𝑅𝑅1 ′ = 𝐷𝐷1 . Similarly, P2

will be mapped to 𝑅𝑅1 ′ = 𝐷𝐷1 as well. Therefore, although P1 and P2 are separated a distance 2z1, the radar

will map them to the same 2-D coordinates. The vertical field of view of the RSDS radar is +/- 5 degrees,
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and the maximum ambiguity due to 3-D to 2-D conversion will occur at the maximum range. For a range
of 80 m, this corresponds to 0.4% which is for all purposes negligible,

Figure 3.6. 3D to 2D conversion problem

3.2

RANGE RATE ESTIMATION

The velocity of the target along the line of sight, or range rate, is calculated by measuring the
phase change between chirps over a train of chirp, as shown in Figure 3.7.
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Figure 3.7 Range rate measurement

According to the described approach, the beat frequency measured for the first pulse of the train
will be approximated by the range frequency shift on that pulse, R0 being the initial range of the target,
and vg the velocity of the target,

𝑓𝑓𝑏𝑏1 = 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟1 + 𝑓𝑓𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑1 = 𝐾𝐾

2𝑅𝑅0
𝑐𝑐

−

2𝑣𝑣
𝜆𝜆

≈ 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟1 .

(3.19)

For simplicity, we consider the target is moving with constant velocity.

The beat frequency of the second pulse of the train can be expressed similarly, considering the
variation on the range of the target due to its movement,

𝑓𝑓𝑏𝑏2 = 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟2 + 𝑓𝑓𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑2 = 𝐾𝐾
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2(𝑅𝑅0 +𝑣𝑣∗𝑇𝑇𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖 )
𝑐𝑐

−

2𝑣𝑣
𝜆𝜆

≈ 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟2 .

(3.20)

Generalizing, the frequency beat of the i-th pulse of the train is expressed as

𝑓𝑓𝑏𝑏𝑖𝑖 = 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖 + 𝑓𝑓𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖 = 𝐾𝐾

2(𝑅𝑅0 +𝑣𝑣∗(𝑖𝑖−1)∗𝑇𝑇𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖 )
𝑐𝑐

−

2𝑣𝑣
𝜆𝜆

≈ 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖 .

(3.21)

The increment of the frequency between subsequent pulses, which will be caused by the change
in range of the target due to its movement. The beat frequency increment between two contiguous pulses
is given by

𝛿𝛿𝑓𝑓𝑖𝑖 = 𝑓𝑓𝑠𝑠ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 − 𝑓𝑓𝑠𝑠ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = �𝐾𝐾

2(𝑅𝑅0 +𝑣𝑣∗𝑖𝑖∗𝑇𝑇𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖 )
𝑐𝑐

−

2𝑣𝑣
𝜆𝜆

� − �𝐾𝐾

2(𝑅𝑅0 +𝑣𝑣∗(𝑖𝑖−1)∗𝑇𝑇𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖 )
𝑐𝑐

−

2𝑣𝑣
𝜆𝜆

� = 𝛽𝛽

2𝑣𝑣
𝑐𝑐

. (3.22)

From this frequency increment we extract the velocity of the target,

𝑣𝑣𝑖𝑖 =

𝑐𝑐𝑐𝑐𝑓𝑓𝑖𝑖
2𝛽𝛽

.

(3.23)

To obtain a robust measurement in noisy environments, the velocity value is obtained over the (N1) frequency increments. Therefore, a higher number of pulses would provide a more robust velocity
measurement for signals in additive white Gaussian noise since the variance of the measurement decreases
for higher number of observations [37]. The number of pulses of the train are given by the time of
integration (TI) and the length of a single pulse (T1). The integration time is related to the Doppler
resolution by

1

𝜆𝜆

𝑇𝑇𝐼𝐼 = ∆𝑓𝑓 = 2∆𝑣𝑣.
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(3.24)

And the number of pulses of the train is given by

𝑇𝑇

𝑁𝑁 = 𝑇𝑇𝐼𝐼.
1

(3.25)

Since the radar system achieves a Doppler resolution of 0.1 m/s [35], the integration time is 𝑇𝑇𝐼𝐼 =

19.7𝑚𝑚𝑚𝑚 . The number of pulses N depends on the length of the individual pulses (T1).

In order to increase the robustness of our system against noise, we want to have a higher number

of pulses, N, which is achieved by increasing the length of the train of pulses.
For a fixed integration time, we want to minimize the duration of the pulses to maximize N. For
Doppler measurement purposes, the minimum pulse duration that the system could use is given by the
range of velocities the system intends to measure. The first blind speed, which delimits the Doppler
unambiguous range, is given by [38]

𝑣𝑣𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 =

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
2𝑓𝑓0

,

(3.26)

where PRF is the pulse repetition frequency. For our system, the minimum PRF that would allow
the measurement of the full range of velocities of interest is 25 kHz. Since the system has a duty cycle of
approximately 100%, the pulse width is inversely proportional to the pulse repetition frequency, being the
maximum pulse width 40µs. The use of shorter duration pulses would allow the system to measure a wider
range of velocities.
The capability of the system to directly measure the phase difference between subsequent pulses
depends directly on the range resolution, as the system would be incapable to resolve the beat frequency
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shift for objects located in the same range bin. In order to effectively extract the range rate from the change
in phase of the received signal between contiguous chirps, our system uses the scheme displayed in Figure
3.8. Received signals from consecutive chirp pulses,

𝑟𝑟𝑖𝑖−1 = 𝐴𝐴𝑅𝑅𝑖𝑖−1 𝑐𝑐𝑐𝑐𝑐𝑐 �2𝜋𝜋𝑓𝑓0 �𝑡𝑡 −

2𝑅𝑅𝑖𝑖−1
𝑐𝑐

� + 𝜋𝜋𝜋𝜋 �𝑡𝑡 −

2𝑅𝑅𝑖𝑖−1 2
𝑐𝑐

� �

(3.27)

and

𝑟𝑟𝑖𝑖 = 𝐴𝐴𝑅𝑅𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐 �2𝜋𝜋𝑓𝑓0 �𝑡𝑡 −

2(𝑅𝑅𝑖𝑖−1 +𝑣𝑣∗𝑇𝑇1 )
𝑐𝑐

� + 𝜋𝜋𝜋𝜋 �𝑡𝑡 −

2(𝑅𝑅𝑖𝑖−1 +𝑣𝑣∗𝑇𝑇1 ) 2
𝑐𝑐

� �

(3.28)

are added, and the resulting signal is low-pass filtered. The output voltage,
2𝜋𝜋

𝑉𝑉𝐷𝐷 = 𝑐𝑐𝑐𝑐𝑐𝑐 � 𝜆𝜆 𝑣𝑣𝑇𝑇1 �
is proportional to the velocity of the point.

Figure 3.8 Doppler Measurement Scheme
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(3.29)

Points with different velocities that fall within the same range cell are discriminated on velocity
while points that fall within the same range cell and have approximately the same velocity are not
resolved. This has a direct impact on the number of individual reflections per target clustered together for
different target types, causing them to not only be correlated to the target size, but also to the motion
pattern.
In order to simultaneously obtain accurate range and rage rate measurements, as well as a high
range and range rate resolution, it is necessary to use a system with sufficient bandwidth and high SNR.
Range and range rate measurements both benefit from an increase in the transmission power and
bandwidth. The robustness of the system measurements, both in range and range rate, increase with the
number of pulses per train, N, which depends on the chirp width and the train length. The selection of
these parameters is a trade-off between range and range rate measurement capabilities.
Both the maximum range and the unambiguous range achievable by the system are directly
proportional to the length of the chirp. However, the maximum range rate measurable by the system is
inversely proportional to the chirp duration. An appropriate value which allows for measurement of both
ranges and velocities of interest must be chosen.
The selection of the length of the full train of pulses has an impact in the range rate resolution, the
accuracy of the range measurement, and the update rate of the system. First, we assumed that targets
remain on the same range bin through a train of pulses and that the velocity of targets is constant through
the full train duration. The train duration needs to be short enough for those assumptions to hold true for
the range, velocity, and acceleration values of interest. Second, as the range rate resolution is inversely
proportional to the integration time, the system would provide a better range rate resolution for longer
train lengths. Finally, the update rate of the system is directly proportional to the train length, being shorter
update rates beneficial for real-time decision-making systems. An appropriate choice of duration for the
train of chirps would provide a good velocity resolution while allowing the range and velocity assumptions
to hold true, as well as a high system update rate.
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3.2

AZIMUTH ANGLE ESTIMATION

Angular resolution in the RSDS system is limited by the beam width (𝜃𝜃3𝑑𝑑𝑑𝑑 ) , which is a function

of the wavelength, λ, the aperture size, d, and the constant k,

𝜃𝜃3𝑑𝑑𝑑𝑑 =

𝑘𝑘𝑘𝑘
𝑑𝑑

.

(3.30)

Our radar system makes use of a single beam phased array, with multiple receive antennas per
radar in order to provide a high angular resolution [34]. Most known radar systems achieve angle coverage
with multiple signal beams by using electronically or mechanically scanned antennas. The use of a
Mechanically Scanned Antenna can limit the performance of the system due to an update rate too slow to
achieve wide coverage angle for a particular application. Electronically Scanned Antennas can allow for
fast scanning, allowing a high update rate while providing the ability to cover a wide field of view with a
narrow beam, providing a better angular resolution. However, these antennas use discrete phase shifters
that are expensive [34].
In single beam phased arrays, the measurement of the azimuth angle of the target is done following
the scheme in Figure (3.6) by measuring the change in the phase of the received signal between antenna
elements.
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Figure 3.9 Measurement of the azimuth angle

Considering the angle of arrival (Δϕ) of the wave and the array spacing (d), the displacement can
be calculated as

𝑥𝑥 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(∆𝜙𝜙).

(3.31)

The phase shift (Ѱ) that corresponds to the distance of the displacement is given by

Ѱ=

2𝜋𝜋
𝜆𝜆

𝑥𝑥 =

2𝜋𝜋𝜋𝜋
𝜆𝜆

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠.

(3.32)

Each RSDS radar uses a single transmission antenna and three receiving antennas. The receiving
antennas are distributed according to Figure (3.10).
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Figure 3.10 Distribution of Receiving Antennas

The spacing of the antennas is selected to achieve a tradeoff between accuracy and ambiguity. The
radar uses phase comparison between two pairs: a narrow pair, and a wide pair. We study the
characteristics of each pair separately.
The narrow receiving pair is composed of two antennas separated λ/2. The broadside array factor
of the pair is given by [43]

𝐴𝐴(𝜓𝜓) =

𝑁𝑁𝑁𝑁
�
2
𝜓𝜓
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁� �
2

𝑠𝑠𝑠𝑠𝑠𝑠�

𝑒𝑒 𝑗𝑗(𝑁𝑁−1)𝜓𝜓/2 .

(3.33)

This results in a pattern with a single, wide lobe. The radiation pattern of the narrow pair is
displayed in Figure (3.11).
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Figure 3.11 Radiation Pattern for N=2, d=λ/2

The wide receiving pair is composed of two antennas separated 5λ/2. The broadside array factor
of the pair is given by Equation (3.33). In this case, since 𝑘𝑘𝑘𝑘 > 𝜋𝜋 , the values of A(ψ) are periodic. This

gives rise to grating lobes or fringes, which are radiation lobes in directions other than the desired one.
The radiation pattern of the wide pair is displayed in Figure 3.12. Grating lobes are extremely narrow
allowing very small angular resolution [44]. Therefore, combining both wide pair and narrow pair we can
obtain an accurate and unambiguous angular measurement.
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Figure 3.12 Radiation Pattern for N=2, d=5λ/2

The azimuth angle is calculated by measuring the change in phase between antenna elements,
following the scheme represented on Figure 3.13.

Figure 3.13 Angle Measurement Scheme

For each antenna pair, signals received by each antenna element (r1 and r2)
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𝑟𝑟1 (𝑡𝑡) = 𝑐𝑐𝑐𝑐𝑐𝑐 �2𝜋𝜋𝑓𝑓0 �𝑡𝑡 −

(𝑅𝑅1𝐴𝐴 +𝑅𝑅1 )

𝑟𝑟2 (𝑡𝑡) = 𝑐𝑐𝑐𝑐𝑐𝑐 �2𝜋𝜋𝑓𝑓0 �𝑡𝑡 −

(𝑅𝑅1𝐵𝐵 +𝑅𝑅1 )

𝑐𝑐

𝑐𝑐

� + 𝜋𝜋𝜋𝜋 �𝑡𝑡 −
� + 𝜋𝜋𝜋𝜋 �𝑡𝑡 −

(𝑅𝑅1𝐴𝐴 +𝑅𝑅1 ) 2

(3.34)

(𝑅𝑅1𝐵𝐵 +𝑅𝑅1 ) 2

(3.35)

𝑐𝑐

𝑐𝑐

� �
� �

are subtracted, and the resulting signal is low-pass filtered. The resulting voltage is proportional
to the azimuth angle of the reflecting point,

𝑉𝑉𝜑𝜑 = 𝑠𝑠𝑠𝑠𝑠𝑠 �𝜋𝜋

∆𝑅𝑅
𝜆𝜆

𝜋𝜋𝜋𝜋

� = 𝑠𝑠𝑠𝑠𝑠𝑠 � 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�

(3.36)

Where R1 is the range between the transmitting antenna and the target, R1A and R1B are the ranges
between the target and each of the receiving antennas and ΔR is the difference between R1A and R1B.
For the narrow pair, we have d1=λ/2, so we can write the output of this pair according to

𝜋𝜋

𝑉𝑉𝜑𝜑1 = 𝑐𝑐𝑐𝑐𝑐𝑐 �2 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�.

(3.37)

The output of the wide pair, whose antennas are separated by d2=5λ/2, is expressed by

5𝜋𝜋

𝑉𝑉𝜑𝜑2 = 𝑐𝑐𝑐𝑐𝑐𝑐 � 2 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�.

(3.38)

We can observe that the value of Vφ1, the output of the narrow pair, varies at a slower pace than
the value of Vφ2, the output of the wide pair. In addition, the output voltage values of the narrow pair
correspond to a unique value of the angle of arrival, while multiple values of the angle of arrival can lead
to the same output voltage for the case of the wide pair.
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For real aperture radar, given fixed values of λ and range (R), azimuth resolution (Δφ) depends
entirely on the aperture length (La), as expressed by

∆𝜑𝜑 =

𝑅𝑅𝑅𝑅
𝐿𝐿𝑎𝑎

.

(3.39)

Since the Doppler spread of the echo signal can be used to synthesize a much larger antenna
aperture, by using Doppler on the azimuth angle detection a much better resolution can be achieved. Using
the Doppler effect cannot increase the range resolution, but it does greatly increase the azimuth resolution.
The limitation of the azimuth resolution for real-aperture radars is derived from the requirement that two
objects at the same range are not resolvable if they are within the beam’s footprint at the same time. The
Doppler effect provides a means to distinguish them, since the antenna will see a return from each that is
frequency shifted by an amount that can be attributed to a specific azimuth within the antenna footprint
[45]. By making use of the Doppler effect, our radar will be able to achieve a better angular resolution
when the HV and/or the target are moving.
There are several ways to increase the angular resolution of the radar system. One way to achieve
an improved angular resolution is to increase the number of receiving elements per antenna, as described
in [46]. The use of electronically scanned antennas would also increase the angular resolution capabilities
of the system [34]. Another alternative that has proven its ability to achieve an increased angular frequency
is the use of multiple input multiple output (MIMO) radars, which use several transmission and receiving
antennas [47, 48]. The selection of the radar technology in use will, therefore, be a tradeoff between the
desired cost and azimuth resolution.
The pixel resolution of the radar system at range R is given by a product of range resolution and
angular resolution, as expressed by

∆𝐴𝐴 = ∆𝑅𝑅(𝑅𝑅∆𝜙𝜙).
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(3.40)

A better pixel resolution can be achieved by improving range and/or angular resolution increasing
the amount of information per target received by the radar system and allowing us to enhance our detection
and classification algorithms. Figure 3.14 represents the pixel resolution of our radar system.

Figure 3.14 Pixel Resolution

3.2

AMPLITUDE ESTIMATION

For a transmitted power PT, an antenna gain GT and a receiving antenna area AR, the power
returned to the antenna is given by
𝑃𝑃 𝐺𝐺

1

𝑇𝑇 𝑇𝑇
𝑃𝑃𝑅𝑅 = �4𝜋𝜋𝑅𝑅
2 � 𝜎𝜎 �4𝜋𝜋𝑅𝑅 2 � 𝐴𝐴𝑅𝑅 ,
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(3.41)

where R is the range of the target and is the Radar Cross Section (RCS) of the reflecting target.
The RCS is dominated by the size, shape and orientation of the object, which govern how much of the
incident power is captured and sent back [49].
The amplitude of the received backscatter will also be affected by geometric losses as the power
density of the transmitted and reflected waves diminishes as they propagate. This phenomenon, known as
geometric spreading [50] will cause a decrease in the amplitude of the received wave. The decrease in the
amplitude will depend on the distance traveled by the wave so that reflections from targets located at
longer ranges will have a substantial amplitude reduction. The geometric attenuation factor is inversely
proportional to Rn. Assuming far field radiation, n=4 as shown in Equation 3.41. The propagation of the
waves will also be subject to conductivity losses, which depend on the characteristics of the transmission
media [51].
In general, it is expected that backscatters from car targets will have greater amplitude than
backscatters from pedestrians or bicyclists, due to the higher impedance of metallic materials. An
extensive study of pedestrian targets [52], using both dummies and real pedestrians, has proven that while
clothing barely has an impact on the magnitude of the backscatters, height of the pedestrian target does
have a clear impact. In particular, for child dummies, where the center of mass was in line with the antenna
height, the magnitude of the reflections was up to 6 dB higher. For bicyclist targets, expected backscatters
from the rider would be in line with those from pedestrian targets, while backscatters from the frame are
expected to be a little higher. Backscatters from wheel spikes are expected to have a smaller magnitude,
due to the diffraction caused by their small surface area.
It is important to point out that the Delphi radar filters out some of the reflections, providing with
up to 64 reflections per scan that meet certain pre-fixed amplitude threshold which was not available at
the time of our analysis. Due to the high amplitude of reflections from clutter, this filtering causes the loss
of important information when collecting data from bicyclist targets. To avoid this, we artificially
increased the reflectivity of bicyclist and pedestrian targets to compensate for the low sensitivity of the
radar sensor. It is anticipated that future radar systems with enhanced sensitivity will allow for a higher
number of reflections per scan.
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Chapter 4: Kinematic Description of Targets

To gain an understanding of the backscatter collected by the radar system, we need to analyze the
characteristics of the targets of interest. One of our objective is to develop kinematic models of a car, a
pedestrian and a bicyclist to be able to simulate the micro-Doppler of each object and relate it to the field
data. We also provide estimates of the radar cross- section (RCS) of each object, since it will affect
parameters such as amplitude and distribution of the backscatter, which will also play an important role
in the development of the automatic classifier described in Chapter 7.
We start by describing the radar set-up in terms of the horizontal and vertical fields of view. As
mentioned before, the two radars are mounted on the rear bumper of the car, one on the driver and another
on the passenger side. Each system has a horizontal field of view of 150o, creating the angular coverage
shown in Figure 4.1. The systems are located at a height of 0.5 m and have a vertical field of view of +/5o with respect to the horizontal. The vertical field of view of a radar system located on one of the bumpers
is shown in Figure 4.2.

Figure 4.1 Horizontal field of view of the system.
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Figure 4.2 Vertical field of view of the radar.

In Figure 4.1, both radars are located on the corners of the bumper at an angle Ω1= Ω2=45o the
normal, and each radar covers a wide field of view, 2Ѱ1=150o. In Figure 4.2 the vertical field of view is.
For objects at short range, only a small fraction of the object may be illuminated by the radar system,
while objects located at long range will be more broadly illuminated.
As illustrated in Figure 4.1 the radar system covers the surroundings of the car symmetrically,
leaving only a small blind spot in the back uncovered. (For instance, for a car with a width of a 1.8 m,
objects directly behind and closer than 1.7 m will not be seen). In contrast, objects located in the region
of space covered by both radars will be fully detected so it is important to combine the data from both
radars for correct clustering, attribute estimation, and classification results.
In the following sections, we will describe a simple kinematic model for each of the targets,
identifying their movement components and the corresponding micro-Doppler signatures. We will also
briefly describe the radar cross section of each target.

4.1

CAR
For the purpose of our kinematic study, we identify two target groups in a vehicle: body frame and

rotating parts, i.e. wheels, with a group velocity vg. The body frame will travel at the same velocity while
the wheels will have an additional rotational velocity vector. The angular speed of rotation of the wheels
ωw is related to the group velocity vg [53] by
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𝑣𝑣𝑔𝑔

𝜔𝜔𝑤𝑤 = 𝑅𝑅 ,
𝑤𝑤

(4.1)

where Rw is the radius of a wheel, which is typically around 20 cm. The instantaneous velocity of
a point of the wheel with initial relative coordinates (ri, φi) will be given by

𝑣𝑣𝑖𝑖 = 𝑣𝑣𝑔𝑔 ±𝜔𝜔𝑤𝑤 𝑟𝑟𝑖𝑖 cos(𝜔𝜔𝑤𝑤 𝑡𝑡 + 𝜑𝜑𝑖𝑖 ).

(4.2)

We anticipate that the spokes of the wheel will provide partial diffraction at a high carrier
frequency which would tend to spread the spectrum of the car response. This should occur when the
wheels are in the line of sight. In most instances, however, the wheel will be at least partially occluded,
resulting in a minor spread of the micro-Doppler spectrum [5].
The typical dimensions of a commercial automobile are 1.5 m in height, 4.5 m in length and 1.8
m in width [54], although these values vary among different models and manufacturers. The most common
materials used in car body construction are steel, aluminum, magnesium and fiber reinforced plastics [55],
as well as rubber and glass. The main contributors to the RCS of an approaching car should be the elements
with metal such as bumpers, license plate area, and headlights [56]. Due to distributed nature of these
components, the target transfer function from which the RCS is computed is a sum of phasors at the radar
center frequency [39]. The transfer function varies abruptly with minor changes in viewing angle so the
RCS fluctuates accordingly. Consequently, the RCS can be considered a random variable. Buller et al
[57] performed an analysis on measured radar signatures for extended target-in-clutter and clutter and
examined the validity of two-parameter distribution models applied to measurements of subject vehicle’s
radar cross-section. Comparing the gamma distribution, used in Swerling models, with the Weibull
distribution and the log-normal distribution, they observed the Weibull distribution to show the best fit
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for the collected vehicle RCS data - with the ’goodness of fit’ measured by the Kolmogorov-Smirnov test
statistic.

4.2

PEDESTRIAN

Pedestrian targets have been the subject of extensive research for radar detection purposes, leading
to the development of several models to describe different human activities [20, 21]. In our study, we
have selected the six point model [2].
Figures 4.3 and 4.4 describe the front and side view of a pedestrian target. Independently of the
viewing perspective, the radar will most likely be able to perceive the movement of torso, legs, and arms,
resulting in a micro-Doppler spectrum with at least three components. An exception is the case where the
pedestrian is located within a very short range, in which case the radar may only receive reflections from
the legs. In this case, the oscillating movement of the torso will not be captured.
In general we expect the micro-Doppler spectrum of the pedestrian to have the widest bandwidth
of the analyzed targets. Dimensions of typical pedestrian targets are approximately 1.75 meters in height,
0.5 meters in width and 0.7 meters in length for a walking pedestrian, although those values significantly
differ in some cases, i.e. child pedestrians. The RCS from pedestrian targets are expected to have smaller
amplitude than those from car targets. For instance, at 76 GHz the mean RCS may fluctuate between -10
dBsm and -5 dBsm. There is also evidence that clothing will have a small impact on the RCS. Studies in
RCS for pedestrian in the 76 GHz Band [58] conclude that pedestrian radio wave intensity is low, at about
15 – 20 dB less than that of the rear of another vehicle, and the range of fluctuation is greater, varying as
much as 20 dB. This is caused by several factors of variance, as reflection intensity is affected by the fact
that, while the pedestrian is walking, there is constantly a change on his posture, relative orientation, aspect
and distance to the sensor. Additional factors of variation include the pedestrian size and clothing. Their
results show that the average value for the radio wave reflection intensity for pedestrian RCS is -8.1dBsm
and that the reflection intensity of pedestrian front and back in 5 dB higher than reflection from pedestrian
side. Analysis of RCS measurements of pedestrian dummies and humans in the 24/77 GHz frequency
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bands [52] conclude that the height of the pedestrian has a clear effect on the observed RCS, especially at
77 GHz. Their study found the impact of the clothing on the RCS to be more significant in the high
frequency band, in particular when thick clothes were worn.

Figure 4.3 Front view of a pedestrian target
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Figure 4.4 Side view of a pedestrian target

4.3

BICYCLIST

A simplified movement model, better suited for our classification purposes, includes the bicycle
and bicyclist, which are analyzed separately.
The bicycle has several main components: frame, wheels and sprocket, and chainring and pedals.
We assume that the frame moves with velocity vg, which is the traveling velocity of the system. The
wheels and the sprocket rotate with angular velocity given by Equation (4.1), where Rwheel is the radius of
the bicycle wheels. The angular velocity of the chainring and pedals depends on the gear ratio used.
We characterize the cyclist movement according to upper and lower body. The upper body, which
is made of the torso, head and arms, moves at velocity vg. Although the head may have temporary
additional rotation and translation that contribute to the global micro-Doppler signature, its movement is
not directly related to vg, and it is therefore excluded from the model. However, its effect may be seen in
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field data. The lower body can be further divided into the lower leg and upper leg. For simplicity, we
assume that the foot follows the movement of the pedal and the hips have no additional movement. The
velocity of the lower leg rotational movement depends on the angular velocity of the chainring, ωchainring,
and the length of the pedal, p. The upper legs move up and down with a displacement of +/– 2p. From
the radar point of view, the leg will present a rotational/translational movement with a velocity that varies
sinusoidally.
Figures 4.5 and 4.6 show the front and side view of a bicyclist target. In general most of the
backscatter received by the radar will be from torso, frame, and legs. We anticipate that the spokes of the
bicyclist wheels will provide partial diffraction which would contribute to spread the micro-Doppler
spectrum of the car. This should occur when the wheels are in the line of sight. When this occurs, the
velocity of the wheels dominates the extremes of the micro-Doppler for most gear ratios.

Figure 4.5 Front view of a bicyclist target
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Figure 4.6 Side view of a bicyclist target

In general, we expect the micro-Doppler spectrum of a bicyclist to have a smaller width that a
pedestrian target, but higher than a car target. The typical dimensions of a bicyclist target are
approximately 1.7 meters in length, 1.5 meters in height and 0.6 meters in width. When considering the
potential magnitude of reflections from a bicyclist target we need to consider that it constitute a more
heterogeneous target than the other two types and, thus, we expect higher variability in the RCS.
Reflections from the spokes will have a particularly low magnitude since their small area causes a high
refraction of the incident wave, being a small percentage of energy reflected back to the radar. A study
on bicyclist RCS can be found in [58, 59], on measurements for both human and dummy bicyclists for the
24 and 77 GHz bands. In their test results they found the RCS of a bicyclist highly fluctuates, being in the
range -17 dBm2 to 12 dBm2 for a sensor on the 77 GHz band with 500MHz bandwidth. Those values vary
with the frequency and bandwidth of the sensor. In both frequency bands bicyclist results show directional
behaviour with dominant peaks close to 90 and 270 degrees, representing the side of the cyclist on the
bicycle.
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Chapter 5: Micro-Doppler Simulations

To better characterize micro-Doppler signatures of the targets of interest, we carried out a set of
simulations using the kinematic models presented in the previous chapter. We simulated the trains of down
converted pulses for each target case and as explained below we performed a two-dimensional DFT to
extract range and range-rate information. The radar parameters selected for our simulations are
summarized in Table 5.1.

Table 5.1: RSDS Simulation Parameters

Center Frequency

76 GHz

Range

0.5 to 80 m

Update Rate

50ms

Range Rate

-50m/s (closing) to +10
m/s (opening)

Bandwidth

250 MHz

Pulse Width

40µs

Number of Pulses per
Train

512

Number of Trains

100
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5.1

CAR SIGNATURE

In the case of the car, we simulated a total of I=3 individual backscattering points with an
increasing velocity in the interval of time between 0 and 4 seconds, and a constant head on velocity
afterward. We defined the initial range R0i for each reflecting point to observe backscatter from adjacent
range cells, and the same group velocity vg for all points. Thus, by superposition the echo signature at
baseband is

𝑠𝑠(𝑡𝑡) = ∑3𝑖𝑖=1 𝐴𝐴𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐 �2𝜋𝜋 �2

𝑅𝑅𝑜𝑜𝑜𝑜
𝜆𝜆

+ �2

𝑣𝑣𝑔𝑔
𝜆𝜆

+ 𝐾𝐾� 𝑡𝑡�� .

(5.1)

For simplicity the individual received amplitudes Ai which are dependent on the radar cross section
of each scattering element of the car, where set to identical values although this is not necessarily the case
in a real scenario.
The baseband echo pulses were sampled at a rate fs=2.5B and processed with a fast-time DFT to
extract range frequency information as presented in Figure 5.1. This illustration represents a dB scale,
time history of the range frequency for a car accelerating toward the radar. An average of the range
frequency is computed for each train of pulses to estimate target range every 50 ms. In total, 100 pulse
trains are used to generate the time history. Initially the change in range is quadratic in time and becomes
linear toward the end of the 5 s observation interval. Also the width of the response is consistently spread
over four range cells or 2.4 m as all the parts of the car are moving with the same group velocity. Figure
5.2 shows is a time-history of the Doppler frequency. Here a slow-time DFT is performed on the range
cell response for each train of 512 pulses and the process is repeated for each train. All the car components
contribute to a single Doppler frequency which varies linearly with time in the first 4 s of the observation
interval, indicating the presence of an accelerating vehicle, and becomes constant in the last second of
observation, indicating that the vehicle has reached a constant velocity.
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Figure 5.1 Time history of range frequency of an incoming car.

Figure 5.2 Time history of Doppler frequency of an incoming a car.
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5.2

PEDESTRIAN SIGNATURE

In the case of a pedestrian walking toward the radar, we distinguished three velocity groups for
simulation purposes but all reflecting points are assumed to within the same range cell:

𝑠𝑠(𝑡𝑡) = ∑3𝑖𝑖=1 𝑐𝑐𝑐𝑐𝑐𝑐 �2𝜋𝜋 �2

𝑅𝑅0
𝜆𝜆

+ �2

𝑣𝑣𝑔𝑔𝑔𝑔
𝜆𝜆

+ 𝐾𝐾

2𝑅𝑅0
𝑐𝑐

� 𝑡𝑡��.

(5.2)

Scattering points in group 1 consists of backscatter from the torso, which has a velocity

𝑣𝑣𝑔𝑔1 = 𝑣𝑣𝑔𝑔 [1 + 𝐴𝐴𝑡𝑡 cos(2𝜋𝜋𝜔𝜔𝑡𝑡 𝑡𝑡)]

(5.3)

where At and ωt are associated with the torso’s cadence. Scattering points in groups 2 and 3 are
backscatter from the right and left legs, which have a sinusoidal movement with identical frequency but
opposite phase. Although the movement of the arms also contributes to the overall micro-Doppler
spectrum of the pedestrian, modeling this movement can vary significantly from moment to moment so it
is not included in our simulations.

Results for a walking pedestrian are presented in Figures 5.3 and 5.4. We observe from the time
history of the range frequency that the pedestrian appears to walk toward the radar at a constant rate of 1
m/s. In contrast, the time history of the Doppler frequency shows two oscillatory movements. The narrow
fluctuation corresponds to the oscillatory motion of the torso. The wider fluctuation corresponds to the
movement of the legs.
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Figure 5.3 Time history of range frequency for an approaching pedestrian.

Figure 5.4 Time history of Doppler frequency for an approaching pedestrian.

47

5.3

BICYCLIST SIGNATURE

In the case of a bicyclist directly approaching the radar, we distinguished three velocity groups,
vgi, all within the same range cell, when simulating the individual scattering points:

𝑠𝑠(𝑡𝑡) = ∑3𝑖𝑖=1 𝑐𝑐𝑐𝑐𝑐𝑐 �2𝜋𝜋 �2

𝑅𝑅0
𝜆𝜆

+ �2

𝑣𝑣𝑔𝑔𝑔𝑔
𝜆𝜆

+ 𝐾𝐾

2𝑅𝑅0
𝑐𝑐

� 𝑡𝑡��.

(5.4)

In this case, group one corresponds to backscatter from the rider’s torso and arms and the bicycle
frame, which have a group velocity vg and no relative motion. Groups two and three correspond to
backscatter from each the rider’s legs and bicycle pedals, which in addition to having the same group
velocity, they have a rotational velocity of identical magnitude but opposite phase.

Simulation results for a bicyclist in motion are displayed in Figures 5.5 and 5.6. Analyzing the
time history of the range frequency, we discern the constant velocity of the bicyclist toward the radar,
which is represented by a constant linear decrease in the range frequency. In the time history of the
Doppler frequency, we observe a strong response around a linear frequency that corresponds to the
velocity of the bicyclist, as well as oscillatory components that correspond to the pedaling.
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Figure 5.5 Time history of range frequency for an approaching bicyclist.

Figure 5.6 Time history of Doppler frequency for an approaching bicyclist.
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In Chapter 6 we analyze the micro-Doppler signatures of car, pedestrian of bicyclist targets based
on the field data collected with our radars, and compared them to the simulated results presented on this
section.
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Chapter 6: Experimental Data

In this section we present field data collected with the RSDS radar system for target scenarios
similar to those described in Chapter 5 and compare the results with the expected ones for each type of
target.
Experimental data were collected in a controlled environment on a paved dead-end street in an
urban setting. Pedestrian and auto traffic was absent so clutter consisted mainly of parked vehicles, trees
and xeriscaping. The HV provided by Mercedes Benz was stationary at all times. All targets approached
the HV from the rear end.

6.1

CAR TARGET

For the first test, a Mercedes Benz C-class 2013 car approached the HV from an initial range of
27 meters to a final range of 5 m. As shown in Figure 6.1, the radar identifies multiple scattering centers
throughout the experiment. The system has a range resolution of approximately 0.6 m. The car accelerates
from 1 m/s to a final speed of 5.5 m/s in 2 seconds. Figure 6.2 shows velocity measurements (extracted
through micro-Doppler analysis) versus time. The experimental radar has a range rate resolution of
approximately 0.1 m/s. For the first two seconds of travel, the micro-Doppler signature is narrow, since
the velocity measurements are clustered together. When the target is at close range, we observe a speed
distribution of 1 m/s, corresponding to approximately 10 Doppler cells; since individual scattering points
have slightly different radial speeds they are no longer clustered.
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Figure 6.1 Range measurements of a car target.

Figure 6.2 Doppler measurements of a car target.
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6.2

PEDESTRIAN TARGET

For the second test, a pedestrian approached the HV from an initial range of 25 m to a final point
located range of 3 m behind it. The pedestrian walks at a nearly constant velocity of 1.5 m/s. As shown in
Figure 6.3, the scattering centers identified by the radar throughout the experiment spread over two range
cells or more at a given time. Results in Figure 6.4 show that the velocity measurements over time, i.e.
pedestrian’s micro-Doppler signature, have a wide spread from 0 to 4 m/s. Measurements centered at
-1.5m/s, the pedestrian’s velocity, are reflections from the torso. Other points with velocities falling in
the interval [0,4vg] belong to reflections from arms and legs.

Figure 6.3 Range measurements of a pedestrian target
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Figure 6.4 Doppler measurements of a pedestrian target

6.3

BICYCLIST TARGET

For the third test, a bicyclist approached the HV from an initial range of 28 meters at an
approximate speed of 3.5 m/s. As shown in Figure 6.5, the radar identifies multiple scattering centers
which spread over two range cells or more at a given time. We observe in Figure 6.6 a linear velocity
component that corresponds to reflections from frame, torso and arms, as well as oscillatory components
that belong to reflections from the legs. Reflections from legs have a spread of approximately 1m/s and a
period of 1.25 ms. Reflections from left and right leg are in opposition of phase.
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Figure 6.5 Range measurements of a bicyclist target

Figure 6.6 Doppler measurements of a bicyclist target
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6.4

SPECIAL CASES

When the targets pass by the HV, the observed micro-Doppler spectrum differ significantly from
far and mid-range observations as shown in Figures 6.7, 6.8 and 6.9. For the car and bicyclist, we observe
clusters with velocities shifting from -vg to vg (-4m/s to 4/s) as the targets approach and move away from
the radar. For instance, when the car passes the HV, there is a large number of scattering points from the
car that are easily resolved for approximately 4 seconds. Similarly, when the bicyclist passes the HV, a
number of individual scattering points are resolved for approximately 2 seconds. Once the targets move
away from the radar, most of the reflecting points cluster around the group velocity. In contrast, for the
pedestrian, the micro-Doppler signature always spreads from 0 m/s to a negative or positive speed limit
of approximately +/- 4 m/s depending on the whether the target is approaching or moving away from the
radar.

Figure 6.7 Micro-Doppler spectrum of a car target
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Figure 6.8 Micro-Doppler spectrum of a pedestrian target

Figure 6.9 Micro-Doppler spectrum of a bicyclist target
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6.5

COMPARISON TO THEORETICAL MODELS

The theoretical models developed and simulated in Chapters 4 and 5 closely match the results
obtained for the general case of pedestrian, bicyclist and car targets approaching the host vehicle.
However, a more extensive analysis of the special case where targets are overpassing the radar at a very
close range would help further understanding those cases, as well as the effect that alterations on the
measurement set up, i.e. movement of the host vehicle, would cause on the received backscatters.
For the development of theoretical models, as well as for data collection, we considered standard
pedestrian, bicyclist and car targets. Models describing different target types i.e. child pedestrians,
pedestrian carrying objects or bicycles with different geometries, need to be developed to achieve a better
understanding of the motion patterns under different conditions.

Given that the theoretical and

experimental micro-Doppler characteristics seem to be rather unique for each type of target, we would
expect that at neural network classifier should be able to differentiate targets to an acceptable degree based
on the velocity profiles. However, as we will discuss in the next chapter, additional target attributes are
needed to increase the correct classification rate.
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Chapter 7: Development and Implementation of a Classification Algorithm

Thus far, we have argued that radar targets of interest have unique Micro-Doppler characteristics
that can be used to identify them. In this chapter we add a set of parameters extracted with clustering and
tracking filters to train a neural network classifier which will ultimately identify (i.e. label) the type of
radar target. All the parameters selected for this purpose are empirical. Classification results are presented
for ten clustering parameters and four tracking parameters. The success of the classification is quantified
via a classification rate which considers how many times the NN is correct and how many times it is
confused.

7.1

CLUSTERING PARAMETERS

Characteristic features of a target are extracted once all its individual scattering points have been
grouped (i.e. clustered) together. Actually, the system considers scattering data received on three
consecutive scans to improve the amount of information available and achieve a better target description.
Based on our theoretical modeling and observations, we consider the micro-Doppler signature as
well as other radar features to constitute a set of attributes for discriminating between the three target
types. The set of features listed in Table 1 are proposed to fully characterize the targets. Each parameter
is described below in detail.
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Table 7.1: Attributes extracted for each target cluster.
Attribute

Description

N

Number of scattering points per cluster

μR

Mean range

wx

Window size in the x-direction

wy

Window size in the y-direction

ΔA

Amplitude variation

μA

Mean amplitude

(σA)2

Amplitude variance

Δv

Velocity variation

𝛿𝛿𝑣𝑣

Change in velocity variation

(σv)2

Velocity variance

Consider a target defined as a cluster of N scattering points. The mean range is the average range
of the target’s individual reflecting points
1

𝜇𝜇𝑅𝑅 = 𝑁𝑁 ∑𝑁𝑁
𝑖𝑖=1 𝑅𝑅𝑖𝑖 .

(7.1)

The x-coordinate for each scattering point is obtained from its range (Ri) and azimuth angle (φi)
as
𝑥𝑥𝑖𝑖 = 𝑅𝑅𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐(𝜑𝜑𝑖𝑖 ).

(7.2)

The vector contains the x-coordinates of all the scattering elements in the cluster. Likewise, the
y-coordinate for each scattering point is calculated as

𝑦𝑦𝑖𝑖 = 𝑅𝑅𝑖𝑖 𝑠𝑠𝑠𝑠𝑠𝑠(𝜑𝜑𝑖𝑖 )
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(7.3)

and the vector contains the y-coordinates of all the scattering elements in the same cluster. We
assume that the target is contained in a rectangular window of area A= wxwy where the window size in
the x-direction is calculated as

𝑤𝑤𝑥𝑥 = 𝑚𝑚𝑚𝑚𝑥𝑥(𝑥𝑥) − 𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥)

(7.3)

and the window size in the y-direction is

𝑤𝑤𝑦𝑦 = 𝑚𝑚𝑚𝑚𝑚𝑚(𝑦𝑦) − 𝑚𝑚𝑚𝑚𝑚𝑚(𝑦𝑦).

(7.4)

Although RCS measurements aren’t available, the radar receiver does record the relative output
amplitude for individual scattering points for values above a factory defined threshold. An amplitude
vector 𝐴𝐴 = [𝐴𝐴1 𝐴𝐴2 … 𝐴𝐴𝑁𝑁 ] is formed with these measurements. Amplitude variation is defined as the

difference between the highest amplitude value and the lowest amplitude value in A,

𝛥𝛥𝐴𝐴 = max(𝐴𝐴) − min(𝐴𝐴).

(7.5)

Furthermore, the mean amplitude of the cluster is defined as the average of the amplitude of its
individual scattering points,
1

𝜇𝜇𝐴𝐴 = 𝑁𝑁 ∑𝑁𝑁
𝑖𝑖=1 𝐴𝐴𝑖𝑖

(7.6)

Another useful statistic is the amplitude variance of the cluster,
1

2
𝜎𝜎𝐴𝐴 2 = 𝑁𝑁 ∑𝑁𝑁
𝑖𝑖=1(𝐴𝐴𝑖𝑖 − 𝜇𝜇𝐴𝐴 ) .
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(7.7)

Based on the micro-Doppler measurements, a number of attributes can be calculated using a
velocity vector 𝑣𝑣 = [𝑣𝑣1 𝑣𝑣2 … 𝑣𝑣𝑁𝑁 ] formed with velocity measurements for a given cluster. First, the

velocity variation is defined as the difference between the highest velocity value and the lowest velocity
value of the individual reflections clustered,

𝛥𝛥𝑣𝑣 = max(𝑣𝑣) − min(𝑣𝑣).

(7.8)

The mean velocity of the target cluster is defined as the average velocity of its individual scattering
points,
1

𝜇𝜇𝑣𝑣 = 𝑁𝑁 ∑𝑁𝑁
𝑖𝑖=1 𝑣𝑣𝑖𝑖

(7.9)

In addition, the velocity variance of the clustered scattering points is
1

2
𝜎𝜎𝑣𝑣 2 = 𝑁𝑁 ∑𝑁𝑁
𝑖𝑖=1(𝑣𝑣𝑖𝑖 − 𝜇𝜇𝑣𝑣 ) .

(7.10)

Finally, we define the change in velocity variation from one scan to the next as

𝛿𝛿𝑣𝑣 = �𝛥𝛥𝑣𝑣(𝑖𝑖+1) − 𝛥𝛥𝑣𝑣(𝑖𝑖) �.
7.2

(7.11)

TRACKING PARAMETERS

Heuel et al. [22] first proposed the use of a second tracking step to improve the correct
classification rate for complex traffic scenarios, i.e. large ranges, partially hidden or tangentially moving
targets. The tracking algorithm observes the targets over several adjacent scans, and is able to extract
additional specific signal features based on the velocity, range and azimuth measurements. For this
purpose, we used an interacting multiple model extended Kalman filter with a constant turn (CT) model
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to describe the motion [60, 61]. Although the development and implementation of the algorithm are
outside the scope of this dissertation, we will briefly describe it to understand the features extracted since
we will make use of them in the classification stage.
The CT model assumes that the target is moving along a circular path with constant speed and
turning rate, and changes in speed and turning rate are modeled as Gaussian signals in white noise. The
state vector for the CT model is

𝑋𝑋𝐶𝐶𝐶𝐶 = [𝑥𝑥 𝑦𝑦 𝑣𝑣 𝛼𝛼 𝜔𝜔]𝑇𝑇 .

(7.12)

Here x and y represent the target position in a Cartesian coordinate system, v is the velocity on
the xy plane,  is the angular position and ω is the turning rate. The predictions made by the Kalman filter
are based on the current state vector and the chosen motion model, whose parameters are updated
recursively. The covariance of the estimation error depends on how well the movement of the target is
represented by the chosen movement model. Thus, we selected the diagonal components of the error
covariance matrix and the estimated turn rate as relevant additional features for target class discrimination.
These attributes are summarized in Table 7.2.

Table 7.2: Attributes extracted via Kalman tracking.
Attribute

Description

(σx)2

Variance of x-position error

(σy)2

Variance of y-position error

(σvx)2

Variance of x-velocity estimate error

(σvy)2

Variance of y-estimate error

𝜔𝜔

Estimated turn rate
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7.3

CLASSIFIER IMPLEMENTATION, TRAINING AND RESULTS

The final step in the process is the training of a classification algorithm to perform automatic
discrimination of target types. The preparation steps involve collecting sufficient amounts of field data for
the model to extract the underlying patterns, processing the collected data (clustering and feature
extraction), data visualization to verify the correctness of the processed data and storage of the preprocessed label data in an appropriate data format for feeding it to the classification training platform.
As the objective of the system is to perform real-time classification, each instance of the
database use for training/testing consist of the values for all the defined attributes calculated on the scatters
received by the radar over three consecutive scans. Values are computed on MATLAB and extracted into
an excel sheet.
We selected the Weka platform [62] to perform our training because of its comprehensive
collection of unsupervised and supervised machine learning algorithms and tools, as well as its opensource nature. To upload datasets into this platform, we formatted them into a standard attribute-relation
file format (ARFF). Each data entry represents a classification instance, with a value for each of the
features or attributes defined. As different attributes are measured in different units, we standardized each
attribute independently to ensure each attribute value has a normal distribution with zero mean and unit
standard deviation.
Since most classification algorithms make their predictions to minimize the probability of incorrect
classification, it is important to ensure the input data is balanced, i.e. that we have approximately the same
number of instances for each target type to avoid biasing the classifier’s response. Although our dataset
is approximately evenly balanced, we had a higher number of pedestrian instances, so we applied a
Synthetic Minority Over-sampling Technique (SMOTE) [63] on the bicyclist and car data sets. This
approach over-samples the minority classes by randomly choosing k minority class nearest neighbors and
introducing synthetic examples along the line that joins them. After this process, we had a standardized
balanced data set ready to perform the classifier training, consisting of 3271 instances per class.
A higher number of attributes does not always translate to a better classification performance,
since some features may confuse the classifier, thus it is necessary to select the feature subset that improves
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the classification results. The feature selection can be performed following two fundamentally different
approaches. The first one, called the filter method, makes an independent assessment of each attribute by
analyzing its correlation with the output class, and selects the most promising subset. The second one,
known as the wrapper method, incorporates the learning algorithm into the selection procedure. The
wrapper approach, although more costly from a computational point of view, provides superior results
[62, 64]. Thus, we used the wrapper method to select our feature subset.
Weka provides an extensive amount of options for the selection of the classification learning
algorithm. Although it is not possible to determine a priori which algorithm will perform better for an
specific problem, we decided to use a neural network to build the basis for a future extended multi-sensor
target classification through a deep neural networks approach [65]. Recall that for this project we are
focusing on radar labeled data.
Once the neural network was trained, we evaluated the performance of our model on a different
data set. There are several ways to organize the data into training and testing sets. We used a standard 10fold cross-validation approach, in which the data is randomly divided in to 10 parts, and each part is held
out in turns and the learning scheme is trained on the remaining nine-tenths and tested on the hold-out set.
The learning procedure was executed 10 times, and the error estimates were averaged to yield the overall
error estimate [62].
We started the feature selection process by training a neural network, identified as multilayer
perceptron in Weka, with a single input attribute. Correct classification rates for each attribute in a standalone configuration are shown in Table 7.1. Recall that random classification would yield a correct
classification rate of 33.3%.
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Table 7.3: Correct classification rate using a NN with one input feature.
Attribute Correct Classification Rate
wx

64.8%

𝑤𝑤𝑦𝑦

50.1%

μR

38.9%

N

36.0%

μA

35.7%

ΔA

39.3%

(σA)2

40.0%

Δv

46.2%

𝛿𝛿𝑣𝑣

43.0%

(σv)2

35.3%

(σx)2

33.9%

(σy)2

33.4%

(σvx)2

33.4%

(σvy)2

33.8%

𝜔𝜔

33.3%

We observed that when using only one attribute, the best performance is achieved when selecting
that attribute to be the wx. Next, we repeated the process for a neural network with two input attributes,
the first one being the wx and the second one any of the other features. Results are shown in Table 7.2
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Table 7.4: Correct classification rate using a NN with two input features, the first attribute being the wx.
2nd Attribute Correct Classification Rate
𝑤𝑤𝑦𝑦

67.0%

μR

65.1%

N

66.8%

μA

66.0%

ΔA

65.0%

(σA)2

63.7%

Δv

68.8%

𝛿𝛿𝑣𝑣

66.4%

(σv)2

65.9%

(σx)2

64.5%

(σy)2

65.0%

(σvx)2

64.2%

(σvy)2

64.2%

𝜔𝜔

64.6%

We observed that the best performance is achieved when the Δv is selected as the second feature.
We repeated this process until adding a new attribute did not result in a performance improvement. In our
case, we obtained the best performance when using all the attributes as inputs for the neural network.
We modified the values of the learning rate parameter, momentum and training to find global
minimum of the cost function [62]. We achieved the best results when we set the learning rate to 0.2, the
momentum to 0.2 and the training time to 10,000, with a correct classification rate of 91.1%. The
architecture of the network is displayed on Figure 7.1. All hidden layer nodes were sigmoid functions, and
all output nodes are unthresholded linear units.
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Figure 7.1 Architecture of the Neural Network

The summary of its performance is shown in Figure 7.2, where we can observe that 8942 of the
9813 instances were correctly classified and only 871 were incorrectly classified, which constitutes a
91.124% correct classification rate. We can also observe the confusion matrix, which displays the actual
label of each instance versus the label assigned to it by the classifier allowing us to observe the statistics
per class, and is summarized on Table 7.5. In the confusion matrix we observed that, while only 50
instances labeled as cars were classified as pedestrians and only 36 pedestrians were classified as cars,
errors between bicyclists and pedestrian targets and between bicyclist and pedestrian targets were higher.
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Figure 7.2 Performance summary of the neural network

Table 7.5. Confusion matrix of the neural network
Actual/Classified

Bicyclist

Pedestrian

Car

Bicyclist

2902

171

198

Pedestrian

198

3037

36

Car

218

50

3003

Although the overall performance of the network shows an accuracy greater than 90%, we observe
in the confusion matrix of Figure 7.3 that the classification algorithm yields more accurate results for the
case of car targets than for the case of pedestrian or bicyclist targets. If our primary interest would be to
detect vulnerable road users to enhance their protection, i.e. emitting warning signals for the driver or
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forcing the driver to keep a wider distance, it may be desirable to reinforce the correct detection of
vulnerable road users at the cost of a poorer overall performance. This can be achieved by assigning
different costs to different error types [62]. By introducing a relatively high cost to pedestrians and
bicyclists misclassified as cars, we can minimize the number of misclassifications for this target types.
The summary of its performance of the cost classification training is shown in Figure 7.3, where we can
observe that 8690 of the 9813 instances are correctly, which constitutes a 88.556% correct classification
rate. We can also observe the cost matrix used, which reflects the cost we assigned to different error types,
and is summarized in Table 7.6, and the confusion matrix obtained, which is summarized on Table 7.7.

Figure 7.3 Performance summary of the neural network with cost classification
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Table 7.6. Cost Matrix of the second Neural Network implementation
Actual/Classified

Bicyclist

Pedestrian

Car

Bicyclist

0

1

10

Pedestrian

1

0

10

Car

1

1

0

Table 7.7. Confusion Matrix of the second Neural Network implementation
Actual/Classified

Bicyclist

Pedestrian

Car

Bicyclist

3062

146

63

Pedestrian

169

3098

4

Car

636

105

2530

If our objective is to avoid pedestrians and bicyclist to be classified as cars, we can force it by
selecting a higher cost for this error type. Although this would result in a much lower overall classification
rate, it may be desirable for certain applications, i.e. if the classification result defines the separation when
overpassing the target. The summary of a neural network trained with a high cost assigned to vulnerable
road users classified as cars is shown in Figure 7.4, where we can observe that only 6338 of the 9813
instances are correctly, which constitutes a 64.6% correct classification rate. We can also observe the cost
matrix used, which reflects the cost we assigned to different error types, and is summarize in Table 7.8,
and the confusion matrix obtained, which is summarized on Table 7.9.
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Figure 7.4 Performance summary of the neural network with cost classification

Table 7.8. Cost Matrix of the third Neural Network implementation
Actual/Classified

Bicyclist

Pedestrian

Car

Bicyclist

0

1

50

Pedestrian

1

0

40

Car

1

1

0
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Table 7.9. Confusion Matrix of the third Neural Network implementation
Actual/Classified

Bicyclist

Pedestrian

Car

Bicyclist

3096

175

0

Pedestrian

193

3078

0

Car

3003

104

164
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Chapter 8: Conclusions
The purpose of this dissertation was to discuss the development of a novel neural-network based
target classification algorithm for a commercial automotive radar where the main goal was to discriminate
from among three items: pedestrians, bicyclists, and automobiles.
During field experimentation, we found that radar internal detection threshold prevented
the clustering of low reflectivity target components. In order to cluster those components we artificially
increased the reflectivity of some parts of the targets (i.e. pedestrian and bicyclist legs). Notwithstanding,
we conducted a formal analysis of the micro-Doppler spectrum of the targets, observing similarities
between simulated and real signatures, and verified that the micro-Doppler spectrum attributes are suitable
features for such discrimination in combination with other attributes. In the test cases we considered, we
observed a clear difference in the micro-Doppler spectrum at far and mid ranges. When the targets are
located at short range, however, the micro-Doppler spectrum of a car and bicyclist showed similar
behavior. The main difference between the two was in the number of reflecting points observed as the
target passes by the HV. Therefore, although the micro-Doppler spectrum of the targets can be used as a
feature for classification, it must be used in combination with other features to ensure optimal
classification results. The selected features are the number of scattering points per cluster, mean range,
window size in the x-direction and in the y-direction, amplitude variation, mean amplitude, amplitude
variance, velocity variation, change in velocity variation, velocity variance, variance of x-position and yposition error, variance of x-velocity and y-velocity estimate error and estimated turn rate.
When training the classification system, we observed that the highest amount of incorrect
classified instances were between an automobile and bicyclist.

Consequently, we explored cost

classification as an option to minimize or completely eliminate this type of errors. Results of the proposed
classification approach indicate that an accuracy rate of 91% is achievable.
In the automobile industry, the overarching goal for using this system is to increase driver
awareness of the presence of vulnerable road users.

Thus we considered the minimization of

misclassifications of this type a priority. We concluded that it is possible to effectively discriminate
between different components of urban traffic using automotive radar and supervised machine learning
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techniques under low clutter conditions and high SNR. The analysis was conducted in low clutter
environments and high SNR conditions. Future experiments must be carried out in heavy clutter
conditions and lower SNR. We anticipate that as new generations of radars are developed and data from
different sensors are combined this results will be achievable under less-favorable conditions.
With the purpose of improving the quality of collected data, we established potential lines of work
that would have a positive impact on the classification for complex scenarios. Multi-target scenarios and
high-clutter scenarios will represent a greater challenge and improved radar sensors or multisensory setups
will be required to maintain or improve the classification rate. Multi-sensor scenarios will require
networks of higher dimensionality, and thus deep-learning techniques must be investigated to reduce the
data labeling efforts and parallelize the training process. As recommendations for improving the current
system that would result in better classification capabilities for complex scenarios, we established that:
•

Angular resolution may be improved increasing the number of receiving elements per

antenna.
•

Amplitude discrimination would benefit from an adjustable detection/clustering threshold

to identify components of a target with low reflectivity.
•

An increase on the system’s bandwidth would result on a finer range resolution, increasing

the number of points resolved per scan and therefore the information available for the decision-making
process.
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