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PREFACE 
This thesis entitled "Some Problems In Reliability Theory" is submitted 
to Aligarh Muslim University, Aligarh, India, to supplicate the degree of 
Doctor of Philosophy in Statistics. It consists the research work carried 
out by me in the Department of Statistics & O.R., Aligarh Muslim 
University, Aligarh, India. 
In recent times, Reliability theoretic ideas and methods have been used 
successfully in several areas. Reliability theory made contributions to 
many mathematical and statistical disciplines. It is playing an increasing 
role in almost all-engineering discipline. It is also used in several other 
areas of investigation such as demography, quening theory and 
economics. The list of ares where reliability theory is used is endless. 
This thesis presents some basic concepts of reliability and its applications 
in different fields. The emphasis is on the reliability of stress-strength 
model for various life-time distributions. It consists of six chapters each 
of which is briefly described hereunder. 
The leading chapter gives a brief introduction of Reliability theory and its 
uses. The material available is very vast and I had to choose the material 
selectively but I hope what I have selected serves as a good introduction 
and gives a precise idea about this interesting field. It consists of basic 
I 
concepts of reliability theory and description of life-time distributions 
used in reliability theory. 
Chapter 2 is devoted to the Family of Generalized Gamma distribution. 
There are many distributions that are particular cases of this distribution, 
but we consider only three of them, namely Truncated Normal, Rayleigh 
and Maxwell distribution for their simplicity, possible mathematical 
manipulations and wide special use. We have presented their basic 
characteristics and their relationship. We have also mentioned the new 
form of Generalized Gamma distribution. 
In chapter 3 we take into account 'strength-reliability' of the equipment 
that is, probability that the strength of an equipment exceeds the stress 
that it is likely to be subjected to. Alternatives for augmenting the 
Exponential strength-reliability have been suggested against the 
Exponential stress. Part of the matter presented in this Chapter has been 
already been published Alam, S.N. (2002). 
r 
Chapter 4 deals with the problem of strength of a manufactured item with 
Power Function distribution, facing an Exponential stress. It is suggested 
that the item be so designed that it has parameters with capability to meet 
the challenge with a given probability. The results presented in this 
chapter are accepted for publication Alam, S.N. and Roohi (2003). 
In Chapter 5 we consider the problem of strength and both following 
independent Weibull distribution with different parameters. An attempt 
II 
has been made to identify suitable values of the parameters of strength 
distribution for selected values of the parameters of stress distribution so 
as to have a desired level of 'strength-reliability'. 
We know that maintenance play an important role in reliability theory 
and it increases the lifetime of an item or system at lower cost. In Chapter 
6, we have shown as to preventive maintenance affect on different life-
time distributions. 
The Chapters have been supported with figures, tables and examples 
wherever required. A list of figures with their page numbers is given after 
the Content. 
A comprehensive list of references arranged in alphabetical order has 
been presented at the end. 
Critical evaluation and suggestion regarding the work will be highly 
appreciated and gratefull> acknowledged. 
Ill 
Chapter - 1 
Elements of Reliability Theory 
1.1 Introduction 
What is Reliability? 
We often talk of an 'object' being reliable in the sense that it can be 
trusted to perform a certain job to the satisfaction of the 'user' under 
'normal conditions'. For example, a car is said to be reliable if we are 
sure to complete our journey without any breakdown on the way, 
provided nothing unusual (like hailstorm, fog, torrential rain or an 
accident) happens. Of human beings, newspersons often talk of 'reliable 
sources'. In both the cases the word reliable means 'dependable' or 
'trustworthy'. 
The scientific meaning of the term reliability is 'repeatability' or 
'consistency'. A measure is considered reliable if it would give us the 
same result over and over again (assuming that what we are measuring 
isn't changing). 
Reliability as a concept in Industrial Engineering can be defined as 
'freedom from failure', 'the ability to perform the specified mission' for a 
specified time under specified conditions. 
In the field of Statistics, the reliability is defined as the characteristic of 
an item expressed by the probability that it will perform a required 
function under stated conditions for a stated period of time. 
How to Measure Reliability? 
Out of several definitions available, the most comprehensive definition of 
reliability is given by Crowder et al. (1991): 
'Reliability of a system (or a component) refers to its ability to operate 
properly according to a specified standard.' 
Going by this definition, it is felt that different measures of reliability are 
necessary, as different devices may have different objectives and 
standards. The use of a certain device actually determines the kind of 
reliability measure that is most meaningful and most useful. For example, 
the reliability measure associated with nuclear power reactor components 
is frequently taken to be the failure rate, since failure of a reactor is of 
primary concern. On the other hand, a power supply for a deep space 
probe must function without failure for the entire mission duration and so 
the probability of survival for the mission, is the most important measure 
of reliability. We now describe a commonly used measure of reliability 
that is based on the probability of an item that functions until first failure, 
functioning beyond some specified time. 
Reliability function: 
Reliability is described by the reliability function R(t), that is the 
probability that a system or a component will carry out its mission 
through time t (Rigdon & Basu (2000)). 
The reliability function (also called the survival function) evaluated at 
time t is just the probability that the failure time T is beyond time t. 
Thus the relation that defines the reliability function is given by 
R(t) = P(T>t) = l-F(t), 
where F(t) is the cumulative distribution function of the failure time T, 
which is supposed to be a random variable. 
2 
If T, the time to failure, has a probability density function /( / ) , then 
t 00 
R(t) = 1 - Fit) = 1 - \f(t)dt = \f{t)dt. 
0 t 
1.2 Basic Concepts Of Reliability 
The Expected Life: 
The expected life, or the expected time during which an item functioning 
until first failure will perform successfully, is defined as 
GO 
W)= \tf(t)dt , 
o 
where f(t) is the pdf of 7\ the lifetime of the item. As the lifetime of an 
item has to be non-negative, we must have /(f) defined for T>0. 
Another convenient method for determining the expected life is given by 
00 
E(T) = \R(t)dt. 
0 
This may be shown to be true by integration by parts. E(T) is also known 
as the mean time to failure (MTTF). 
Failure Rate and Hazard Function: 
The failure process is usually quite complex and it is often difficult to 
understand the mechanics of the underlying process. It is even more 
difficult to mathematically describe a failure process. 
However, these difficulties can be overcome by applying the concept that 
permits different distributions to be distinguished on the basis of physical 
considerations. Such a concept is expressed as a hazard rate. A closely 
related concept is that of failure rate. 
3 
Failure Rate: 
The probability of failure of a system in a given time interval [t\,t
 2]can 
be expressed in terms of either the unreliability function given by 
h h tx 
\f{t)dt= \f(t)dt- ]f(t)dt = F{t2)-F(t]), 
t] — 00 —CO 
or in terms of the reliability function given by 
?2 co oo 
\f{t)dt = \f(t)dt - \f(t)dt 
h h h 
= R(tO-R(t2)-
The rate at which failures occur in a certain time interval [t\ ,t2] ls called 
the failure rate during that interval. It is defined as the probability that a 
failure per unit time occurs in the interval, given that a failure has not 
occurred prior to t\ the beginning of the interval. Thus the failure rate is 
given by 
R(tQ-R(t2) 
( f 2 - ' i W i ) ' 
Note that the failure rate is a function of time period. 
The rate in the above definition is expressed as failure per unit time. In 
practice the time units might be replaced by kilometres, revolutions stress 
and so on. 
Hazard Rate: 
The hazard rate (or hazard rate function or, simply hazard function) is 
defined as the limit of the failure rate as the length of the interval, [t\,t2] 
approaches zero. Thus, it is instantaneous failure rate. 
The hazard rate h(t) is defined as 
4 
h{t) = limAf_>0 R(t) - R(t + At) 
AtR(t) 
d\nR(t) f(t) 
Rit) dt Rit) 
dt Rit)' 
The quantity hit)dt represents the probability that a device of age t will 
fail in the small interval of time t to t + At. The importance of the hazard 
rate is that it indicates the change in the failure rate over the life span of 
the device. For example, two designs may provide the same reliability at 
a specified point in time, however the failure rates up to this point in time 
may differ. The failure rate is analogous to the death rate, in actuarial 
theory, as the hazard function is analogous to the force of mortality. 
A typical Hazard rate generally has the so-called bathtub shape shown in 
the figure 1.2.1. 
The Balhtub Curve 
Imrbwic 
Fallwr* 
Ported 
l i iu f 
Fig 1.2.1: A typical (bathtub) hazard rate curve. 
In the above figure three distinct failure regions are indicated. The first, 
called the initial failure region, is characterized by a decreasing failure 
rate. It represents early failures due to material or manufacturing defects. 
5 
Good quality control and burn-in product testing may reduce the chances 
of early failure or even eliminate it altogether. 
The second region, called the chance or random failure region, is 
characterized by a constant failure rate. It represents chance failures 
caused by sudden stresses, unusually severe and unpredictable operating 
conditions, and so on. To minimize or eliminate these would require a 
device that is over designed for the vast majority of situations. 
The third position, called the wear-out failure region, is typified by an 
increasing failure rate, resulting from equipment deterioration, 
accumulated shocks, fatigue and the like. 
Thus it may be more convenient to select a distribution of the shape 
characteristics of the hazard rate rather than the shape of the pdf. 
It can be shown mathematically that a hazard function must satisfy the 
condition 
CO 
\h(t)dt = oo 
0 
where hit) > Ofor all t > 0. 
Cumulative Hazard Function: 
Based on the concept of hazard function, we also define Cumulative 
Hazard Function or integrated hazard function given by 
t 
H{t) = \h{r)dr, t > 0. 
0 
It is easy to see that cumulative hazard function satisfies the following: 
(i) //(0) = 0, 
(ii)limr_>00//(0 = °o, 
(iii) Hit) is non-decreasing. 
6 
The cumulative hazard function may be used for the following: 
(i) Variate generation in Monte Carlo simulation. 
(ii) Implementing certain procedures in statistical inference. 
(iii) Defining certain distribution classes. 
Reliability and Safety Factor: 
In the design of any system, a major concern is the determination of an 
acceptable level of risk of failure on the basis of economic and/or social 
consequences associated with such risks. This is usually accomplished by 
means of a quantitative analysis of the reliability and safely of the system. 
The safety factor is the most direct design provision for increasing 
reliability. Usually, cost is the sole restriction on the degree in which the 
safety factor is used in the construction industry. On the other hand, in 
industries such as electronics, aviation and space, weight and 
performance are the major factors. The need for additional fuel for a 
space mission is many times greater than the weight of the traditional 
payload as each gram of payload costs dearly. Generally, in such systems, 
the safety factor is as little as 10%. If such low factors are to be used, 
knowledge of the distribution of stresses and strengths and their 
relationship is essential. If the probability distribution for strength and 
stress are exactly known or may be approximated by some well-known 
distributions (like Normal, Exponential or Weibull), then the safety factor 
can easily be defined mathematically. Thus the study of stress-strength 
model for reliability is an important component of the safety factor 
analysis. 
Stress-Strength Models for Reliability: 
It is a well-accepted fact that the strength of a manufactured unit is a 
variable quantity that should be modelled as a random variable. This fact 
7 
forms the basis for all of reliability modelling. In practice, reliability of a 
manufactured item is defined as the probability of its 'failure-free' 
operation up to and beyond a specified time. It is supposed to be time 
dependent and it is further supposed to be indicative of its capability to 
function within a time frame. However, there is an alternate way of 
looking at the reliability of an item, that is, its capability to withstand the 
stress that it is likely to be subjected to by its operating environment. 
Hence there is a need to take into account the stress conditions of the 
operating environment. That is, uncertainty about the actual 
environmental stress to be encountered should also be modelled as a 
random variable. The term 'stress-strength model' makes explicit that 
both stress and strength are treated as random variables. A model 
proposed by Birnbaum (1956) is the first known stress-strength model. It 
can be summarized as follows: 
"Let the stress X has continuous distribution F(x) and strength Y has 
continuous distribution G(y), where Zand Ycan be treated as 
independent random variables, then-MM Ytt^fxbluM £ C^OM, i f c n v 
^A\0£ R = JF(y)dG(y) = {[1 - G(x)]df(x) = P(Y > X)." 
Thereafter, the stress-strength model has been extensively used in civil, 
mechanical and aerospace engineering designs. We quote from Johnson 
(1988): 
"Let X be the stress placed on a unit by its operating environment. In 
many applications, X is taken to represent the maximum value attained 
by a critical kind of stress. Lloyd and Lipow (1962) describe an 
application where X is the maximum chamber pressure generated by the 
ignition of a solid propellant in a rocket engine. Kececioglu (1972) 
discusses a case where a torsion stress is the most critical type of stress 
for a rotating steel shaft on a computer. Typically, the stress variable is 
8 
the most difficult to model accurately because of the lack of sufficient 
data. 
In the simplest stress-strength model, X is the stress placed on the unit 
by the operating environment and Y is the strength of the unit. A unit is 
able to perform its intended function if its strength is greater than the 
stress imposed upon it. In this context, we define reliability (R) as 
^ = Probability that the unit perform its task satisfactorily. 
That is, reliability is the probability that the unit is strong enough to 
overcome the stress." 
Usually the studies have been carried out about the evaluation of 
P(X > Y), (where X and Y are assumed to follow some known form of 
probability distributions) and then its statistical properties are studied. For 
example, see Nandi And Aich (1994), Reiser and Guttman (1986), Beg 
and Singh (1979), Downton (1973), Church and Harris (1970). 
A 
Reliability of Systems: 
A system is generally understood as a set of components assembled to 
perform a certain activity. To evaluate the reliability of a complex 
system, we may apply a particular failure law to the entire system. But it 
will be proper if we determine an appropriate reliability model for each 
component and then compute the reliability of the system by applying the 
relevant rules of probability according to the configuration of the 
components within the system. 
Series Configuration: 
Series or non-redundant configuration is one in which the components of 
the system are connected in such a way that all components must function 
for the system to function. In other words the failure of any one of the 
components causes system failure. 
9 
If Q,C2, C„be the set of nindependent components arranged 
in series with individual reliabilities Ri(t),R2(t), R„(t) 
respectively, as given in the figure 1.2.2 
#. R- R> 
Fig 1.2.2: Series Configuration 
and Rs(t)bQ the reliability of the system, then 
Rs(t) = Ri(t)Jl2(t) Rn(t) 
<mm{Rl(t),R2(t), ,R„(t)}. 
i.e., the system reliability will not be greater than the smallest of the 
component reliabilities. 
Parallel Configuration: 
Parallel or redundant configuration is one in which the components of 
the system are connected in such a way that all components must fail for 
the system to fail. This means that if one or more components function, 
the system continues to function. 
If C\,C2, Cnbe the set of «independent components arranged 
in parallel with individual reliabilities R\{t),R2{t), Rn{t) 
respectively as given in the figure 1.2.3. 
10 
1 
2 
9 
* 
n 
Fig 1.2.3: Parallel Configuration 
Let Rp{t) denote the reliability of such a system, then 
^ ( 0 = l - ( l - * i ) ( l - * 2 ) 0-^1.) 
>max{^,^2 s #«} 
•Where 7?, is the reliability of i* component. 
Parallel-Series Configuration: 
A system, in which m subsystems are connected in series, where each 
subsystem has n components connected in parallel, is said to be in 
parallel-series configuration or low-level redundancy. 
If R is the reliability of each of the individual components, the reliability 
of each of the subsystems is given by 
Since m subsystems are connected in series the system reliability for the 
low-level redundancy is given by 
Rlow={\-(\-Rf}m. 
11 
Series-Parallel Configuration: 
A system, in which m subsystems are connected in parallel, where each 
subsystem has n components connected in series, is said to be in series -
parallel configuration or high-level redundancy. 
If R is the reliability of each component, the reliability of each of the 
subsystems 
Rs« - R . 
Since m subsystems are connected in parallel the system reliability for the 
high-level redundancy is given by 
high = l - ( i - ^ " ) w -
Maintainability: 
No equipment (system) can be perfectly reliable in spite of the utmost 
care and best efforts on the part of the designer and manufacturer. For a 
large number of systems, maintenance is a must, as it is one of the 
effective ways of increasing the reliability of the system. 
Usually two kinds of maintenance are adopted, (i) Preventive 
Maintenance and (ii) Corrective or Repair Maintenance. Preventive 
maintenance is maintenance done periodically before the failure of the 
system, so as to increase the reliability of the system by removing the 
ageing effects of wear, corrosion, fatigue and related phenomena. On the 
other hand, repair maintenance is performed once the failure has 
occurred so as to return the system to operation as soon as possible. 
It is generally assumed that a preventive maintenance action is less costly 
than a repair maintenance action. 
12 
Reliability Under Preventive Maintenance: 
Let R(t) and Rm(t)be the reliability of a system without maintenance and 
with maintenance. Let the preventive maintenance be performed on the 
system at an interval of T. Since Rm(t) = P (the maintained system does 
not fail before t), we have 
Rm(t) = R(t), 0<t<T. 
After performing the first maintenance operation at T, we get 
Rm it) = P{ the system does not fail up to T and it survives for a time 
(t - T) without failure} 
= R(T).R(t-T), T<t<2T. 
In general, after n maintenance operations, we have 
Rm (t) = {R(T)f.R(t - nT), nT < t < {n+ Y)T. 
Repair Maintenance-maintainability: 
A measure of how fast a component (system) may be repaired following 
failure is known as maintainability. Repairs require different lengths of 
time and even the time to perform a given repair is uncertain (random), 
because circumstances, skill level, experience of maintenance personnel 
and such other factors vary. Hence the time T required to repair a failed 
component (system) is a continuous random variable. 
Maintainability is mathematically defined as the cumulative distribution 
function (cdf) of the random variable T, representing the time to repair. It 
is denoted by M(t) where 
t 
M{t) = P{T <t}= \m(t)dt, 
0 
where m(t) is the pdf of T. 
13 
Availability: 
Closely associated with the reliability of repairable (maintained) systems 
is concept of availability. Like reliability and maintainability, availability 
is also a probability. 
Availability is defined as the probability that a component (or system) is 
performing its intended function at a given time ' / ' on the assumption 
that it is operated and maintained as per the prescribed conditions. This is 
referred to as point availability and denoted by A(t). Then, 
1 h 
A(t2-h) = Uwt 
1 l
 h 
is called the interval availability or mission availability. 
In particular, the interval availability over the interval (0,7) is given by 
1 T A(T) = - \A(t)dt. 
0 
Now l i m ^ ^ A(T) is called the steady state or asymptotic or long run 
availability and denoted by A or A(co). 
It can also be represented as 
MTTF 
,4(oo) 
MTTF + MTTR 
1.3 Some Important Life-Time Distributions 
Since the life-time of equipment has to be non-negative, only those of the 
probability distributions that are defined over (0,oo) may be used as a 
life-time distribution. Hence we say that life-time of an equipment, T, 
follows a probability density function f(t) where f{t) > Ofor T > Oonly. 
In what follows we discuss some important life-time distribution and their 
important features and characteristics. 
14 
1.3.1 The Exponential Distribution: 
The (negative) Exponential distribution is a very commonly used 
distribution in Reliability (Engineering) Statistics just as the Normal 
distribution is in other areas of Statistics. Due to its simplicity, it has been 
very widely employed even in the cases where its use may not be 
convincingly justified. Davis (1952), Epstein (1958), Barlow and 
Proschan (1965) are among those who have put forth arguments in its 
favour. 
The exponential distribution is inherently associated with the Poisson 
process. Exponential distribution also occurs in several other contexts, 
such as the waiting time problems. Maguire, Pearson and Wynn (1952) 
studied mine accidents and showed that time intervals between accidents 
follow Exponential distribution. 
The pdf of Exponential distribution is given by 
f{t) = me~mt =~e~tlX, t>0,A>0,m>0. 
A 
Where, 
• m= constant failure rate, in failures per unit of measurement, e.g. 
failures per hour, per cycle, etc. 
• A = mean time between failures, or to a failure, 
• / = operating time, life, or age, in hours, cycles, miles, actuations, etc. 
This distribution requires the knowledge of only one parameter, A, for 
its application. Some of the characteristics of the one-parameter 
Exponential distribution are given in Kececioglu (1991). 
Statistical Properties of Exponential distribution: 
The Mean or MTTF 
The mean, T , or mean time to failure (MTTF) is given by 
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00 
f = \tf(t)dt = X . 
0 
Also, it can be shown that its Median =0.6931, Mode = 0 and Standard 
deviation = A. 
The following points may be noted 
(i) MTTF is the inverse of the Exponential distribution's constant failure 
rate. This is only true for the Exponential distribution. No other 
distribution has a constant failure rate, as it is the characteristic property 
of the Exponential distribution. Consequently, the inverse relationship 
between failure rate and MTTF does not hold for any other distribution. 
(ii) Since Mode<Median<Mean, the distribution is obviously positively 
skewed. 
(iii) SD = Mean implies that the dispersion of an Exponential distribution 
cannot be controlled separately; increasing the mean life-time will result 
in an increased dispersion. 
The Exponential Reliability Function: 
The Exponential cumulative distribution function (cdf) is given by, 
F(t) = \-e-t/A, t>0. 
Recalling that the reliability function of a distribution is simply one 
minus the cdf, the reliability function of the Exponential distribution is 
given by 
R(t) = e~tlx, t>0. 
The Exponential Conditional Reliability: 
The exponential conditional reliability gives the reliability of an item or 
equipment for a further duration of t2, having already successfully 
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accumulated /] hours of operation from the beginning of the mission. It is 
given by 
R(tl+t2\tl) = P(T>t]+t2\T>tl) 
-hi A. 
This says that the reliability for a mission of duration t2, undertaken after 
the item or equipment has already accumulated t\ hours of operation 
from age zero, is only a function of the mission duration, and not a 
function of the age at the beginning of the mission. This, in turn, implies 
that the item functioning during the mission period as if it is a new item, 
or we can say that if a unit has survived t hours, then the probability of 
its surviving an additional h hours is exactly the same as the probability 
of surviving h hours of a new item. This is referred to as the memory less 
property of the Exponential distribution. 
The Exponential Failure Rate Function: 
The exponential failure rate function is given by 
Rif)
 e-t/* A 
which is a constant. Once again, note that the constant failure rate is a 
characteristic of the Exponential distribution. 
A Word of Caution: 
As mentioned before, the primary trait of the Exponential distribution is 
that it is used for modelling the behaviour of items with a constant failure 
rate. It has a fairly simple mathematical form, which makes it fairly easy 
to manipulate. Unfortunately, this fact also leads to the use of this model 
in situations where it is not appropriate. For example, it would not be 
appropriate to use the Exponential distribution to model the reliability of 
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an automobile. The constant failure rate of the Exponential distribution 
would require the assumption that the automobile would be just as likely 
to experience a breakdown during the first mile as it would during the one 
hundred-thousandth mile. Clearly, this is not a valid assumption. 
However, some inexperienced practitioners of reliability engineering and 
life data analysis may overlook this fact, lured by the siren-call of the 
Exponential distribution's relatively simple mathematical manipulations. 
Estimation of Parameter: 
If a random sample of size n is taken from an Exponential population, 
then sample mean x is a maximum likelihood estimator of the parameter 
X. As V(x) = A In satisfies the Cramer Rao inequality, it is also a 
MVUE of A. 
Reliability Estimator: 
Although R(t) is easy to compute by substituting the MVUE of X, like 
most maximum likelihood estimators, it is biased. In fact, actual 
derivation of E(R(t)) is difficult and uses a complicated special function. 
Thus the estimate of reliability function obtained by Sinha (1976) is given 
as 
(»-l)!UJ 1 IVAJJ 
where kn{.) is the modified Bessel function of the second kind of order n. 
1.3.2 Weibull Distribution: 
Of all the probability distributions available for reliability problems, 
Weibull distribution is the most commonly used probability distribution 
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in the field of industrial engineering as well as for failure data analysis, 
(also known as life data analysis). 
The distribution is named after Waloddi Weibull, a Swedish physicist, 
who used it in 1939 to represent the distribution of the breaking strength 
of materials. Kao, J.H.K. (1958-1959) advocated the use of this 
distribution in reliability studies and quality control work. Leiblein and 
Zelen (1956) used it as a model for ball bearing failures. Mann (1968) 
gave a variety of situations in which the distribution is used for other 
types of failure data. 
Application: 
Berrettoni, J.N. (1964) has described many applications of the Weibull 
distribution, using graphical methods in most cases. The Weibull 
distribution is sometimes used as a tolerance distribution in the analysis 
of quantal response data. 
Other examples of applications will be found in papers by Freudenthal 
and Gumbel (1954), Plait, A. (1962), Johnson, L.G. (1968), and Jaech,, 
J.L. (1968). ¥st 4U- v\Mtadl cA S.Wmtfruxal Q&tfiwaW C{ 4VC-
The Weibull Probability Density Function: v 
The general form of the probability density function of Weibull 
distribution is given as 
P ft^ 
A \2.j 
fi-l 
-{t IX) / ( 0 = T T e~K ' > t>0;A,P>0. 
Where p is the shape parameter, and A is the scale parameter. 
The case where A= 1 is called the standard Weibull distribution. The 
equation for the standard Weibull distribution reduces to 
f(t) = ptW-x>e-Pt t>O,0>O.. 
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The Weibull Cumulative Distribution Function and R(t): 
The expression for the cdf of the Weibull distribution is given by 
F(/) = l - e ~ ( ' / / l ) / \ t>0,A,/3>0. 
Consequently, R(t) = exp(-t/A)P. 
And hazard function h(t) 
A \Aj 
Characteristic Effects of the Shape Parameter, p: 
The Weibull shape parameter, /?, is also known as the slope. This is so 
because the value of /? is equal to the slope of the regressed line in a 
probability plot. Different values of the shape parameter can have marked 
effects on the behaviour of the distribution. In fact, some values of the 
shape parameter will cause the distribution equations to reduce to those of 
other distributions. Given below is the description of the effect of change 
in the shape parameter of the Weibull distribution. 
Shape parameter description: 
Value of shape parameter Property 
0 < J3 < 1 Decreasing failure rate 
P = 1 Exponential distribution (constant failure rate) 
1 < p < 2 Increasing failure rate (Concave) 
P = 2 Rayleigh distribution 
2 < p < 3 Increasing failure rate (Convex) 
3 < p < 4 Increasing failure rate (symmetrical). 
It may be noted that the shape parameter/? is a pure number, i.e. it is 
dimensionless. 
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Effect of /ion the pdf: 
The figure 1.3.1 shows the effect of different values of the shape 
parameter, p, on the shape of the pdf. One can see that the shape of the 
pdf can take on a variety of forms based on the value of /?. 
Weibull pdf with 0<p<1, p=1, and p>1 
n nnfin 
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Fig. 1.3.1: The effect of the Weibull shape parameter on the pdf 
In particular, we have the following cases: 
Case I: 0</?<l; 
(a) As t -> 0, / ( 0 - * oo and as t -> QO,/(/) -> 0. 
(b) f(t) decreases monotonically and is convex as t increases. 
(c) The mode is non-existent, 
Case II: p =1; it becomes the Exponential distribution; or 
Case III: p>\\ 
(a)/(/) = 0 at/ = 0. 
(b) /(/) increases as t -> f (the mode) and decreases thereafter. 
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(c) For ft < 2.6 the Weibull pdf is positively skewed (has a right tail), for 
2.6</?<3.7 its coefficient of skewness approaches zero (no tail). 
Consequently, it may approximate the normal pdf, and for fi > 3.7 it is 
negatively skewed (left tail). 
Effect of /i on the Reliability Function: 
Figure 1.3.2 shows the effects of these varied values of fi on the 
reliability plot. 
Weibull Reliability Plot w/0<(3<1, p=1, p>1 
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Fig. 1.3.2: The effect of values of /?on the Weibull reliability plots. 
(i)For 0</?<l , R(t) decreases sharply and monotonically, and is 
convex. 
(ii) For J3 = 1, R(t) decreases monotonically but less sharply than for 
0 < p < 1, and is convex. 
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(iii) For p > 1, R(t) decreases as t increases. As wear-out sets in, the 
curve goes through an inflection point and decreases sharply. 
Effect of /ion the Weibull Failure Rate Function: 
The value of J3 has a marked effect on the failure rate of the Weibull 
distribution and inferences can be drawn about a population's failure 
characteristics just by considering whether the value of ^is less than, 
equal to, or greater than one. 
Weibull Failure Rate w/(Xp<1, p=1, p>1 
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Fig. 1.3.3: The effect of /?on the Weibull failure rate function 
As indicated by Figure 1.3.3, populations with p < 1 exhibit a failure rate 
that decreases with time i.e. A(oo) = 0. This behaviour makes it suitable 
for representing the failure rate of units exhibiting early-type failures, for 
which the failure rate decreases with age. When encountering such 
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behaviour in a manufactured product, it may be indicative of problems in 
the production process, inadequate burn-in, substandard parts and 
components, or problems with packaging and shipping. Populations with 
/? = 1 have a constant failure rate (consistent with the exponential 
distribution). This makes it suitable for representing the failure rate of 
chance-type failures and the useful life period failure rate of units. And 
populations with /? > lhave a failure rate that increases with the time. It 
becomes suitable for representing the failure rate of units exhibiting wear-
out type failures. All three-life stages of the bathtub curve can be 
modelled with the Weibull distribution and varying values of (5. 
The Weibull failure rate for 0 < fi < 1 is unbounded at t - 0. 
Characteristic Effects of the Scale Parameter, X : 
A change in the scale parameter X has the same effect on the distribution 
as a change of the abscissa scale. Increasing the value of X while holding 
/? constant has the effect of stretching out the pdf. Since the area under a 
pdf curve is a constant value of one, the "peak" of the pdf curve will also 
decrease with the increase of X . 
Estimation of the parameter: 
It is not easy to apply the traditional estimation procedures to the Weibull 
distribution. For example, applying the well-known maximum likelihood 
method of parameter estimation results in equation that cannot be solved 
explicitly, but must be solved using some iterative procedure. Similar 
problems are also encountered in applying the method of matching 
moments for parameter estimation. 
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Bayes Estimator: 
The Bayes estimator of the scale parameter X can be obtained easily if 
the shape parameter is known. Let 
A 
be the prior distribution of X. Under the squared error loss function the 
Bayes estimator is found to be 
. Yxp+a 
X =±± -
n + c-2 
* 
It is easy to see that for large sample (in relation to a and c) X will be 
quite close to the MLE A = — — . In fact, for a = 0,c = 2, the Bayes 
n 
estimator of X is the same as the MLE of X. 
Characterization of the Weibull distribution: 
Dubey, S.D. (1968) has obtained the following result: Let 
X\ X2, ,Xn be independent and identically distributed 
random variables; then min {X\Xj, ,Xn) has a Weibull 
distribution if and only if the common distributions of the Xt's is a 
Weibull distribution. 
1.3.3 Gamma Distribution: 
The Gamma distribution is one of the important distributions in statistical 
theory and arises in quite a few diverse contexts. For the integral values 
o f y •> w e know that the Gamma distribution arises as a sum of Y 
independent identically distributed exponential random variables. In 
practice, if Y items are put on test and it is assumed that the failure time 
distribution is exponential with mean life X, then the total time on test (or 
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total of life times) will follow a Gamma distribution with parameters / 
and A. There are no simple closed expressions available for cumulative 
distribution function F(/)and reliability function R(t)fov the Gamma 
distribution. However, R(t) and F(t) have been extensively studied and 
tabulated for the selected values of / . The failure rate of Gamma 
distribution increases with the time t. This property makes the Gamma 
distribution applicable to many life-testing experiments in which the 
'aging effect' is expected. For detailed information, we can see 
Birnbaunn and Saunders (1958), Gupta (1960), Greenwood and Durand 
(1960), and Kendall and Stuart (1972). 
Gamma Probability Density Function: 
The general formula for the probability density function of the Gamma 
distribution is 
f t v- ' 
A exp 
f
 ^ 
A 
AT(r) 
where / is the shape parameter, A is the scale parameter, and 
r is the gamma function given by the relation 
00 
Y(a) = \ta~Xe-'dt. 
0 
The case where A = 1 is called the standard Gamma distribution. The 
probability density function of the standard Gamma distribution is, 
therefore, given by 
tr~le-! 
/(0 = -=rr-, t>Q,y>0. 
TOO 
Since the general form of probability functions can be expressed in terms 
of the standard distribution, all subsequent formulae in this section are 
given for the standard form of the Gamma distribution. 
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Figure 1.3.4 gives the plot of the Gamma probability density function for 
the selected values of y 
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Fig 1.3.4: The effect of Gamma shape parameter on the pdf 
Cumulative Distribution Function: 
The formula for the cumulative distribution function of the Gamma 
distribution is 
rt(y) F(t) = 
r(r) t>0,y>0. 
Where F is the Gamma function defined above and Ft(a) is the 
incomplete Gamma function given by the relation 
a 
Tt{a)= \ta~Xe~ldt. 
0 
We can see the value of this function for the selective values of a from 
the table of Incomplete Gamma Distribution given by Pearson (1957). C^  
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The figure 1.3.5 gives the plot of the Gamma cumulative distribution 
function with the same values of y as the pdf plots before. 
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Fig 1.3.5: The effect of Gamma shape parameter on the cdf 
Common Statistics of Gamma Distribution: 
Without loss of generality we let the scale parameter X = 1, then we have 
the following statistics 
Mean: E{X) = y. 
Mode: M0 =y-\, y>\. 
Standard deviation: SD = y[y. 
2 Measure of Skewness: Sk = —j=. 
Measure of Kurtosis: K = 3 + —. 
r 
Coefficient of variation: CV = 
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Hazard Function: The formula for the hazard function of the Gamma 
distribution is 
h(t) = t
r-\-t 
t>0,y>0. 
r(r)-r, (r) 
Failure rate: The instantaneous failure rate is an increasing function of t, 
indicating the 'aging effect', i.e., the failure or the hazard rate increase 
with the time (age /)• In Exponential distribution the hazard rate is 
constant, and, therefore, the gamma distribution immediately provides a 
generalization of the Exponential distribution in this direction. 
Figure 1.3.6 gives the plot of the Gamma hazard function with the same 
values of y as the pdf plots above. 
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Estimation of parameter: 
The method of moments estimator of the Gamma distribution yields 
Y = 
r-\2 
2 
X 
where x and s are the sample mean and standard deviation, respectively. 
Johnson, Kotz and Balakrishnan (1995) have obtained the equations for 
the maximum likelihood estimators of the shape and scale parameters. 
These equations need to be solved numerically; this is typically 
accomplished by using statistical software packages. 
1.3.4 The Normal Distribution: 
The normal curve was developed mathematically in 1733 by DeMoivre as 
an approximation to the Binomial distribution. His paper somehow, 
remained unknown until 1924 when Karl Pearson discovered it. In 
between Laplace used the normal curve in 1783 to describe the 
Distribution of Errors and Gauss used it to analyse astronomical data in 
1809. 
Fig 1.3.7: Curve of Normal Distribution. 
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The normal distribution, based on the Normal Curve is the most widely 
used general-purpose distribution. It is said that normality arises naturally 
in many physical, biological and social measurement situations. It is for 
this reason that it is also included among the lifetime distributions 
commonly used for reliability and lifetime data analysis. There are some 
who argue that the normal distribution is inappropriate for modelling 
lifetime data because the left-hand limit of the distribution extends to 
negative infinity. This could conceivably result in modelling negative 
times-to-failure. However, provided that the distribution in question has a 
relatively high mean and a relatively small standard deviation, the issue 
of negative failure times should not present itself as a problem. 
Nevertheless, the normal distribution has been shown to be useful for 
modelling the lifetimes of consumable items, such as printer toner 
cartridges. 
Moreover, the existence of Central Limit Theorem also makes it feasible 
to consider the Normal distribution as a lifetime distribution. If T, the 
life-time of an equipment follows some probability distribution (may or 
may not be Normal), then under certain regularity conditions 
Z = T - E(T) I SD(T) f0UoWs or may be approximated through a Standard 
Normal distribution. Hence this distribution cannot be ignored altogether. 
In view of its widespread use, the Normal distribution has been studied 
extensively and so much has been written about it that a book on 
probability theory may be picked up randomly and it will have sufficient 
material on Normal distribution. We recommend Johnson, Kotz and 
Balakrishnan (1995) as a reference. 
In spite of all the above-mentioned arguments, one may not feel 
comfortable with the Normal distribution as a lifetime distribution. As an 
alternative, it is proposed to use the (left) Truncated Normal distribution 
as a lifetime distribution. We propose to study it in the next chapter where 
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the Truncated Normal distribution is shown to be a member of a general 
class of probability distributions. 
1.3.5 Power Function Distribution: 
The lifetime distributions considered so far has one characteristic in 
common, that is, the pdf of each one of them is defined over (0, GO) . This 
is equivalent to saying that lifetime of an equipment can be as large as 
possible, at least theoretically. Even if there exists an equipment that can 
function forever, usually the user is not interested in its functioning till 
infinity. In practice, there is always an upper limit of time for which the 
functioning of an item is required. Keeping this in mind we look for a 
lifetime distribution that is defined over a finite time period. One such 
family of distributions is given by the pdf 
1 (y-a)pA(b-y)qA 
B(p,q) {b'a)p+q'X 
1 
Note that B(p,q)= \xp~ (l-x)g dx is known as Beta function and the 
0 
family of distributions is called Beta-family of distribution. This family 
of distributions represents all possible forms of the probability density 
curves as is evident from figure 1.3.8. 
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Fig 1.3.8: The effect of Beta shape parameter on the pdf. 
There are many practical difficulties in working with this family of 
distributions, even after simplification of the form of the pdf by letting 
a = 0, b = 1. The most troublesome of the difficulties is the non-existence 
of the convenient form of its distribution function. In order to overcome 
this difficulty, we consider the pdf given by 
r, x a / ( 0 = 7 k 
t 
\kj 0<t<k: a,k>0. 
This is a member of Beta family of distributions and is known as Power 
function distribution. Of course we have introduced the scale parameter 
k . The scale parameter k represents the maximum time up to which the 
equipment is supposed to work. Without lost of generality, we may fix 
k = \. 
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Fig 1.3.9 and 1.3.10 shows the behaviour of the pdf of the Power function 
distribution. 
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It is easy to see that for a proper choice of a, the probability density 
curve may take a positive (for a < 1) or negative (for a > 1) skew form. 
The moment for Power function distribution is given as 
akr 
E(Tr) 
a+r 
•tffli %; 
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Straightforward computations show that 
E(T) = ak 
a + \ 
and CV = 
V(T) = ak' 
(a + l)z(a + 2) 
1 
a(a + 2) 
Reliability function of the Power function distribution is given by 
*(0 = 1 
(t\a 
k) 
and the hazard (or failure rate) function is given by 
at"'1 K0 = 
ka-ta 
The hazard (or failure rate) function behaves same as its probability 
density function, i.e. it decreases when a < 1 and increases when a > 1. 
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C H A P T E R - 2 
Family Of Generalized Gamma Distribution 
2.1 Introduction: 
Let X be a random variable (r.v.) with the probability density function 
(pdf): 
f(x;0,a,p) = aK°P e x P ( - * g / g > ; x,0,a,p>O. (2.1.1) 
OpTp 
Where 0 is the scale parameter and p and a determine the shape of the 
distribution. As reported by Johnson, Kotz and Balakrishnan (1995) 
this distribution was discussed as early as 1925 by Amoroso but it was 
Stacy (1962) who defined it and studied it in detail and gave it the 
name 'family of Generalized Gamma distribution' (GGD). The reason 
for its being called GGD is that if Y follows a Gamma distribution 
with pdf: 
yp-\-y,e 
giy) = L—n > y,p,0>o-
e
pTP 
Then X=Y,/a follows pdf given by (2.1.1). 
There is something remarkable about this distribution, that is, some 
well-known distributions are particular cases of it: 
Choice of parameters The distribution 
a = 1 Gamma 
p = 1 Weibull 
a = 2,p = \l2 Truncated normal 
a = 2,p = \ Rayleigh 
a = 2,p = 3/2 Maxwell 
We find that Rayleigh distribution, having pdf 
f(x;0) = — e-x2/6; x,6>0 (2.1.2) 
0 
is a particular case of Weibull distribution, which in turn is a 
particular case of Generalized Gamma Distribution (GGD). Thus we 
conclude that whatever is true for GGD and/or Weibull distribution is 
also true for Rayleigh distribution. However, it has some 
characteristics of its own and that is what we are going to discuss in 
section 2.2, along with its suitability as a life-time distribution. In 
section 2.3 we discuss a subclass of GGD and obtain some interesting 
relations among the members of this sub-class. It is shown that pdf 
and df of Standard Normal variable can be used to find the reliability 
of an item following any of the members of this sub-class. Finally, in 
section 2.4 we look at a new variation of GGD proposed and studied 
by Agarwal and Kalla (1996). 
2.2 Rayleigh distribution as a Life-time distribution 
2.2.1 Basic Characteristics: We consider a slightly modified form of 
Rayleigh distribution; we replace 9 by 2J3 so that the pdf is given 
by 
/(*;/?) = - ^ e _ * 2 / 2 / ? 2 ; x,/?>0 (2.2.1) 
and the distribution function is given by 
F(x) = \-e~x2/2J32; x>0. 
It is interesting to note that F(x) = 1 - J3-J27r<f>(x I /?) where ^(.)is the 
pdf of Standard Normal variate. It remains to be seen how best this 
relationship can be utilized. Given below are some basic 
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characteristics of this distribution, their derivation is simple and 
straightforward. 
00 
r_E(Xr)= \xr — exp(-x2 /2j32)dx 
o P1 
= 2rl2 prT{rl2 + \), r = 1,2,3, 
In particular 
So that the commonly used first four central moments are given by 
M2 = /?2(2-,r/2), A 3 = ( ^ - 3 ) ^ 3 , //4 = £ 4 ( 8 - ^ - ) . 
Using these central moments, some important 'coefficients' are given 
below: 
(a) Coefficient of variation 
C V = i « ^ = t f . c . 5 2 2 7 2 3 . 
(b) Coefficient of Skewness 
^ = ^ ^ 1 = 0.631111. 
(2-;r/2)3 /2 
(c) Coefficient of Kurtosis 
G = ( 3 2 - 3 ^ ) = 3 2 4 5 ( ) 9 
(A-K)2 
Thus we find that the Rayleigh distribution is moderately positive 
skew and the kurtosis is also close to Normal. The distribution is 
unimodal with Mode at /? and its Median lies at 1.1774/?. 
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Another possible variation of the form of the Rayleigh distribution is 
given by 
7ZX 
/(*) = ^exp 
2/32 
f 2 ^ 
7DC 
{ w 
(2.2.2) 
It has the advantage that E(X) = (3 i.e. (3 represents the population 
mean. Also the moments about origin are given in a more simple 
form, i.e., 
EiX')~<W 
K rll v2 j r 
and hence 
M\ = A Hi = 
Aft1 
7t 
m 
6/3-
n 
MA 
32/3 
K 
So that central moments are given by 
nJ^llp\ ^f>\2-\ ^4=/?4<4-3). 
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2.2.2 An Important Characteristic: 
Apart from belonging to a very distinguish family of GGD; Rayleigh 
distribution has its own identity. Siddique (1962) and Archer (1967) 
gave a useful summary of its properties. Polovko (1968) noted the 
importance of this distribution in electro vacuum devices and 
communication engineering. Just as Exponential distribution is known 
for its remarkable characteristic property of constant failure rate, 
Rayleigh distribution has the characteristic property of having a 
failure rate proportional to lifetime elapsed. We present the result in 
the following theorem 
Theorem 2.2.1: Lifetime of an equipment, functioning until first 
failure, has a failure rate proportional to it, if and only if, it follows 
Rayleigh distribution. 
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Proof: - Let T be the life-time of an equipment functioning until first 
failure. Suppose T follows Rayleigh distribution with pdf 
0 
The failure rate of T is then given by 
\-F{t) 9 
which is proportional to the failure instant / . 
To establish the sufficiency of the condition, let us assume that the 
failure rate is proportional to t, then we have 
J™- =
 Clt. I-F(t) 
Integrating both the sides with respect to t, we have 
t2 
-ln(l-F(0) = C,y + C2 
=> F(t) = l-e-^t2/2+C2\ 
Since F(t) is the distribution function of a life-time, we must have 
F(0) = 0 and hence C2 must be zero, so that F(t) = 1 - e~Cl' /2 which 
is the distribution function of a Rayleigh distribution. 
This remarkable property makes it the most suitable and appropriate 
life-time distribution. Considering its mean residual life can further 
emphasize its usefulness. 
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2.2.3 Mean Residual Life-time: 
The mean residual life-time of an equipment at time t0 is given by 
m 'o = E(T -10 \T > t0). It can be shown that 
0 0 
mt =E\T-t0\T>t0\= \-^-dt. 
We know that mean residual lifetime of an exponential distribution is 
equal to its mean lifetime, irrespective of the lifetime that has elapsed. 
This is so because an Exponential lifetime has a much talked about 
property of being memoryless, i.e. ageing has no effect on the 
equipment. In practice it is hardly likely to be so. If we consider the 
form of the probability density function given by 
/ ( x ) = - ^ e x p ( - ; r x 2 / 4 / ? 2 ) , x>0 
2J32 
then the mean residual lifetime of an equipment following Rayleigh 
failure law is given by 
mto =E{T-t0\T>t0)= je-fa2/4fi2dt/(e-nt2,4fi2). 
'o 
Simplifying this we get 
2/? 
°
 e-*tllAfi2 
l - O (to) [I (2.2.3) 
where <E>(x) is the area under Standard Normal Curve over (-oo, x). 
It may be recalled that expected life for this form of pdf is given by 
P. 
It may be of interest to know something about the mean residual life 
time (MRLT) of an equipment following Rayleigh distribution as 
compared to the mean life time ft. In table 2.2.1, we present MRLT at 
some specified values of /0 for selected values of /?. 
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Table 2.2.1: MRLT for selected values of /? and /0-
h\p 
0.25 
0.5 
1 
2 
3 
4 
5 
8 
10 
0.25 
0.11586 
0.06985 
0 
0 
0 
0 
0 
0 
0 
0.5 
0.32169 
0.23172 
0.13969 
0 
0 
0 
0 
0 
0 
1 
0.79463 
0.64339 
0.46344 
0.13969 
0 
0 
0 
0 
0 
2 
1.81527 
1.58925 
1.28679 
0.92687 
0.70376 
0.55877 
0.47359 
0 
0 
3 
2.77613 
2.50841 
2.23194 
1.70516 
1.39032 
1.15045 
0.97341 
0.66962 
0 
4 
3.75646 
3.53464 
3.17850 
2.57384 
2.16037 
1.85376 
1.58865 
1.11753 
0.94719 
5 
4.77014 
4.51817 
4.14101 
3.49849 
3.00681 
2.62274 
2.31719 
1.65905 
1.39691 
A look at table 2.2.1 shows that for equipment following Rayleigh 
life-time distribution, considerable residual life is expected after 
completing the expected life-time. For example, for an equipment 
having 3 years of expected life, we should expect another 1.39 years 
after it has successfully completed 3 years. This table may be used for 
determining the resale value of an equipment after satisfactory 
functioning of it for a certain period of time. Anyone in need of an 
item for a short duration may go for an old one and this table may 
help in making proper choice. 
2.3 A Sub-class of GGD 
Let us go back to GGD family of distributions having pdf (2.1.1): 
.. _ . ax°P-lexp(-xa/0) f(x;0,a,p) = — -, x>0. 
0pTp 
In the very beginning of this chapter, we have mentioned that for the 
different values of a and p we get different distributions. In this 
section we consider a sub-class of GGD by fixing a = 2. 
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The pdf of this sub-class is given by 
f(x;0,p) = 2x
2P']e~x l6 
x>0. 
0pYp 
This class of distributions has p and 6 as parameters. In particular we 
consider the pdf for the different values of p. If we further take 
p=M2, we get Truncated Normal distribution with pdf: 
f\ (*) -X2lt J C > 0 
TTG 
2V2 / [T 
<j> x, — 
where <p(x) is the pdf of Standard Normal distribution. 
For p = \, Rayleigh distribution follows with pdf: 
/2(*)=f^2" x>0. 
Finally, p = 3/2 gives Maxwell distribution with pdf: 
/3W 
Ax2e-X,e 
x > 0 . 
e3/2^r ' 
We can show that the pdf of these distributions are related to each 
other. It is easy to see that 
\K f2(x) = x^-fl(x) 
u 
2xv2;r 
xA— x>0 
and 
2x 2x 
f3(x) = ^Lf2(x) = — / l W 
Ax' 
e \e * 
xA— x>0. 
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Relation among the distribution functions of these variables are 
established below: 
(i) For truncated normal distribution, the df is given by 
Fi(x) -t
Llt dt, 
= 2 0 x, — 
x > 0 
x > 0 . 
(ii) The distribution function for Rayleigh distribution is given by, 
X 
F2(x) = ^\xe-x2/0dx 
l-e -x
2
 /< l-V2;rO 
( ^ 
x j— x > 0 . 
(iii) Finally consider the Maxwell distribution. Its distribution 
function is given by 
F3(x) = - 4 < - 2 - x
2 / 0 
/3 J / Z hrr 
a -4n 
V' dx, 
0 
it can also be written as 
F3(x) = 
not 0 
dx. 
now integrating it by parts, we get 
e-
xiedx, 
we see that the second part of it is the distribution function of 
Truncated normal distribution, thus by direct substitution we get 
F-i (x) = -2xn — 6 xJ— + 2 0 
f
 fT 
xJ— 
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Thus we note that the pdf, df and consequently the reliability function 
for these distributions can easily be obtained through the tables of pdf 
and df of Standard Normal distribution. 
In order to make a comparative study of the behaviour of the pdf of 
these distributions, let us consider the case when mean lifetime of 
these distributions is equal. In particular let it be equal to one, i.e., 
E{X) = \. 
Using this relation we obtain 6 and write the corresponding form of 
the pdf: 
(i) For Truncated Normal distribution, 
E(X) = i = - => e = n. 
V n 
Substituting this value of 6, we get the following form of the density 
function: 
fl(x) = -e'x2/7r, x>0. (2.3.1) 
n 
(ii) Next consider Rayleigh distribution. In this case 
E(X2) = i-M- =* 0 = t 
2 7T 
and for this value of 6, the density function becomes 
f2(x) = fe-x2"/4 (2.3.2) 
(iii) Finally consider the Maxwell distribution. Here 
\0 n 
E(X) = \ = 2J- => 6 = -A , 
-For this value of 0, the density function is given as 
h(x)J^e~'x2'- . (2.3.3) 
it 
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Now for the different values of x, we plot the graph of forms of the 
density function of these distributions given by (2.3.1), (2.3.2), (2.3.3) 
in figure 2.3.1. 
1.2 
0.8 
0.4 
0 I I i 
1 3 
i i 
5 
i i 
7 
I ! 
9 
i ^ i 
11 
- • - Truncated 
Normal 
-— Rayleigh 
-*- Maxwell 
Fig 2,3.1: Pdf of Truncated Normal, Rayleigh and Maxwell 
distribution with mean life one. 
Another way of looking at the three distributions is by letting 6 have 
the same value, i.e. if we let e = 1, the distributions have the forms 
/ i (* ) = 2 _v2 4n 
f2(x) = 2xe 
Mx)* 4x*e 
2-x< 
•4K 
(2.3.4) 
(2,3.5) 
(2.3.6) 
Again for the different values of x, we plot the graph of following 
form of the density functions given by (2.3.4), (2.3.5), (2.3.6) 
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1.2 
0.8 
0.4 
0 I I i 
1 3 
i i 
5 
i i 
7 
i i i 
9 
-•- Trunctaed 
Normal 
— Rayleigh 
-*- Maxwell 
Fig: 2.3.2: Pdf of Truncated Normal, Rayleigh and Maxwell 
distribution with mean life one and also 0 = 1. 
Looking at the figures (2.3.1) and (2.3.2), we find that the distribution 
functions follow almost the same trend as the parameter 0 varies. 
Next, we establish relation among the moments of these distributions. 
Moments for these distributions are given as follows: 
i 2 f r —ip' If) 
-
 2
 IVv-* WAY 
' 4 f *• —y^ If) 
where nmn indicates the m* moment about origin for the random 
variable having pdf f„(x), n = 1,2,3. 
It is easy to see that 
\hg
 m t*r-l,2 m Vr-2,3 = 8 ( r + i ) / 2 r + 1 
2/v^e 2/0 4 /0 3 / 2 v^ 2 2 ; 
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Using this relation we can calculate the moments of the three 
distributions by straightforward substitution 
(i) Consider the truncated normal distribution; we have, 
e(r+l)/2r^+I 
V-r 2 
2/V7i9 
erl2Yr + l 
this gives jur = 
In particular, 
M\ = Vl e /"3 e 
3/2 
n 2 v r^ 
And the central moments are given by 
/M 
30' 
Hi ^2 
7 1 - 2 
271 
G, 
9 16 
W=^-J-(4-7t)» m = e 
271 V 71 
' 37t2 - 471-12 
4TI" 
Consequently, we obtain some important coefficients as follows: 
Coefficient of variation 
C = . M = 0 . 7 5 5 5 1 . 
Coefficient of Skewness 
(4-^)(3^-8) 
S t = 
V2(;r-2)(3;r2-4;z--16) 
Coefficient of Kurtosis 
G = 3 ^ - 4 J r - 1 2 = 3 
0.79276, 
(ii) Consider the Rayleigh distribution. We have already calculated the 
moments and other properties of Rayleigh distribution in section 2.2. 
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(iii) Consider the Maxwell distribution; we have, 
( 
Mr-2 
4/£ 3 / 2 , 
Using this we 
• 20 
Mr = 
In particular, 
' 9 f* 
M\ = 2, - , 
V 71 
471 
get 
r / 2 
7t 
0(r+\)/2Y 
2 
r ( ^ ) . 
ft = \e, 
r + \ 
2 
/ Ml = 4 ^ 
Thus the central moments are gives by 
(3/r - 8)0 
150' 
^ 2 = " 2n 
n 6(16-57T} JU3=0 
V 7ty n j 
MA = 
H\ =—z-(15^-" -167T 
ATT1 
Consequently, we obtain some important coefficients as follows: 
Coefficient of variation, 
CV = I J — = 0.4220. 
2 V 2 
Coefficient of Skewness, 
2V2(5/r-16)(42/r-272) 
Sk 4QX - 8) (18;r2 +1776;r - 4736) 
Coefficient of Kurtosis, 
„ 15TT2 +16TT-\92 
= 0.0949. 
G = = 3.108164, (3/r-8)' 
2.4 A New Generalized Gamma Distribution 
In recent years many generalizations of Gamma and Weibull 
distributions have been proposed, notably by Bradley (1988), 
Srivastava (1989), Klebaner (1989) [Lee and Gross (1991); on the 
lines of Stacy (1962)] and Bondesson (1992). These generalized 
distributions have mainly been introduced in order to extend the scope 
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of ordinary Gamma and Weibull distributions and to develop a model 
for failure to suit any given particular situation. Kobayashi (1991) has 
introduce a new type of generalized Gamma function as 
Tr(m,rj)= |xm~1(x + ^)" re' xdx, 
0 
for a positive integer r. Here m and 77 are parameters of the function. 
Agarwal and Kalla (1996) defined a new Generalization of Gamma 
distribution by considering a modified form of the Kobayashi's 
Gamma function, given by 
CO 
\xm~-\x + T1)~Xe~axdx = aX~mTx{m,(X71), a,m,rj>0. 
0 
Based on this modified Gamma function, a new type of Generalized 
Gamma distribution with four parameters has been defined. A random 
variable is said to follow this new GGD, if its pdf is given by 
f(X = x;m,rj,a,A) = xm~x{x + rj)~X e~axdx, x>0. 
rA(m,an) 
Where m is the shape parameter, a is the scale parameter, rj is the 
displacement parameter and X is the parameter of intensity of the 
effect of the displacement parameter. 
According to Agarwal and Kalla (1996) the distributions used in 
reliability theory, so far, do not take into account the 'displacement 
parameter' and 'intensity parameter' to study the effect of 
displacement parameter. The introduction of these parameters is 
significant and it appears that this new GGD may open new avenues 
in reliability applications. 
In order to make use of the displacement parameter and its intensity, 
we try to estimate it by different methods. Let us go for the Maximum 
Likelihood estimator of the displacement parameter. For a random 
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sample of size n from this new GGD, the likelihood function is given 
by 
^ n k - ' ( , + , » - 4 « -(2.4,) L(x\,X2^ xn) 
Consequently, 
n 
In I = C-«lnr^(w,a7)- / l^ ln(x / - +r/), (2.4.2) 
i=\ 
where C stands for terms not involving rj. In order to find MLE of the 
displacement parameter rj, we solve = 0. 
drj 
Looking at (2.4.1) and (2.4.2), it is apparent that it is not easy to 
estimate 77 through this method. 
Next, let us try the Method of Moments. Note that 
a
 „nt-\/„ , „\-X -ax E(Xr)= \xr — x^ix + rjy^e-^dx 
Q
J
 TA(m,arj) 
a~
r
r^(m + r,(XTj) 
Yx (m, arj) 
Yi (m + \,an) 
=> E{X) = ^ —± 
aTA (m, arj) 
Clearly, there is no way to get explicit estimator of the displacement 
parameter, by equating sample mean to E(X), even if we assume all 
other parameters to be known. 
Even finding Bayes estimator is difficult, as we could not find any 
suitable prior distribution for 77. 
This shows that it is not easy to estimate the displacement parameter 
through any known method and if we cannot estimate the 
displacement parameter, then this form of Generalized Gamma 
distribution is not of much use. 
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CHAPTER-3 
On Augmenting Exponential Strength-Reliability 
3.1 Introduction 
Consider an engineering equipment functioning with strength X, 
subjected to a stress Y (both X and Y being random variables with 
known probability density functions), P(X > Y), the probability that the 
strength exceed the stress, may be regarded as the overall 'strength-
reliability' of the equipment, independent of time of operation. The 
problem of finding this probability for those distributions of X and Y 
that are relevant for engineering products, have been extensively studied. 
Starting from Birnbaum (1956) to Shawky et al. (2001) the thrust of the 
research papers has been on 'finding' the 'strength-reliability' of the 
equipment for the given set of the probability distributions of X and Y 
and 'discussing' the statistical properties of it. In other words, all the 
times, we have assumed the form of the distributions, obtained the 
'strength-reliability' in terms of the parameters of the distributions and 
then discussed its statistical behaviour (asymptotic distribution, 
confidence interval etc.). 
In what follows we look at the problem from a different angle: Assuming 
the form of the distributions of X and Y to be known, what should be the 
relation among the parameters of the distributions so that a desired level 
of'strength-reliability' is achieved. 
In section 3.2 we derive the main results and provide certain useful tables. 
Section 3.3 is devoted to the discussion about the results obtained in 
section 3.2 and the utility of the tables. 
3.2 Derivation Of Main Results 
In view of the wide spread use of exponential distribution, both as stress 
distribution and strength distribution, we formulate the problem of Stress-
Strength reliability as follows: 
"Let X represent the strength of an equipment, Y represent the stress to 
which the equipment is subjected to, assuming both X and Y follow 
exponential distribution, what is the probability that X exceeds Y ?" 
In what follows we shall make use of the following result of Nandi and 
Aich(1994): 
If Xand Fare independent random variables with probability density 
functions /(x)and g(y) respectively, then 
00 00 
P(X > Y) = \ \yg(v)f{vy)dydv (3.2.1) 
1 0 
If both X and Y follow Exponential distribution with the same parameter 
i.e. 
X ~ f(x) = — e~~X/(J , x>0 and Y ~ g(y) = — e~ u , y>0 
a a 
then it is easy to see that P(X > Y) = 1 / 2, as it should be.(Two equivalent 
forces are equally likely to dominate each other ). In order that this 
probability exceeds 1/2 we have three options: 
(i) Increase the strength, i.e. increase E(X). 
(ii) Add equipments of original strength. 
(iii) Add equipments of increased strength. 
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Case (i): Increased Strength: 
\ ~x/ 
Let X ~ f(x) = — e /ka , x > 0, k > 1, so that the expected strength is k 
ka 
times the expected stress. 
Following Nandi and Aich (1994), 
00 00 
P(X > Y) = j \yg(y)f{vy)dydv 
1 0 
0000 -
10 k<T 
yy, 
'ka . 
ko' 
\ye ° 
<T 
Ai+V 
vdydv 
dy 
0 
dv 
00
 1 f \~2 
T2dv 
{ k 
-1 
(3.2.2) 
Hence, in order to have P(X >Y) = a we must have K - a 
\-a 
Table below provide an insight into this relationship. Table 3.2.1 shows 
the required increased strength for a few selected strength-reliability 
levels, whereas table 3.2.2 shows the strength-reliability for a few 
selected increased strength levels. 
Table - 3.2.1: Values of k for selected values of a. 
a 
k 
0.60 
1.50 
0.75 
3.00 
0.80 
4.00 
0.90 
9.00 
0.95 
19.00 
0.99 
99.00 
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Table - 3.2.2: Values of a for selected values of k 
k 
a 
2 
0.66666 
3 
0.75000 
5 
0.83333 
10 
0.90909 
20 
0.95238 
50 
0.98039 
Case (ii): Add equipments of original strength: 
Let X = XX + X2 +X3 + + Xn. 
J _xl/ 
Where each Xt ~f{x) = — e / a , xt > 0 ; / = 1,2,. 
a 
This is equivalent to saying that n equipments, each of expected strength 
a, are made to work together to face the stress. 
Clearly X~G — ,« and straightforward computation yields 
GO GO y/ vy/ 
P(X >Y) = f [ye~/°e~ /CT(vy)""1 dydv 
a^Tn !
 0 
1 GO GO J v - J, - i ( l + v ) a 
^ 1 0 
co
 n-\ 
n I dv 
J
 A , \n-\ 
dydv 
= 1 -
Or 
i+l 
(3.2.3) 
Table 3.2.3 gives an idea of increased 'strength-reliability' by adding n 
items, each of expected strength equal to the expected stress. As n has to 
be a natural number, we have computed a for a few selected values of n. 
Obviously, in practice, n cannot be very large. 
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Table - 3.2.3: Values of a for selected values of n 
n 
a 
2 
0.75 
3 
0.875 
4 
0.9375 
5 
0.96875 
6 
0.984375 
8 
0.9609375 
10 
0.9990234 
Case (iii): Add equipments of increased strength: 
Let X = X\ + X2 + X3 + + Xn, where each 
1 -Xi/ 
X; .f(x) = ~e /kaiX. >0,k>\,i = \,2X 
KG 
n. 
This is equivalent to saying that the n equipments, each of k times the 
expected strength is made to work together to face the stress. 
In this case X ~ G{—, n) and we have 
ka 
P(X >Y) = _y/ _vy 
k a In 
jjye /Ge /k(7{yyf Xdydv 
oo ay s" -y, 
1
 f.n-i n y i /CT 
/ 
kn6Tn i o ^ 
= fl£ r c/v 
1+ 
V l ) dydv 
(k + v) n+\ 
1-
A | \ " 
vl + ^y 
(3.2.4) 
Table 3.2.4 gives the value of P(X>Y) for selected values of kand n. 
Once again, n has to be a positive integer and k may be a fraction or an 
integer. 
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Table - 3.2.4: Values of a for selected values of n and k . 
k\n 
1 
1.25 
1.5 
2 
2.5 
3 
4 
5 
7 
9 
15 
1 
0.500000 
0.555555 
0.600000 
0.666667 
0.714286 
0.750000 
0.800000 
0.833333 
0.875000 
0.900000 
0.937500 
2 
0.750000 
0.802469 
0.840000 
0.888889 
0.918367 
0.937500 
0.960000 
0.972222 
0.984375 
0.990000 
0.996093 
3 
0.875000 
0.912209 
0.936000 
0.962962 
0.976676 
0.983475 
0.992000 
0.995370 
0.998047 
0.999000 
0.999700 
5 
0.968750 
0.982658 
0.989760 
0.995885 
0.998096 
0.999023 
0.999680 
0.999871 
0.999969 
0.999990 
0.999999 
3. 3 Discussion 
We assume that an equipment with a desired expected strength could be 
produced. Also, it is possible to make more than one equipment work 
together. However, there is always a limitation on both the methods of 
augmentation of the strength. For example, it may not be possible to have 
more than two tyres working together or more than two locomotives 
hauling a train up-hill. Apart from this, there is always the cost factor. 
With all these constraints, the problem of a desired level of 'strength-
reliability' can be formulated in one of the following three ways: 
(l)If adding equipment is ruled out, then we may look for the 
increased expected strength, subject to the cost considerations. We 
oc 
may use the relation k = or Table 3.2.1. If Q is the cost of 
\-a 
production of an item of expected strength <r, C2 is the cost of 
increasing the strength per unit, then the cost of production of an 
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item of expected strength ko is Q + (k- \)oC2 . For a fixed cost of 
C0 we must find k such thatC] +(k- ^)^2 = c0 • 
(2) If an equipment of increased strength is not available, we may find 
the number of equipments to be joined together by using (3.2.3) or 
Table (3.2.3). The total cost in this case is directly proportional to 
n. 
(3) In case both (i) and (ii) are possible, with an upper limit for each 
of the two operations, we may select that combination of (n, k) as 
maximizes the strength reliability, within the cost considerations. 
Suppose not more than «0 equipments can be joined together and 
the expected-strength can be increased up to a maximum of kGa, 
then, the problem may be formulated as follows: 
( i Y 
Maximize : 1 -
Subject to n{Cx +{k- l)oC2} < C0 
n<„0 
k<k0 
As n has to be a positive integer, the solution may be obtained 
through a sequence of integer-programming problem. For small 
«o, the solution may also be obtained analytically. 
(4) While deriving main results in section 3.2, we have assumed that 
a is known. Although it is a very valid assumption, as, search for 
suitable 'stress-reliability' is meaningless unless the possible stress 
is known. However, in some cases the exact value of a may not be 
available. In such a case either a random sample may be taken to 
obtain the most efficient estimator of a (i.e. the sample mean) or 
some past data may be used. All the computations remain 
unchanged except that a is replaced by its estimate. 
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CHAPTER-4 
On Facing An Exponential Stress With Strength Having 
Power Function Distribution 
4.1 Introduction 
Recently Alam and Roohi (2002) have studied the problem of stress-
strength reliability in a different perspective. Instead of finding P(X > Y) 
for a given set of distribution, they have found the required parametric 
values of the assumed distributions so that a desired level of strength 
reliability may be achieved. They have assumed exponential strength and 
exponential stress for this purpose. 
The choice of stress distribution with an infinite range may be justified, as 
it is genuinely possible to face a very huge stress that may be regarded as 
tending to infinity. However the designed strength of equipment should 
only be limited to a finite range. This is so because the strength of an 
engineering product is always a function of a combination of a set of 
subcomponents and as we know that the strength of a chain lies in its 
weakest link. Not all the subcomponents are likely to have an infinite 
strength. In what follows we consider an exponential stress Y (with 
parameter a or equivalently, having mean value 1/a) and strength X 
that follows a power function distribution defined over a finite range 0 to 
8, having ' 9' as a scale parameter and ' a' as the shape parameter. It can 
be shown that coefficient of variation of X is I . So that the 
\a{a + 2) 
probability of the strength remaining concentrated around its mean value 
increases with an increase in the value of a . 
We assume that it is possible to manufacture items having a probability 
distribution of its strength with parameters adjusted to a desired level. 
Alternatively, if the strength of an item is known to follow a particular 
probability distribution then the relevant components can be so designed 
that the parameters of the probability distribution are at a desired level. 
After all, it is the performance of the components of an item that is 
reflected in the parameters of the probability distribution of the strength 
of the item. Hence it should be possible to re-design/re-adjust/re-assemble 
the components so as to bring the parameters of the probability 
distribution of the strength of the item at a desired level. For example, the 
pick-up of the engine of a vehicle can be increased or decreased by 
designing methods. 
In what follows we propose a method of obtaining the required values of 
a and 0, so that a desired level of P(X > Y) may be achieved. The main 
results have been derived in section 4.2, followed by a brief discussion in 
section 4.3 and an illustrative example in section 4.4. 
4.2 Derivation Of Main Results: 
Let X and Y have the pdf f(x) and g(y): 
f(x)= - j - , O<x<0, a>0 (4.2.1) 
V0J K0J 
1 -y g(y) = -e /<*, y>0. (4.2.2) 
a 
Since the maximum possible value of X is 0, X cannot exceed Y if Y 
exceeds 0. Hence the first step is to find P(Y >0), as it will indicate the 
vulnerability (or the chance of utter failure) of the strength X against the 
stress 7. We may regard such an eventuality as 'a disaster'. 
Straightforward computations show that P(Y > 6) = exp(-0/cr). For a 
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fixed 6 and known a, if we let k -61a, then P(Y > 6) = e . Table 
4.2.1 shows the probability of 'a disaster' for selected value of k . 
Table - 4.2.1: P(Y > 6), The probability of a disaster 
k 
0.5 
1 
1.5 
2 
2.5 
3 
3.5 
4 
4.5 
5 
5.5 
6 
6.5 
7 
8 
10 
P(Y > 6) 
0.6065 
0.3678 
0.2231 
0.1353 
0.0821 
0.0498 
0.0301 
0.0183 
0.0111 
0.0067 
0.0041 
0.0025 
0.0015 
0.0009 
0.0003 
0.000045 
Clearly, chances of a disaster recede as 6 increases with respect to the 
average stress a. Alternately, we may find the required value of k for a 
fixed P{Y >9) = a, say. Table 4.2.2 gives the values of k for selected 
'tolerance levels' a. 
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Table - 4.2.2: Values of k for selected tolerance levels a. 
a 
k 
0.1 
2.3026 
0.05 
2.9957 
0.02 
3.9120 
0.01 
4.6052 
0.001 
6.90775 
0.0001 
9.2103 
0.00001 
11.5129 
Obviously the values of k increases as a decrease i.e. the ultimate 
strength-capability 0 must increase if we wish to have a small tolerance-
level. 
Once the values of k are fixed as per our requirement, 6 is fixed, as 
6 = ka. Using this relation we have, in general, 
P(X > Y) = J \yf(y).g(vy)dvdy . 
o l 
However, in this particular case, we have 
kakal y 
P(X>Y)= J j y.~e~y'a 
0 1 "" a 
f \ 
a 
Jkaf 
(vy)a-ldvdy 
ka 
\yae-yla\ 
0 
ka 
\y 
a
a+lk 
1 
<Ta+]ka 
ka I y 
1 
>dy 
,°e-yi°. 
. ka 
= 1 [e-y^A,,-
(kaY 
y J 
ka 
•1 dy 
a a
a+lka I 
k 4~^k)--^V^dt. 
(4.2.3) 
(4.2.4) 
Using Table of Incomplete Gamma function, provided by Karl Pearson 
(1957), we obtain P(X > Y) for selected values of a and k as shown in 
Table 4.2.3. 
62 
Table 4.2.3: P(X > Y), Strength exceeds stress 
a\k 
0.5 
1 
1.5 
2 
2.5 
3 
3.5 
4 
4.5 
5 
6 
8 
10 
2.5 
0.4580 
0.6299 
0.7190 
0.7781 
0.8091 
0.8165 
0.8361 
0.8544 
0.8621 
0.8703 
0.8850 
0.8871 
0.8922 
3 
0.4927 
0.6848 
0.7725 
0.8248 
0.8524 
0.8718 
0.8870 
0.9000 
0.9005 
0.9117 
0.9214 
0.9268 
0.9330 
3.5 
0.5287 
0.7220 
0.8123 
0.8601 
0.8854 
0.9021 
0.9205 
0.9236 
0.9319 
0.9395 
0.9461 
0.9490 
0.9563 
4 
0.5582 
0.7553 
0.8424 
0.8868 
0.9036 
0.9280 
0.9388 
0.9464 
0.9526 
0.9580 
0.9628 
0.9703 
0.9722 
4.5 
0.5830 
0.7800 
0.8657 
0.9072 
0.9312 
0.9445 
0.9555 
0.9618 
0.9666 
0.9706 
0.9743 
0.9792 
0.9817 
5 
0.6042 
0.8017 
0.8829 
0.9231 
0.9447 
0.9584 
0.9657 
0.9724 
0.9762 
0.9792 
0.9822 
0.9856 
0.9884 
5.5 
0.6624 
0.8188 
0.8980 
0.9355 
0.9559 
0.9667 
0.9742 
0.9787 
0.9828 
0.9851 
0.9886 
0.9912 
0.9923 
6 
0.6384 
0.8339 
0.9102 
0.9432 
0.9636 
0.9739 
0.9804 
0.9842 
0.9868 
0.9892 
0.9912 
0.9938 
0.9950 
6.5 
0.6526 
0.8464 
0.9202 
0.9531 
0.9698 
0.9786 
0.9845 
0.9881 
0.9903 
0.9918 
0.9938 
0.9957 
0.9967 
4.3 Discussion 
While manufacturing an item with its strength following a power function 
distribution, it is likely that the possible values of 9 may have an upper 
limit, say OQ . For example, the capacity of accelerating an engine must be 
subject to a maximum possible speed. For a fixed tolerance level a, 
suppose 9a is the desired value of 9. In case 9a <9Q, we may obtain the 
required value of a say aa, by using table 4.3.3, so that the item is 
manufactured with the strength distribution having parameters (aa,9a)and 
consequently the desired strength-reliability is achieved. However, if 
6a > #o, we will have to either adjust a or look for an alternate item. 
4.4. An Illustrative Example 
Without loss of generality, let us assume that the mean stress u = 1 so 
that k = 9. Let us suppose the maximum possible value of 9 is 6. For 
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a < 0.01 we must have k = 0>5. Since 0 cannot exceed 6 we have the 
option of fixing the item in such a way that 5 < 0 < 6 and corresponding 
value of a leads to a maximum ofP(X > Y). The cost factor of adjusting 
the parameters may be taken into consideration here as the cost of varying 
0 and a may be different. Theoretically the costs here may be increasing 
or decreasing function of 0 and a, depending upon the nature of the 
parameters. Usually C(Y) is an increasing function of 7 if Y is the mean 
strength. In our caseE(X) = a0/(a + l) implies that the mean strength 
increases by increasing either of the two parameters. Hence we may 
assume the two costs to be an increasing function of the respective 
parameters. Assuming the costs to be directly proportional to the required 
values of the parameters, let Q be the cost of adjusting one unit of ' a ' 
and C2be the cost of adjusting one unit of l0 ', the problem may be 
formulated as follows: 
Minimize C = C\a + C20 
subject to 5<<9<6 and P(X > Y) > 0.99 . 
The problem may be solved analytically as follows: 
Look into Table 4.2.3 for k = 5, 5.5 and 6 and find those values of 'a' 
for which P(X >Y)> 0.99. Evaluate the cost function for each pair of 
(0,a): 
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Table 4.4.1: Cost Function for different values of 6 and a. 
6 
5.5 
5.5 
5.5 
6 
6 
6 
6 
6 
a 
8 
9 
10 
6 
7 
8 
9 
10 
C = Cia + C20 
8C,+5.5C2 
9C,+5.5C2 
10Q+5.5C2 
6Q + 6C2 
7Q + 6C2 
8Q + 6C2 
9Q + 6C2 
10Q+6C2 
Clearly the minimum of the cost lies either at 8Q + 5.5C2 or 6Cj + 6C2 
depending upon the numerical values of Q and C2. 
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CHAPTER-5 
Weibull-Weibull Stress-Strength Model 
5.1 Introduction 
In chapters 3 and 4, we have considered the strength reliability of an item 
in the presence of some stress imposed upon it, as the probability that the 
strength (X) exceeds the stress (7), where both X and Y are 
independent random variables. As mentioned earlier this problem has 
been discussed, both, under, the parametric and nonparametric 
framework. Several authors have considered different probability 
distributions for stress and strength. In particular, Nandi and Aich have 
considered the following cases: 
(1) Both stress and strength follow Exponential distribution with 
different parameters 
(2) Strength follows Exponential distribution and stress follows 
Rayleigh distribution 
(Which is a very particular case of Weibull distribution). 
We propose to study Weibull-Weibull Stress-Strength Model. 
In section 5.2 we derive the main result using Weibull distribution both 
for stress and strength indicating briefly the importance of this 
distribution. Section 5.3 is devoted to a detailed discussion on the 
mathematical results obtained in section 5.2. The chapter ends with a 
brief concluding remark in section 5.4. 
5.2 The General Weibull Stress-Strength Model 
The use of Weibull distribution in reliability and quality control work has 
been advocated by Kao(1959). The distribution is often suitable where 
the conditions of 'strict randomness' of the Exponential distribution are 
not satisfied. It has also been suggested to be used as a tolerance 
distribution in the analysis of quantal response data. Examples of 
application of this distribution can be found in Plaint (1962), Johnson 
(1966) and Jaech (1968). 
We consider the problem of finding the strength reliability of an item 
functioning until first failure, when both strength (X) and stress (Y) 
follow the Weibull distribution with the following form of the pdf: 
/(x) = cAxc_1e"^C (5.2.1) 
g(y) = kOyk-1e-*k (5.2.2) 
Using the result of Nandi and Aich (1994), given on page 53, and 
substituting (5.2.1) and (5.2.2) in (3.2.1), we get 
P(X>Y) = k6\y e^ e~Xy°dy (5.2.3) 
0 
The integral involved in (5.2.3) cannot be solved explicitly, in general. 
However, by writing the expansion of exp[-AycJ and then considering 
term-by-term integration, we get 
„
 r
 ' v P(X>Y) = %(-!) 
,to T(l + 0 
' * > * > . • 
eclk 
(5.4.4) 
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Even this infinite sum is not of much use, in general. Hence, we consider 
some specific values of the shape parameters k and c, i.e. 
(i) Equal shape parameters (k = c). 
(ii) The shape parameter of strength is twice that of stress (c = 2k). 
(iii) The shape parameter of stress is twice that of strength (k = 2c). 
Case 1: Equal shape parameters (k = c): 
Of particular interest is the case when both stress and strength follow 
Weibull distribution with the same shape parameter, but different 
scale parameters. In this case 
co / ; Y 
K0, 
/>(x>r) = X(-iy 
i=0 
' l + * 
A-1 
V 9 
0 
0 + A 
(5.2.5) 
This is equivalent to saying that reliability of Weibull-Weibull stress-
strength model is the same as that of Exponential-Exponential stress-
strength model, so long as the two Weibull distributions have the 
same shape parameter. Implications of this result will be discussed 
later. 
Case 2: The shape parameter of strength is twice that of stress (c = 2k): 
Now if we take c = 2k in the expression (5.2.3), we get, 
..* -
 2k 
P{X>Y) = 0k§yk-Xe-°->VA> dy 
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o
li\x r *-i 
= 0kee / U \ y e 
0 
1
 2X dy 
Define 
r , ^ 
* .
 e 
y + 2k) - z 
so that \42k)kyk xdy = dz and hence 
P(X>Y) = -=e 
42k 
& 02/U f„ -z 2 /2 
6 
-0Jje n 6
lIA?i l - 0 > 
' 0 ^ 
\~42k j 
(5.2.6) 
For the given value of k and 6, Table of area under Standard Normal 
curve may be used to obtain the probability. 
Case 3: The shape parameter of stress to be twice that of strength 
(k = 2c) : 
If we consider k = 2c, equation (5.2.3) reduces to the following form. 
,2/40 2c i..c 
P{X > Y) = 2c0ek jy2c-le~^ e~ky dy 
0 
2 oo V / + A 
= 2c6^/4*{>>2c-1e I ^ dy 
0 
Define 
c . ^ 1/2 
y + — = z 
2<9 
yc=zl/2-^-
20 
.c-1 ... 1 -1/2 
so that cy dy = -z dz consequently 
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A2/40 ~f f1 ^ , - 1 / 2 
2V# 
P(X>F) = e  , w J 1 
A2/4£^ 
e tfe 
Further simplification yields, 
P{X>Y) = \-^e*IW 
X^n J2/40 
= 1 -=e 
i4e 
X
 ^ ^ - z ^ l / 2 ) - ! 
'- I n/2 fife 
1-7 (x
24i _\_ 
40 ' 2 
(5.2.7) 
Where 7(w, p) can be obtained from the Table of Incomplete Gamma 
Functions (1957). 
Nandi and Aich also have given this result in the following form: 
P(X >Y) = exp[x2 /W]D_2(X{20Y1/2) (5.2.8) 
Where Dn(Z) is the parabolic cylindrical function. This does not help 
much in finding the numerical value of the probability, for the given 
values of the parameters. 
5.3- Discussion 
If both stress and strength follow Weibull distributions with same shape 
parameter (k = c) but different scale parameters, 0 and X respectively, 
then reliability of the strength is given by (5.2.5). 
Obviously, for 0 = X, P{X >Y) = 0.5 which is as it should be as it implies 
that events (X > Y) and (X < Y) are equally likely in the event of both 
stress and strength following identical Weibull distribution. For the 
situation <9 * X, it appears that P(X > Y) depends on the values of 0 and 
X. 
70 
However, we can re-write it as follows: 
6 01A 
P(X > Y) 
0 + A (0/A) + l 
i.e. P(X > Y) depends on the ratio of the parameters. It is easy to see that 
higher the value of 01A, greater the value of P(X > Y). Also any desired 
level of strength reliability can be achieved by having suitable relation 
between 0 and A. For example, for P(X >Y) = 0.99 we must have 
0 = 99 A. 
It appears that fixing the parameters 0 and A for a desired level of 
reliability is independent of the shape parameter, so long as k = c. 
However, practically it is not so. Suppose we know that both stress and 
strength follow Weibull distribution with same shape parameter c. 
Obviously mean strength has to be greater than mean stress in order to 
have a higher reliability. We know that 
E(X) = X /CY 
_ l / 
E(Y) = 0 /cT 
V c) 
V c) 
[See Johnson, Kotz and Balakrishnan (1995)]. If we propose to have 
mean strength = m times mean stress, where m>\, we must have 
E(X) = m.E(Y) which implies that 6IA = mc so that 
if) I A\ 1 
P{X > Y) = -r^  S: = , which is a function of m and c, and is (0/A + 1)
 (i + m-c) 
free of A and 6. For selected values of m and c, we get the values of 
P{X > Y) as given in the table 5.3.1. 
71 
Table - 5.3.1: Strength Reliability for c = k, and E(X) = mE(Y). 
m\c 
1 
2 
3 
5 
10 
20 
50 
100 
.5 
.500000 
.585786 
.633975 
.690983 
.759747 
.817266 
.876101 
.909091 
1 
.500000 
.666667 
.750000 
.833333 
.909091 
.952381 
.980392 
.990099 
1.5 
.500000 
.738796 
.838609 
.917901 
.969346 
.988955 
.997179 
.999001 
2 
.500000 
.800000 
.900000 
.961548 
.990099 
.997516 
.999601 
.999900 
2.5 
.500000 
.849779 
.939717 
.982426 
.996848 
.999441 
.999943 
.999990 
3 
.500000 
.888889 
.964287 
.992063 
.999001 
.999865 
.999992 
.999999 
A perusal of table 5.3.1 shows that if both stress and strength follow 
exponential distribution, then in order to have a reliability of 0.95 the 
mean strength must be 20 times the mean stress. With the increase in the 
value of c, a higher reliability is attained for the smaller values of m, so 
much so that for c = 3 and m = 3, the strength reliability is 0.964286. 
For the case c = 2k, the expression for the reliability of the strength is 
given by (5.2.6). Using this equation one can find, at least theoretically, 
the value of the parameters; 9 and X, for a given reliability level. 
Proceeding in the same way as for the case c = k, suppose we fix the 
parameters such that mean strength is m times mean stress, then we must 
have, 
f 1 ^ 
rl/2kr 1 + — 
2k m.6-
mY 1 + -
V J 
for all k and fixed m. This in turn implies that 
2k 
mY 1 + 
1 + 
2k. 
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For selected values of m and k, we have obtained the strength reliability 
as given in Table 5.3.2. Note that the values of T(l + x/2) for 
x = 0.00(.01)2 may be obtained from Mardia and Zemroch (1978) and the 
values of <2>(.) from Pearson and Hartley (1958). 
Table - 5.3.2: Strength Reliability for c = 2k and E(X) = m.E(Y). 
k\m 
1 
2 
3 
5 
1 
0.5906 
0.5254 
0.5096 
0.4909 
2 
0.7990 
0.8789 
0.9809 
3 
0.8868 
0.9669 
4 
0.9269 
Looking at the Table 5.3.2 we notice the following: 
(i) For m = 1 i.e. E(X) = E(Y), the strength reliability decreases 
with the increase of the value of k. This is so because of the 
nature of the curve of the pdf of the Weibull distribution (the 
curve becomes narrower as k increases, hence the inability of 
the strength to meet the stress of equal mean value.) For the 
discussion on the shape of Weibull curve, see Johnson, Kotz 
and Balakrishnan (1995). 
(ii) Increase in the value of m increases the strength reliability. It 
also increases when both k and m are increased so much so 
that for k = 3 (consequently c = 6) and even for m = 2 the 
strength reliability is 0.98089. 
For the case k = 2c, c = l,2, the expression for strength reliability is 
given by (5.2.7). Once again, it appears that the reliability of the strength 
is independent of c. Proceeding as before if we let mean strength = m 
times mean stress, then we have 
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r l / c r 
V c) = m.& 
-l/2ci 
Which in turn implies that 
r 
mTil+i\ 
fl+-i-l 
2c 
For selected values of m and c, the strength reliability is given in Table 
5.3.3. 
Table - 5.3.3: Reliability of strength for k = 2c, and E(X) = m.E(Y). 
m\c 
1 
2 
3 
4 
1 
0.414069 
0.633159 
0.705281 
0.767403 
2 
0.464923 
0.797654 
0.905568 
0.946978 
3 
0.489832 
0.901130 
0.970787 
0.98746 
4 
0.493372 
0.952776 
0.990619 
0.99703 
5 
0.509383 
0.976806 
0.996946 
0.999275 
A perusal of Table 5.3.3 yields the following observations: 
(i) For c = 1,2 P(X >Y)< 0.5 for m = \ implying that in these cases 
strength is less reliable to meet the equal average stress. 
(ii) The reliability increases for an increase in c and in m, i.e. 
having the higher mean strength always makes it more reliable. 
The higher the value of c, the steepest the ascent of strength 
reliability. Hence we conclude that increasing the mean strength 
always pays. 
5.4. Concluding Remark: 
In brief, we can say that there are two ways to control the strength 
reliability for a given Weibull - stress: either chooses a better Weibull 
model for strength or increase the mean strength with the Weibull 
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distribution keeping the same shape parameter. Our study shows how to 
proceed in both the cases. 
We regret that the study is limited to a few special cases of Weibull-
Weibull Stress-Strength models. We propose to continue to study the 
behaviour of General Weibull strength against Exponential stress in 
particular and to identify the shape parameter c that maximizes the 
strength reliability. 
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CHAPTER-6 
Reliability Under Preventive Maintenance 
6.1 Introduction 
It is supposed to be a fact that no equipment or a system is perfect in the 
sense that it will continue to function (without failure) forever, how so 
ever carefully it might have been designed and manufactured. However it 
is assumed that the reliability of an equipment or a system may be 
increased by proper maintenance at regular intervals. Such maintenance is 
known as Preventive maintenance. It is done periodically, before the 
failure of the system; hence it is different from the corrective or repair 
maintenance, which is carried out only after the failure of the item or the 
system. 
In this chapter we examine the effect of preventive maintenance on the 
reliability of an item that functions until first failure. For this purpose we 
consider some well-known lifetime distributions of such items. 
In section 6.2 we consider the effect of preventive maintenance on the 
reliability of an item that follows an exponential failure time distribution. 
It is shown that the preventive maintenance does not improve the 
reliability of such an item. We prove that the mean time to failure 
(MTTF) of such an item is equal to mean lifetime without maintenance 
and establish it as a characteristic property of exponential failure time 
distribution. Further definition of MTTF, see section 1.2. In section 6.3 
we consider the Power function distribution and obtain the condition 
under which maintenance reliability exceeds the reliability without 
maintenance. In section 6.4 we discuss the effect of preventive 
maintenance with respect to some other distributions along with a general 
discussion on preventive maintenance. i\ '"T"^ A u / 
\ - ; , . 
6.2 Reliability For Exponential Distribution under Preventive1 
Maintenance 
It is well known that exponential distribution has constant failure rate 
and this is the characteristic property of it. Now we consider the case of 
reliability under preventive maintenance of equipment following 
exponential distribution. If the pdf of failure time T is given by 
f(t) = Ae~At, t>0 (6.2.1) 
then reliability of such an equipment is given by 
R{t) = e~k, />0 . (6.2.2) 
Using the result on maintenance reliability given in section 1.2, we find 
the reliability of that equipment with regular preventive maintenance at 
time T, IT, 3T, , given by 
RM{t) = (e'AT)n.e-A(t-nT\ fornT<t< (n + \)T 
= e~^=#(0 forO<t<cc 
Note that this does not depend on the number of preventive maintenance. 
We conclude that preventive maintenance does not improve the reliability 
of equipment having exponential failure distribution. We now prove an 
important result in the form of a theorem. 
Theorem 6.2.1: Preventive maintenance does not improve the reliability 
of an equipment or system iff it has a constant failure rate. 
Proof: (N) Let us suppose that the reliability does not improve after 
preventive maintenance or mean time to failure (MTTF) is a constant 
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with respect to maintenance after time T, i.e. 
T 
\R(t)dt 
MTTF = ^ = a forallT>0. 
l-R(T) 
T 
or ^R(t)dt=a{l-R(T)} 
0 
differentiating both the sides w.r.t. t , we get 
R(T) = -aR'(T) 
=> R'(T)/R(T) = - -
a 
=> ln(R(T)) = - - + c 
a 
=> R(T) = e~{T/a)+c T>0 
where c is the constant of integration. However, R(O) = \=>c = 0. Thus 
R(T) = e~T/a, T>0 
which is the reliability at time T, of an item following Exponential 
distribution. Hence it shows that equipment with constant MTTF follows 
Exponential distribution. 
(S): Now we consider that equipment follows exponential distribution 
and has the reliability R(t) = e~t/a. Thus the MTTF with respect to 
maintenance after time T is given by 
\e-"adt 
MTTF = ^ — -
l-e~T/a 
= a{\-e-Tla)l{\-e-Tla) 
= a 
This proves the theorem. 
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6.3 Reliability for the power function distribution under preventive 
maintenance 
The reliability function for power function distribution is given by 
ka -ta 
R{t) = 
ka 
0<t<k 
Reliability of such an item under preventive maintenance, is given by 
*RM(t) = {R(t)}n[R(t-nT)] 
ka -{t-nT)a 1ka -ta 
ka 
nT<t<(n + \)T 
In order that the reliability under preventive maintenance be more than 
that of without maintenance, we must have {RM(t)l R(t)} >1 at the time 
of preventive maintenance t = nT, where « = 1,2,3 , i.e. 
-k-V 
R(t) 
1 
V k
a 
1-
(nT)a 
ka 
>1 
nTa 1—i_>i . nl 
\K J 
fnT^a 
V K J 
nTa 
ka 
>0 
n
a
 -n>0 
•n
a
~
l
 >1 ^ > a - l > 0 a>\. 
This means that preventive maintenance will improve the reliability of the 
power function system, only when a > 1. 
It simply means that for a < 1, preventive maintenance may not be useful. 
To get a better insight into this result, we have tables 6.3.1 to 6.3.4 
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showing R(t), reliability without maintenance and RM (t), reliability with 
maintenance for selected values of a. Without loss of generality let k = 1 
Table 6.3.1: Showing R(t) and RM(t);T = 0.25, a = 0.5 
t 
Rit) 
RM(t) 
0.1 
0.6838 
0.6838 
0.25 
0.5000 
0.5000 
0.3 
0.4523 
0.3882 
0.4 
0.3675 
0.3064 
0.5 
0.2929 
0.25 
0.6 
0.2254 
0.1709 
0.75 
0.1339 
0.125 
0.8 
0.1056 
0.0970 
0.9 
0.0513 
0.0766 
1 
0 
.0625 
Table 6.3.2: Showing R(t) and RM(/)-T = 0.25, a = 1 
t 
R(t) 
RM(0 
0.1 
0.9 
0.9 
0.2 
0.8 
0.8 
0.25 
0.75 
0.75 
0.3 
0.7 
0.7125 
0.4 
0.6 
0.6375 
0.5 
0.5 
0.5635 
0.6 
0.4 
0.5063 
0.75 
0.25 
0.45 
0.8 
0.2 
0.4008 
0.9 
0.1 
0.3586 
1 
0 
0.3164 
Table 6.3.3: Showing R(t) and RM (t);T = 0.25, a = 2 
t 
Rif) 
RM(t) 
0.1 
0.99 
0.99 
0.25 
0.91 
0.9375 
0.3 
0.84 
0.9352 
0.4 
0.75 
0.9164 
0.5 
0.64 
0.8789 
0.6 
0.51 
0.8701 
0.75 
0.44 
0.8438 
0.8 
0.36 
0.8219 
0.9 
0.19 
0.8054 
1 
0 
0.7724 
Table 6.3.4 (a): Showing R(t) and RM(t)-T = 0.25, a = 3 
t 
Rit) 
RMit) 
0.1 
0.999 
0.999 
0.25 
0.984 
0.9844 
0.3 
0.973 
0.9842 
0.4 
0.936 
0.9811 
0.5 
0.875 
0.9689 
0.6 
0.784 
0.9680 
0.75 
0.578 
0.9612 
0.8 
0.488 
0.9537 
0.9 
0.271 
0.9506 
1 
0 
0.9389 
6.4 Reliability Under Preventive Maintenance for other lifetime 
Distributions 
In this section we derive the expression for maintenance reliability for 
some important life-time distributions. 
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(i) Weibull Distribution: The pdf of Weibull distribution is given by 
/(0 = ^ - 1 exp 't\fi 
e 
0,J3>0, t>0. 
The reliability function for this distribution is given by 
R(t) = exp f^P 
K0J 
Reliability under preventive maintenance of such equipment or system is 
given by 
n 
RM if) = exp 
(f\P 
.exp 
ft-nT^P 
e 
In order to see the effect of preventive maintenance we have to find 
R\i{t) I R(0 a t t n e t i m e of preventive maintenance t = nT. 
(T\P 
>1^> p>\. RM (nt) 
exp 
- n \0J 
R(nT) 
exp 
This means that the preventive method is effective for the Weibull 
system, if the shape parameter, j3>\. 
(ii) Normal Distribution: The pdf of normal distribution is given by 
2 / ( ' ) = 
1 
G-42TZ 
exp 
V o- ) 
/u,a>0. 
There is no closed-form solution for the normal reliability function. 
Solutions can be obtained via the use of standard normal tables. Thus, 
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R(t) = 1 - 0 't-S 
\aT J 
Reliability under preventive maintenance 
RM(0 1-0 1-0 
' t-nT - ju 
<7j 
(iii) Gamma Distribution: The pdf of Gamma distribution is given by 
m tr-
xe-< / > 0 ; / > 0 . 
where y is the shape parameter, and T is the gamma function given by 
the relation 
00 
T(a)= \ta~Xe~ldt. 
0 
There is no closed-form of reliability function for Gamma distribution 
also. Thus the reliability function is given by 
r,(r) 
*(0 = i - W 
/ > 0 ; / > 0 
where Y is the gamma function defined above and Tt{a) is the 
incomplete gamma function given by the relation 
Yt(,a)=\ta~Xe~tdt. 
0 
We can obtain the solutions by using the table of Incomplete Gamma 
Distribution given by Pearson (1957). 
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Reliability under preventive maintenance for gamma distribution is given 
by 
RM(0 
r(r) 
t+nT (?) 
TOO 
No general comment is possible on the behaviour of the reliability under 
preventive maintenance for Normal and Gamma distributions. 
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