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HERMÍTICA DE LA COMPUERTA
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VALLE DE CHALCO SOLIDARIDAD, MÉXICO NOVIEMBRE 2016.
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Resumen
El procesamiento cuántico de la información no se puede entender sin las compuertas
cuánticas. En particular una compuerta que es empleada dentro de dicha ciencia, es la
compuerta SWAP, que intercambia los Qubits. En el presente trabajo se estudia una
simulación efectuada por Wang (2001). Se halla que dicha compuerta no es Hermı́tica.
Esto quiere decir que esta simulación de compuerta no es f́ısica, debido a que para
que sea f́ısica esta debe ser Hermitiana Sakurai and Napolitano (2011).
Aśı mismo se demuestra que la simulación de la compuerta SWAP propuesta por
Wang no conserva la concurrencia cuántica. También se demuestra que la compuerta





Quantum Information Processing cannot be understood without Quantum Gates. In
particular, a Quantum Gate that is employed in such a science is the SWAP Gate
which exchanges the Qubits. In the present work it is studied a simulation of SWAP
Gate done by Wang (2001). It is found that such a Gate is not Hermitic. The above
simulation of SWAP it is not a physical operator (Sakurai, 2011). Likewise, it is shown
that Wang simulation of SWAP Gate does not conserve Quantum Concurrence. It is
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2.1.3. Compuertas cuánticas . . . . . . . . . . . . . . . . . . . . . . 32
3. Simulación de la compuerta cuántica SWAP 39
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Metodoloǵıa 49
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Introducción
A través de los años el ser humano ha ido buscando como poder seguir adelante
con la vida siempre con la mano de la tecnoloǵıa, utilizando mecanismos en el diseño,
en la construcción y en la manipulación de máquinas con las que se puede automatizar
de cálculos y el almacenamiento de información.
La computadora para llegar a ser tal como actualmente la conocemos, ha pasa-
do por un proceso de evolución y desarrollo que ha iniciado aproximadamente 2500
años, aun que algunos todav́ıa dicen que no tienen mas que unos cientos de años de
evolución. Años atrás, los primeros modelos fueron manuales, hace aproximadamente
500 A.C., cuando los egipcios fueron los primeros que inventaron un artefacto que
consist́ıa en una serie de esferas atravesadas por varillas, después fue tomado y per-
feccionado por los chinos, y posteriormente en el siglo XIII D.C., es cuando le dan la
forma clásica que conocemos como el ÁBACO que esta conformado por 10 ĺıneas con
7 esferas cada una.
Posteriormente, después de muchos años, surgen los modelos mecánicos y eléctri-
cos, es cuando Pascal en 1649, fabrica la Pascalina, una máquina que realizaba ope-
raciones solo de 8 d́ıgitos. Después, hasta el año 1820 es cuando Babbage (Charles
Babbage) con ayuda de la Condesa Ada Byron construyeron dos máquinas totalmente
mecánicas, ya que estas utilizaban ejes, engranajes y poleas para realizar cálculos; la
Condesa Byron fue la primer persona que programo una computadora, tiempo des-
pués nombraron Ada a un lenguaje de programación en su honor.
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Aśı como iban transcurriendo los años, destacadas personas segúıan mejorando
cada vez mas la parte mecánica de una computadora aśı también como la parte de
desarrollo, como por ejemplo la programación de tarjetas perforadas; mas adelante
surge la primer computadora digital creada por el Ingeniero alemán Konraz Suze en
1942. Pero en el año 1941 Turing construyó la COLLOSUS, una computadora que
utilizaba miles de válvulas, con miles mas de aditamentos para que la máquina fuera
capaz de imprimir lo que se necesitaba.
Finalmente comenzó la era digital, esto conllevo a necesitar modelos electrónicos
basados inicialmente en tubos de vaćıo y posteriormente en transistores. La primer
computadora electrónica digital fue la EDVA, ya que su memoria consist́ıa en ĺıneas
de mercurio dentro de un tuvo de vidrio al vaćıo, donde se pod́ıa almacenar ceros y
unos. Uno de los inventos que mas ha tenido gran peso en la evolución de la compu-
tadora digital ha sido el transistor este fue elaborado en 1948 por tres cient́ıficos en
los laboratorios de Bell, ya que contiene un material semiconductor que funciona co-
mo un interruptor. Y aśı ha sido la constante miniaturización de los componentes
de hardware que han logrado la realización de nano-circuitos; de este modo como va
avanzando la ciencia, la miniaturización será tal que las leyes de la F́ısica Clásica
ya no estarán validas, de este modo entraran a los dominios del mundo subatómico,
donde las leyes de la F́ısica Cuántica tienen validez.
El cambio de los componentes elementales de las computadoras, hace necesario
concretar muchos elementos de la computación actual, como la arquitectura, los algo-
ritmos, y los componentes de hardware. De este modo es como nace la Computación
Cuántica y con ella los algoritmos Cuánticos. Es aśı como el enfoque de este tema
de investigación nos conlleva a saber mas el como trabaja las compuertas Cuánticas
lógicas, ya que al igual que los transistores, son componentes que ayudan al perfecto
funcionamiento del Cómputo Cuántico. Sin embargo, me interesa saber mas sobre la
compuerta SWAP puesto que al leer un art́ıculo cient́ıfico del autor Wang (2001),
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se ha observado algunas inconsistencias en la simulación que el autor hace con refe-
rencia a dicha compuerta; es por eso el estudio y enfoque a la compuerta Cuántica
lógica SWAP, el como está constituida, como trabaja y sobre todo dar a conocer la
simulación que hace él autor y los resultados que debeŕıan ser exactamente.
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Hipótesis
Al emplear una simulación No-Hermı́tica de la compuerta SWAP sobre dos Qubits,
esto conlleva a resultados inesperados; como en el estudio que se hizo al art́ıculo
publicado por Wang, X. (2001). Entanglement in the quantum Heisenberg XY model.
Phys. Rev. A64, 012313 (2001). Sin embargo, si la simulación es Hermı́tica de la misma




La investigación identificó las inconsistencias que tiene el art́ıculo publicado por Wang,
X. (2001). Entanglement in the quantum Heisenberg XY model. Phys. Rev. A64,
012313 (2001), y demostrar que lo que se publicó ha sido mal planteado y mal rea-
lizado en su demostración. De igual forma se hablara de la compuerta Hermı́tica
SWAP, pero esto conlleva a hablar también sobre temas de matemáticas como lo es
los números complejos, números complejos conjugados, matrices, matrices transpues-
ta, operador Hermı́tiano y estados de 2 Qubits.
Vale la pena decir que la compuerta SWAP original es Hermitiana y reversible; ya
que en dicho se propone una simulación de la compuerta SWAP la cual no dejan en
claro si es hermı́tica y reversible.
Dicha investigación satisface a las siguientes preguntas:
¿Cuáles compuertas son reversibles y cuales no lo son?.
¿Por qué son reversibles y por que no lo son?.
¿Con qué propósito se usa la compuerta SWAP y no otra compuerta?





Objetivo general: Analizar los resultados que arroja el comportamiento de la simula-
ción cuando se ocupa una compuerta Hermı́tica SWAP sobre el estado de dos Qubits
y también cuando la simulación es No Hermı́tica.
Objetivos espećıficos:
1. Caracterizar el comportamiento que tienen los estados de dos Qubits al momen-
to de la ejecución de la compuerta SWAP.
2. Encontrar las implicaciones al simular mediante un operador no Hermı́tico la
compuerta Hermı́tica SWAP.




Marco teórico y estado del arte
Hoy en d́ıa el avance de la tecnoloǵıa, necesita de la actualización de elementos que
sean requeridos para llevar a cabo la fabricación de nuevas computadoras que permi-
tan al ser humano realizar operaciones y cálculos desde de la forma más rápida como
la forma mas compleja pero siempre eficiente. De este modo se puede ver la impor-
tancia que produce un mayor número de transistores, aśı mismo, el hecho de fabricar
procesadores más pequeños y en consecuencia, cuanto más pequeño es, mayor será la
velocidad de procesamiento que alcanzará el procesador.
Sin en cambio, en algún momento no se podrá trabajar de una manera conve-
niente al seguir haciendo los procesadores demasiado pequeños, debido a que perderán
la mayoŕıa o todas las cualidades que poseen, en un cierto punto, ya que entrarán en
ĺımites no escalables a la F́ısica Clásica, debido a que se llega a la escala de nanóme-
tros, en donde los electrones se escapan de canales por los cuáles deberán de circular.
Surge entonces la necesidad de descubrir nuevas tecnoloǵıas y es aqúı en donde se
comienza a hablar de Computación Cuántica.
La computadora clásica codifica la información utilizando números binarios,
0 y 1 y pueden realizar cálculos de un conjunto de números uno a la vez; sin embargo,
las computadoras cuánticas pueden codificar la información como serie de estados
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cuánticos, de igual forma como direcciones de los electrones o las orientaciones de
la atracción de un fotón representando un número que emite que el estado del bit
cuántico se encuentra en alguna parte entre 1 y 0.
1.1. Álgebra lineal para cómputo cuántico
De manera más formal, el álgebra lineal estudia conjuntos denominados espacios
vectoriales, los cuales constan de un conjunto de vectores y un conjunto de escalares
que tiene estructura de campo, con una operación de suma de vectores y otra de
producto entre escalares y vectores que satisfacen ciertas propiedades, por decir, que
la suma es conmutativa.
Sin en cambio, el Álgebra lineal muestra también las propiedades que aparecen
cuando se impone estructura adicional sobre los espacios vectoriales, siendo una de
las más frecuentes la existencia de un producto interno, se puede decir como una
especie de producto entre dos vectores que permite introducir datos como longitud
de vectores y ángulo entre un par de los mismos.
1.2. Vector
Un vector en Rn es un arreglo ordenado de n números reales Beauregard (2007).
En la 1.1 se puede identificar como se observa un vector gráficamente, sin embar-
go, se logra escribir un vector como una lista de sus componentes, es decir, ~v =





















Es un 4-vector, esto quiere decir, es un vector con 4 componentes.
La componente 1 de X es 5, la componente 2 de X es -3, el componente 3 de X
es 8 y finalmente la componente 4 de X es -2.
Figura 1.1: Componente de un Vector
1.2.1. Igualdad entre vectores
Dos vectores ~x y ~y se dicen vectores iguales si tienen la misma dimensión y las
coordenadas correspondientes son todas iguales. A continuación, se muestran los si-
guientes vectores:










x− 1 = y − 3
3 = x+ 1




Sea Z un cuerpo y V un conjunto no vaćıo; entonces V es un espacio vectorial
sobre Z o también representado como Z - espacio vectorial, dicho esto:
1. En V hay definida una operación interna, que denotaré como ”+”, de forma
que (V, +) es un grupo abeliano, esto quiere decir que verifica las propiedades:
a) Asociativa: (u+ v) + w = u+ (v + w);∀u, v, w ∈ V.
b) Conmutativa: u+ v = v + u;∀u, v ∈ V.
c) Existencia de elemento neutro: ∃0 ∈ V tal que 0 + v = v + 0 = v;∀v ∈ V.
d) Existencia de elemento opuesto: ∀v ∈ V, ∃−v tal que v+(−v) = (−v)+v =
0.
2. En V hay definida una operación externa de Z en V , que se expresa por yuxta-
posición observando que:
a) a(u+ v) = au+ av;∀a ∈ Z,∀u, v ∈ V.
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b) (a+ b)u = au+ bu;∀a, b ∈ Z,∀u ∈ V.
c) a(bu) = (ab)u;∀a, b ∈ Z,∀u ∈ V.
d) 1u = u;∀u ∈ V donde 1 es la unidad para el producto en Z.
Los elementos del espacio vectorial suelen denominarse vectores, mientras que a
los de adentro de Z , se les llama escalares. La operación externa recibe el nombre de
producto por escalares.
Un claro ejemplo de espacio vectorial es cuando; tenemos el cuerpo de Z puede
considerarse un espacio vectorial sobre śı mismo, utilizando como producto por es-
calares el producto usual en el cuerpo. Si se considera el producto cartesiano de Zn
veces:
Zn = {(x1, x2, x3, . . . , xn)|xi ∈ Z,∀i = 1, . . . , n}
Se puede denotar dicha estructura de espacio vectorial sobre Z con las operaciones
suma y producto por escalares definidas por:
(x1, x2, x3, . . . , xn) + (y1, y2, y3, . . . , yn) = (x1 + y1, x2 + y2, x3 + y3, . . . , xn + yn)
z(x1, x2, x3, . . . , xn) = (zx1, zx2, zx3, . . . , zxn)
1.2.3. Vector base
Los vectores base son considerados en espacio vectorial en un sistema de vectores
linealmente independientes de orden máximo. Por lo tanto, la base constituye un
sistema de generadores del espacio, y el número de vectores que contiene es igual a
la dimensión del espacio.
Al enunciar un vector−→u del espacio, en función de una baseB = {−→a 1,−→a 2,−→a 3, · · · ,−→a n},
de un espacio n-dimensional:
−→u = u1−→a 1 + u2−→a 2 + u3−→a 3 + · · ·+ un−→a n
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A los coeficientes de esta combinación lineal se les llama componentes del vector
−→u en la base B y con frecuencia se escribe:
−→u (u1, u2, u3, · · · , un)
Al expresar con agrado la correspondencia entre los vectores de la base y las
componentes, ambos conjuntos se consideran ordenados, lo que permite aludir al
primer, segundo, tercer vector de base o la primera, segunda, tercer componente.
1.3. Operadores
Un operador, Ô, es un objeto que transforma a una función, g, en otra, h,
Ôg = h.
Es decir, cuando se deriva una función, f(x), la función resultante es f ′(x), por
lo general es distinta. Esto es, al procedimiento de derivación se le proporciona un
operador,







Donde el operador D̂, se le llamará operador diferencial. Puesto que al multiplicar
una función por una constante, se obtiene una nueva función. A este tipo de operadores
les denominaremos operadores multiplicativos, por ejemplo,
2π · f(x) = g(x),
x · f(x) = k(x).
Los operadores también pueden combinarse a modo de formar otros más comple-
jos, es decir:
suma de operadores: (Â+ B̂f = Âf + B̂f),
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composición de operadores: (ÂB̂f = Â(B̂f)).
Se puede hallar a los operadores en las siguientes formas:














Es habitual el uso de operadores que conservan la norma o, más en general, como
el producto escalar de vectores reales, como los que generan rotaciones, reflexiones,
etc. Dichas transformaciones se hacen con operadores ortogonales, que cumplen la
condición Ô−1 = ÔT . Los operadores unitarios es la generalización de los operadores
ortogonales a espacios complejos, de tal manera que, Ô → Û , ÔT → ÛT∗ ≡ Û †, esto
cumple con la condición Û−1 = Û †.
Por lo tanto un operador es unitario si:
Û Û † = Û †Û = Î
Dado que el producto de dos operadores unitarios es unitario, ya que cada trans-
formación guarda por separado el producto escalar.
Dicho aśı, por ejemplo:




2 Û2 = Û2Û
†
2 = Î (1.1)
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1 Û1Û2 = Û
†









1.3.2. Operador lineal sobre un espacio vectorial
Un acumulado de operadores lineales {A,B,C, . . .} : V1 → V2 puede constituir un
espacio vectorial lineal si se dispone entre ellos de la operación suma y la multiplicación
por un escalar. De este modo, dado {A,B,C, . . .}, se puede ver de la siguiente manera:
A[a|v1〉+ β|v2〉] = αA|v1〉+ βA|v2〉
B[a|v1〉+ β|v2〉] = αB|v1〉+ βB|v2〉
 (γA+B)|v〉 ≡ γA|v〉+B|v〉 3
Ya que los vectores de los espacios que me interesan suelen ser funciones, aśı como
las aplicaciones lineales entre tales espacios transformarán unas funciones entre otras,
y es usual citar a operadores para las transformaciones de este tipo, Pues aśı, un
operador lineal es simplemente una aplicación lineal de un espacio vectorial en otro,
lógicamente los dos sobre el campo , dicho por el mismo autor.
1.3.3. Operadores hermı́tico
Se proseguirá a describir algunos pasos para poder atender los problemas que se
tienen para poder calcular el hermitiano de un operador:
1. Teniendo a un operador Ô, que opera sobre funciones complejas, a esto se le
impone un operador asociado, el cual es Ô∗.
2. Se tiene una función con un estado β. En esta función de estado se opera con
el operador Ô, obteniendo Ô β. Entendemos que esta es una nueva función de
estado, que se denota como Ô β = Y .
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3. Después se prosigue a calcular el producto interior de la función Y con otra
función distinta por su puesto, que es α, de esta manera se obtiene:
〈α|Y 〉 = 〈α|Ô|β〉 =
∫
α ∗ ÔβdV
4. Para que se calcule el operador hermı́tico asociado ha X̂, se calcula lo siguiente:
〈α|Ô|β〉∗ = 〈β|Ô∗|α〉,
Esto quiere decir que al calcular el complejo conjugado de la integral anterior
y el resultado, indicará cuál es el operador hermı́tico asociado al original.
Cuando se cumple, es decir, 〈β|Ô|α〉 = 〈α|Ô|β〉∗, entonces el operador es
hermı́tico.
1.3.4. Operadores unitarios
Un operador unitario es cuando su adjunto es igual a su inverso, es decir:
Ô† = Ô−1
Sus propiedades son:
1. El producto de dos operadores unitarios es unitario, esto quiere decir que:
(ÔV̂ )(ÔV̂ )† = ÔV̂ V̂ †Ô† = Î
2. El producto escalar es invariante bajo transformaciones unitarias. Por lo tanto,
un operador unitario no modifica la norma de un Vector. De esta manera, los
operadores unitarios operan en el espacio de Hilbert de una manera análoga
a las rotaciones en el espacio euclideo, las cuales mantienen el modulo de un
Vector, y el ángulo entre dos Vectores.
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1.4. Matrices M ×N
Matriz Cuadrada: Es aquella que tiene igual número n de filas que de columnas
(n = m).







Es cuadrada de orden 3.
Matriz Nula: Una matriz es nula si todos sus elementos son iguales a cero. En el







Matriz Diagonal: Una matriz cuadrada, C = Cij, es diagonal si Cij = 0, para
i 6= j. Es decir, si todos los elementos situados fuera de la diagonal principal son cero.







Matriz Unidad: Es una matriz diagonal cuyos elementos de la diagonal son todos





Matriz Triangular: Es una matriz cuadrada en la que todos los elementos situados
por debajo (o por encima) de la diagonal principal son cero. Por ejemplo, la siguiente
matriz es triangular:







Este tipo de matrices también se conoce como matriz escalonada. En algunos
casos se hace la distinción entre las matrices triangulares superiores o inferiores en
dependencia de los elementos nulos de la matriz; los que están por debajo o por
encima de la diagonal principal.
1.4.1. Producto de matrices
Se pueden multiplicar dos matrices A y B si el número de columnas de A coincide
con el número de filas de B y el resultado es el producto de una matriz.
Am×n ×Bn×p = Cm×p
El elemento Cij de la matriz producto se obtiene multiplicando cada elemento de
la fila i de la matriz A por cada elemento de la columna j de la matriz B y sumándolos.













2 ∗ 1 + 0 ∗ 1 + 1 ∗ 1 2 ∗ 0 + 0 ∗ 2 + 1 ∗ 1 2 ∗ 1 + 0 ∗ 1 + 1 ∗ 0
3 ∗ 1 + 0 ∗ 1 + 0 ∗ 1 3 ∗ 0 + 0 ∗ 2 + 0 ∗ 1 3 ∗ 1 + 0 ∗ 1 + 0 ∗ 0
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1.4.2. Representación matricial de los operadores lineales
Un operador lineal o transformaciones lineales son una operación que asocia un
vector |v〉 ∈ V1 en un vector |v′〉 ∈ V2 y que respeta la linealidad, es decir esta función
de V1 → V2 efectúa lo siguiente, Núñez (2007):
|v′〉 = A|v〉 3 A[γ|v1〉+ δ|v1〉] = γA|v1〉+ δA|v2〉∀|v〉, |v1〉y|v2〉 ∈ V1〉
Es sustancial remarcar que la representación matricial de un operador, donde de las
bases {|a1〉, |a2〉, |a3〉, . . . , |an〉} y {|b1〉, |b2〉, |b3〉, . . . , |bm〉} de V y W proporcionalmen-
te. Si se tiene otras bases ortonormal para V y W , es decir {|ã1〉, |ã2〉, |ã3〉, . . . , |ãn〉}





2 · · · A1j · · · A1n
A12 A
2
























Finalmente, se observa el resultado final de una matriz con base ortonormal dis-
tinta a la original.
1.4.3. Matrices hermitianas
Es una operación que transforma a una matriz en otra, se le conoce como tras-
puesta, cuyos renglones son las columnas de la matriz original, y las columnas son
los renglones de dicha matriz original. Hay matrices que se pueden considerar con
entradas de valores imaginarios o complejos, ya que hay valores situados en dichas
matrices como en el renglón m y en la columna n es el conjugado complejo del ele-
mento situado en el renglón n y la columna m, como se puede observar en el siguiente
ejemplo:
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
1 1 + i 1 + 2i 1 + 3i
1− i 2 2 + 2i 2 + 3i
1− 2i 2− 2i 3 3 + 3i
1− 3i 2− 3i 3− 3i 4

De esta forma, se observa que una matriz es hermitiana si es igual a la transpuesta
del conjugado complejo de la misma, es decir:
H = (H∗)T
o también definido como la transpuesta de su conjugado complejo, como se ve en
la ecuación 1.2:
H = (HT )∗ (1.2)
La transpuesta de conjugado complejo de una matriz es algo que sucede tantas ve-
ces que se nombra adjunta hermitiana ó también llamada como matriz trasconjugada,
denotándola con el śımbolo de una daga colocada como exponente, es decir:
H†
De esta forma, una definición más formal de una matriz Hermitiana es la que se
define como una matriz que es igual a su transjugada, es decir:
H = H†
Por ejemplo, como se observa la siguiente matriz:
A =
a1 + a2i b1 + b2i
c1 + c2i d1 + d2i

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a1 + a2i c1 + c2i




a1− a2i c1− c2i
b1− b2i d1− d2i

Si A es hermitiana entonces A = A∗ y se puede decir que A debe ser la siguiente
forma:
A =
 a1 b1 + b2i
c1− c2i d1

Otro ejemplo distinto que menciona el autor se puede demostrar de la siguiente
forma:
P =
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P T =
 2 1− i
1 + i 1

El conjugado de P T es:
(P T )∗ =
 2 1 + i
1− i 1
 = P
1.4.4. Traza de una matriz
Una matriz cuadrada A con un orden n, se defina la traza de la matriz A y


























Ahora se obtendrá la traza de la matriz X de la siguiente manera:
Solo se suma 4 + 3 + 2 = 9, que son los números que se resaltaron en la matriz X.
La traza de la matriz Y es:
7 + 2− 5 = 4
La traza de la matriz Z es:
5 + 1 + 1 = 7
Y de esta manera se obtiene la traza de cada matriz.
1.4.5. Valores y vectores propios de una matriz
Dada una matriz cuadrada A de orden 3 se dice que el número λ0 es un valor
propio de A si existe un vector columna c no nulo:
Ac = λ0c
El vector c se llama vector propio de A asociado al valor propio λ0.
En el cuadro 1.1, se observa distintas terminoloǵıas equivalentes:
No obstante, otro punto de vista es, en base a una matriz cuadrada A, un número
real β se dice que es un valor propio ó un valor caracteŕıstico de A si existe un vector,
diferente del vector cero, c tal que:
Ac = βc
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λ0 c
valor propio vector propio
autovalor autovector
eigenvalor eigenvector
Cuadro 1.1: Valores y vectores propios de una matriz.
Es decir, que es un vector que al transformarlo mediante la multiplicación por A
el vector resultante mantiene su dirección.
El vector c se llama vector propio asociado al valor propio β.
Por ejemplo:





















Ahora se puede multiplicar cada vector por la matriz A y observar si el vector
resultante es un múltiplo escalar del vector.













Entonces de este modo se estudia que v1 es vector propio de A asociado al valor
propio 3.













Entonces se calcula que v2 no es vector propio de A.













Bueno aqúı se puede ver que v3 si es vector propio de A asociado al valor propio
de −1

















El conocimiento de computación cuántica surge en el año 1980, cuando se expone la
teoŕıa para aprovechar las leyes cuánticas en la computacón por Benioff, en vez de
trabajar a voltajes eléctricos se trabajaba a nivel cuanto, el cual denota en F́ısica
Cuántica el valor mı́nimo que puede tomar una determinada magnitud en un sistema
f́ısico Marinescu (2005).
El cómputo cuántico es una nueva forma de almacenamiento y procesamiento
de información. Puede considerarse una revolución de la teoŕıa de la informática, a
demás, se piensa para que las computadoras cuánticas podŕıan ejecutar algoritmos y
realizar cálculos de una forma mucho más rápida en que lo haŕıa una computadora
clásica, ya que esta solo realiza operaciones de tipo binario, en donde un bit sólo
puede almacenar un cálculo, una misma labor puede tener diferente complejidad en
computación clásica y en computación cuántica Farahani et al. (2005).
Esto ha dado lugar a una gran expectación, ya que algunos problemas intratables
pasan a ser tratables, esto a que todas las computadoras clásicas son esencialmente
equivalentes, no quiere decir que trabajen igual o a la misma velocidad, pero śı actúan
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siguiendo la misma norma, se comportan de manera similar, si se intenta realizar una
tarea como por ejemplo con una computadora portátil y luego se realiza la misma
tarea con una computadora de escritorio se comportan más o menos de la misma
manera, la Computación Cuántica es completamente diferente, debido a que en vez
de almacenar bits clásicos almacena qubits, Burns and Hardy (2012).
2.1. Conceptos generales
2.1.1. Qubit
Definition 1 Un qubit o bit cuántico se define sobre un espacio de Hilbert de dimen-
sión dos C2, donde la base ortonormal {|0〉, |1〉}, representa los estados clásicos del
sistema. El estado de un qubit es una “superposición” de estos dos estados clásicos,
ψ = α|0〉+ β|1〉, donde α, β son complejos y |α|2 + |β|2 = 1.
En el ámbito computacional, la unidad básica de información de una computadora
clásica es el conocido bit; el cual se asume uno de los dos valores que puede ser 0 y 1.
Sin embargo en el ámbito computacional cuántico se tiene como la unidad básica el
qubit el cual puede asumir una superposición de dos valores ó estados representados
|0〉 o |1〉, los cuales son representados como los dos valores de un bit clásico. Un qubit
se representa por un vector de estado en el espacio de Hilbert Braunstein and Mann
(1995).
Un qubit no puede ser copiado, clonado, y no puede ser enviado de un lugar a
otro. Existe la teoŕıa de la No-Clonación la cual consiste en establecer que no se
puede copiar un estado cuántico desconocido. Esto es, si se intenta clonar un valor
desconocido, primero se debe conocer, lo que destruiŕıa por completo la superposición
de estados en la que se encuentre, perdiendo toda la información almacenada en el
sistema, Tixaire (1990).
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Asociado con cada sistema f́ısico, se encuentra un espacio de Hilbert (H), es decir,
espacio vectorial complejo con producto interno normalizado conocido como espacio
de estados del sistema. El sistema es completamente descrito por su vector de estado,
el cual es un vector unitario en dicho espacio de estados De Greve et al. (2013).
Cuando se mide un Qubit se obtiene ya sea el resultado 0, con la probabilidad
|α|2, o el resultado 1, con la probabilidad |β|2. Esto es |α|2 + |β|2 = 1, ya que la suma
de las probabilidades nos da 1.
2.1.2. Mediones de qubits
La medición de un Qubit sobre un sistema cuántico es distinto al que se hace en
un sistema clásico de computadora. Se le llama un observable a una propiedad medi-
ble de un sistema. Formalmente, una medición se define como una matriz hermitiana
(O es hermitiana si O = O† = (OT )∗). Una matriz hermitiana puede ser diagoniza-
ble por un conjunto ortonormal de eigenvalores con valores reales. Esto significa que
existe una base {v0, . . . , vn−1} ⊆ V de dimensión n tal que O|vi〉 = vi|vi〉 siendo vi el
eigenvalor asociado a |vi〉. Supóngase que un sistema se encuentra en el estado ψ y∑n−1
i=0 αi|vi〉 = ψ, entonces el resultado de una medición del observable O puede ser
sólo v1, . . . , vn. El resultado de la medición será probabiĺıstico y la probabilidad de
obtener vi es |αi|2, Paredes (2007).
Dada una colección {Mm} de operadores de medición (matrices hermitianas),
donde el ı́ndice m se refiere a los posibles resultados de una medición. Si ψ es el
estado cuántico de un sistema, la probabilidad de que ocurra m es
p(m) = 〈ψ|M †mMm|ψ〉 (2.1)
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〈ψ|M †mMm|ψ〉 = 1 (2.3)
De esta manera, los estados que fundamentan el recurso básico en el sistema
modelo de la Computación Cuántica basada en la medición. En cualquier modelo,
la implemención consiste en la preparación de un estado, después por una secuencia
ordenada de mediciones respecto a las bases arbitrarias de los qubits, donde cada una
de las mediciones sólo a uno de los qubits, por lo cual, la base en que se mide depende
de los resultados dependen de mediciones previas, Cormick (2005).
2.1.3. Compuertas cuánticas
De la misma manera que en el cómputo clásico, en la electrónica, también exis-
ten circuitos que se realizan y llevan acabo los procesos de cómputo cuántico. Una
compuerta Cuántica es una función que efectúa un operador unitario en un grupo de
qubits selectos por un cierto tiempo, Mungúıa (2010).
Una caracteŕıstica muy importante que presentan los circuitos cuánticos es su for-
ma de hacer Computación reversible. Para ver esto más detallado, se considera un
esquema donde el procesamiento de información se hace al interior del funcionamiento
de una caja negra con igual conjunto de ĺıneas de entrada y salida, esto es que por
cada ĺınea de entrada hay una y solo una ĺınea de salida, la cual esta por default
por su entrada. Sin embargo, las señales simplemente se propagan mediante la caja
sin modificarse. En estas circunstancias, la salida no lleva más información que la
entrada. Si se conoce la salida, es posible calcular la entrada, por lo cual se dice que
la computación de este proceso es reversible.
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Compuerta CNOT de dos qubits.
Una de las Compuertas Cuánticas más importantes es la CNOT , esta compuerta
es de dos qubits; quiere decir que opera sobre dos qubits. El funcionamiento de la
CNOT es verificar el valor del primer qubit si este es 1 entonces invierte el valor del
segundo qubit, Vélez and Sicard (2000). Se dice que es una compuerta controlada, a
partir de esta lógica se puede generalizar para cualquier tipo de operador U, de modo
que se tendŕıa cualquier operador controlado. Se puede decir que la CNOT es un ti-
po de condicional estático, ya que en Computación Cuántica no se puede realizar un
control de flujo como el que se conoce o esta acostumbrado a ver en la computación
clásica.
El funcionamiento de la CNOT con sus dos qubits de la siguiente manera: CNot|x, y〉 =
|x, y ⊕ x〉, esto significa que la compuerta CNOT actúa sobre los qubits x y y. Se
le llamará a x el qubit de control y a y el qubit objetivo, el funcionamiento de la
compuerta es realizar un o exclusivo (si se evalua como lógica booleana) o bien una
suma modulo 2 (que es lo que denota ⊕).
La matriz que representa a la compuerta Cuántica CNOT es:
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1





Se muestra algunos ejemplos:
CNot|0, 0〉 = |0, 0〉
CNot|0, 1〉 = |0, 1〉
CNot|1, 0〉 = |1, 1〉
CNot|1, 1〉 = |1, 0〉
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donde I es la identidad 2 ∗ 2, 0 la matriz nula y σx la matriz de Pauli que repre-
senta la inversión, σx|0〉 = |1〉, σx|1〉 = |0〉. La acción de esta compuerta es similar a
la de la compuerta clásica XOR (OR exclusivo) que tiene dos entradas binarias a y b
y una salida a⊕ b. La compuerta XOR opera de acuerdo a la siguiente figura, donde
se muestra la tabla de verdad de la suma binaria, esto mencionado en Abal (2007).
0 + 0 = 0
1 + 0 = 1
0 + 1 = 1
1 + 1 = 0
Cuadro 2.1: Tabla de Verdad de la Suma Binaria
Sin embargo, existen diferencias fundamentales entre estas compuertas. En primer
lugar, la compuerta clásica XOR es una operación irreversible: dada su salida a⊕ b,
no se puede saber cuáles eran los valores de entrada que le dieron origen. En cambio,
dada la salida de la compuerta CNOT es inmediato saber cuál fue la entrada: la
compuerta CNOT es (como toda compuerta cuántica) reversible porque se preserva
la información del canal de control, Molinás and Mart́ınez (2012).
En las figuras 2.1 y 2.2 se muestra como están representadas esquemáticamente
la acción de ambas compuertas. La otra gran diferencia entre los CNOT clásicos y
cuánticos tiene que ver con el hecho de que la compuerta cuántica puede estar con-
trolada por una superposición α|0〉+ β|1〉. Por otra parte, compuertas cuánticas que
son un producto de compuertas de un qubit, como H⊗2, no afectan a las correlaciones
cuánticas.
La compuerta CNOT es un ingrediente esencial de cualquier dispositivo de proce-
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samiento cuántico de información. Una compuerta CNOT más el conjunto completo
de compuertas de un qubit (por ejemplo, las matrices de Pauli y la identidad) confor-
man un conjunto universal de compuertas. Es decir, una operación unitaria arbitraria
sobre n qubits se puede implementar en base a estas compuertas, Elguero and Alkorta
(2015).
Figura 2.1: Compuerta CNOT
Figura 2.2: Compuerta xor
Compuerta Cuántica de Hadamard de un Qubit.
Esta compuerta opera sobre un solo qubit, se le asigna el estado base |0〉 a |0〉+|1〉√
2
y el |1〉 a |0〉−|1〉√
2
, representa una rotación de π sobre dos ejes x y z. Se representa















Como las filas de la matriz son ortogonales, H es una matriz unitaria.
Compuerta SWAP de dos o más Qubits.
Una compuerta lógica cuántica es un circuito cuántico básico que opera sobre un
pequeño número de qubits. Las compuertas lógicas cuánticas son reversibles, al con-
trario que muchas compuertas lógicas clásicas. Las compuertas lógicas cuánticas son
representadas mediante matrices unitarias, Espinosa and Gómez (2012). Esto signifi-
ca que, las compuertas cuánticas pueden ser descritas por matrices 2 ∗ 2 o 4 ∗ 4 con
filas ortonormales.
El número de qubits en la entrada y a la salida tienen que ser iguales. El resultado
de la compuerta cuántica se halla multiplicando la matriz que representa la compuer-
ta con el vector que interpreta el estado cuántico.
La compuerta cuántica SWAP se puede encontrar por el śımbolo que se muestra
en la siguiente tabla, donde también se muestra cómo se representa con su respectiva
matriz:
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Figura 2.3: Compuerta SWAP
SWAP =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

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Caṕıtulo 3
Simulación de la compuerta
cuántica SWAP
Ahora con la era moderna de la computación cuántica, se puede señalar que el
cómputo cuántico tiene distintas caracteŕısticas; por ejemplo, cuando se lanza al aire
una moneda, la computación clásica permitirá saber de qué lado caerá si tiene todos
los datos acerca de la posición y la velocidad de la moneda al salir de nuestra mano.
Si no se tienen los datos, se dice que hay una probabilidad del 50 % de que caiga de un
lado ó 50 % de que caiga del otro lado. En cambio, la probabilidad en Computación
Cuántica es otra cosa, Garćıa (2011).
Es aśı que durante los experimentos cuánticos no se puede predecir el resultado,
sólo la probabilidad de que ocurra cierto resultado. A pesar que, el qubit lleva una
vida mucho más productiva que un bit clásico, esto finalmente define la importancia
de los sistemas cuánticos para la tecnoloǵıa informática y la tecnoloǵıa en la compu-
tación. Es cómodo imaginar al qubit como un vector, ya que para la mayor parte de
las operaciones cuánticas son elaboradas por medio de vectores. El tamaño de este
vector puede ser fijo, pero puede apuntar en cualquier dirección, a diferencia del bit
clásico, que sólo puede apuntar, por ejemplo, hacia arriba y hacia abajo, Miranda
(2007).
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Es por eso la importancia, el saber cuales son las atribuciones de la compuerta
SWAP, aśı mismo en que afecta o beneficia si dicha compuerta es Hermı́tica o no lo
es y si es reversible y por que debiera ser lo.
Por ejemplo, un electrón confinado en cierto volumen puede ocupar al mismo
tiempo muchas posiciones. Pero cuando uno trata de localizarlo con una medición, el
electrón se manifiesta en una sola posición. La destrucción de los estados de super-
posición al interactuar un sistema cuántico con su entorno se llama decoherencia.
3.1. Decoherencia cuántica
La decoherencia cuántica es el fenómeno donde las part́ıculas subatómicas que se
comportan según la ecuación de Schrodinger. Esto quiere decir que se tienen las ca-
racteŕısticas onda-part́ıcula, forma cuerpos más grandes que se comportan de acuerdo
a las leyes de la F́ısica Clásica.
A diferencia de la F́ısica Clásica, la F́ısica Cuántica demuestra una gran cantidad
de efectos que no se observan d́ıa con d́ıa, como la superposición de distintos estados
espaciales. De esta manera se deduce que tiene que haber un componente que pase
de la f́ısica cuántica, de los átomos y las moléculas, a la f́ısica clásica donde todo se
puede entender con más facilidad.
Pero él f́ısico Erwin Schrodinger explica en el año 1935, la complejidad e interre-
lación cuántica y la superposición de estados usando un experimento sencillo. En este
caso lo que el f́ısico Schrodinger hizo fue modelar una caja cerrada y opaca donde me-
tió un gato, una botella de gas venenoso, un átomo radioactivo con aproximadamente
la mitad de probabilidades que se desintegrara y un aparato que, cuando se desintegre
la part́ıcula, rompeŕıa la botella, provocando la muerte del gato por envenenamiento.
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Después de que se registro la Decoherencia Cuántica, permitió ver cómo los foto-
nes analizados pasaban de un estado cuántico de superposición a un estado estable,
siguiendo etapas intermedias. Esto es, siguiendo el ejemplo de Schrödinger, es como
si se hubiera fotografiado el proceso mediante el cual el gato aparece vivo o muerto
al mismo tiempo.
3.2. Entrelazamiento cuántico
El fenómeno entrelazamiento cuántico es la amplitud computacional de procesa-
miento paralelo de la computación cuántica, es muy incrementada por el procesa-
miento fuertemente en paralelo, debido a una interacción que ocurre durante algunas
mollonésimas de segundo.
Debido a este fenómeno, dos part́ıculas subatómicas, permanecen inevitablemente
relacionadas entre si, si han sido generadas en un mismo proceso. Un ejemplo es,
cuando se tiene la desintegración de dos part́ıculas (positrón y un electrón), estas
dos part́ıculas forman subsistemas que no pueden describirse separadamente, es aśı,
cuando una de las dos part́ıtulas sufre un cambio de estado, repercute en la otra.
Esta caracteŕıstica se desencadena cuando se realiza una medición sobre una de las
part́ıculas, Vedral and Plenio (1998).
Tal vez una de las cosas que ha hecho a la F́ısica Cuántica tan atractiva para la
mente popular, con cierta inclinación a la espiritualidad, es que ha demostrado que
el acto de observar un objeto afecta el estado de lo que se observa. Este efecto del
observador se explica por la interacción inevitable entre un instrumento y el fenómeno
que se observa. Por otra parte, el principio de indeterminación de Heisenberg señala
que la posición y el momento de una part́ıcula no pueden determinarse hasta que no
es medida existe en un estado de superposición, está, por aśı decirlo, en todas partes
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antes de ser medida u observada, esto lo hace mención.
3.3. Etapa de análisis (Demostración matemática
de los teoremas de tesis)
Teorema 1: La compuerta SWAP es Hermı́tica y unitaria.
SWAP es Hermı́tica si:
SWAP |01〉 = |10〉
SWAP |10〉 = |01〉
SWAP =

S00 S01 S02 S03
S10 S11 S12 S13
S20 S21 S22 S23






S00 = 〈0|S|0〉 = 〈0|0〉 = 1
S01 = 〈1|S|0〉 = 〈1|0〉 = 0
S02 = 〈2|S|0〉 = 〈2|0〉 = 0
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S03 = 〈3|S|0〉 = 〈0|0〉 = 0
S10 = 〈0|S|1〉 = 〈0|2〉 = 0
S11 = 〈1|S|1〉 = 〈1|2〉 = 0
S12 = 〈2|S|1〉 = 〈2|2〉 = 1
S13 = 〈3|S|1〉 = 〈3|2〉 = 0
S20 = 〈0|S|2〉 = 〈0|1〉 = 0
S21 = 〈1|S|2〉 = 〈1|1〉 = 1
S22 = 〈2|S|2〉 = 〈2|1〉 = 0
S23 = 〈3|S|2〉 = 〈3|1〉 = 0
S30 = 〈0|S|3〉 = 〈0|3〉 = 0
S31 = 〈1|S|3〉 = 〈1|3〉 = 0
S32 = 〈2|S|3〉 = 〈2|3〉 = 0
S33 = 〈3|S|3〉 = 〈3|3〉 = 1
Sustituyendo las posiciones de la matriz con los valores resultantes, se calcula que:
SWAP =

S00 S01 S02 S03
S10 S11 S12 S13
S20 S21 S22 S23




1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1





1 0 0 0
0 0 1 0
0 1 0 0




1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

La compuerta SWAP es Hermı́tica puesto que si se le aplica el transpuesto com-
plejo conjugado sigue saliendo la misma matriz original que desde un principio se
conocio (compuerta SWAP original).
U es unitaria si: [[(UT )]∗][U ] = I
Demostración
Entonces comprobando que SWAP es unitaria:
[[(SWAP )T ]∗][SWAP ] =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Teorema 2: La compuerta SWAP no es Hermı́ta.
La SWAP representada como S̄ (S barra) del art́ıculo Wang (2001) dice que:
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S̄ =

S00 S01 S02 S03
S10 S11 S12 S13
S20 S21 S22 S23
S30 S31 S32 S33
 =

1 0 0 0
0 0 −i 0
0 −i 0 0
0 0 0 1

Demostración:
La simulación de Wang (2001) no es Hermı́tica puesto que:
(S̄T )∗ =

1 0 0 0
0 0 i 0
0 i 0 0
0 0 0 1
 6= S̄ ∴ S̄NoesHermitica
Teorema 3: La compuerta SWAP conserva la concurrencia de |ψ〉 y el entrelaza-
miento cuántico.
La compuerta SWAP conserva la concurrencia de |ψ〉 y el entrelazamiento cuánti-
co.
|ψ〉 = A|00〉+B|01〉+ C|10〉+D|11〉
|A|2 + |B|2 + |C|2 + |D|2 = 1
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η = Concurrencia de 2 qubits es:
η = 2|AD −BC|













z(y) = −ylog2y + (1− y)
Demostración
SWAP |ψ〉 = A|00〉+B|10〉+ C|01〉+D|11〉
η(SWAP |ψ〉) = 2|AD −BC| = η(|ψ〉)
SWAP |ψ〉 = A|00〉+B|10〉+ C|01〉+D|11〉
η(SWAP |ψ〉) = 2|AD −BC|
η(SWAP |ψ〉) = 2|AD −BC| = η(|ψ〉)
Teorema 4: La compuerta SWAP no conserva la concurrencia de |ϕ〉, ni el entre-
lazamiento cuántico. Puesto que:
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|ϕ〉 = A|00〉+B|01〉+ C|10〉+D|11〉
|A|2 + |B|2 + |C|2 + |D|2 = 1
ξ = Concurrencia de 2 qubits es:
ξ = 2|AD −BC|













h(x) = −xlog2x+ (1− x)
SWAP |ϕ〉 = A|00〉+B|10〉+ C|01〉+D|11〉
ξ(SWAP |ϕ〉) = 2|AD −BC| = ξ(|ϕ〉)
SWAP |ϕ〉 = A|00〉+ iB|10〉+ iC|01〉+D|11〉
ξ(SWAP |ϕ〉) = 2|AD − i2BC|
ξ(SWAP |ϕ〉) = 2|AD +BC| 6= ξ(|ϕ〉)
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Metodoloǵıa
En esta sección se presentarán las gráficas realizadas en Maple, en donde se trata
de demostrar el tiempo de ejecución de la compuerta cuántica SWAP para distintos
valores.
Primero, en la figura que se muestra a acontinuación se genera la primer matriz
de 2x2 con la siguiente instrucción en Maple.
Figura 3.1: Se genera un Matriz de 2x2
Después, se genera el determinante con respecto a la Matriz a, con la siguiente
instrucción en Maple:
Figura 3.2: Se genera la instrucción Determinante
Enseguida se muestra la instrucción para generar la Transpuesta con respecto a
49
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la Matriz a en Maple:
Figura 3.3: Se genera la instrucción Tanspuesta
Después se ejecuta la siguiente instrucción en Maple para generar la Traza de la
Matriz a:
Figura 3.4: Se genera la instrucción Traza de la Matriz a
Siguiendo con la instrcción para ejecutar el Rango sobre la Matriz a en Maple:
Figura 3.5: Se genera la instrucción Rango
Aqúı se ejecuta la instrucción para encontrar los Valores Propios de la Matriz a
en Maple:
Figura 3.6: Se genera la instrucción para hallar los Valores Propios
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Por último con la instrucción de Vectores Propios se obtienen los valores de la
Matriz a en Maple:
Figura 3.7: Se genera la instrucción para hallar los Vectores Propios
Primero, en la figura que se muestra a acontinuación se genera la primer matriz
de 3x3 con la siguiente instrucción en Maple.
Figura 3.8: Se genera un Matriz de 3x3
Después, se genera el determinante con respecto a la Matriz b, con la siguiente
instrucción en Maple:
Figura 3.9: Se genera la instrucción Determinante
Enseguida se muestra la instrucción para generar la Transpuesta con respecto a
la Matriz b en Maple:
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Figura 3.10: Se genera la instrucción Tanspuesta
Después se ejecuta la siguiente instrucción en Maple para generar la Traza de la
Matriz b:
Figura 3.11: Se genera la instrucción Traza de la Matriz b
Siguiendo con la instrcción para ejecutar el Rango sobre la Matriz b en Maple:
Figura 3.12: Se genera la instrucción Rango
Aqúı se ejecuta la instrucción b6 := eigenvals(b); para encontrar los Valores Pro-
pios de la Matriz b en Maple:
Figura 3.13: Se genera la instrucción para hallar los Valores Propios
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Por último con la instrucción b7 := eigenvects(b) de Vectores Propios donde se
encuentran los valores de la Matriz b en Maple:
Figura 3.14: Se genera la instrucción para hallar los Vectores Propios
Primero, en la figura que se muestra a acontinuación se genera la primer matriz
de 4x4 con la siguiente instrucción en Maple.
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Figura 3.15: Se genera un Matriz de 4x4
Después, se genera el determinante con respecto a la Matriz c, con la siguiente
instrucción en Maple:
Figura 3.16: Se genera la instrucción Determinante
Enseguida se muestra la instrucción para generar la Transpuesta con respecto a
la Matriz c en Maple:
Figura 3.17: Se genera la instrucción Tanspuesta
Después se ejecuta la siguiente instrucción en Maple para generar la Traza de la
Matriz c:
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Figura 3.18: Se genera la instrucción Traza de la Matriz c
Siguiendo con la instrcción para ejecutar el Rango sobre la Matriz c en Maple:
Figura 3.19: Se genera la instrucción Rango
Aqúı se ejecuta la instrucción c6 := eigenvals(c); para encontrar los Valores Pro-
pios de la Matriz c en Maple:
Figura 3.20: Se genera la instrucción para hallar los Valores Propios
Por último con la instrucción c7 := eigenvects(c) de Vectores Propios donde se
encuentran los valores de la Matriz c en Maple:
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Figura 3.21: Se genera la instrucción para hallar los Vectores Propios
Resultados
En esta sección se mostrarán los teoremas obtenidos en el presente trabajo. La
demostración de los mismos será en la sección de análisis.
Teorema 1: La compuerta SWAP es Hermı́tica y unitaria.
Lo que significa este teorema es que la compuerta SWAP es reversible y por lo
tanto tiene valores propios reales. Por lo cual, al ser hermı́tica la compuerta indica
que al multiplicar el transpuesto complejo conjugado de la compuerta SWAP, tiene
que dar como resultado la misma compuerta SWAP original.
Sin embargo, también es unitaria, puesto que multiplicando la matriz SWAP ori-
ginal ya multiplicada por su transpuesto complejo conjugado, se vuelve a multiplicar
por la misma matriz SWAP original, y que como resultado da la matriz identidad. Es
decir:
([[(UT )]∗][U ] = I)
Teorema 2: La compuerta SWAP no es Hermı́tica.
En este teorema se describe como resultado que la compuerta SWAP descrita en
el art́ıculo de Wang (2001), que se describe como SWAP (SWAP barra) para iden-
tificar por separado a la abreviación de la compuerta SWAP original y la compuerta
SWAP descrita por el Autor.
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En este caso la compuerta SWAP ya descrita anteriormente no es hermı́tica (no
es reversible) ya que cuando se multiplica la compuerta SWAP por su transpuesto
complejo conjugado ([[SWAP ]T ]∗) no arroja la compuerta SWAP como resultado
final. Esto quiere decir que da un resultados distinto por lo tanto no es reversible.
Teorema 3: La compuerta SWAP conserva la concurrencia de |ψ〉 y el entrelaza-
miento cuántico.
De este modo la compuerta SWAP conserva la concurrencia de dos qubits. La
concurrencia es una medida fiel del entrelazamiento de formación, por lo tanto esta es
una cantidad básica para un buen y eficiente Procesamiento Cuántico de la Informa-
ción. El anterior teorema muestra que la simulación de la compuerta SWAP modifica
un adecuado y continuo Procesamiento Cuántico de la Información.
La concurrencia es una medida de entralazamiento de información en un sistema
para dos qubits.
Teorema 4: La compuerta SWAP no conserva la concurrencia de |ϕ〉, ni el entre-
lazamiento cuántico.
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Conclusiones
1. La Compuerta SWAP es Unitaria y por lo tanto es reversible.
2. La Compuerta SWAP original conserva el entrelazamiento Cuántico de dos Qu-
bits.
3. La simulación de la Compuerta SWAP no es hermı́tica.
4. La simulación de Wang (2001) de la compuerta SWAP es Unitaria.
5. La simulación de Wang (2001) de la compuerta SWAP no conserva la concu-
rrencia de los estados de dos Qubits.
6. La simulación de Wang (2001) de la compuerta SWAP no conserva el entrela-
zamiento Cuántico de los estados de dos Qubits.
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Recomendaciones, ĺıneas abiertas ó
trabajos a futuro
Hacer un estudio de cambio de concurrencia y entrelazamiento Cuántico por la
simulación de Wang (2001) de la Compuerta SWAP de N = 100 estados diferentes
de dos Qubits determinados aleatoriamente, es decir, si:
|ϕ〉 = A|00〉+B|01〉+ C|10〉+D|11〉,
donde
A, B, C y D son números complejos elegidos aleatoriamente mediante la instruc-
ción RANDOM del software Maple que satisfacen a:
|A|2 + |B|2 + |C|2 + |D|2 = 1
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