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English Abstract
The main problem we consider in this work is the study of semigroups of composi-
tion operators on spaces of analytic functions on the unit disc. Mainly, we focus on the
problem in Hardy spaces, Hp(D), and Bergman spaces, Ap(D).
We can divide this work in two diﬀerent parts. Firstly, we study the concept of
strongly continuous semigroup of operators on a Banach space, as well as the existence
of its inﬁnitesimal generator. Secondly, we pay attention to semigroups of composition
operators on spaces of analytic functions on the unit disc and its construction from the
concept of semigroup of analytic functions. If {ϕt}t≥0 is a semigroup of analytic self
maps of the unit disc D with the composition as operation between them, and X is a
Banach space of analytic functions on D, then
Q(t)f = f ◦ ϕt, f ∈ X, t ≥ 0,
deﬁnes a semigroup of composition operators whenever Q(t) ∈ B(X) for t ≥ 0.We will
proof under what conditions they are strongly continuous and we will focus on cases
such as Hardy spaces and Bergman spaces. Finally, we will calculate its inﬁnitesimal
generator.
Results of the ﬁrst part are classic and they can be found in many traditional books
of Functional Analysis, such as [Rud1], while the rest of this report collects current
results, so we will study recently published works of diﬀerent authors.

Introducción
Denotamos por D el disco unidad, ∂D su frontera y H(D) el espacio de funciones
analíticas en dicho dominio. Para una función ϕ : D → D se deﬁne el operador de
composición de símbolo ϕ como
Cϕ(f) = f ◦ ϕ, f ∈ H(D).
El estudio de los operadores de composición es llevado a cabo en numerosos espacios
de funciones analíticas (que denotaremos de forma genérica X) y tiene como principal
objetivo caracterizar las propiedades que éstos poseen a partir del espacio de funciones
en el que se esté trabajando, así como de las propiedades del símbolo ϕ.
En particular, el trabajo que se desarrolla en esta memoria se centra en los espacios
de Hardy Hp(D) y los espacios de Bergman Ap(D), siendo ambos espacios de funciones
analíticas satisfaciendo, cada uno de ellos, cierta propiedad de integrabilidad.
Así, para 0 < p < ∞, se deﬁne el espacio de Hardy Hp(D) = Hp como el conjunto
de funciones holomorfas f en el disco unidad de forma que
sup
0≤r<1
(
1
2pi
∫ 2pi
0
|f(reit)|pdt
)
< +∞.
Para el caso p = ∞, el espacio correspondiente es el de las funciones analíticas y
acotadas H∞(D).
Por otra parte, para 1 ≤ p < +∞, el espacio de Bergman Ap(D) = Ap se deﬁne
como el conjunto de funciones holomorfas en el disco unidad que pertenecen al conjunto
de funciones p−integrables Lp(D). Es decir,
1
pi
∫
D
|f(w)|pdm(w) < +∞,
donde m denota a la medida de Lebesgue en D.
En ambos casos probaremos que, si tenemos una función ϕ : D→ D holomorfa y un
operador de composición Cϕ : X → X, donde X es un espacio de Hardy o un espacio
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de Bergman, entonces dicho operador es acotado en esos espacios y daremos, además,
una cota de su norma para cada uno de los dos casos.
Una vez estudiados los operadores de composición de forma genérica, veremos cómo
es posible obtener una familia de dichos operadores a partir de un semigrupo de funcio-
nes analíticas. La familia {ϕt}t≥0 se dice que es un semigrupo de funciones analíticas si
para cada t ≥ 0 la aplicación ϕt : D→ D es analítica y, además,
ϕ0 es la identidad en D.
ϕs+t = ϕs ◦ ϕt, para todo t, s ≥ 0.
Se dirá, además, que es continuo si ϕt → ϕ0 uniformemente en compactos cuando
t→ 0+.
A partir de dicho semigrupo continuo de funciones analíticas podemos construir una
familia de operadores {Q(t)}t≥0 deﬁnidos, para cada t ≥ 0, como
Q(t)f = f ◦ ϕt, f ∈ X.
Esta familia constituye un semigrupo de operadores de composición, ya que
Q(0) es la identidad en X.
Q(s+ t) = Q(s)Q(t) para todo t, s ≥ 0, denotando dicha operación a la composi-
ción de operadores.
En cuanto a las condiciones de continuidad que podemos atribuirle al semigrupo de
operadores de composición, se dirá que el mismo es uniformemente continuo si
l´ım
t→0+
‖Q(t)− I‖ = 0,
y, estableciendo una condición más débil, se dirá que es fuertemente continuo si
l´ım
t→0+
‖Q(t)f − f‖X = 0,
para toda f ∈ X. Evidentemente, la primera condición de continuidad implica la se-
gunda.
De esta forma, uno de los objetivos primordiales de este trabajo es probar que, dado
un semigrupo continuo de funciones analíticas, el semigrupo de operadores de compo-
sición correspondiente {Q(t)}t≥0 es fuertemente continuo en los espacios Hp y Ap para
1 ≤ p < +∞ pero, sin embargo, no lo es en el espacio de funciones holomorfas y aco-
tadas H∞.
introducción vii
Cabe señalar, tal y como se indicará a continuación, que la primera parte de este
trabajo se desarrolla en un contexto clásico y es posible encontrarla en conocidos li-
bros de Análisis Funcional, mientras que los resultados concretos (que constituyen el
objetivo ﬁnal de la memoria) han sido estudiados de una forma más original a como se
hace habitualmente, donde es común trabajar con resultados más abstractos de campos
como el Análisis Funcional o Complejo.
Llegados a este punto, vamos a detallar capítulo a capítulo el trabajo que se realiza
a lo largo de la memoria.
En primer lugar, encontramos en el Capítulo 1 los resultados generales de semigrupos
de operadores, sin particularizar todavía en operadores de composición o semigrupos de
operadores de esta naturaleza. Así, se estudian los conceptos de semigrupo fuertemente
y uniformemente continuo, dándose diversos ejemplos de cada caso: ejemplos en espacios
de funciones y otros en espacios de sucesiones. Del mismo modo, se deﬁne el generador
inﬁnitesimal de un semigrupo A como el límite
l´ım
t→0+
Q(t)x− x
t
, x ∈ X,
siempre que exista. El conjunto de valores x ∈ X para los que dicho límite exista se
denotará por D(A) y lo llamaremos dominio del generador inﬁnitesimal. Siguiendo la
línea de ejemplos vistos arriba, se expondrá la construcción del generador inﬁnitesimal
para algunos de ellos.
Poniendo en común los conceptos anteriores mediante una serie de resultados que
se enuncian y demuestran en este primer capítulo, esta primera parte termina con dos
hechos fundamentales que se utilizarán con frecuencia a lo largo del resto del trabajo.
En primer lugar, si {Q(t)}t≥0 es fuertemente continuo, entonces podemos aﬁrmar que
D(A) es denso en el espacio X. Por otra parte, se probará que la condición del semi-
grupo de ser uniformemente continuo es equivalente a que D(A) = X.
Como se dijo anteriormente, esta primera parte es posible encontrarla en libros cono-
cidos de Análisis Funcional. En concreto, el desarrollo que se hace en el primer capítulo
de esta memoria sigue la línea de [Rud1], ofreciendo con mayor detalle la prueba de los
resultados que se van enunciando.
En cuanto al segundo capítulo, es necesario observar que el desarrollo que se lleva a
cabo sigue las pautas de uno de los temas estudiados en la asignatura Variable Comple-
ja y Operadores del Máster Universitario en Matemáticas (Universidad de Sevilla). Es
decir, se demuestran una serie de resultados del campo del Análisis Complejo necesarios
para probar ﬁnalmente dos resultados interesantes de operadores de composición: si el
espacio de funciones analíticas con el que trabajamos es Hp con 0 < p ≤ +∞, o Ap con
1 ≤ p < +∞, entonces Cϕ es acotado en dichos espacios.
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Para probar dichos enunciados es conveniente estudiar de forma previa algunos con-
ceptos relacionados con las funciones armónicas y subarmónicas, así como conceptos
como el de producto de Blaschke. Entre los resultados destacados encontramos el Teo-
rema de Factorización (relativos a dichos productos) o el Principio de subordinación de
Littlewood. Además la prueba de la propiedad de acotación del operador Cϕ se hará
para todos los casos de forma progresiva, demostrando previamente la cota para fun-
ciones con cierta particularidad y, ﬁnalmente, concluyendo con el caso general.
Tal y como se ha comentado, las pruebas que se exponen de la mayoría de los
resultados del Capítulo 2 son las estudiadas en la asignatura Variable Compleja y
Operadores. En los casos en los que no se detalle la demostración se ofrecerá una re-
ferencia adecuada, aunque ya podemos adelantar que toda la primera parte referente a
funciones subarmónicas y productos de Blaschke es posible encontrarla en [Rud2].
Acto seguido, nos encontramos con el Capítulo 3, cuyo estudio central se basa en
los semigrupos de funciones analíticas y su continuidad. De hecho, uno de los primeros
resultados de esta parte es ver que la continuidad uniforme en compactos de la que
se habló anteriormente es equivalente a la convergencia puntual de las funciones del
semigrupo.
Seguidamente, mostraremos una serie de ejemplos en los que se comprobará que
se tratan realmente de semigrupos de funciones analíticas. Dichos ejemplos es posi-
ble encontrarlos en obras como [Sis], aunque en esta memoria se trabajan con mucho
más detenimiento. Para concluir esta primera parte, probaremos un resultado que nos
permitirá aﬁrmar que los semigrupos de operadores de composición derivados de un
semigrupo continuo de funciones analíticas son fuertemente continuos en los espacios
Hp y Ap para 1 ≤ p < +∞.
La segunda parte de este capítulo se dedica al estudio del generador inﬁnitesimal
de un semigrupo continuo de funciones holomorfas. Dicho generador se deﬁne como el
límite
G(z) = l´ım
t→0+
ϕt(z)− z
t
, z ∈ D.
La existencia y analiticidad de esta función G fue obtenida por vez primera en [BP].
Cabe señalar que la prueba que damos de la existencia de dicha función es original de
este trabajo. De hecho, descansa en la teoría clásica de semigrupos fuertemente conti-
nuos en espacios de Banach aplicada, en este caso, a los semigrupos de operadores de
composición en el espacio de Hardy H2.
Acto seguido, utilizaremos la misma batería de ejemplos anteriores de semigrupos
continuos de funciones analíticas para hallar su generador inﬁnitesimal y probaremos,
además, que si el semigrupo de operadores de composición inducido por el semigrupo
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de funciones analíticas es fuertemente continuo, entonces
Af(z) = f ′(z)G(z), z ∈ D,
donde A era el generador inﬁnitesimal del semigrupo de operadores.
En cuanto al cuarto y último capítulo de la presente memoria, el objetivo principal
del mismo es probar que en H∞ el semigrupo de operadores de composición inducido
por un semigrupo continuo de funciones analíticas no es fuertemente continuo. Sin
duda, esta es la parte más original del trabajo. El resultado que acabamos de enunciar
aparece por primera vez en el artículo de Siskakis [Sis] haciendo uso de las siguientes
herramientas:
1. El Teorema de Lotz de 1985, que aﬁrma que un semigrupo fuertemente continuo en
un espacio de Grothendieck con la propiedad de Dunford-Pettis es uniformemente
continuo. Cabe señalar que nosotros no entraremos en los detalles técnicos del
signiﬁcado de estas propiedades, pudiéndose consultar en [Lot].
2. Los profundos resultados de Bourgain de los años 80 que prueban que el espa-
cio H∞ posee la propiedad de Dunford-Pettis (publicado en Acta Mathematica,
[Bou1]) y que es un espacio de Grothendieck (publicado en Studia Mathematica,
[Bou2]).
Nuestra aproximación al resultado central del Capítulo 4 evita usar estas podero-
sas herramientras, ofreciendo de forma alternativa una prueba autocontenida del mismo.
Así, estudiaremos en primer lugar una de las herramientas con las que se trabaja
durante el resto del capítulo: los horodiscos. Dado un punto σ ∈ ∂D y un radio R > 0
se deﬁne el horodisco H(σ,R) como el conjunto
H(σ,R) = {z ∈ D : |σ − z|
2
1− |z|2 < R}.
Este conjunto es un disco contenido en D y tangente a su frontera en el punto σ.
Se estudiarán propiedades de los mismos y de la métrica hiperbólica, que también
presentaremos en su debido momento. Para culminar este primer apartado, se enunciará
y probará el Teorema de Denjoy-Wolﬀ discreto, pues no resultará un trabajo laborioso
con todo el desarrollo llevado a cabo hasta ese momento.
En una segunda parte estudiaremos la forma del generador inﬁnitesimal de un se-
migrupo de funciones analíticas, en particular, la conocida descomposición de Berkson-
Porta. Probaremos que, para cada z ∈ D,
G(z) = (z − b)(bz − 1)P (z),
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donde b ∈ D y Re(P ) ≥ 0. Dicha descomposición se probará usando una disyuntiva
presentada al inicio de la sección: o todas las funciones del semigrupo tienen el mismo
punto ﬁjo en D, o ninguna tiene puntos ﬁjos.
Para culminar dicho apartado, probaremos el Teorema de Denjoy-Wolﬀ continuo y
se deﬁnirá, consecuentemente, el punto de Denjoy-Wolﬀ de cada semigrupo estudiado
en ejemplos anteriores.
Con la última parte del Capítulo 4 llegaremos al objetivo presentado al principio.
Probaremos que en H∞ el semigrupo de operadores de composición inducido por el
semigrupo de funciones analíticas en cuestión no es fuertemente continuo, para lo que
seguiremos un procedimiento constructivo utilizando resultados probados en secciones
anteriores, así como en otros capítulos de la memoria.
Capítulo 1
Semigrupos de Operadores.
1.1. Deﬁnición y propiedades.
En esta sección presentaremos la deﬁnición de semigrupo de operadores, así como
algunas propiedades de cierto interés. Estudiaremos la diferencia entre semigrupo de
operadores fuertemente continuo y uniformemente continuo y se respaldarán estos con-
ceptos con una serie de ejemplos en diferentes espacios.
Cabe señalar que, en las siguientes deﬁniciones y propiedades, el espacio B(X)
denotará a la familia de funciones lineales y continuas de X en X. Además, dados dos
operadores T, S ∈ B(X), denotaremos al operador composición como TS. De no decirse
lo contrario, X será un espacio de Banach.
Deﬁnición 1.1. Sea X un espacio de Banach y Q la aplicación
Q : [0,+∞) −→ B(X)
t 7−→ Q(t)
es decir, a cada t no negativo le asocia una aplicación lineal y acotada de X en el
mismo espacio. Supongamos que la aplicación arriba deﬁnida satisface las siguientes
condiciones:
1. Q(0) = I, siendo I el operador identidad;
2. Q(s + t) = Q(s)Q(t) para todo s ≥ 0 y para todo t ≥ 0. Es decir, el operador
Q(s+ t) es la composición de los operadores Q(s) y Q(t).
En ese caso, la familia {Q(t)}t≥0 se llama semigrupo de operadores (o bien, semigrupo
uni-paramétrico).
El hecho de que sea llamado de esta forma se debe a los valores que toma el paráme-
tro t, únicamente valores no negativos, de forma que el dominio no es todo R. Por tanto,
a pesar de que nuestro trabajo se centrará en los operadores presentados anteriormente,
podemos dar la siguiente deﬁnición:
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Deﬁnición 1.2. Sea X un espacio de Banach y Q la aplicación
Q : R −→ B(X)
t 7−→ Q(t)
satisfaciendo las siguientes condiciones:
1. Q(0) = I, siendo I el operador identidad;
2. Q(s+ t) = Q(s)Q(t) para todo s, t ∈ R.
En ese caso, la familia {Q(t)} es llamada grupo de operadores.
Con la siguiente deﬁnición vamos a conocer las condiciones de continuidad con las
que se va a trabajar de aquí en adelante.
Deﬁnición 1.3. Sea X un espacio de Banach y {Q(t)}t≥0 un semigrupo de operadores.
Se dice que el semigrupo es fuertemente continuo si satisface
l´ım
t→0
‖Q(t)x− x‖ = 0 (1.1)
para todo x ∈ X. Si el semigrupo de operadores satisface
l´ım
t→0
‖Q(t)− I‖ = 0 (1.2)
se dirá que es uniformemente continuo.
A continuación presentamos un ejemplo de un semigrupo de operadores uniforme-
mente continuo. Aunque en la mayoría de los casos el parámetro que toma el semigrupo
recorre todos los números reales, es evidente que el razonamiento es análogo si conside-
ramos únicamente el caso no negativo.
Ejemplo 1.4. Sea A ∈ B(X) y t ∈ R, consideramos la sucesión cuyo término general
se deﬁne como
Qn(t) =
n∑
k=0
tk
k!
Ak, (1.3)
entendiéndose que A0 = I. Fijado t ≥ 0, se trata de una sucesión en el espacio B(X),
ya que las propiedades de linealidad y continuidad se siguen a partir de las propiedades
del operador A. Para p ≥ 0, se tiene que
‖Qn+p(t)−Qn(t)‖ =
∥∥∥∥∥
n+p∑
k=0
tk
k!
Ak −
n∑
k=0
tk
k!
Ak
∥∥∥∥∥ =
∥∥∥∥∥
n+p∑
k=n+1
tk
k!
Ak
∥∥∥∥∥ ≤
n+p∑
k=n+1
|t|k
k!
‖A‖k ,
tratándose esta última suma de la cola de la serie convergente
∞∑
n=0
|t|n
n!
‖A‖n = e|t|‖A‖.
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Esto quiere decir que
l´ım
n→∞
sup
p∈N
n+p∑
k=n+1
|t|k
k!
‖A‖k = 0
y, en consecuencia,
l´ım
n→∞
sup
p∈N
‖Qn+p(t)−Qn(t)‖ = 0,
por lo que {Qn(t)}n≥0 es una sucesión de Cauchy en B(X). Como dicho espacio es de
Banach (y, en particular, completo) dicha sucesión es convergente a un elemento de
B(X) al que denotamos por
Q(t) = eAt =
∞∑
n=0
tn
n!
An. (1.4)
Vamos a probar que {Q(t)}t≥0 es una familia de operadores uniformemente conti-
nuos en B(X).
En primer lugar, es inmediato que
Q(0) = e0A = l´ım
n→∞
Qn(0) = l´ım
n→∞
I = I.
Para la segunda propiedad que deﬁnen a los semigrupos de operadores tenemos en
cuenta lo siguiente:
Qn(s)Qn(t) =
(
n∑
k=0
sk
k!
Ak
)(
n∑
j=0
tj
j!
Aj
)
=
n∑
k=0
n∑
j=0
sk
k!
Ak
tj
j!
Aj =
2n∑
m=0
Am
 mı´n{m,n}∑
j=ma´x{0,m−n}
sm−j
(m− j)!
tj
j!

=
n∑
m=0
Am
m∑
j=0
sm−jtj
(m− j)!j! +
2n∑
m=n+1
Am
n∑
j=m−n
sm−jtj
(m− j)!j!
=
n∑
m=0
(s+ t)m
m!
Am +
2n∑
m=n+1
Am
n∑
j=m−n
sm−jtj
(m− j)!j! .
Por tanto, se tiene que
Qn(s)Qn(t) = Qn(s+ t) +
2n∑
m=n+1
Am
n∑
j=m−n
sm−jtj
(m− j)!j! .
Acotando en norma se tiene que
‖Qn(s)Qn(t)−Qn(s+ t)‖ ≤
∞∑
m=n+1
‖A‖m
m∑
j=0
|s|m−j|t|j
(m− j)!j! =
∞∑
m=n+1
(|s|+ |t|)m
m!
‖A‖m ,
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siendo el sumatorio obtenido el resto de la serie convergente
∞∑
m=0
(|s|+ |t|)m
m!
‖A‖m = e(|s|+|t|)‖A‖,
por lo que al hacer tender n a ∞ dicha suma tiende a 0. Este hecho se traduce en que
l´ım
n→∞
‖Qn(s)Qn(t)−Qn(s+ t)‖ = 0.
Como la norma es una función continua, podemos intercambiarla con el límite y, aten-
diendo a la deﬁnición que se había dado del semigrupo de operadores aﬁrmamos que∥∥esAetA − e(s+t)A∥∥ = 0
y, por tanto,
Q(s)Q(t) = Q(s+ t) (1.5)
para todo t, s ≥ 0.
Por último, se tiene que
‖Q(ε)− I‖ = ∥∥eεA − I∥∥ = ∥∥∥∥∥
∞∑
n=1
εn
n!
An
∥∥∥∥∥ ≤
∞∑
n=1
|ε|n
n!
‖A‖n = e|ε|‖A‖ − 1.
Al hacer tender ε a 0 se satisface que
l´ım
ε→0
‖Q(ε)− I‖ = 0,
quedando probado de esta manera que se trata de un semigrupo de operadores unifor-
memente continuo.
♣
A continuación estudiaremos el semigrupo de las traslaciones en Lp(R) con 1 ≤ p ≤
∞. Veremos que es fuertemente continuo si y solo si p < +∞. Sin embargo, probaremos
que en ningún caso este semigrupo de operadores es uniformemente continuo.
Ejemplo 1.5. Sea el espacio Lp(R) para 1 ≤ p ≤ ∞ y el operador de traslación
Q(t) ∈ B(Lp(R)) deﬁnido como
(Q(t)f)(·) = f(·+ t). (1.6)
Vamos a probar que la familia {Q(t)}t≥0 es un semigrupo de operadores.
Antes de comenzar con las comprobaciones correspondientes, es necesario observar
que, al trabajar en el espacio Lp(R) realmente se manejan clases de funciones, por lo que
no tiene sentido evaluar una función en un punto. Por ello, todas las propiedades que
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veremos a continuación estarán justiﬁcadas si se comprueban para funciones continuas
y de soporte compacto y, posteriormente, se usa la densidad de este espacio en nuestro
espacio de partida Lp(R).
En primer lugar, vamos a comprobar que las aplicaciones involucradas están bien
deﬁnidas. Para ello, estudiamos si para cada t ≥ 0 el operador Q(t) pertenece al espacio
B(Lp(R)).
Para la propiedad de linealidad tenemos que, dados α, β ∈ R y f, g ∈ Lp(R), se
veriﬁca que
Q(t)(αf(s) + βg(s)) = (αf + βg)(s+ t)
= αf(s+ t) + βg(s+ t)
= αQ(t)f(s) + βQ(t)g(s), t ≥ 0, s ∈ R.
Sabemos que para toda aplicación lineal, la condición de continuidad es equivalente
a la de estar acotado. Por ello, consideramos una función f ∈ Lp(R), con 1 ≤ p < ∞,
de forma que
‖Q(t)f(·)‖p = ‖f(·+ t)‖p =
(∫
R
|f(·+ t)|pds
) 1
p
=
(∫
R
|f(u)|pdu
) 1
p
= ‖f(·)‖p ,
quedando justiﬁcados los pasos anteriores debido a que si la función f es medible, cual-
quier traslación suya también lo será.
Por otra parte, consideramos ahora una función f ∈ L∞(R), de forma que
‖Q(t)f(·)‖∞ = ‖f(t+ ·)‖∞ = sup ess·+t∈R |f(·+ t)| = sup essu∈R |f(u)| = ‖f(·)‖∞ ,
utilizándose que, al trasladar, el supremo esencial no cambia debido a la propiedad que
posee la medida de Lebesgue de ser invariante bajo traslaciones.
Con las expresiones obtenidas en ambos casos se prueban dos cosas. En primer
lugar, que la aplicación Q(t) es continua, pudiéndose concluir de esta manera que
Q(t) ∈ B(Lp(R)) para todo t ≥ 0. Por otra parte, se ha probado que la aplicacón
Q(t) es una isometría para cada t ≥ 0. En particular, Q(t)f(·) ∈ Lp(R), de forma que
la aplicación que se expuso al comienzo del ejemplo está bien deﬁnida. Con todo ello,
vamos a probar las dos condiciones de la Deﬁnición 1.1.
Sea f ∈ Lp(R), es evidente que
Q(0)f(s) = f(0 + s) = f(s),
es decir, Q(0) = I. Por otra parte,
Q(s+ t)f(u) = f(s+ t+ u) = Q(s)f(t+ u) = Q(s)Q(t)f(u),
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por lo que Q(s+ t) = Q(s)Q(t), para todos s, t ≥ 0.
Por tanto, estas dos propiedades prueban que la familia {Q(t)}t≥0 es un semigrupo
de operadores.
Para ver ahora que el semigrupo es fuertemente continuo en el caso 1 ≤ p < ∞,
vamos a utilizar la propiedad de la que se habló en la observación del inicio del ejemplo.
Es decir,
Lp(R) = Cc(R).
Sean f ∈ Lp(R) y ε > 0, gracias a la densidad de la que hemos hablado podemos
garantizar la existencia de una función g ∈ Cc(R) de forma que
‖g − f‖p <
ε
3
.
Como g es continua y de soporte compacto, se tiene que es uniformemente continua y,
además, podemos garantizar que existe un valor α de forma que g(s) = 0 si |s| ≥ α.
Este hecho nos conduce directamente a suponer que
sop g ⊂ [−α, α] ⊂ (−α− 1, α + 1).
Con todo esto, tenemos que
‖Q(t)f − f‖p ≤ ‖Q(t)f −Q(t)g‖p + ‖Q(t)g − g‖p + ‖g − f‖p . (1.7)
A continuación, tomamos un valor δ en el intervalo (0, 1) de forma que se veriﬁque
|g(t+ s)− g(s)| < ε
3
(
1
2(α + 1)
) 1
p
(1.8)
si |t| < δ y s ∈ R, utilizando en este caso la continuidad uniforme de g. De esta forma,
se tiene que
‖Q(t)g − g‖pp =
∫
R
|g(s+ t)− g(s)|pds =
∫ α+1
−α−1
|g(s+ t)− g(s)|pds
<
(ε
3
)p 1
2(α + 1)
(α + 1 + α + 1) =
(ε
3
)p
.
Consecuentemente, se tiene la cota
‖Q(t)g − g‖p <
ε
3
. (1.9)
Por otra parte, se tiene que
‖Q(t)f −Q(t)g‖p = ‖f(·+ t)− g(·+ t)‖p <
ε
3
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por la elección de g.
Atendiendo a la expresión (1.7) y a las cotas que acabamos de obtener se tiene que
‖Q(t)f − f‖p ≤
ε
3
+
ε
3
+
ε
3
= ε, (1.10)
siempre que |t| < δ. Como ε > 0 es arbitrario, se cumple la condición
l´ım
t→0
‖Q(t)f − f‖ = 0, (1.11)
para toda función f ∈ Lp(R) con 1 ≤ p < ∞, por lo que el semigrupo de operadores
con el que hemos trabajado es fuertemente continuo en este caso.
En contraposición, vamos a ver que para p = +∞, el semigrupo deﬁnido ante-
riormente no es fuertemente continuo. Para ello, será necesario encontrar una función
f ∈ L∞(R) de forma que no se cumpla la condición
l´ım
t→0
‖Q(t)f − f‖∞ = 0.
Sea f = χ[0,1] deﬁnida como
f(s) =

1 si s ∈ [0, 1],
0 si s 6∈ [0, 1].
función que, en efecto, pertenece al espacio L∞(R) ya que
‖f‖∞ = sup ess
s∈R
|f(s)| = 1 <∞.
Al hacer actuar el operador Q(t) sobre la función anterior se tiene que
Q(t)f(s) = f(s+t) =

1 si s+ t ∈ [0, 1]
0 si s+ t 6∈ [0, 1]
=

1 si s ∈ [−t, 1− t]
0 si s 6∈ [−t, 1− t]
= χ[−t,1−t](s).
De esta forma,
‖Q(t)f − f‖∞ = sup ess
s∈R
|f(s+ t)− f(s)| = 1,
para todo valor de t no nulo. Por tanto, dicha norma no tiende a 0 al hacer tender t al
mismo valor, pudiéndose concluir de esta forma que la traslación no es un semigrupo
de operadores fuertemente continuo en el espacio L∞(R).
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Vamos a ver que el semigrupo de operadores con el que estamos trabajando no es
uniformemente continuo en ninguno de los casos.
Fijado t > 0, consideramos en Lp(R), con 1 ≤ p <∞, la función f deﬁnida como
ft(s) =
 (
2
t
)1/p si s ∈ [0, t
2
],
0 si s 6∈ [0, t
2
],
de forma que
‖ft‖p =
(∫ t/2
0
2
t
ds
)1/p
= 1.
Al hacer su trasladada a partir del semigrupo Q(t) obtenemos que
Q(t)ft(s) = ft(s+ t) =
 (
2
t
)1/p si s ∈ [−t,− t
2
],
0 si s 6∈ [−t,− t
2
].
Con todo ello, nos disponemos a acotar inferiormente la norma de Q(t)− I. Se tiene
que
‖Q(t)ft − ft‖pp =
∫
R
|ft(s+ t)− ft(s)|pds
=
∫ −t/2
−t
2
t
ds+
∫ t/2
0
2
t
ds = 2.
Tomando supremo entre todas las funciones del espacio de norma 1 se tiene que
‖Q(t)− I‖ = sup
‖f‖p=1
‖Q(t)f − f‖p ≥ p
√
2.
Por tanto, al hacer tender t a 0 dicha cantidad siempre quedará acotada inferior-
mente por un número estrictamente positivo, quedando probado de esta forma que el
semigrupo de operadores no es uniformemente continuo en los espacios Lp(R) con p
ﬁnito.
Por último, como el semigrupo de operadores de la traslación no era fuertemente
continuo en el espacio L∞(R), se tiene inmediatamente que tampoco puede ser unifor-
memente continuo.
♣
Desarrollando un razonamiento de densidad análogo al anterior se puede probar
también que el semigrupo de operadores de la traslación es también fuertemente conti-
nuo en el espacio C0(R).
En general, la idea anterior de densidad puede ser extendida a un contexto más
general, tal y como vamos a ver en el siguiente resultado.
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Proposición 1.6. Sea X un espacio de Banach e Y ⊂ X denso en X. Consideramos
un semigrupo de operadores {Q(t)}t≥0 en el espacio X de forma que existe un δ > 0 tal
que sup0<t<δ ‖Q(t)‖X < ∞. Si la restricción Q(t)|Y es fuertemente continua, entonces
el semigrupo es fuertemente continuo en X.
Demostración. Como Y es denso en X, dada una función f ∈ X y ε > 0 existe otra
función g ∈ Y de forma que
‖f − g‖ < ε
3
.
De esta forma, tenemos que
‖Q(t)f − f‖X ≤ ‖Q(t)f −Q(t)g‖X + ‖Q(t)g − g‖X + ‖g − f‖X
< ‖Q(t)‖ ‖f − g‖X + ‖Q(t)g − g‖X +
ε
3
< ‖Q(t)‖ ε
3
+ ‖Q(t)g − g‖X +
ε
3
.
Teniendo en cuenta que la norma de Q(t) está acotada en un entorno de 0 y que
el semigrupo es fuertemente continuo en Y, al que pertenece g, hacemos tender t a 0.
Todo ello unido al hecho de que el valor de ε > 0 es arbitrario da lugar a que
l´ım
t→0
‖Q(t)f − f‖X = 0,
para toda f ∈ X. Es decir, el semigrupo de operadores es fuertemente continuo en X.
A continuación vamos a ver otro ejemplo de espacio donde el semigrupo de las
traslaciones no es fuertemente continuo.
Ejemplo 1.7. Trabajaremos ahora con el espacio de funciones continuas y acotadas en
R, Cb(R), dotado de la norma del supremo.
Es inmediato, a partir de todo lo que hemos expuesto anteriormente, que el operador
de traslación está bien deﬁnido y satisface las condiciones de la deﬁnición de semigrupo
de operadores en el espacio Cb(R). Para ver que no es fuertemente continuo, vamos a
buscar una función en el espacio de trabajo que no satisfaga la condición
l´ım
t→0
‖Q(t)f − f‖∞ = 0.
Consideremos la función f(s) = sin(s2) para s ∈ R. Se trata de una función continua
y acotada (es decir, pertenece al espacio Cb(R)) pero no es uniformemente continua.
Vamos a estudiar la norma que nos interesa acotar inferiormente, es decir,
‖Q(t)f − f‖∞ .
Consideramos la sucesión {sn}n≥0 = {
√
2npi}n≥0 de forma que para cada n ≥ 0 se
tiene que sin s2n = 0. Por otra parte, vamos a buscar una sucesión {tn}n≥0 convergente
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a 0 de forma que sin(sn + tn)
2 = 1 para cada valor de n ≥ 0. Dicha igualdad se tiene si
(sn + tn)
2 = 2npi + pi/2, para cada n ≥ 0. Despejando convenientemente, tenemos que
cada término de la sucesión {tn}n≥0 viene deﬁnido por
tn =
√
2npi +
pi
2
− sn =
√
2npi +
pi
2
−
√
2npi.
Si además estudiamos su límite cuando n tiende a +∞ se tiene que
l´ım
n→+∞
√
2npi +
pi
2
−
√
2npi = l´ım
n→+∞
pi/2√
2npi + pi
2
+
√
2npi
= 0,
de forma que hemos obtenido una sucesión que tiende a 0, lo que nos resultará muy útil
para la deﬁnición de continuidad fuerte. Considerando ahora la norma de las funciones
involucradas tenemos que
‖Q(tn)f − f‖∞ = sup
s∈R
|Q(tn)f(s)− f(s)|
≥ |Q(tn)f(sn)− f(sn)| = | sin(sn + tn)2 − sin s2n| = 1.
Al tomar límite cuando n tiende a +∞, tenemos que la sucesión {tn}n≥0 tiende a 0
y que
l´ım
n→+∞
‖Q(tn)f − f‖ ≥ 1,
por lo que podemos concluir que el semigrupo de operadores deﬁnido por la traslación
no es fuertemente continuo en el espacio Cb(R).
Cabe señalar que, a pesar de que el razonamiento anterior es suﬁciente para probar
que el semigrupo no es fuertemente continuo, se puede demostrar que, para todo t > 0,
‖Q(t)f − f‖∞ = sup
s∈R
| sin(s+ t)2 − sin s2| = 2.
♣
Por último, vamos a presentar un ejemplo en el que daremos un semigrupo de
operadores deﬁnido sobre un cierto espacio de sucesiones, de forma que será fuertemente
continuo pero no de manera uniforme.
Ejemplo 1.8. Consideramos el espacio de sucesiones `p con 1 ≤ p <∞ deﬁnido como
`p = {{am}m≥0 :
∞∑
m=0
|am|p <∞}
y dotado de la norma ‖{am}‖p = (
∑∞
n=1 |am|p)1/p .
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Para cada t ≥ 0, consideramos la sucesión acotada {e−mt}m≥0 y el semigrupo de
operadores Q(t) ∈ B(`p) deﬁnido como
`p −→ `p
{am}m≥0 7−→ {e−mtam}m≥0, (1.12)
pudiéndose observar que todos los operadores de este tipo son operadores de multipli-
cación.
Veamos, en primer lugar, que está bien deﬁnido. Es casi trivial comprobar la linea-
lidad del operador. En efecto,
Q(t){αam + βbm} = {e−mt(αam + βbm)} =
= α{e−mtam}+ β{e−mtbm} = αQ(t){am}+ βQ(t){bm},
siendo {am}m≥0 y {bm}m≥0 sucesiones de `p y α, β ∈ R.
Al ser una aplicación lineal, podemos ver que en norma la aplicación está acotada
para así tener la condición de continuidad. Es decir,
‖Q(t){am}‖pp =
∞∑
m=0
|e−mtam|p ≤ sup
m≥0
|e−mt|p
∞∑
m=0
|am|p = ‖{am}‖pp <∞.
Por tanto, hemos probado que la aplicación Q(t) es continua y, además, que está bien
deﬁnida: conduce elementos de `p a elementos del mismo espacio.
En segundo lugar, comprobemos que se veriﬁcan las dos condiciones de la Deﬁnición
1.1. Se tiene que
Q(0){am} = {e0am} = {am}
para toda sucesión {am}m≥0 ∈ `p. Por tanto, podemos aﬁrmar que Q(0) = I. Por otra
parte, dados s, t ≥ 0,
Q(t+ s){am} = {e−mte−msam} = Q(t){e−msam} = Q(t)Q(s){am},
para toda sucesión de nuestro espacio de trabajo. De esta forma, Q(s+ t) = Q(s)Q(t),
para todos s, t ≥ 0.
Siguiendo el objetivo del ejemplo, vamos a probar que el semigrupo de operadores
es fuertemente continuo. Consideremos la sucesión {am}m≥0 ∈ `p. Dado ε > 0 elegimos
un valor N > 0 de forma que
∞∑
m=N+1
|am|p < ε,
quedando justiﬁcado este hecho debido a que se trata de la cola de una serie convegente,
de forma que al hacer tender N a +∞ dicha suma converge a 0, por lo que la podemos
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hacer tan pequeña como queramos. Una vez escogido ese valor de N > 0, podemos
aﬁrmar que existe un δ de manera que
N∑
m=0
|e−mt − 1|p|am|p < ε
siempre que 0 ≤ t < δ, gracias a la continuidad de la función exponencial. Como
ﬁnalmente se hará tender t a 0 podemos suponer ya el caso en el que dicha variable está
acotada superiormente por el valor δ. Teniendo en cuenta las consideraciones anteriores
podemos aﬁrmar que
‖Q(t){am} − {am}‖pp =
∞∑
m=0
|e−mtam − am|p =
∞∑
m=0
|e−mt − 1|p|am|p
≤
N∑
m=0
|e−mt − 1|p|am|p +
∞∑
m=N+1
|am|p < 2ε.
Como el resultado obtenido es válido para un valor de ε > 0 arbitrario, podemos
hacer que sea tan pequeño como sea necesario y, de esta forma, si consideramos el límite
cuando t tiende a 0 se puede aﬁrmar que
l´ım
t→0
‖Q(t){am} − {am}‖p = 0,
para toda sucesión en el espacio `p.
Finalmente vamos a ver que el semigrupo de operadores no es uniformemente con-
tinuo. Para ello, acotaremos la norma de Q(t) − I inferiormente por un valor positivo
no nulo. Tendremos en cuenta la deﬁnición de dicha norma, así como los vectores de
la base canónica en `p, es decir, {en}n≥1 de forma que la componente k−ésima es 1 si
k = n y nula en caso contrario. Evidentemente, ‖en‖p = 1 parta todo n ≥ 1. Con todo
ello tenemos que
‖Q(t)− I‖p = sup
‖{am}‖p=1
‖Q(t){am} − {am}‖pp ≥ ‖Q(t)(en)− en‖pp
=
∞∑
m=0
|e−mten(m)− en(m)|p = |e−nt − 1|p,
para todo n ∈ N.
Para cada t ﬁjo, si hacemos tender n a ∞ se tiene que
‖Q(t)− I‖p ≥ 1
y, por tanto, se puede aﬁrmar que
l´ım inf
t→0
‖Q(t)− I‖ ≥ 1,
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de forma que el semigrupo de operadores no es uniformemente continuo.
♣
Antes de presentar y trabajar con nuevos conceptos, damos en el siguiente resultado
dos propiedades sobre los semigrupos de operadores.
Teorema 1.9. Sea X un espacio de Banach y el semigrupo de operadores fuertemente
continuo {Q(t)}t≥0. Se satisfacen las siguientes propiedades:
1. Existen dos constantes C y γ de forma que
‖Q(t)‖ ≤ Ceγt, 0 ≤ t <∞.
2. Para cada x ∈ X, la aplicación
[0,+∞) −→ X
t 7−→ Q(t)x (1.13)
es continua.
Demostración. 1. En primer lugar, supongamos que existe una sucesión no negativa de
números reales {tn}n≥1 tendiendo a 0 de forma que ‖Q(tn)‖ tiende a ∞, lo que quiere
decir que la familia de operadores {Q(tn)}n≥1 no está uniformemente acotada alrededor
de 0. Gracias al Teorema de Banach-Steinhaus (Teorema 5.2.3 de [Rud2]), se tendrá
que la familia de operadores tampoco está puntualmente acotada en el espacio X, es
decir, existirá un elemento x ∈ X de forma que la colección {‖Q(tn)x‖} es no acotada,
contradiciendo la hipótesis que establece que el semigrupo de operadores es fuertemente
continuo.
Por tanto, podemos suponer que existe un δ > 0 y un C < ∞ de forma que
‖Q(t)‖ ≤ C en el intervalo [0, δ]. Como 0 ≤ t <∞, consideramos un número natural n
que satisfaga (n− 1)δ ≤ t ≤ nδ, de forma que 0 ≤ t/n ≤ δ y ‖Q(t/n)‖ ≤ C.
Si recordamos ahora la ecuación funcional de la Deﬁnición 1.1,
Q(s+ t) = Q(s)Q(t), para todo s, t ≥ 0, (1.14)
tenemos que
Q
(
t
n
)n
= Q
(
t
n
)
· · ·Q
(
t
n
)
= Q
(
t
n
+ · · ·+ t
n
)
= Q(t)
Utilizando las propiedades de la norma,
‖Q(t)‖ =
∥∥∥∥Q( tn
)n∥∥∥∥ ≤ Cn. (1.15)
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Finalmente, utilizando la desigualdad (n− 1)δ ≤ t, se tiene que
‖Q(t)‖ ≤ C1+ tδ . (1.16)
Tomando eγ = C
1
δ queda probado el primer apartado del teorema.
2. Dividiremos la prueba de este apartado en continuidad a la derecha y a la izquier-
da.
Para demostrar que la aplicación (1.13) es continua a la derecha, consideramos s y
t de forma que 0 ≤ s < t ≤ T. Se tiene que,
‖Q(t)x−Q(s)x‖ = ‖Q(s+ t− s)x−Q(s)x‖ = ‖Q(s)Q(t− s)x−Q(s)x‖
= ‖Q(s)(Q(t− s)x− x)‖ ≤ ‖Q(s)‖ ‖Q(t− s)x− x‖
≤ Ceγs ‖Q(t− s)x− x‖ ,
debiéndose la segunda igualdad a la segunda propiedad de la Deﬁnición 1.1, la primera
desigualdad al hecho de que las funciones Q(t) son lineales y continuas y, por último,
se ha utilizado el apartado anterior del presente teorema para la última cota superior.
Ahora bien, si hacemos tender t→ s+, tenemos que
l´ım
t−s→0
‖Q(t− s)x− x‖ = ‖Q(0)x− x‖ = ‖x− x‖ = 0,
gracias a propiedades de continuidad.
Por tanto, hemos probado que si t − s tiende a 0, con t − s > 0, Q(t)x tiende a
Q(s)x para todo x ∈ X, lo que equivale a decir que la aplicación t→ Q(t)x es continua
a la derecha en [0,∞), pues la hipótesis que se tenía era t > s.
En cuanto a la continuidad por la izquierda, consideramos un valor s ﬁjo y t < s.
Queremos probar que
l´ım
t→s−
Q(t)x = Q(s)x.
Para ello observamos que tenemos la siguiente factorización
Q(t)x−Q(s)x = Q(t)(x−Q(s− t)x),
gracias a una de las propiedades de la deﬁnición del semigrupo algebraico de operado-
res. Como, por hipótesis, el semigrupo con el que estamos trabajando es fuertemente
continuo, tenemos que
l´ım
s−t→0
Q(s− t)x = x,
que es equivalente a decir
l´ım
t→s−
Q(s− t)x = x.
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Por tanto, podemos aﬁrmar que
l´ım
t→s−
(x−Q(s− t)x) = 0, x ∈ X.
Teniendo en cuenta ahora la norma de la diferencia de los operadores,
‖Q(t)x−Q(s)x‖ = ‖Q(t)x−Q(t+ s− t)x‖ = ‖Q(t)x−Q(t)Q(s− t)x‖
≤ ‖Q(t)‖ ‖x−Q(s− t)x‖ ≤ Ceγt ‖x−Q(s− t)x‖ .
Como t < s, al calcular el límite cuando t tiende a s por la izquierda la cota
superior obtenida tiende a 0 por lo que se ha probado justo antes, de forma que podemos
garantizar que
l´ım
t→s−
‖Q(t)x−Q(s)x‖ = 0,
quedando probada, de esta forma, la continuidad por la izquierda de la aplicación (1.13).
Con todo ello, podemos concluir que la aplicación anterior es continua en el intervalo
[0,+∞).
1.2. El generador inﬁnitesimal.
En esta sección deﬁniremos un operador conocido como generador inﬁnitesimal que
estará ligado a la convergencia de ciertos semigrupos de operadores. Para completar los
conocimientos fundamentales sobre semigrupos de operadores ofreceremos una serie de
propiedades de los semigrupos en los que se encuentra involucrado el generador inﬁni-
tesimal.
Tal y como se prueba en el Apéndice B, toda función compleja y continua que satis-
faga la condición f(s+ t) = f(s)f(t) es de la forma f(t) = eAt, siendo A una constante.
Calculando su derivada y evaluándola en t = 0 podemos concluir que f ′(0) = A. Ade-
más, es conveniente recordar, la deﬁnición de derivada en un punto, interesándonos en
este caso el 0 :
f ′(0) = l´ım
h→0
f(h)− f(0)
h
= A,
es decir, el límite del cociente incremental. Con todo ello, nos disponemos a trabajar
con los operadores {Q(t)}t≥0. Llamamos Aε al cociente incremental
Aε =
Q(ε)−Q(0)
ε
=
Q(ε)− I
ε
para todo ε > 0.
Aplicando dicha función a un valor cualquiera x ∈ X, se tiene que
Aεx =
Q(ε)x− x
ε
para todo x ∈ X, ε > 0. (1.17)
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Por último, deﬁnimos el operador A como el límite del cociente incremental, es decir,
Ax = l´ım
ε→0+
Aεx. (1.18)
Denotaremos por D(A) al conjunto de x ∈ X tales que el límite 1.18 existe.
Deﬁnición 1.10. El operador A construido anteriormente se conoce como generador
inﬁnitesimal del semigrupo de operadores {Q(t)}t≥0.
Se tiene que D(A) es un subespacio del espacio de partida X y, gracias a la lineali-
dad de los operadores Q(t), el operador A mantiene la misma propiedad.
Con el ﬁn de ofrecer algunos ejemplos, nos disponemos ahora a hallar el generador in-
ﬁnitesimal de algunos de los semigrupos de operadores estudiados en la sección anterior.
Atendiendo a uno de esos casos, vimos que la familia {Q(t)}t≥0 con Q(t) = etA se
trataba de un semigrupo de operadores uniformemente continuo. Gracias a un resultado
que se estudiará más adelante (en concreto, el Teorema 1.14), podemos aﬁrmar de
manera inmediata que el operador A ∈ B(X) se trata del generador inﬁnitesimal del
semigrupo en cuestión.
Ejemplo 1.11. Si nos detenemos ahora en los operadores de multiplicación estudiados
en el Ejemplo 1.8, el objetivo es probar que el conjunto D(A) viene deﬁnido por
D(A) = {{am} ∈ `p : {−mam} ∈ `p},
teniéndose además que el generador inﬁnitesimal del semigrupo está deﬁnido como
A{am} = {−mam} para toda sucesión {am}m≥0 ∈ `p, tratándose de un operador no
acotado.
Para probar la primera contención, consideramos {am}m≥0 ∈ D(A). En primer lu-
gar, como D(A) es subespacio de `p se tiene que {am}m≥0 ∈ `p. Por otra parte, el
hecho de que pertenezca a D(A) nos dice que el límite que deﬁne A{am} es convergente
en `p. Como la convergencia en dicho espacio implica la convergencia coordenada a
coordenada, no es difícil comprobar que la coordenada m−ésima de la sucesión A{am}
corresponde con −mam.
De esta forma, el generador inﬁnitesimal se trata de la sucesión {−mam}m≥0, tenién-
dose en consecuencia que dicha sucesión pertenece al espacio `p siempre que {am}m≥0 ∈
D(A).
Para la contención contraria, partimos de una sucesión {am}m≥0 ∈ `p de forma que
{−mam}m≥0 ∈ `p, con el ﬁn de demostrar que existe el límite de la deﬁnición A{am}.
Como el límite coordenada a coordenada no implica el límite de la sucesión en `p, te-
nemos que trabajar con la sucesión al completo desde primera hora.
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En primer lugar, para cada m ≥ 0 se tiene que∣∣∣∣e−mtam − amt
∣∣∣∣ = ∣∣∣∣am e−mt − 1mt m
∣∣∣∣ = |am| ∣∣∣∣e−mt − 1mt
∣∣∣∣m ≤ C|am|m,
puesto que la función (e−u − 1)/u está acotada en valor absoluto por una constante C
siempre que u ∈ (0,+∞), tal y como es en nuestro caso con u = mt.
Ahora bien, dado ε > 0, elegimos un valor N > 0 de forma que
∞∑
m=N+1
((C + 1)|am|m)p = (C + 1)p
∞∑
m=N+1
(|am|m)p < ε,
hecho que queda justiﬁcado al tratarse de la cola de una serie convergente, pues {−mam}m≥0 ∈
`p, de forma que podemos hacerla tan pequeña como sea conveniente.
De esta forma,∥∥∥∥Q(t){am} − {am}t − {−mam}
∥∥∥∥p
p
=
∞∑
m=1
∣∣∣∣e−mtam − amt +mam
∣∣∣∣p
≤
N∑
m=1
∣∣∣∣e−mtam − amt +mam
∣∣∣∣p + (C + 1)p ∞∑
m=N+1
(|am|m)p
≤
N∑
m=1
∣∣∣∣e−mtam − amt +mam
∣∣∣∣p + ε.
Tomando límites en las desigualdades anteriores llegamos a que
l´ım sup
t→0
∥∥∥∥Q(t){am} − {am}t − {−mam}
∥∥∥∥p
p
≤ l´ım
t→0
N∑
m=1
∣∣∣∣e−mtam − amt +mam
∣∣∣∣p + ε = ε.
Como el valor de ε > 0 es arbitrario, podemos hacer que sea tan pequeño como
convenga de forma que se puede concluir que
l´ım
t→0
∥∥∥∥Q(t){am} − {am}t − {−mam}
∥∥∥∥p
p
= 0.
De esta forma, hemos probado que {am}m≥0 ∈ D(A) y A{am} = {−mam} ∈ `p.
♣
Ejemplo 1.12. Por último, vamos a estudiar el caso particular del espacio L2(R).
Vamos a ver que, para el semigrupo de la traslación, el generador inﬁnitesimal es la
derivada de la función que estemos tratando en cada caso pero en un sentido más débil
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del concepto de derivada habitual.
A modo de motivación para este ejemplo, si tenemos una función continua y de
soporte compacto, f ∈ C1c (R), se puede comprobar gracias a algunas de las propiedades
del Apéndice A que f̂ ′(s) = isfˆ(s). Ello nos lleva a considerar el conjunto de funciones
de L2(R)
B = {f ∈ L2(R) : sfˆ(s) ∈ L2(R)}, (1.19)
a partir del cual vamos se va a extraer el concepto de derivada. En concreto, vamos a
entender dicha derivada como F−1(sfˆ(s)) para cada f ∈ L2(R), quedando bien deﬁnida
gracias a que la transformada de Fourier es biyectiva en el espacio L2(R).
Tal y como se dijo al comienzo, nos disponemos a probar que Af = f ′ para
f ∈ D(A).
Suponiendo que existe el límite de la deﬁnición de generador inﬁnitesimal, se tiene
que
l´ım
t→0
Q(t)f(s)− f(s)
t
= l´ım
t→0
f(s+ t)− f(s)
t
= f ′(s)
para toda función f ∈ L2(R).
De nuevo, para justiﬁcar de manera correcta el cálculo del límite anterior usamos
un argumento que ya ha aparecido anteriormente. Como en L2(R) manejamos clases
de funciones, y no funciones concretas, no tiene sentido considerar el límite puntual de
una clase. Lo correcto es veriﬁcar que se tiene el límite para las funciones continuas y,
haciendo uso de la densidad, se tendrá inmediatamente para nuestro espacio en cuestión.
Para probar que una función f ∈ D(A) si y, solamente si, sfˆ(s) ∈ L2(R), es necesa-
rio tener en cuenta algunas propiedades de la transformada de Fourier, que se pueden
consultar, tal y como se indicó anteriormente, en en el Apéndice A. Allí mismo se jus-
tiﬁca el uso de dichas propiedades para cualquier función f ∈ L2(R), que son las que
manejamos en este caso.
Sea entonces f ∈ L2(R) y supongamos que sfˆ(s) ∈ L2(R). Por el Teorema A.3 se
tiene, en primer lugar, que f es una función diferenciable. Tenemos que probar que
l´ım
t→0
∥∥∥∥Q(t)f(s)− f(s)t − f ′(s)
∥∥∥∥
2
= 0.
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Partiendo de que existe la derivada f ′, tenemos que∥∥∥∥Q(t)f(s)− f(s)t − f ′(s)
∥∥∥∥
2
=
∥∥∥∥∥ ̂f(s+ t)− fˆ(s)t − f̂ ′(s)
∥∥∥∥∥
2
=
∥∥∥∥∥(eits − 1)fˆ(s)t − isfˆ(s)
∥∥∥∥∥
2
=
∥∥∥∥[1t (eits − 1)− is
]
fˆ(s)
∥∥∥∥
2
=
∥∥∥∥[ 1its(eits − 1)− 1
]
isfˆ(s)
∥∥∥∥
2
, (1.20)
donde se ha utilizado la deﬁnición del semigrupo y la Identidad de Plancherel en la
primera igualdad, así como algunas propiedades de la transformada de Fourier en el
resto de desigualdades.
Ahora bien,
|eits − 1|
|ts| ≤ 1
puesto que la cantidad del numerador, que es la distancia del punto de la circunferencia
eits a 1 es menor que si recorremos el arco de circunferencia que los une, cuya longitud
es precisamente |ts|.
Por otra parte, si consideramos una sucesión {tn}n≥1 tendiendo a 0 y denotamos
por ϕn a la sucesión de funciones
ϕn(s) =
(
eitns − 1
itns
− 1
)
isfˆ(s),
se puede comprobar fácilmente que, para todo s ∈ R, se tiene
l´ım
n→∞
ϕn(s) = 0.
En consecuencia,
|ϕ2n(s)| ≤ (2|s||fˆ(s)|)2,
que se trata de una cantidad ﬁnita al integrarla puesto que estamos considerando funcio-
nes del espacio B deﬁnido arriba. Aplicando el Teorema de la Convergencia Dominada,
podemos aﬁrmar que
l´ım
n→∞
∫
|ϕn(s)|2ds = 0
y, por tanto, la expresión (1.20) tiende a 0 para toda sucesión {tn}n≥1 tendiendo al
mismo valor, quedando de esta forma probado que f ∈ D(A) y que Af = f ′.
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Recíprocamente, si f ∈ D(A), se tiene que Af = f ′ en nuestro espacio L2(R). De
esta forma, ∥∥∥isfˆ∥∥∥
2
=
∥∥∥f̂ ′∥∥∥
2
= ‖f ′‖2 <∞,
por lo que sfˆ(s) ∈ L2(R). ♣
Una vez estudiados los ejemplos anteriores damos paso al siguiente resultado, donde
se recogen una serie de propiedades de importancia que se usarán en alguna ocasión a
lo largo del trabajo y cuyas pruebas veremos con detalle a continuación.
Teorema 1.13. Sea {Q(t)}t≥0 un semigrupo de operadores fuertemente continuo y A
su generador inﬁnitesimal. Se tiene que
1. D(A) es denso en X y A es una aplicación cerrada.
2. La ecuación diferencial
d
dt
Q(t)x = AQ(t)x = Q(t)Ax (1.21)
se satisface para todo x ∈ D(A).
3. Para todo x ∈ X,
Q(t)x = l´ım
ε→0
etAεx,
siendo la convergencia uniforme en todo subconjunto compacto de [0,+∞).
4. Si λ ∈ C y Reλ > γ, la integral
R(λ)x =
∫ ∞
0
e−λtQ(t)xdt
deﬁne un operador R(λ) ∈ B(X) cuya imagen es D(A) y cuya inversa es λI−A.
Dicho operador es llamado la resolvente del semigrupo {Q(t)}t≥0.
Demostración. 1. Para probar, en primer lugar, que D(A) es denso en el espacio X,
veremos que cualquier elemento de X es límite de alguna sucesión del subespacio D(A).
Construiremos dicha sucesión de forma conveniente de la siguiente forma.
Dado t > 0, deﬁnimos la función Mt a partir de una integral vectorial como
Mtx =
1
t
∫ t
0
Q(s)xds, (1.22)
con x ∈ X. En efecto, como Q(s)x ∈ X, se tiene también que Mtx ∈ X y, por tanto,
Mt ∈ B(X) y ‖Mt‖ ≤ Ceγt gracias a la primera propiedad del Teorema 1.9. Nuestro
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objetivo ahora es probar queMtx pertenece a D(A) y, además, que su límite es x cuan-
do t converge a 0.
Previamente vamos a demostrar que
AεMtx = AtMεx, ε > 0, t > 0, x ∈ X. (1.23)
Tenemos que ∫ ε
0
Q(s)xds+
∫ t+ε
ε
Q(s)xds =
∫ t
0
Q(s)xds+
∫ t+ε
t
Q(s)xds
y, por tanto, ∫ t+ε
ε
Q(s)xds−
∫ t
0
Q(s)xds =
∫ t+ε
t
Q(s)xds−
∫ ε
0
Q(s)xds. (1.24)
En la primera integral de la izquierda, hacemos el cambio s = u + ε, de forma que
ahora se cumple 0 ≤ u ≤ t. Como u es una variable, la renombramos como s para
mayor comodidad. De esta forma, se tiene que∫ t
0
Q(s+ ε)xds−
∫ t
0
Q(s)xds =
∫ t
0
[Q(s+ ε)−Q(s)]xds
=
∫ t
0
[Q(s)Q(ε)−Q(s)]xds
= [Q(ε)− I]
∫ t
0
Q(s)xds
= εAεtMtx,
donde hemos utilizado diversas propiedades de las integrales vectoriales en la penúltima
igualdad que pueden consultarse en el Apéndice C, así como las deﬁniciones de Aε y
Mtx en la igualdad ﬁnal.
Análogamente, razonamos para el término derecho de la igualdad (1.24). Hacemos
el cambio s = u+ t, de forma que 0 ≤ u ≤ ε. De nuevo, renombramos la variable u por
s y se tiene que,∫ ε
0
Q(s+ t)xds−
∫ ε
0
Q(s)xds =
∫ ε
0
[Q(s+ t)−Q(s)]xds =
=
∫ ε
0
[Q(s)Q(t)−Q(s)]xds =
= [Q(t)− I]
∫ ε
0
Q(s)xds =
= tAtεMεx,
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donde hemos utilizado de nuevo propiedades citadas anteriormente como las de las
integrales vectoriales. Gracias a la linealidad de las funciones Aε y At, en cada caso,
podemos cancelar las constantes no nulas t y ε, de forma que queda probada la igualdad
(1.23).
Como el valor ε > 0 es arbitrario, para cada valor de t ﬁjo, hacemos que tienda a 0
a ambos lados de la desigualdad. En el término de la derecha obtenemos At(l´ım
ε→0
Mεx),
de forma que, si existe ese límite, podremos hablar del límite cuando ε tiende a 0 de
AεMtx. Por tanto, procedemos a calcular el límite de Mεx cuando ε tiende a 0.
Utilizando el hecho de que el semigrupo es fuertemente continuo, ﬁjamos η > 0 y
tomamos un valor ε(x) > 0 de forma que
‖Q(s)x− x‖ ≤ η
si s ≤ ε(x). Con todo ello tenemos que
‖Mεx− x‖ =
∥∥∥∥1ε
∫ ε
0
Q(s)xds− 1
ε
∫ ε
0
xds
∥∥∥∥ = ∥∥∥∥∫ ε
0
1
ε
(Q(s)x− x)ds
∥∥∥∥ ≤
≤ 1
ε
∫ ε
0
‖Q(s)x− x‖ ds ≤ η
siempre que s ≤ ε(x). Como el valor de η es arbitrario y positivo, podemos concluir que
l´ım
ε→0
Mεx = x,
para todo x ∈ X. Por tanto, como el resultado obtenido es convergente, podemos hablar
del límite en el término izquierdo de la igualdad (1.23) y, como consecuencia, se tiene
que
AMtx = Atx, x ∈ X. (1.25)
Este hecho signiﬁca que Mtx ∈ D(A). Por último, haciendo tender t a 0 de forma
análoga a como se hizo anteriormente con ε, se tiene que
l´ım
t→0
Mtx = x ∈ X,
por lo que queda probado que D(A) es un espacio denso en X.
En segundo lugar, para probar que A es un operador cerrado tenemos que compro-
bar que el grafo de A es un subespacio cerrado de X ×X.
Sea {xn}n≥1 una sucesión en D(A) de forma que
l´ım
n→∞
xn = x y l´ım
n→∞
Axn = y.
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El objetivo es demostrar que x ∈ D(A) y Ax = y. Tenemos, por una parte, que Q(s)
conmuta con Q(t) para todos s, t ≥ 0, puesto que
Q(s)Q(t) = Q(s+ t) = Q(t+ s) = Q(t)Q(s).
Por otro lado, se puede probar que AεMt = MtAε. En efecto,
AεMt =
1
ε
[Q(ε)Mt −Mt] = Mt1
ε
[Q(ε)− I] = MtAε. (1.26)
Aún más, si el límite de AεMt existe cuando ε tiende a 0, se tendrá que
AMtx = MtAx (1.27)
para todo x ∈ D(A).
Haciendo uso de las igualdades (1.25) y (1.27), podemos aﬁrmar que
Atxn = AMtxn = MtAxn.
Si hacemos tender n a +∞, se tiene por la continuidad de las funciones At y Mt que
Atx = Mty. (1.28)
Por último, hacemos tender t a 0. Tal y como se ha hecho en ocasiones anteriores,
se obtiene que
l´ım
t→0
Mty = y,
de forma que el resultado obtenido es convergente y, por tanto, podemos hablar del
límite cuando t tiende a 0 de Atx. En este caso, llegamos a Ax = y. Queda probado,
de esta forma, que x ∈ D(A) y que el grafo de A es cerrado en el espacio correspondiente.
2. La igualdad (1.25) aﬁrma que
A
1
t
∫ t
0
Q(s)xds =
1
t
[Q(t)x− x], x ∈ X.
Puesto que D(A) es un subespacio vectorial y A es lineal, se tiene que
A
∫ t
0
Q(s)xds = Q(t)x− x, x ∈ X. (1.29)
Como el integrando es continuo, podemos derivar a ambos lados de la igualdad, tenién-
dose para el término derecho que
d
dt
(Q(t)x− x)) = d
dt
Q(t)x,
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mientras que para el de la izquierda vamos a probar de manera separada que se tiene
la igualdad deseada para las derivadas laterales. Empezando con la derivada por la
derecha, tenemos que
d
dt+
A
∫ t
0
Q(s)xds = l´ım
h→0+
1
h
(
A
∫ t+h
0
Q(s)xds− A
∫ t
0
Q(s)xds
)
= l´ım
h→0+
Q(t+ h)x− x−Q(t)x+ x
h
= Q(t) l´ım
h→0+
Q(h)x− x
h
= Q(t)Ax,
donde hemos utilizado la igualdad (1.29). Con todo ello, hemos probado que la derivada
a la derecha de Q(t)x respecto a t es igual a Q(t)Ax, siempre que x ∈ D(A).
En cuanto a la derivada por la izquierda, tenemos en cuenta que
l´ım
h→0−
Q(t+ h)x−Q(t)x
h
= l´ım
h→0+
Q(t− h)x−Q(t)x
−h = l´ımh→0+Q(t− h)
Q(h)x− x
h
,
de forma que vamos a probar que la última de las expresiones anteriores es igual a
Q(t)Ax. Para ello, si consideramos la diferencia de los operadores implicados y sumamos
y restamos el término Q(t− h)Ax se tiene que
Q(t− h)Q(h)x− x
h
−Q(t)Ax = Q(t− h)Q(h)x− x
h
−Q(t)Ax±Q(t− h)Ax
= Q(t− h)
(
Q(h)x− x
h
− Ax
)
+Q(t− h)(Ax)−Q(t)Ax.
Por tanto, si acotamos en norma se tiene que∥∥∥∥Q(t− h)Q(h)x− xh −Q(t)Ax
∥∥∥∥ ≤ ‖Q(t− h)‖∥∥∥∥Q(h)x− xh − Ax
∥∥∥∥
+ ‖Q(t− h)(Ax)−Q(t)Ax‖ .
Ahora bien, utilizando que existen dos constantes C y γ con ‖Q(t)‖ ≤ Ceγt para
todo t ≥ 0, y que
l´ım
h→0+
Q(h)x− x
h
= Ax
se tiene que el primer sumando de la cota obtenida tiende a 0 cuando hagamos tender
h a 0 por la derecha. Del mismo modo se consigue el mismo valor del límite para el
segundo sumando haciendo uso de la continuidad fuerte del semigrupo.
Con todo ello, podemos concluir que
l´ım
h→0−
Q(t+ h)x−Q(t)x
h
= Q(t)Ax.
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Como ha sido probada la misma desigualdad para las dos derivadas laterales, esta-
mos en condiciones de aﬁrmar que
d
dt
Q(t)x = Q(t)Ax. (1.30)
Por último, siguiendo de nuevo la deﬁnición de A llegamos a que si x ∈ D(A),
AQ(t)x = l´ım
ε→0
1
ε
[Q(ε)Q(t)x−Q(t)x]
= Q(t) l´ım
ε→0
1
ε
[Q(ε)x− x] = Q(t)Ax,
de donde podemos aﬁrmar que Q(t)x ∈ D(A). De esta forma queda probado que
d
dt
Q(t)x = AQ(t)x = Q(t)Ax, x ∈ D(A). (1.31)
3. Para demostrar el resultado correspondiente a este apartado, el primer objetivo
que debemos plantear es el de encontrar una cota superior para la norma de etAε .
Comenzamos desarrollando en serie de potencias dicha función.
etAε = e
t
ε
(Q(ε)−I) = e−
t
ε e
t
ε
Q(ε) = e−
t
ε
∞∑
n=0
tnQ(ε)n
εnn!
= e−
t
ε
∞∑
n=0
tnQ(nε)
εnn!
,
donde se ha utilizado la siguiente propiedad de los semigrupos de operadores:
Q(ε)n = Q(ε) · · ·Q(ε) = Q(ε+ · · ·+ ε) = Q(nε).
Aplicando la función norma y acotando mediante la desigualdad triangular, se tiene
que
∥∥etAε∥∥ ≤ e− tε ∞∑
n=0
tn ‖Q(nε)‖
εnn!
≤ e− tε
∞∑
n=0
tnCeγnε
εnn!
= Ce−
t
ε
∞∑
n=0
(
teγε
ε
)n
1
n!
= Ce−
t
ε e
t
ε
eγε = Ce
t
ε
(eγε−1)
para ε > 0. Además, como vamos a considerar valores muy cercanos a 0 de ε, podemos
exigir que ε < 1. De esta forma, se puede seguir acotando superiormente la expresión
anterior y se tiene ∥∥etAε∥∥ ≤ Ce tε (eγε−1) ≤ Cet(eγ−1) ≤ Ceteγ (1.32)
para 0 < ε < 1. Cabe señalar que la segunda desigualdad es debido a lo siguiente:
t
ε
(eγε − 1) = t
ε
∞∑
n=1
(γε)n
n!
= t
∞∑
n=1
γnεn−1
n!
≤ t
∞∑
n=1
γn
n!
= t(eγ − 1).
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Fijado ahora un punto x ∈ X, vamos a deﬁnir la función ϕε(s) como sigue:
ϕε(s) = e
(t−s)AεQ(s)x, 0 ≤ s ≤ t. (1.33)
Si x ∈ D(A), podemos utilizar la ecuación diferencial para Q(s) demostrada anterior-
mente, así como la regla de la cadena, de forma que se tiene
ϕ′ε(s) = e
(t−s)Aε(−Aε)Q(s)x+ e(t−s)AεQ(s)Ax = e(t−s)AεQ(s)(Ax− Aεx). (1.34)
Si ahora utilizamos algunas cotas conocidas, como la que se dio para la norma de
Q(t) o, la obtenida en (1.32), se tiene que
‖ϕ′ε(s)‖ ≤
∥∥e(t−s)Aε∥∥ ‖Q(s)‖ ‖Ax− Aεx‖ ≤ Ce(t−s)eγC ′eγs ‖Ax− Aεx‖
≤ CeteγC ′eγt ‖Ax− Aεx‖ = K(t) ‖Ax− Aεx‖ (1.35)
siendo K(t) <∞ y, siempre que 0 ≤ s ≤ t, 0 < ε ≤ 1 y x ∈ D(A).
En particular, la cota anterior será válida cuando el valor de t se acerque a 0 y, de
forma consecuente, también lo haga el valor de s. De esta forma, teniendo en cuenta los
valores de la función ϕε(s) evaluada en t y en 0, y haciendo uso del Teorema del Valor
Medio, se tiene que
‖ϕε(t)− ϕε(0)‖ =
∥∥Q(t)x− etAεx∥∥ ≤ tK(t) ‖Ax− Aεx‖ , (1.36)
para x ∈ D(A) y 0 < ε ≤ 1. Tomando límite cuando ε tiende a 0, el término de la
derecha tiende a 0 siempre que exista l´ım
ε→0
Aεx. Es decir, hemos obtenido que
l´ım
ε→0
etAεx = Q(t)x, (1.37)
para x ∈ D(A).
Sin embargo, nuestro objetivo era demostrar la convergencia en todo el espacio X.
Sea [0, T ] un compacto de R. Si prestamos atención al operador Q(t) − etAε , se tiene
que es acotado en norma siempre que 0 ≤ t ≤ T y 0 < ε ≤ 1. En efecto, usando la cota
proporcionada por el primer apartado del Teorema 1.9, así como la expresión (1.32) se
tiene que,∥∥Q(t)− etAε∥∥ ≤ ‖Q(t)‖+ ∥∥etAε∥∥ ≤ Ceγt + C ′eteγ ≤ CeγT + C ′eTeγ <∞.
Por tanto, los operadores {etAε}0<ε≤1 forman una familia de operadores uniformemente
acotados que convergen en un denso de X cuando ε tiende a 0, en concreto, en D(A).
Utilizando este argumento de densidad, la convergencia ha de ser cierta en todo el
espacio, es decir,
l´ım
ε→0
etAεx = Q(t)x, (1.38)
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para todo x ∈ X, como se quería probar.
4. En primer lugar, comprobaremos que el operador R(λ) está bien deﬁnido. Para
ello, habrá que probar que la integral impropia converge, así como las propiedades de
linealidad y continuidad necesarias para que pertenezca al espacio B(X). Se tiene que∫ ∞
0
|e−λt| ‖Q(t)x‖ dt ≤ C ‖x‖
∫ ∞
0
e−Reλteγtdt
= C ‖x‖
∫ ∞
0
e(γ−Reλ)tdt =
C ‖x‖
Reλ− γ <∞,
donde se ha utilizado la cota proporcionada por el Teorema 1.9, así como la hipótesis de
que Reλ > γ. Esto signiﬁca que la integral que deﬁne al operador R(λ) en valor absoluto
converge y, por tanto, la integral impropia es convergente, por lo que el operador R(λ)
va del espacio X en él mismo. La propiedad de linealidad se sigue de que la posee el
operador Q(t), que aparece en el integrando. Además, los cálculos anteriores prueban
también que
‖R(λ)x‖ =
∥∥∥∥∫ ∞
0
e−λtQ(t)xdt
∥∥∥∥ ≤ ∫ ∞
0
|e−λt| ‖Q(t)x‖ dt < C ‖x‖
Reλ− γ <∞,
de forma que el operador es acotado, condición equivalente a la de continuidad siempre
que el operador sea lineal. Con todo ello concluimos la prueba de que el operador R(λ)
está bien deﬁnido.
En segundo lugar, vamos a demostrar que el conjunto imagen de R(λ) es exacta-
mente el espacio D(A). Lo haremos por doble inclusión. De esta forma, sea x ∈ X, nos
disponemos a demostrar que R(λ)x ∈ D(A). En otras palabras, tenemos que ver que
existe el siguiente límite
l´ım
ε→0
AεR(λ)x, x ∈ X.
Para ello, se tiene que
εAεR(λ)x = Q(ε)R(λ)x−R(λ)x =
∫ ∞
0
e−λtQ(ε)Q(t)xdt−
∫ ∞
0
e−λtQ(t)xdt
=
∫ ∞
0
e−λtQ(t+ ε)xdt−
∫ ∞
0
e−λtQ(t)xdt,
quedando justiﬁcado el intercambio de Q(ε) con la integral gracias a las propiedades de
las integrales vectoriales.
Seguidamente, hacemos el cambio u = t+ ε pero, como u es una variable, la renom-
bramos por t para mayor comodidad. De esta forma, tenemos que lo anterior es igual
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a ∫ ∞
ε
e−λteλεQ(t)xdt−
∫ ∞
0
e−λtQ(t)xdt
= eλε
∫ ∞
0
e−λtQ(t)xdt− eλε
∫ ε
0
e−λtQ(t)xdt−
∫ ∞
0
e−λtQ(t)xdt
= (eλε − 1)
∫ ∞
0
e−λtQ(t)xdt− eλε
∫ ε
0
e−λtQ(t)xdt.
Debido a que ε > 0, podemos despejarlo hacia el lado derecho de la igualdad, de forma
que
AεR(λ)x =
eλε − 1
ε
∫ ∞
0
e−λtQ(t)xdt− e
λε
ε
∫ ε
0
e−λtQ(t)xdt
=
eλε − 1
ε
R(λ)x− e
λε
ε
∫ ε
0
e−λtQ(t)xdt. (1.39)
Si hacemos tender ε a 0 y el término de la derecha resulta ser convergente, se tendrá
que el límite que obtendríamos coincidiría con AR(λ)x. Vamos a comprobar si se tiene
esta condición. Por una parte, no es difícil comprobar que
l´ım
ε→0
eλε − 1
ε
= λ,
puesto que la derivada de la función ε 7−→ eλε en ε = 0 es igual a λ.
Por otra parte, estudiamos el límite cuando ε tiende a 0 de la función que aparece
en el segundo sumando:
eλε
ε
∫ ε
0
e−λtQ(t)xdt.
Para ello, observamos que la función del integrando ϕ(t) = e−λtQ(t)x es el producto
de una función escalar continua de [0,+∞) en R como es la exponencial, con una función
vectorial continua del mismo dominio pero con valores en X, de forma que ϕ se trata
de una función vectorial continua en el dominio [0,+∞). Gracias a la continuidad de
dicha función en [0,+∞) se puede probar que
ϕ(0) = l´ım
ε→0+
1
ε
∫ ε
0
ϕ(s)ds.
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En efecto, ∥∥∥∥1ε
∫ ε
0
ϕ(s)ds− ϕ(0)
∥∥∥∥
X
=
∥∥∥∥1ε
∫ ε
0
ϕ(s)ds− 1
ε
∫ ε
0
ϕ(0)ds
∥∥∥∥
X
=
∥∥∥∥1ε
∫ ε
0
(ϕ(s)− ϕ(0))ds
∥∥∥∥
X
≤ 1
ε
∫ ε
0
‖ϕ(s)− ϕ(0)‖X ds
≤ sup
0≤s≤ε
‖ϕ(s)− ϕ(0)‖X .
Al hacer tender ε a 0, el valor s se comporta de la misma forma, de manera que la
norma resultante tiende a 0 gracias a la continuidad de la función ϕ en 0.
De esta forma, podemos aﬁrmar que
l´ım
ε→0
1
ε
∫ ε
0
e−λtQ(t)xdt = e−λ0Q(0)x = x
y, en consecuencia,
l´ım
ε→0
eλε
ε
∫ ε
0
e−λtQ(t)xdt = x.
Con todo ello, hemos probado que el lado derecho de la igualdad (1.39) es conver-
gente cuando ε tiende a 0 y, por tanto, se da la igualdad
AR(λ)x = λR(λ)x− x. (1.40)
Como el término de la derecha es ﬁnito, signiﬁca que R(λ)x ∈ D(A), como queríamos
probar con el anterior razonamiento.
Haciendo uso de la expresión (1.40), se tiene que
x = λR(λ)x− AR(λ)x = (λI − A)R(λ)x, x ∈ X, (1.41)
lo que signiﬁca que el operador λI−A es, justamente, el inverso a la izquierda de R(λ).
Por último, vamos a demostrar que cualquier elemento de D(A) pertenece a la
imagen de R(λ). Sea x ∈ D(A), por deﬁnición signiﬁca que existe el límite
l´ım
ε→0
Aεx
y es igual a Ax. Por tanto, aplicamos el operador R(λ) a Aεx de forma que se tiene
R(λ)Aεx =
∫ ∞
0
e−λtQ(t)Aεxdt. (1.42)
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Haciendo uso de la deﬁnición de Aε es fácil comprobar que dicho operador conmuta
con Q(t), es decir, Q(t)Aε = AεQ(t). En consecuencia,
R(λ)Aεx = AεR(λ)x. (1.43)
Anteriormente se probó que para cualquier x ∈ X se tenía que R(λ)x ∈ D(A). En
particular, haciendo uso de la hipótesis de la que partimos ahora de que x ∈ D(A) se
tendrá, por lo anterior, que el término de la derecha de la igualdad (1.43) converge a
AR(λ)x cuando ε tiende a 0. Del mismo modo, el término de la izquierda de la citada
igualdad tenderá a R(λ)Ax, de forma que se tiene
R(λ)Ax = AR(λ)x (1.44)
para todo x ∈ X. Haciendo uso ahora de la expresión (1.40) tenemos que
R(λ)Ax = AR(λ)x = λR(λ)x− x
que equivale a decir
R(λ)(λI − A)x = x, x ∈ D(A), (1.45)
por lo que podemos aﬁrmar que x pertenece a la imagen del operador R(λ). Además,
se tiene que λI − A es el operador inverso a la derecha de R(λ).
Con ello, queda probada la doble inclusión y, por tanto, damos por concluida la
prueba del presente teorema.
Teorema 1.14. Sea {Q(t)}t≥0 un semigrupo de operadores y A el generador inﬁnite-
simal de dicho semigrupo. Entonces, las siguientes condiciones son equivalentes:
1. D(A) = X.
2. l´ım
ε→0
‖Q(ε)− I‖ = 0, es decir, el semigrupo es uniformemente continuo.
3. A ∈ B(X) y Q(t) = etA para 0 ≤ t <∞.
Demostración. Comenzamos suponiendo que se veriﬁca D(A) = X. Este hecho quiere
decir que para todo elemento x ∈ X existe el siguiente límite
l´ım
ε→0
Aεx.
Por tanto, podemos aﬁrmar que la familia de operadores Aε es puntualmente acotada
en el espacio X para valores de ε > 0 suﬁcientemente pequeños, por ejemplo, ε ∈ (0, 1].
Es decir,
sup{‖Aεx‖ : 0 < ε ≤ 1} <∞, para todo x ∈ X.
Gracias al Teorema de Banach-Steinhaus, podemos aﬁrmar, además, que la familia de
operadores está uniformemente acotada también para valores de ε > 0 pequeños, es
decir,
sup{‖Aε‖ : 0 < ε ≤ 1} <∞.
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Equivalentemente, se puede decir que existe una constante M > 0 de forma que
‖Aε‖ < M para esos valores de ε.
Gracias a la deﬁnición del operador Aε, tenemos que
Q(ε)− I = εAε.
Tomando norma en la anterior igualdad y utilizando los resultados a los que hemos
llegado gracias a las hipótesis, tenemos que
‖Q(ε)− I‖ = ‖εAε‖ = ε ‖Aε‖ ≤ εM. (1.46)
Como a pesar de ser pequeño, el valor de ε es arbitrario, hacemos que tienda a 0 de
forma que podemos concluir que
l´ım
ε→0
‖Q(ε)− I‖ = 0, (1.47)
es decir, queda probado que (1) implica (2).
Supongamos que (2) es cierto. Vamos a demostrar que A ∈ B(X) y, además,
Q(t) = etA para todo valor t con 0 ≤ t <∞.
En primer lugar, queremos probar que A es un operador lineal y continuo del espacio
X en él mismo. Ya sabemos por toda la materia vista anteriormente que A es lineal.
Por otra parte, es conocido que, para todo operador lineal, la propiedad de continuidad
es equivalente a la de ser acotado, por lo que nos disponemos a demostrar esto último
para el operador A.
Recordamos que en la prueba del Teorema 1.13 se deﬁnieron los operadores Mt de
la siguiente forma
Mtx =
1
t
∫ t
0
Q(s)xds, x ∈ X, t > 0.
Vamos a probar, en primer lugar, que estos operadores tienden en norma a la iden-
tidad cuando t tiende a 0. Se tiene que
‖Mt − I‖ = sup
‖x‖=1
∥∥∥∥1t
∫ t
0
Q(s)xds− x
∥∥∥∥ = sup‖x‖=1
∥∥∥∥1t
∫ t
0
(Q(s)− I)xds
∥∥∥∥
≤ 1
t
∫ t
0
‖Q(s)− I‖ ds ≤ 1
t
t sup
0≤s≤t
‖Q(s)− I‖ = sup
0≤s≤t
‖Q(s)− I‖
El hecho de que t tienda a 0 implica que s se acerque al mismo valor, de forma que,
utilizando la hipótesis de partida, podemos aﬁrmar que
l´ım
t→0
‖Mt − I‖ = 0. (1.48)
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Es conveniente recordar que Mt ∈ B(X), además de que se daban las igualdades
AtMε = AεMt y AεMt = MtAε
para ε, t > 0. Si tenemos en cuenta todas esas igualdades ya probadas, podemos aﬁrmar
que
AtMε = MtAε. (1.49)
Usando que l´ım
t→0
‖Mt − T‖ = 0, podemos tomar un valor t > 0 de forma que el
operadorMt sea invertible en el espacio B(X). Gracias a la expresión (1.49), se tendría
que
Aε = (Mt)
−1AtMε. (1.50)
Dado un elemento x ∈ X cualquiera, calculamos el siguiente límite:
l´ım
ε→0
Aεx = (Mt)
−1AtMεx = (Mt)−1Atx.
Como (Mt)
−1At ∈ B(X) por composición de operadores que se encuentran en dicho
espacio, podemos aﬁrmar que el límite anterior es convergente para todo x ∈ X y,
gracias a la deﬁnición del operador A, se tiene que A = (Mt)
−1At, de forma que A ∈
B(X). Aún más, se veriﬁca, tal y como se muestra a continuación, que la convergencia
en norma de Aε − A es a 0 :
l´ım sup
ε→0
‖Aε − A‖ = l´ım sup
ε→0
∥∥(Mt)−1AtMε − (Mt)−1At∥∥ (1.51)
= l´ım sup
ε→0
∥∥((Mt)−1At)(Mε − I)∥∥ ≤ l´ım
ε→0
∥∥(Mt)−1At∥∥ ‖Mε − I‖ = 0,
donde hemos utilizado el límite calculado al comienzo de esta prueba, así como el hecho
de que (Mt)
−1At es un operador acotado en X. De esta forma, se tiene que
l´ım
ε→0
‖Aε − A‖ = 0.
Por último, teníamos gracias al Teorema 1.13 que
Q(t)x = l´ım
ε→0
etAεx, para todo x ∈ X.
Utilizando el resultado (1.51), se veriﬁca que
Q(t) = l´ım
ε→0
etAε = etA, (1.52)
que es la igualdad que se pedía demostrar.
Para ﬁnalizar la prueba del presente teorema, debemos demostrar, suponiendo los
resultados ya probados, que X ⊂ D(A) de forma que, como se tiene siempre la conten-
ción contraria, tendríamos que los dos conjuntos son iguales.
Pero este resultado es trivial haciendo uso de las hipótesis del segundo apartado. Si
A ∈ B(X), signiﬁca que para todo elemento del espacio, el valor Ax está deﬁnido y,
equivalentemente, existe el límite l´ım
ε→0
Aεx. Por tanto, queda probado queD(A) = X.
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En particular, el resultado anterior aﬁrma que si A ∈ B(X), entonces el generador
inﬁnitesimal del semigrupo deﬁnido por etA es precisamente el operador A.

Capítulo 2
Espacios de funciones analíticas.
2.1. Funciones armónicas y subarmónicas.
En esta primera sección vamos a presentar una serie de resultados que serán nece-
sarios para el posterior desarrollo del presente capítulo. La mayoría de ellos han sido
vistos en la asignatura Variable Compleja y Operadores del Máster Universitario de
Matemáticas (Universidad de Sevilla), de forma que para algunos resultados no se ex-
pondrá sus respectivas pruebas. A cambio de eso, daremos unas referencias en las que
se podrán consultar dichas demostraciones.
Sea Ω una región del plano complejo C. Decimos que una función u : Ω → C es
armónica si u ∈ C 2(Ω) y ∆u = 0. Es decir, si u es dos veces diferenciable, con sus
derivadas continuas y, además, el laplaciano es 0, siendo éste el operador deﬁnido como
∆f(x1, x2) =
∂2f
∂x21
+
∂2f
∂x22
, (2.1)
en coordenadas cartesianas para R2.
Es posible probar que, en caso de contar con una función armónica u, dicha función
es continua (hecho evidente al tratarse de una función de C 2(Ω)) y, además,
u(a) =
1
2pi
∫ 2pi
0
u(a+ reit)dt, si B(a, r) ⊂ Ω, (2.2)
siendo B(a, r) la bola cerrada de centro a ∈ C y radio r > 0. Además, el recíproco
también es cierto. Con todo ello damos paso a la siguiente deﬁnición:
Deﬁnición 2.1. Una función u : Ω→ R se dice que es subarmónica si es continua y
u(a) ≤ 1
2pi
∫ 2pi
0
u(a+ reit)dt, si B(a, r) ⊂ Ω. (2.3)
36 semigrupos de operadores de composición
Evidentemente se trata un concepto más débil que el de función armónica pero será
suﬁciente para algunos resultados que veremos más adelante.
Veamos ahora una serie de propiedades de las funciones subarmónicas, puesto que
algunas de ellas serán utilizadas a lo largo del capítulo.
Proposición 2.2. Sean u, v : Ω→ R dos funciones subarmónicas. Se tiene
1. u+ v son subarmónicas.
2. Si λ ∈ R con λ ≥ 0, entonces λu es subarmónica.
3. La función ma´x{u, v} es subarmónica.
Demostración. Las dos primeras propiedades son inmediatas siguiendo la deﬁnición de
función subarmónica.
Para probar la tercera propiedad, supongamos que B(a, r) ⊂ Ω. Tenemos que el má-
ximo de funciones continuas es una función continua y, en cuanto a la subarmonicidad,
deﬁnimos la función g como
g(z) = ma´x{u(z), v(z)}, z ∈ Ω.
En ese caso,
u(a) ≤ 1
2pi
∫ 2pi
0
u(a+ reit)dt ≤ 1
2pi
∫ 2pi
0
g(a+ reit)dt,
v(a) ≤ 1
2pi
∫ 2pi
0
v(a+ reit)dt ≤ 1
2pi
∫ 2pi
0
g(a+ reit)dt.
Por tanto, al tomar máximo se tiene que
g(a) = ma´x{u(a), v(a)} ≤ 1
2pi
∫ 2pi
0
g(a+ reit)dt,
por lo que g(z) es una función subarmónica, que es lo que se quería probar.
Proposición 2.3. Si u es armónica, entonces |u| es subarmónica. En particular, el
módulo de una función analítica es subarmónica.
Demostración. Suponiendo que B(a, r) ⊂ Ω, si u es armónica se tiene que
|u(a)| =
∣∣∣∣ 12pi
∫ 2pi
0
u(a+ reit)dt
∣∣∣∣ ≤ 12pi
∫ 2pi
0
|u(a+ reit)|dt,
de forma que podemos aﬁrmar que |u| es una función subarmónica.
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En cuanto al caso en el que tengamos una función analítica f, la prueba es exacta-
mente la misma a la anterior teniendo en cuenta, gracias al Teorema del Valor Medio,
que
f(a) =
1
2pi
∫ 2pi
0
f(a+ reit)dt,
siempre que B(a, r) ⊂ Ω, como es nuestro caso.
Teorema 2.4 (Desigualdad de Jensen). Sean (∆,Σ,P) un espacio de probabilidad, I
un intervalo de R (acotado o no), f : ∆ → I una función integrable y ϕ : I → R una
función convexa. Entonces,
ϕ
(∫
∆
fdP
)
≤
∫
∆
(ϕ ◦ f)dP. (2.4)
Demostración. Sea m =
∫
∆
fdP, que pertenece al intervalo I. Como ϕ es convexa en
I, existirán a, b ∈ R de forma que ϕ(x) ≥ ax+ b para todo x ∈ I y ϕ(m) = am+ b, es
decir, la recta y = ax+b es una subtangente a ϕ en el puntom ∈ I. (De hecho, podemos
encontrarnos con casos en los que existan inﬁnitas rectas con estas características). Con
todo ello se tiene que∫
∆
(ϕ ◦ f)dP ≥
∫
∆
(af + b)dP = a
∫
∆
fdP+ b
= am+ b = ϕ(m) = ϕ
(∫
∆
fdP
)
,
donde se ha utilizado el hecho de que P es una medida de probabilidad.
Proposición 2.5. Sea I un intervalo (acotado o no) de R y ϕ : I → R una función
convexa y creciente. Si u : Ω→ I es subarmónica, entonces ϕ ◦ u es subarmónica en Ω.
Demostración. Supongamos que B(a, r) ⊂ Ω. Como u es subarmónica en Ω, se tiene
que
u(a) ≤ 1
2pi
∫ 2pi
0
u(a+ reit)dt.
Utilizando el hecho de que ϕ es creciente, así como la desigualdad de Jensen, llegamos
a que
ϕ(u(a)) ≤ ϕ
(
1
2pi
∫ 2pi
0
u(a+ reit)dt
)
≤ 1
2pi
∫ 2pi
0
(ϕ ◦ u)(a+ reit)dt,
quedando probado que ϕ ◦ u es una función subarmónica en Ω.
Si tenemos ahora en cuenta que la función t 7−→ tp es convexa y creciente en [0,+∞)
para p ≥ 1, así como que |f | es subarmónica si f ∈ H(Ω) gracias a la Proposición 2.3,
podemos enunciar el siguiente corolario de los resultados precedentes.
Corolario 2.6. Si f ∈ H(Ω) y p ≥ 1, entonces |f |p es una función subarmónica en Ω.
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Es necesario señalar que, aunque no se va a probar al no ser necesario para nuestro
trabajo, el resultado anterior también es cierto si 0 < p < 1.
Los próximos dos resultados serán de gran utilidad más adelante y, aunque no vamos
a detallar las respectivas pruebas, es posible consultarlas en el Capítulo 17 de [Rud2].
Proposición 2.7. Sea Ω una región acotada de C y u, v : Ω → R dos funciones
continuas. Si v es armónica en Ω y u es subarmónica en dicha región de forma que
u(z) ≤ v(z) para todo z ∈ ∂Ω, entonces u(z) ≤ v(z) para todo z ∈ Ω.
Más aún, es posible probar que el resultado anterior y el hecho de que u sea subar-
mónica en Ω son aﬁrmaciones equivalentes. En cierto sentido, la proposición anterior
da una explicación del término subarmónica.
Proposición 2.8. Sean u : Ω → R una función subarmónica, a ∈ Ω, ρ > 0 tal que
B(a, ρ) ⊂ Ω, y la función ψ deﬁnida por
ψ : [0, ρ) −→ R
r 7−→ 1
2pi
∫ 2pi
0
u(a+ reit)dt.
Entonces ψ es creciente en su dominio.
2.2. Espacios de Hardy y espacios de Bergman.
Al igual que en la sección anterior, se van a exponer a continuación resultados
y conceptos estudiados en la asignatura Variable Compleja y Operadores, aunque
muchos de ellos se pueden consultar en obras de la bibliografía como [Dur], en el caso
de los espacios de Hardy; o bien en [DS] , cuando hablemos de espacios de Bergman.
Deﬁnición 2.9. Sea 0 < p < ∞. Deﬁnimos el espacio de Hardy al que denotaremos
por Hp(D) como el conjunto de funciones holomorfas f : D→ C tales que
sup
0≤r<1
(
1
2pi
∫ 2pi
0
|f(reit)|pdt
)
< +∞. (2.5)
Para el caso p = +∞ se deﬁne el espacio correspondiente como
H∞(D) = {f : D→ C : f es holomorfa y acotada}, (2.6)
que se trata de un espacio de Banach con la norma
‖f‖H∞ = sup{|f(z)| : z ∈ D}. (2.7)
Como se puede observar, las deﬁniciones se han dado para el caso en el que el do-
minio es el disco unidad D, pues será con lo que trabajemos habitualmente, salvo que
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se indique lo contrario. Por comodidad, utilizaremos de aquí en adelante la notación
Hp(D) = Hp para 0 < p ≤ +∞.
Para el caso 0 < p < +∞ podemos deﬁnir un funcional ‖f‖Hp = sup0≤r<1mp(f, r),
donde
mp(f, r) =
(
1
2pi
∫ 2pi
0
|f(reit)|pdt
) 1
p
. (2.8)
Este funcional tiene sentido para todos los casos de p ﬁnito pero no podemos decir
que en todos ellos sea una norma. Si p ≥ 1, entonces ‖·‖Hp se trata de una norma.
En caso contrario, donde p < 1, lo máximo que podemos decir es que la aplicación
dp(f, g) = ‖f − g‖pHp es una distancia. Más aún, se puede probar usando la Proposición
2.8 que para este caso, en el que p es ﬁnito, se tiene que
‖f‖Hp = l´ım
r→1−
mp(f, r), (2.9)
donde recordamos que f ∈ H(D).
A continuación vamos a hablar de convergencia de funciones en estos espacios, ex-
poniendo algunos resultados que tendrán gran utilidad más adelante.
En primer lugar, podemos observar que dados p, q con 1 ≤ p < q < +∞, se veriﬁca
la siguiente relación entre la contención de unos espacios en otros:
H∞ ⊂ Hq ⊂ Hp, (2.10)
debido, principalmente, a que nos encontramos en un espacio de probabilidad, donde
las normas son crecientes, es decir,
‖·‖H∞ ≥ ‖·‖Hq ≥ ‖·‖Hp . (2.11)
A continuación vamos a ver un lema del que obtendremos algunas consecuencias
interesantes.
Lema 2.10. Sea f ∈ H1. Para todo z ∈ D se veriﬁca que
|f(z)| ≤ 1
1− |z| ‖f‖H1 . (2.12)
Demostración. Sea z ∈ D, tomamos un radio r > 0 de forma que r > |z|. Como
consecuencia del Teorema integral de Cauchy tenemos que
f(z) =
1
2pii
∮
|w|=r
f(w)
w − z dw =
1
2pi
∫ 2pi
0
f(reit)
reit − z re
itdt.
Acotando ahora en valor absoluto y, teniendo en cuenta que
|reit − z| ≥ ||reit| − |z|| = |r − |z|| ≥ r − |z|,
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llegamos a que
|f(z)| =
∣∣∣∣ 12pi
∫ 2pi
0
f(reit)
reit − z re
itdt
∣∣∣∣ ≤ rr − |z| · 12pi
∫ 2pi
0
|f(reit)|dt ≤ r
r − |z| ‖f‖H1 .
Como el procedimiento se ha llevado a cabo para un r > |z| arbitrario, hacemos que
tienda a 1 por la izquierda de forma que,
|f(z)| ≤ 1
1− |z| ‖f‖H1 ,
que es lo que queríamos probar.
Aunque la cota obtenida en el Lema anterior es mejorable, lo que nos dice es que
la convergencia de funciones en el espacio H1 implica la convergencia puntual de las
mismas en el disco unidad. Más aún, vamos a ver a continuación que en los compactos
de D dicha convergencia es uniforme.
Corolario 2.11. Sea K un compacto contenido en D. Si fn → f en el espacio H1,
entonces fn → f uniformemente en K.
Demostración. Dado un compacto K ⊂ D, existe un valor ρ ∈ (0, 1) de forma que
K ⊂ B(0, ρ). Por el Lema 2.10 podemos garantizar que
|fn(z)− f(z)| ≤ 1
1− ρ ‖fn − f‖H1 , z ∈ K.
La convergencia en el espacio H1 implica que el término de la derecha converge a 0
cuando n tiende a ∞, lo que conduce directamente a aﬁrmar la convergencia de fn a f
uniformemente en cada compacto K ⊂ D.
Con todo lo que tenemos hasta ahora podemos aﬁrmar que la convergencia en H1
implica la convergencia en compactos del disco unidad pero, a su vez, la convergencia
en cualquier Hp con p ≥ 1 implica la convergencia en H1. En deﬁnitiva, contamos con
el siguiente resultado:
Corolario 2.12. Sea p ≥ 1. Si fn → f en Hp, entonces fn → f uniformemente en
compactos de D.
Si consideramos la clase de NevanlinnaN , formada por todas las funciones f ∈ H(D)
tales que
‖f‖N = sup
0<r<1
1
2pi
∫ 2pi
0
log+ |f(reit)|dt < +∞; (2.13)
donde log+ es la parte positiva del logaritmo, es posible probar que toda función en
dicha clase tiene límite radial en casi todo punto eit ∈ ∂D, es decir, existe el límite
l´ım
r→1−
f(reit)
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en casi todo punto de la frontera del disco unidad.
Además, para 0 < p ≤ +∞ se tiene que Hp ⊂ N . Teniendo en cuenta ambas cosas
podemos enunciar el siguiente resultado.
Proposición 2.13. Sean 0 < p ≤ +∞ y f ∈ Hp. En casi todo eit ∈ ∂D existe el límite
radial
f ∗(eit) = l´ım
r→1−
f(reit).
Es más, f ∗ ∈ Lp(∂D) y ‖f ∗‖Lp(∂D) = ‖f‖Hp(D) .
Aunque de aquí en adelante es suﬁciente para nuestro trabajo el resultado anterior
tal y como se ha enunciado, es de interés señalar que también es cierto para un concepto
de límite más fuerte como es el límite no tangencial.
Hasta aquí la presentación de los espacios de Hardy junto a algunas de sus propie-
dades fundamentales y que más usaremos a lo largo del trabajo. A continuación vamos
a estudiar otros espacios del mismo interés que los anteriores: los espacios de Bergman.
Deﬁnición 2.14. Sea 1 ≤ p < +∞ y D el disco unidad. Deﬁnimos el espacio de
Bergman Ap(D) como el conjunto de funciones holomorfas f : D→ C tales que
1
pi
∫
D
|f(w)|pdm(w) < +∞, (2.14)
donde m denota a la medida de Lebesgue en D.
Es decir, Ap = H(D) ∩ Lp(D), dotando al espacio de la topología y la norma de
Lp(D), o sea,
‖f‖Ap =
(
1
pi
∫
D
|f(w)|dm(w)
) 1
p
, f ∈ Ap. (2.15)
Como se puede observar, vamos a trabajar con la medida de Lebesgue normalizada
1
pi
m (que en ocasiones denotaremos por A) y el dominio habitual será el disco unidad,
salvo que se indique lo contrario.
Consideramos ahora r ﬁjo de forma que 0 < r < 1 y una función f ∈ Ap. Deﬁnimos
la función fr como
fr :
1
r
D −→ C
z 7−→ fr(z) = f(rz).
(2.16)
Más adelante podremos probar propiedades para la función fr y, mediante el si-
guiente resultado, extenderlas a su función correspondiente f a partir de la cual ha sido
deﬁnida.
Proposición 2.15. Sea 1 ≤ p < +∞, f ∈ Ap y fr deﬁnida como se ha hecho arriba.
Entonces fr ∈ Ap y ‖f − fr‖Ap → 0 cuando r → 1−.
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Demostración. En primer lugar, como r < 1 se tiene que D ⊂ 1
r
D, de forma que fr
es una función acotada en D. Como la propiedad de analiticidad se sigue de su propia
deﬁnición, podemos aﬁrmar que fr ∈ Ap.
Para la parte de convergencia, consideramos g ∈ Lp(D) y deﬁnimos gr de la misma
forma que se ha hecho anteriormente, de manera que tenemos∫
D
|g(rw)|pdA(w) = 1
r2
∫
rD
|g(z)|pdA(z) ≤ 1
r2
‖g‖pLp(D) ,
donde se ha utilizado el cambio rw = z, siendo ahora z ∈ rD. De esta forma, se tiene
que
‖gr‖pLp(D) ≤
1
r2
‖g‖pLp(D) ,
probándose que para las funciones implicadas no solo nos quedamos en el espacio Lp(D),
sino que podemos controlar la norma de una función respecto a la de la otra.
Podemos aﬁrmar también que si integramos la función f en una corona circular
contenida en el disco lo suﬁcientemente pequeña, esa integral tiene poco peso, es
decir, dado ε > 0, existe δ > 0 de forma que∫
D\(1−δ)D
|f |pdA < ε. (2.17)
Por otra parte, se puede probar que fr → f uniformemente en compactos cuando
r → 1, de forma que existe un r0 tal que si r > r0 entonces
|fr(z)− f(z)| ≤ ε, para todo z ∈
(
1− δ
2
)
D. (2.18)
En deﬁnitiva, la integral en la corona circular tiene un valor muy pequeño y, en su
complementario, se tiene la convergencia de la función fr a f al tratarse de un compacto.
Por tanto, separando la integral de forma conveniente se tiene que
‖f − fr‖pAp =
∫
(1− δ
2
)D
|f − fr|pdA+
∫
D\(1− δ
2
)D
|f − fr|pdA
≤ εp +
∫
D\(1− δ
2
)D
(|f |+ |fr|)pdA,
donde hemos utilizado los argumentos expuestos anteriormente, así como la desigualdad
triangular.
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No es difícil probar que para a, b ≥ 0 se tiene que (a+ b)p ≤ 2p−1(ap + bp). Teniendo
en cuenta esta desigualdad y continuando con las acotaciones tenemos que
‖f − fr‖pAp ≤ εp +
∫
D\(1− δ
2
)D
(|f |+ |fr|)pdA
≤ εp + 2p−1
(∫
D\(1− δ
2
)D
|f |pdA+
∫
D\(1− δ
2
)D
|fr|pdA
)
≤ εp + 2p−1
(∫
D\(1−δ)D
|f |pdA+
∫
D\(1− δ
2
)D
|fr|pdA
)
≤ εp + 2p−1
(
ε+
1
r2
ε
)
,
debiéndose la cota para la segunda integral a lo siguiente:∫
D\(1− δ
2
)D
|fr(w)|pdA(w) =
∫
D\(1− δ
2
)D
|f(rw)|pdA(w)
=
1
r2
∫
r(D\(1− δ
2
)D)
|f(z)|pdA(z)
≤ 1
r2
∫
D\(1−δ)D
|f(z)|pdA(z)
≤ 1
r2
ε,
siempre que r(1− δ
2
) ≥ 1− δ.
Como el valor de ε > 0 es arbitrario, podemos hacer que tienda a 0 de forma que
concluimos que
l´ım
r→1
‖f − fr‖Ap = 0,
que es lo que se quería probar.
2.2.1. Productos de Blaschke. Teorema de factorización.
Deﬁnición 2.16. Un producto de Blaschke es una función B que se escribe como
B(z) = zm
∏
n∈Λ
|an|
an
(
an − z
1− anz
)
, (2.19)
donde m es un entero no negativo y {an}n una sucesión en D \ {0} veriﬁcando que∑
n∈Λ(1− |an|) < +∞. La sucesión puede ser inﬁnita, en cuyo caso Λ = N y
∏
n∈Λ =∏∞
n=1; ﬁnita, en cuyo caso Λ = {1, 2, . . . , N} y
∏
n∈Λ =
∏N
n=1; o incluso puede ser
vacía, en cuyo caso B(z) = zm. También puede darse Λ = ∅ y m = 0, siendo en este
caso B(z) = 1.
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Deﬁnición 2.17. Si f ∈ H(D) es tal que ∑n(1− |an|) < +∞ para la sucesión {an}n
de ceros de f en D\{0}, se llama producto de Blaschke asociado a f al que se forma en
la expresión (2.19) con dicha sucesión y tomando como m la multiplicidad de 0 como
cero de f (m = 0 si f(0) 6= 0).
Una de las propiedades que utilizaremos del producto de Blaschke y que, por tanto,
es importante destacar es que |B(z)| ≤ 1 para todo z ∈ D y, en particular, B ∈ H∞. Si
denotamos por B∗ al límite radial de B, se tiene que |B∗(eit)| = 1 en casi todo eit ∈ ∂D
y ‖B‖H∞ = 1.
Antes de dar a conocer el Teorema de Factorización, vamos a enunciar un resultado
que relaciona la propiedad de una función de pertenecer a los espacios de Hardy con la
sucesión de sus ceros no nulos.
Proposición 2.18. Sean 0 < p < +∞ y f ∈ Hp no idénticamente nula. Si {an}n≥1 es
la sucesión de ceros de f en D \ {0}, entonces∑
n
(1− |an|) < +∞. (2.20)
La prueba de este resultado se puede encontrar, por ejemplo, en la obra correspon-
diente a [Dur].
Teorema 2.19 (Teorema de Factorización). Sea 0 < p < +∞. Si f ∈ Hp no es
idénticamente nula, B es el producto de Blaschke asociado a f, y g = f/B; entonces
g ∈ Hp, y ‖f‖Hp = ‖g‖Hp . Por tanto, toda f ∈ Hp se factoriza como f = gB, donde
B es un producto de Blaschke, g ∈ Hp no tiene ceros en D, y ‖f‖Hp = ‖g‖Hp .
Demostración. Dividiremos la prueba en dos casos, aunque realmente lo que se pide
probar es el segundo, sirviéndonos el primero como punto de apoyo.
Supongamos, en primer lugar, que el producto de Blaschke B es ﬁnito. Como se
trata de una función holomorfa en D, continua en D y de módulo 1 en toda la frontera
del disco unidad, existirá una corona circular donde el módulo sea mayor que un cierto
valor menor que 1. Es decir, dado ε > 0 existe ρ ∈ (0, 1) de forma que |B(z)| ≥ 1 − ε
para todo z con ρ < |z| < 1.
Sea ahora r de forma que ρ < r < 1. Como en esta región se satisface que 1− ε ≤
|B| ≤ 1, si consideramos g = f/B, tenemos que
|f(reit)| ≤ |g(reit)| ≤ 1
1− ε |f(re
it)|.
Cabe señalar que g = f/B se trata de una función holomorfa puesto que, a lo más,
posee singularidades evitables distintas de cero por la propia construcción del producto
de Blaschke, de forma que evitándolas se puede conseguir la analiticidad del cociente
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en todo el disco unidad.
Si elevamos a p las desigualdades obtenidas en el paso anterior e integramos a lo
largo de la circunferencia de radio r tenemos que
mp(f, r) ≤ mp(g, r) ≤ 1
1− εmp(f, r).
Como el argumento se mueve en la corona circular comprendida entre los radios ρ y
1, podemos tomar límite cuando r tiende a 1 por la izquierda, de forma que se obtiene
‖f‖Hp ≤ ‖g‖Hp ≤
1
1− ε ‖f‖Hp ,
para todo ε > 0. Como dicho valor es arbitrario, hacemos que tienda a 0 de forma que
concluimos que g ∈ Hp y, además, ‖f‖Hp = ‖g‖Hp .
Supongamos ahora que el producto de Blaschke B es inﬁnito. Ya no es cierto el
argumento de que B sea continuo en la frontera, de forma que tendremos que llevar a
cabo un paso al límite.
Consideramos B(z) = l´ım
N→∞
BN(z), donde para cada N ∈ N, BN es un producto
ﬁnito. Entonces
g(z) = l´ım
N→∞
f(z)
BN(z)
, z ∈ D.
Ahora bien, cada factor BN(z) es menor o igual que la unidad, de forma que la
sucesión de producto de Blaschke ﬁnitos es decreciente en módulo. En consecuencia, si
denotamos por gN(z) al cociente f(z)/BN(z) para cada N ∈ N y z ∈ D, la sucesión
determinada por |gN(z)| es creciente a |g(z)|.
Tenemos, para todo N ∈ N que ‖gN‖Hp = ‖f‖Hp y, además, para r < 1,
‖f‖pHp ≥
∫
∂D
|gN(reit)|pdm(t).
Por el Teorema de la Convergencia Monótona, el mismo resultado debe ser cierto
para la función g. Por tanto,
‖f‖pHp ≥
∫
∂D
|g(reit)|pdm(t) = (mp(g, r))p,
lo que signiﬁca que g ∈ Hp. Además, esta última desigualdad nos da la cota ‖f‖pHp ≥
‖g‖pHp si tomamos supremo en r. Como la otra cota se debe a que |f | ≤ |g|, podemos
concluir gracias a la deﬁnición de g que
‖f‖Hp = ‖g‖Hp ,
que es lo que se quería probar.
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2.3. Operadores de composición.
En esta sección vamos a introducir el concepto de operador de composición, es-
tudiando previamente un par de resultados que serán necesarios para la materia que
veremos en el resto del capítulo.
Lema 2.20. Sea G : D → R una función subarmónica y w : D → D una función holo-
morfa veriﬁcando que w(0) = 0. Deﬁnimos una función g a partir de la composición de
funciones g = G ◦ w : D→ R. Entonces
1
2pi
∫ 2pi
0
g(reiθ)dθ ≤ 1
2pi
∫ 2pi
0
G(reiθ)dθ (2.21)
para todo 0 < r < 1.
Demostración. Fijamos un valor de 0 < r < 1 y consideramos la función U : rD → R
continua en rD, armónica en rD, y tal que U(rz) = G(rz) si z ∈ ∂D, es decir, se trata
de la solución al Problema de Dirichlet.
Gracias a la igualdad anterior sobre la frontera y al hecho de que G es subarmónica
y U armónica en los dominios correspondientes, se tiene por la Proposición 2.7 que
G(z) ≤ U(z), para todo z ∈ rD. (2.22)
Deﬁnimos ahora la función armónica u = U ◦ w : rD → R. Vamos a justiﬁcar que
la aplicación u está bien deﬁnida a partir del Lema de Schwarz. Como w : D → D y
w(0) = 0, se tiene que |w(z)| ≤ |z| para todo z ∈ D, tratándose de un giro si se da la
igualdad en algún punto. En este caso, si tomamos z ∈ rD, tenemos que
|w(z)| ≤ |z| ≤ r,
de forma que podemos aﬁrmar que w(z) ∈ rD, teniéndose que U toma valores en dicho
conjunto y, por tanto, podemos aﬁrmar que la aplicación u está correctamente deﬁni-
da. Además, u es armónica en rD y continua en rD al tratarse de la composición de
funciones holomorfas y armónicas en los dominios correspondientes.
Tomamos a continuación un punto z con |z| ≤ r de forma que se tiene
g(z) = G(w(z)) ≤ U(w(z)) = u(z)
haciendo uso de la deﬁnición de cada una de las funciones anteriores, así como de la
expresión (2.22). Teniendo en cuenta las propiedades de las funciones armónicas es
posible ahora hacer la siguiente estimación:
1
2pi
∫ 2pi
0
g(reiθ)dθ ≤ 1
2pi
∫ 2pi
0
u(reiθ)dθ = u(0) = U(w(0))
= U(0) =
1
2pi
∫ 2pi
0
U(reiθ)dθ =
1
2pi
∫ 2pi
0
G(reiθ)dθ,
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donde se ha utilizado que w(0) = 0, el hecho de que U y u son armónicas junto con la
caracterización (2.2) y, por último que U(z) = G(z) en la frontera del disco rD.
Como los cálculos se han hecho para un valor de 0 < r < 1 arbitrario, se puede dar
por concluida la prueba del presente resultado.
Deﬁnición 2.21. Sean las funciones holomorfas f : D→ C y F : D→ C. Decimos que
f está subordinada a F, y lo denotamos por f ≺ F si existe otra función holomorfa
w : D→ D con w(0) = 0 de forma que f = F ◦ w.
Teorema 2.22 (Principio de subordinación de Littlewood). Sea 0 < p ≤ +∞ y
consideramos dos funciones analíticas f : D → C y F : D → C. Si f ≺ F, entonces
mp(f, r) ≤ mp(F, r) para 0 < r < 1.
Demostración. Sea 0 < r < 1 ﬁjo. Comenzaremos probando el caso p = +∞.
Como f ≺ F, existe una función holomorfa w : D → D de forma que f = F ◦ w y
w(0) = 0. Debido a su deﬁnición y al hecho de que ﬁja el origen, podemos hacer uso
del Lema de Schwarz de forma que se tiene
|w(z)| ≤ |z|, para todo z ∈ D.
Por tanto, si consideramos ahora los valores z ∈ D con |z| ≤ r, se tendrá gracias
a la desigualdad anterior que |w(z)| ≤ r. Esto, a su vez, nos conduce a la siguiente
contención entre conjuntos:
{|F (w(z))| : |z| ≤ r} ⊂ {|F (z)| : |z| ≤ r}.
Finalmente, todo ello nos lleva a la siguiente cadena de desigualdades:
m∞(f, r) = ma´x{|f(z)| : |z| ≤ r} = ma´x{|F (w(z))| : |z| ≤ r}
≤ ma´x{|F (z)| : |z| ≤ r} = m∞(F, r),
utilizándose en la desigualdad la contención probada previamente.
En cuanto al caso de p ﬁnito, volvemos a contar con una función w : D→ D que ﬁja
el 0 de forma que f = F ◦ w, gracias a la subordinación f ≺ F.
Teniendo en cuenta que |f |p es una función subarmónica y la relación de composición
anterior, hacemos uso del Lema 2.20 con las funciones g = |f |p y G = |F |p para aﬁrmar
que
1
2pi
∫ 2pi
0
|f(reiθ)|pdθ ≤ 1
2pi
∫ 2pi
0
|F (reiθ)|pdθ, para todo 0 < r < 1. (2.23)
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Elevando la desigualdad anterior a
1
p
, podemos concluir que
mp(f, r) ≤ mp(F, r)
para todo 0 < r < 1.
A partir de este momento vamos a comenzar a trabajar con operadores de composi-
ción, con el objetivo de estudiar el comportamiento de éstos al restringirlos a diferentes
espacios.
Deﬁnición 2.23. Sea una función holomorfa ϕ : D→ D. Llamamos operador de com-
posición de símbolo ϕ a la función
Cϕ : H(D) −→ H(D)
f 7−→ f ◦ ϕ (2.24)
Como se ha comentado anteriormente, la prioridad de nuestro trabajo será estudiar
si al restringir la aplicación anterior a un espacio vectorial determinado, me conduce
al mismo espacio vectorial; es decir, si el operador de composición está acotado. En
concreto, estudiaremos el caso de los espacios de Hardy, Hp(D), y de Bergman, Ap(D).
Comenzamos estudiando el caso de los espacios de Hardy Hp. Para ello, lo haremos
mediante una construcción en la que se irán estudiando casos particulares para dar
ﬁnalmente una generalización.
Uno de los casos más sencillos que nos podemos encontrar es aquel en el que la
aplicación de partida ϕ veriﬁca que ϕ(0) = 0. En ese caso, podemos decir que la
composición f ◦ϕ está subordinada a la función f. Como ambas funciones son analíticas,
se tendría gracias al Principio de subordinación de Littlewood (Teorema 2.22) que
mp(f ◦ ϕ, r) ≤ mp(f, r) para todo 0 < r < 1 y, por tanto,
‖f ◦ ϕ‖Hp ≤ ‖f‖Hp . (2.25)
Además, la igualdad se daría para la función constante f(z) = 1, que no es difícil
comprobar que pertenece a Hp, de forma que podemos aﬁrmar para este caso que el
operador de composición Cϕ : H
p → Hp es acotado y, además, ‖Cϕ‖Hp = 1.
El siguiente paso que vamos a dar es ver que el operador de composición está acotado
en el caso p = 2 cuando restringimos nuestra función ϕ a los automorﬁrmos del disco,
Aut(D).
Lema 2.24. Sea τ ∈ D y el automorﬁsmo del disco ατ deﬁnido como
ατ : D −→ D
z 7−→ τ − z
1− τz .
(2.26)
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Entonces, el operador de composición Cατ : H
2 → H2 es acotado y, además,
‖Cατ‖H2 ≤
(
1 + |τ |
1− |τ |
) 1
2
. (2.27)
Demostración. Sea f ∈ H2 un polinomio. Procedemos directamente a estimar el valor
de ‖f ◦ ατ‖H2 , que por deﬁnición se trata de
‖f ◦ ατ‖2H2 =
1
2pi
∫ 2pi
0
|f(ατ (eit))|2dt. (2.28)
A continuación vamos a efectuar el cambio eiθ = ατ (e
it). Si tenemos en cuenta que
ατ ◦ ατ = idD y, por tanto, ατ (eiθ) = eit, podemos comprobar que el cambio anterior
es equivalente a t =
1
i
log(ατ (e
iθ)). Por tanto, para el cálculo del diferencial dt se tiene
que
dt =
1
i
· 1
ατ (eiθ)
· α′τ (eiθ) · ieiθdθ =
1− τeiθ
τ − eiθ ·
|τ |2 − 1
(1− τeiθ)2 · e
iθdθ
=
|τ |2 − 1
(τ − eiθ)(1− τeiθ) · e
iθdθ =
|τ |2 − 1
(τe−iθ − 1)(1− τeiθ)dθ
=
1− |τ |2
(1− τe−iθ)(1− τeiθ)dθ =
1− |τ |2
|1− τeiθ|2dθ,
de forma que, si utilizamos dicho cambio en la expresión (2.28), se tiene
‖f ◦ ατ‖2H2 =
1
2pi
∫ 2pi
0
|f(ατ (eit))|2dt
=
1
2pi
∫ 2pi
0
|f(eiθ)|2
∣∣∣∣ 1− |τ |2(1− τeiθ)2
∣∣∣∣ dθ.
Ahora bien, como τ ∈ D, podemos aﬁrmar que |1 − τeiθ| ≥ 1 − |τ |, por lo que si
seguimos la cadena de desigualdades se tiene lo siguiente:
1
2pi
∫ 2pi
0
|f(eiθ)|2
∣∣∣∣ 1− |τ |2(1− τeiθ)2
∣∣∣∣ dθ ≤ (1− |τ |2) · 12pi
∫ 2pi
0
|f(eiθ)|2 1
(1− |τ |)2dθ
=
1 + |τ |
1− |τ | ‖f‖
2
H2 .
En deﬁnitiva, hemos probado que
‖Cϕ‖H2 ≤
(
1 + |τ |
1− |τ |
) 1
2
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siempre que f ∈ H2 sea un polinomio. A continuación vamos a ver qué ocurre cuando
tomamos una función f ∈ H2 arbitraria.
Como, en particular, se trata de una función holomorfa, tomamos su desarrollo en
serie de Taylor f(z) =
∑∞
n=0 fˆ(n)z
n, donde fˆ(n) denota al n-ésimo coeﬁciente de Taylor
de f. A partir de ésta, consideramos para cada n ≥ 0 el polinomio fn(z) deﬁnido como
fn(z) =
n∑
k=0
fˆ(k)zk, (2.29)
de forma que se pueden probar ciertas relaciones entre dichos polinomios y f en el
espacio H2, y que usaremos más adelante.
Una de ellas es que fn → f uniformemente en compactos de D cuando n tiende a
∞. Además, es posible probar que en el espacio H2 se tiene la siguiente igualdad entre
la norma de una función y sus coeﬁcientes de Taylor:
‖f‖2H2 =
∞∑
k=0
|fˆ(k)|2,
lo que da lugar a la convergencia entre normas que se prueba a continuación,
l´ım
n→∞
‖fn‖H2 = l´ımn→∞
(
n∑
k=0
|fˆ(k)|2
) 1
2
=
( ∞∑
k=0
|fˆ(k)|2
) 1
2
= ‖f‖H2 . (2.30)
Por último, como los fn son funciones polinómicas, podemos aﬁrmar gracias al
primer caso desarrollado en la prueba que
‖fn ◦ ατ‖H2 ≤
(
1 + |τ |
1− |τ |
) 1
2
‖fn‖H2 , para todo n ≥ 0. (2.31)
Con esas tres propiedades nos disponemos a probar el resultado para la función
f ∈ H2 tomada al principio de forma arbitraria.
Fijado 0 < r < 1, se tiene que
m2(f ◦ ατ , r)2 = 1
2pi
∫ 2pi
0
|f(ατ (reit))|2dt = l´ım
n→∞
1
2pi
∫ 2pi
0
|fn(ατ (reit))|2dt,
donde hemos usado la convergencia de fn a f en compactos y el hecho de que trabaja-
mos en la circunferencia centrada en el origen y de radio r, que se trata de un compacto
del disco unidad.
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Continuando con las acotaciones se tiene que
l´ım
n→∞
1
2pi
∫ 2pi
0
|fn(ατ (reit))|2dt ≤ l´ım sup
n→∞
‖fn ◦ ατ‖2H2
≤ l´ım sup
n→∞
(
1 + |τ |
1− |τ |
)
‖fn‖2H2 =
(
1 + |τ |
1− |τ |
)
‖f‖2H2 ,
donde hemos utilizado la convergencia en norma de la que se habló antes, así como la
acotación probada previamente para el caso de los polinomios.
Haciendo un recorrido por las desigualdades obtenidas, acabamos de probar que
f ◦ ατ ∈ H2, por la propia deﬁnición del espacio y, además, que
‖Cατ (f)‖H2 = ‖f ◦ ατ‖H2 ≤
(
1 + |τ |
1− |τ |
) 1
2
‖f‖H2
y, por tanto,
‖Cατ‖H2 ≤
(
1 + |τ |
1− |τ |
) 1
2
,
dando por concluida, de esta forma, la prueba del presente lema.
El siguiente paso será pasar de H2 a Hp con p arbitrario, aunque por ahora seguimos
suponiendo que la función ϕ que deﬁne al operador de composición es un automorﬁsmo
del disco unidad.
Lema 2.25. Sea 0 < p < +∞, τ ∈ D y el automorﬁsmo del disco ατ deﬁnido en (2.26).
Entonces el operador de composición Cατ : H
p → Hp es acotado y veriﬁca
‖Cατ‖Hp ≤
(
1 + |τ |
1− |τ |
) 1
p
. (2.32)
Demostración. La herramienta principal que utilizaremos en esta prueba será la facto-
rización de una función de Hp en un producto de Blaschke y otra función del mismo
espacio sin ceros.
Rigurosamente, si tenemos f ∈ Hp no idénticamente nula y consideramos el pro-
ducto de Blaschke B asociado a f, entonces existe una función g ∈ Hp que no se anula
en ningún punto de forma que ‖g‖Hp = ‖f‖Hp . Además, es inmediato comprobar que
gp/2 ∈ H2, hecho que también utilizaremos más adelante.
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Con todo ello se tiene que
mp(f ◦ ατ , r)p = 1
2pi
∫ 2pi
0
|f(ατ (reit))|pdt
=
1
2pi
∫ 2pi
0
|B(ατ (reit))|p|g(ατ (reit)|pdt
≤ 1
2pi
∫ pi
0
|g(ατ (reit))|pdt,
donde hemos utilizado la factorización de f, así como el hecho de que ‖B‖∞ ≤ 1.
Continuando las acotaciones tenemos que
1
2pi
∫ 2pi
0
|g(ατ (reit))|pdt = 1
2pi
∫ 2pi
0
|gp/2(ατ (reit))|2dt = m2(gp/2 ◦ ατ , r)2
≤ sup
0≤r<1
m2(g
p/2 ◦ ατ , r)2 =
(
sup
0≤r<1
m2(g
p/2 ◦ ατ , r)
)2
=
∥∥gp/2 ◦ ατ∥∥2H2 ,
teniéndose la igualdad entre supremos al tratarse m2(g
p/2 ◦ ατ , r) de una cantidad po-
sitiva.
Por último, como gp/2 ∈ H2, utilizamos el Lema 2.24 de forma que se tiene
∥∥gp/2 ◦ ατ∥∥2H2 ≤ 1 + |τ |1− |τ | ∥∥gp/2∥∥2H2
=
1 + |τ |
1− |τ | ‖g‖
p
Hp =
1 + |τ |
1− |τ | ‖f‖
p
Hp .
Recapitulando todas las cotas obtenidas, hemos probado que
mp(f ◦ ατ , r)p ≤ 1 + |τ |
1− |τ | ‖f‖
p
Hp .
de forma que la función mp(f ◦ ατ , r) está uniformemente acotada, lo que implica de
forma inmediata que f ◦ ατ ∈ Hp. Elevando a 1/p la desigualdad anterior y tomando
supremo para 0 ≤ r < 1, llegamos a
‖Cατ (f)‖Hp = ‖f ◦ ατ‖Hp ≤
(
1 + |τ |
1− |τ |
) 1
p
‖f‖Hp ,
que es la cota que se quería probar.
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Hasta ahora sabemos que los operadores de composición restringidos a los espacios
de Hardy están acotados cuando se dan uno de los dos siguientes casos: si la función
que deﬁne el operador de composición ﬁja el cero o, si ésta se trata de un automorﬁsmo
del disco unidad como los que hemos descrito anteriormente.
Con todos los resultados que hemos probado previamente estamos en condiciones
de enunciar y dar la prueba del resultado general, donde únicamente hará falta que la
función que describe al operador de composición sea analítica en el disco unidad.
Teorema 2.26. Sea 0 < p < +∞ y ϕ : D → D una función holomorfa. Entonces el
operador de composición Cϕ : H
p → Hp está acotado y veriﬁca
‖Cϕ‖Hp ≤
(
1 + |ϕ(0)|
1− |ϕ(0)|
) 1
p
. (2.33)
Demostración. En primer lugar consideramos τ = ϕ(0) ∈ D. A partir de dicho punto,
deﬁnimos el automorﬁsmo del disco unidad como lo hemos hecho hasta ahora, es decir,
ατ (z) =
τ − z
1− τz .
Es posible comprobar que la composición de dicho automorﬁsmo consigo mismo se
trata de la función identidad en el disco unidad. En efecto,
ατ (ατ (z)) =
τ − τ − z
1− τz
1− τ τ − z
1− τz
=
τ − ττz − τ + z
1− τz − ττ + τz =
z(1− ττ)
1− ττ = z, z ∈ D.
Por otra parte y, teniendo en cuenta lo anterior, podemos escribir ϕ como composi-
ción de funciones de la siguiente forma
ϕ = ατ ◦ ατ ◦ ϕ = ατ ◦ w,
siendo w = ατ ◦ ϕ. Se tiene que w una función holomorfa por la propia deﬁnición y,
además, w : D→ D. Más aún,
w(0) = ατ (ϕ(0)) = ατ (τ) = 0,
por lo que w es una función que ﬁja el origen.
Hasta este punto, contamos ya con dos funciones para las que sabemos que el resul-
tado que queremos probar es cierto. Si consideramos ahora f ∈ H(D), se tiene que
Cϕ(f) = f ◦ ϕ = f ◦ ατ ◦ w = Cw(f ◦ ατ ) = (Cw ◦ Cατ )(f),
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de forma que, como lo anterior es cierto para cualquier función f holomorfa, podemos
aﬁrmar que Cϕ = Cw ◦ Cατ .
Por los lemas probados anteriormente, sabemos que Cw y Cατ son operadores de
composición acotados en el espacio de Hardy Hp, lo que implica que Cϕ : H
p → Hp
está acotado en el mismo espacio.
Por último, en cuanto a la cota de la norma que se quería probar tenemos que
‖Cϕ‖Hp = ‖Cw ◦ Cατ‖Hp ≤ ‖Cw‖Hp ‖Cατ‖Hp ≤
(
1 + |ϕ(0)|
1− |ϕ(0)|
) 1
p
,
donde se han utilizado las desigualdades (2.25) y (2.32).
Con ello damos por concluida la prueba del presente teorema.
Llegados a este punto podemos decir que queda probado el hecho de que los operado-
res de composición son acotados cuando restringimos el espacio de funciones holomorfas
al espacio de Hardy Hp, donde ha sido bastante determinante el Principio de subordi-
nación de Littlewood (Teorema 2.22).
Para ﬁnalizar con el estudio de los espacios Hp y antes de dar paso a los espacios
de Bergman, concluimos con el siguiente resultado sobre el caso en que p = +∞.
Teorema 2.27. Sea ϕ : D → D una función holomorfa. El operador de composición
Cϕ : H
∞ → H∞ está acotado y veriﬁca ‖Cϕ‖H∞ = 1.
Demostración. En efecto, dada f ∈ H∞ se tiene que
‖Cϕ(f)‖H∞ = ‖f ◦ ϕ‖H∞ = sup
z∈D
|f(ϕ(z))| = sup
w∈ϕ(D)
|f(w)| ≤ ‖f‖H∞ ,
donde se ha efectuado el cambio de notación w = ϕ(z) teniendo en cuenta la hipótesis
de que ϕ : D → D. De todo ello obtenemos de forma inmediata que Cϕ es acotado y
‖Cϕ‖H∞ ≤ 1.
Tomando ahora el caso particular de f ≡ 1, perteneciente al espacio H∞, se tiene
que
‖Cϕ(f)‖H∞ = ‖1‖H∞ = 1,
de forma que podemos concluir que ‖Cϕ‖H∞ = 1, como se quería probar.
A continuación nos disponemos a demostrar el mismo resultado para los espacios de
Bergman Ap, donde veremos que el esquema de trabajo es similar al del caso anterior.
Recordamos que A denota a la medida de Lebesgue normalizada.
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Comenzamos estudiando las funciones que ﬁjan el 0, para lo cual vamos a hacer
antes la siguiente observación.
Sea f ∈ Ap, se tiene que
‖f‖pAp =
∫
D
|f |pdA = 1
pi
∫
D
|f |pdm
=
1
pi
∫ 1
0
(∫ 2pi
0
|f(reit)|prdt
)
dr
= 2
∫ 1
0
rmpp(f, r)dr,
lo que nos dice que las normas en los espacios de Bergman se pueden estudiar a partir
de la función mp(f, r). Más aún, podemos tomar supremo en 0 ≤ r < 1 y, si éste es
ﬁnito, se tiene que Hp ⊂ Ap.
Por último, si f ≺ F, gracias al Principio de subordinación de Littlewood se tiene
‖f‖pAp =
(
2
∫ 1
0
rmpp(f, r)dr
)
≤
(
2
∫ 1
0
rmpp(F, r)dr
)
= ‖F‖pAp .
Con todos estos preparativos podemos enunciar de manera formal el siguiente lema
en términos de operadores de composición:
Lema 2.28. Sea 1 ≤ p < +∞ y w : D → D una función holomorfa satisfaciendo
w(0) = 0. Entonces, Cw : A
p → Ap está acotado y ‖Cw‖Ap = 1.
Demostración. Como Cw(f) = f ◦ w por deﬁnición, para f ∈ Ap; y w(0) = 0, lo que
tenemos es que (f ◦ w) ≺ f.
Por lo que se ha probado antes del enunciado del lema, tenemos que
‖Cw(f)‖Ap = ‖f ◦ w‖Ap ≤ ‖f‖Ap ,
lo que nos indica que el operador Cw está acotado y ‖Cw‖Ap ≤ 1.
Si tomamos la función constante f(z) = 1 para todo z ∈ D, que es holomorfa y
p−integrable (al ser D de medida ﬁnita), se alcanza la igualdad
‖f ◦ w‖Ap = ‖f‖Ap ,
de donde se concluye que ‖Cw‖Ap = 1.
Seguidamente vamos a estudiar qué ocurre con los automorﬁsmos del disco tal y
como los deﬁnimos para los espacios de Hardy Hp.
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Lema 2.29. Sea 1 ≤ p < +∞ y τ ∈ D. Deﬁnimos el automorﬁsmo del disco unidad
ατ como
ατ : D −→ D
z 7−→ τ − z
1− τz .
(2.34)
Entonces el operador de composición Cατ : A
p → Ap está acotado y su norma satisface
‖Cατ‖ ≤
(
1 + |τ |
1− |τ |
) 2
p
. (2.35)
Demostración. Como en la mayoría de casos anteriores, vamos a estimar la norma del
operador de composición f ◦ ατ en Ap. Tenemos que
‖f ◦ ατ‖pAp =
∫
D
|f ◦ ατ (z)|pdA(z)
=
∫
D
|f(w)|p|α′τ (w)|2dA(w)
=
∫
D
|f(w)|p
∣∣∣∣ 1− |τ |2(1− τw)2
∣∣∣∣2 dA(w),
donde hemos efectuado el cambio de variable ατ (z) = w razonando como se hizo en
algunas pruebas anteriores.
Como τ, w ∈ D, usando la desigualdad triangular inversa tenemos que
|1− τw| ≥ |1− |τw|| = 1− |τ ||w| ≥ 1− |τ |.
Por tanto, (1− τw)4 ≥ (1− |τ |)4. Continuando las estimaciones anteriores se tiene que∫
D
|f(w)|p
∣∣∣∣ 1− |τ |2(1− τw)2
∣∣∣∣2 dA(w) ≤ ∫
D
|f(w)|p
∣∣∣∣ 1− |τ |2(1− |τ |)2
∣∣∣∣2 dA(w)
=
(1− |τ |2)2
(1− |τ |)4
∫
D
|f(w)|pdA(w)
=
(
1 + |τ |
1− |τ |
)2
‖f‖pAp .
Finalmente, haciendo un recorrido por las cotas obtenidas hemos probado que el
operador de composición está acotado y, además,
‖Cατ (f)‖Ap = ‖f ◦ ατ‖Ap ≤
(
1 + |τ |
1− |τ |
) 2
p
‖f‖Ap .
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Al igual que hicimos en el caso de los espacios de Hardy, vamos a obtener de los
dos lemas anteriores el teorema general de acotación que estábamos buscando para los
espacios de Bergman.
Teorema 2.30. Sea 1 ≤ p < +∞ y una función holomorfa ϕ : D → D. Entonces el
operador de composición Cϕ : A
p → Ap está acotado y su norma satisface que
‖Cϕ‖Ap ≤
(
1 + |ϕ(0)|
1− |ϕ(0)|
) 2
p
. (2.36)
Demostración. Consideramos τ = ϕ(0) ∈ D y deﬁnimos, a partir de dicho valor el
automorﬁsmo del disco unidad con el que hemos trabajado hasta ahora, es decir,
ατ (z) =
τ − z
1− τz =
ϕ(0)− z
1− ϕ(0)z .
Tal y como se probó anteriormente, se tiene que ατ ◦ ατ = idD, por lo que podemos
escribir
ϕ = ατ ◦ ατ ◦ ϕ = ατ ◦ w,
siendo w la función holomorfa ατ ◦ ϕ, de forma que w : D → D y, además, ﬁja el 0 tal
y como probamos a continuación:
w(0) = ατ (ϕ(0)) = ατ (τ) = 0,
haciendo uso de nuevo de la condición de automorﬁsmo.
Si tomamos ahora una función f ∈ Ap, tenemos que
Cϕ(f) = f ◦ ϕ = f ◦ ατ ◦ w = Cw(f ◦ ατ ) = (Cw ◦ Cατ )(f).
Como la cuenta anterior es válida para cualquier función perteneciente al espacio de
Bergman, hemos probado que Cϕ = Cw ◦ Cατ .
Por los Lemas 2.28 y 2.29, podemos aﬁrmar que Cw y Cατ son operadores de compo-
sición acotados en el espacio de Bergman Ap. Por consiguiente, el operador Cϕ también
es acotado en el mismo espacio.
En último lugar, usando de nuevo los lemas anteriores, se tiene que
‖Cϕ‖Ap = ‖Cw ◦ Cατ‖Ap ≤ ‖Cw‖Ap ‖Cατ‖Ap ≤
(
1 + |ϕ(0)|
1− |ϕ(0)|
) 2
p
,
que se trata de la desigualdad que aparece en el enunciado. Con ella damos por concluida
la prueba del presente teorema.

Capítulo 3
Semigrupos de operadores de
composición en espacios de funciones
analíticas.
3.1. Semigrupos de funciones analíticas.
Tal y como se indica en el título de la presente sección, vamos a estudiar los se-
migrupos de funciones analíticas y, para ello, lo primero que vamos a hacer es dar
su deﬁnición. Al igual que hicimos con los semigrupos de operadores, expondremos el
concepto de semigrupo algebraico y, posteriormente, daremos cierta condición de con-
tinuidad sobre ellos.
Como hemos hecho hasta el momento, denotamos por D al disco unidad y considera-
mos X un espacio de Banach de funciones analíticas, que más adelante será un espacio
de Hardy o un espacio de Bergman. Consideramos también una aplicación analítica
ϕ : D→ D.
A partir de dicha aplicación y, tal y como se hizo en el Capítulo 2, podemos deﬁnir
el siguiente operador de composición:
Cϕ(f) = f ◦ ϕ, f ∈ X. (3.1)
De esta forma, para n ≥ 1, los operadores Cnϕ son operadores de composición que
se tratan precisamente de Cϕn , es decir, los operadores inducidos por la composición de
las iteradas de la función ϕ un número n de veces:
ϕn = ϕ ◦ · · · ◦ ϕ︸ ︷︷ ︸
n
.
Si suponemos ahora que el número de veces que componemos la función ϕ no es
natural, sino real y no negativo, obtenemos una familia de funciones analíticas del
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disco unidad en él mismo, {ϕt}t≥0, que llamaremos semigrupo de funciones analíticas
si veriﬁca las condiciones de la siguiente deﬁnición.
Deﬁnición 3.1. Se dice que {ϕt}t≥0 es un semigrupo de funciones analíticas si para
cada t ≥ 0 la aplicación ϕt : D→ D es analítica y, además,
1. ϕ0 es la identidad en D.
2. ϕs+t = ϕs ◦ ϕt para todo t, s ≥ 0.
A partir de dicha familia, podemos deﬁnir las iteradas fraccionarias de Cϕ, con
ϕ = ϕ1, de la siguiente forma
Q(t)f = f ◦ ϕt, t ≥ 0, f ∈ X.
Claramente, se sigue teniendo que Q(n)f = Cϕn para n ≥ 1. Haciendo uso de su
propia deﬁnición se tiene que
Q(0)f = f ◦ ϕ0 = f, f ∈ X,
por lo que Q(0) = I; y, por otra parte,
Q(s+ t)f = f ◦ ϕs+t = f ◦ (ϕs ◦ ϕt) =
= Q(s)(f ◦ ϕt) = Q(s)Q(t)f.
De esta forma, hemos construido un semigrupo de operadores {Q(t)}t≥0 asociado al
semigrupo de funciones analíticas {ϕt}t≥0.
La deﬁnición que se ha dado de semigrupo de funciones analíticas es puramente
algebraica. Añadiendo una condición de continuidad podemos enriquecer el concepto y,
de hecho, será con el que habitualmente trabajemos de aquí en adelante.
Deﬁnición 3.2. Un semigrupo de funciones analíticas {ϕt}t≥0 se dice continuo si ve-
riﬁca que ϕt → ϕ0 uniformemente en compactos del disco, cuando t→ 0.
En el siguiente resultado vamos a ver dos caracterizaciones de la continuidad del
semigrupo de funciones analíticas. Entre ellas, se encuentra la equivalencia entre la
convergencia uniforme en compactos del disco de la deﬁnición anterior y la convergencia
puntual de las funciones en cuestión. Para su prueba usaremos, entre otros resultados, el
Teorema de convergencia de Vitali (o, simplemente, Teorema de Vitali), cuyo enunciado
se puede consultar en el ejercicio 10 del Capítulo 6 de [Rud2] (página 125).
Teorema 3.3. Sea {ϕt}t≥0 un semigrupo de funciones analíticas de D en D. Los si-
guientes enunciados son equivalentes:
1. El semigrupo {ϕt}t≥0 es continuo.
3. semigrupos de operadores de c. en espacios de funciones analíticas. 61
2. La aplicación
[0,+∞)× D −→ D
(t, z) 7−→ ϕt(z)
es continua.
3. Para todo z ∈ D, la aplicación
[0,+∞) −→ D
t 7−→ ϕt(z) (3.2)
es continua en t = 0.
Demostración. Es claro que la segunda condición implica la primera y que, a su vez,
ésta implica la tercera, tratándose esta última de la convergencia puntual de las funcio-
nes del semigrupo de funciones analíticas. Por tanto, nos detenemos en demostrar que
(3) implica (2).
En primer lugar, vamos a probar que para todo z ∈ D, la aplicación (3.2) es continua
por la derecha en el intervalo [0,+∞).
Fijamos z ∈ D y T > 0 y consideramos una sucesión {tn}n≥1 en [T,+∞) de forma
que
l´ım
n→∞
tn = T.
Haciendo uso de las propiedades de los semigrupos de funciones analíticas y, gracias
a la hipótesis de que la aplicación (3.2) es continua en 0, se tiene que
l´ım
n→∞
ϕtn(z) = l´ım
n→∞
ϕtn−T (ϕT (z)) = ϕT (z),
probándose, de esta forma, que para todo z ∈ D la aplicación t 7→ ϕt(z) es continua
por la derecha en el intervalo [0,+∞).
En segundo lugar, vamos a probar una propiedad que utilizaremos más adelante.
Concretamente, vamos a ver que para todo compacto K contenido en D, existen ciertos
valores TK > 0 y RK ∈ (0, 1) de forma que
|ϕs(z)| ≤ RK , para todo z ∈ K y s ∈ [0, TK ];
|ϕ′s(z)| ≤ 2, para todo |z| ≤ RK y s ∈ [0, TK ].
Sin pérdida de generalidad, podemos considerar el compacto K = {z ∈ D : |z| ≤ r}
para r ∈ (0, 1). Fijado dicho valor de r, tomamos ahora RK = 1 + r
2
. Haciendo uso
de (3) y del Teorema de Vitali, tenemos que ϕt → ϕ0 uniformemente en compactos
del disco unidad cuando t → 0, por lo que existe un valor T1 de forma que para todo
t ∈ [0, T1] y todo |z| ≤ r se tiene,
|ϕt(z)− z| ≤ RK − r ≤ RK − |z|.
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De esta forma,
|ϕt(z)| ≤ |z|+ |ϕt(z)− z| ≤ RK .
Por otra parte, teniendo en cuenta que la convergencia uniforme en compactos im-
plica la convergencia de las derivadas en la misma topología, tenemos que
l´ım
t→0
ϕ′t(z) = ϕ
′
0(z) = 1.
Por tanto, existe un valor T2 > 0 de forma que para todo t ∈ [0, T2] y todo |z| ≤ RK se
tiene que
|ϕ′t(z)− 1| ≤ 1.
De esta forma,
|ϕ′t(z)| ≤ 1 + |ϕ′t(z)− 1| ≤ 2.
Tomando TK = mı´n{T1, T2}, tenemos probada la propiedad que enunciábamos an-
teriormente.
A continuación, vamos a probar que la aplicación
[0, TK ] −→ D
t 7−→ ϕt(z) (3.3)
es continua para todo z ∈ K. Podemos observar que, con lo probado hasta ahora, es
suﬁciente demostrar la continuidad por la izquierda de la aplicación anterior.
Como al comienzo de la demostración probamos que la aplicación anterior es conti-
nua por la derecha en [0,+∞) para todo z ∈ D, tenemos que es medible y, de hecho,
pertenece al espacio L∞([0,+∞),C), puesto que
sup ess
t∈[0,+∞)
|ϕt(z)| ≤ 1, para todo z ∈ D.
Fijamos T ∈ (0, TK ] y consideramos una sucesión {tn}n≥1 en (0, T ] convergiendo a
T. Para probar la continuidad de la aplicación (3.3) acotaremos el valor absoluto de la
diferencia ϕtn(z)− ϕT (z) por una cantidad que tienda a 0. Se tiene que
|ϕtn(z)− ϕT (z)| = |ϕtn(z)− ϕtn(ϕT−tn(z))|
≤
(
sup
|w|≤RK ;0≤s≤TK
|ϕ′s(w)|
)
|z − ϕT−tn(z)|
≤ 2|z − ϕT−tn(z)|,
donde se ha utilizado el Teorema del Valor Medio, así como una de las hipótesis sobre
el compacto probadas en la etapa anterior. Ahora bien, si consideramos el límite de la
cantidad positiva que hemos obtenido como cota superior tenemos que
l´ım
tn→T
ϕT−tn(z) = l´ım
T−tn→0
ϕT−tn(z) = ϕ0(z) = z,
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donde hemos utilizado la continuidad por la derecha de la aplicación ϕt probada al
principio de la demostración.
Por tanto, la diferencia obtenida tiende a 0 cuando la sucesión {tn}n≥1 se acerca al
valor T , de forma que podemos aﬁrmar que
l´ım
n→∞
|ϕtn(z)− ϕT (z)| = 0.
Como el compacto que tomamos al principio es arbitrario, queda probado de esta
forma la continuidad de la aplicación (3.2) en [0, TK ], siendo TK una constante depen-
diente del compacto al que pertenezca z.
Para ﬁnalizar la demostración, nos disponemos a probar que para todo z ∈ D, la
aplicación t ∈ [0,+∞)→ ϕt(z) es continua.
Fijados z ∈ D y T > 0, consideramos una sucesión {tn}n≥1 en (0, T ] convergiendo
a T. Tomando el conjunto {z} como compacto, sabemos por el paso anterior que exis-
te una constante Tz > 0 con 0 < Tz < T de forma que la aplicación es continua en [0, Tz].
Por tanto, podemos escribir la sucesión {tn}n≥1 como tn = sn+NnTz, donde {sn}n≥1
es una sucesión en (0, Tz) y {Nn}n≥1 una sucesión de números naturales. Pero como
{tn}n≥1 tiende a T, la sucesión {Nn}n≥1 no puede marcharse al inﬁnito al estar contenida
en un intervalo acotado, de forma que podemos tomar una subsucesión (que denotamos
de la misma forma) cuyos términos sean constantes. De esta forma, podemos escribir
tn = sn +NTz para cierto entero no negativo N y para todo n ∈ N. Por tanto, {sn}n≥1
converge a algún elemento s ∈ [0, Tz], con T = s + NTz y, haciendo uso de lo que se
probó en el paso anterior,
l´ım
n→∞
ϕsn(z) = ϕs(z).
Finalmente,
l´ım
n→∞
ϕtn(z) = l´ım
n→∞
ϕNTz(ϕsn(z)) = ϕNTz(ϕs(z)) = ϕNTz+s(z) = ϕT (z)
quedando probada, de esta forma, la continuidad del semigrupo de funciones analíticas.
Haciendo uso del Teorema de Vitali, podemos concluir que (3)⇒(2), como se quería
probar.
Recordamos que una función compleja deﬁnida en un dominio cualquiera del plano
complejo es univalente si es holomorfa e inyectiva. En el siguiente teorema vamos a pro-
bar que toda función perteneciente a un semigrupo de funciones analíticas es univalente
en el disco unidad D.
Teorema 3.4. Toda iterada de un semigrupo de funciones analíticas en D es univalente.
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Demostración. Dado un semigrupo de funciones analíticas en D, {ϕt}t≥0, vamos a pro-
bar que cada una de las funciones de la familia es inyectiva. Para ello, supongamos que
existen t0 > 0 y dos valores z1, z2 ∈ D con z1 6= z2, de forma que ϕt0(z1) = ϕt0(z2).
Denotamos ahora por T al valor
T = ı´nf{t ≥ 0: ϕt(z1) = ϕt(z2)}.
En realidad, como la función ϕt es continua en la variable t, el ínﬁmo de la deﬁnición
se alcanza, por lo que estamos hablando de un mínimo.
Si T = 0, estaríamos hablando de la función identidad, por lo que tendríamos que
z1 = z2. Por tanto podemos suponer que T > 0.
Denotamos por ξ = ϕT (z1) = ϕT (z2) y consideramos una sucesión {tn}n≥1 en [0, T )
convergiendo a T. Por la propiedad de convergencia de nuestro semigrupo de funciones
analíticas, tenemos que {ϕT−tn} → ϕ0 uniformemente en compactos del disco unidad
D. Vamos a demostrar ahora que existe un disco abierto D ⊂ D centrado en ξ de forma
que ϕT−tn es inyectiva en dicho disco para todo valor N ≥ n.
Fijamos 0 < r < 1 de forma que B(ξ, r) ⊂ D y un valor m ∈ B(ξ, r
2
). Por el
argumento de convergencia comentado anteriormente, sabemos que existe un número
n0 de forma que si n ≥ n0 se tiene que
|ϕT−tn(z)− z| <
r
3
(3.4)
siempre que z ∈ B(ξ, r). Si tomamos ahora z ∈ ∂B(ξ, r) se siguen las siguientes de-
sigualdades
|ϕT−tn(z)−m− (ϕ0(z)−m)| = |ϕT−tn(z)− z| <
r
3
<
r
2
≤ |z −m|
= |ϕ0(z)−m| ≤ |ϕ0(z)−m|+ |ϕT−tn(z)−m|,
de manera que si hacemos uso del Teorema de Rouché con la curva ∂B(ξ, r) podemos
aﬁrmar que la función ϕT−tn(z)−m tiene el mismo número de raíces que ϕ0(z)−m en
B(ξ, r), siendo en este caso una sola raíz. Por consiguiente, queda probada la inyectivi-
dad de la sucesión {ϕT−tn} a partir de un cierto N ∈ N en un disco D centrado en ξ.
Además, podemos suponer que ϕtn(z1), ϕtn(z2) ∈ D para todo n ≥ N (ya que ambas
sucesiones convergen a ξ).
Así,
ϕT−tn(ϕtn(z1)) = ϕT (z1) = ϕT (z2) = ϕT−tn(ϕtn(z2)).
Como ϕT−tn es inyectiva en D para todo valor de n ≥ N, se sigue de las igualdades
anteriores que ϕtn(z1) = ϕtn(z2) para todo n ≥ N. Pero tn < T, siendo éste el ínﬁmo
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de todos los valores en los que se daba la igualdad ϕt(z1) = ϕt(z2), lo que supone una
contradicción.
Por tanto, ϕt es inyectiva para todo t ≥ 0.
3.2. Ejemplos de semigrupos de funciones analíticas.
Vamos a ver algunos ejemplos de semigrupos de funciones analíticas comprobando,
además, que cada uno de ellos se trata de un semigrupo continuo. En todo momento
tendremos en cuenta que, tal y como se indicó en las observaciones iniciales del capítulo,
la convergencia en compactos de D es equivalente a la convergencia puntual en el disco.
Ejemplo 3.5. Consideramos c ∈ C con Re(c) ≥ 0, de forma que deﬁnimos {ϕt}t≥0
como
ϕt(z) = e
−ctz, z ∈ D.
En primer lugar, vamos a comprobar que la deﬁnición es correcta, es decir, que se
trata de una función analítica que va al disco unidad y que constituye un semigrupo de
funciones analíticas.
Es evidente que se trata de una función analítica para cada t ≥ 0 y, además, dado
z ∈ D se tiene que
|ϕt(z)| = |e−ctz| = e−Re(c)|z| < 1,
por lo que ϕt ∈ H(D) con ‖ϕt‖∞ ≤ 1.
En cuanto a las condiciones para que sea un semigrupo de funciones analíticas, se
tiene que
1. ϕ0(z) = z para todo z ∈ D, por lo que ϕ0 se trata de la función identidad.
2. ϕs+t(z) = e
−c(s+t)z = e−cse−ctz = ϕs(e−ctz) = ϕt(ϕs(z)), para todo z ∈ D y
s, t ≥ 0.
3. l´ım
t→0
ϕt(z) = l´ım
t→0
e−ctz = z, z ∈ D.
Con todo ello podemos aﬁrmar que {ϕt}t≥0 se trata de un semigrupo continuo de
funciones analíticas.
Si Re(c) = 0, estamos simplemente ante un semigrupo de rotaciones. Si además,
c = 0, se trataría del semigrupo trivial.
En otro caso, si Re(c) > 0 y consideramos t ﬁjo, la aplicación ϕt manda el disco
unidad en el disco de radio e−Re(c)t, por lo que podemos decir, en general, que cada
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función del semigrupo de funciones analíticas que estamos tratando en este ejemplo se
trata de una rotación mas una contracción del disco unidad.
♣
Ejemplo 3.6. Consideramos ahora la familia {ϕt}t≥0 determinada por la función
ϕt(z) = e
−tz + 1− e−t, z ∈ D.
Claramente, se trata de una función analítica en el disco para cada valor de t ≥ 0.
Vamos a estudiar ahora a qué conjunto conduce la aplicación ϕt al disco unidad. En
primer lugar, la aplicación T (z) = e−tz, con z ∈ D, envía puntos del disco unidad al
disco centrado en el origen y de radio e−t, de modo que D(0, e−t) ⊂ D. Al sumarle el
término 1 − e−t a la función anterior, el disco sufre una traslación sobre el eje real de
forma que el centro del nuevo disco imagen pasa a ser 1− e−t y el punto 1 es el único
punto frontera común de este nuevo disco y D.
En deﬁnitiva, para cada t ≥ 0 ﬁjo la función ϕt lleva el disco unidad en el disco
D(1− e−t, e−t) ⊂ D, de forma que si hacemos tender t a ∞ el disco unidad se contrae
a un punto, el 1. Por otra parte, esto conﬁrma que la aplicación está bien deﬁnida, es
decir, que ϕt(D) ⊂ D.
Para comprobar que se trata de un semigrupo de funciones analíticas seguimos el
mismo procedimiento que en el ejemplo anterior.
1. ϕ0(z) = z + 1− 1 = z, para todo z ∈ D, por lo que ϕ0 es la función identidad.
2. ϕs+t(z) = e
−se−tz + 1− e−se−t − e−s + e−s = e−s(e−tz + 1− e−t) + 1− e−s
= e−sϕt(z) + 1− e−s = ϕs(ϕt(z)), para todo z ∈ D y s, t ≥ 0.
3. l´ım
t→0
ϕt(z) = l´ım
t→0
e−tz + 1− e−t = z, z ∈ D.
De esta forma, queda probado que se trata de un semigrupo continuo de funciones
analíticas y que está bien deﬁnido. ♣
Ejemplo 3.7. El tercer ejemplo que vamos a tratar es el de la familia de funciones
deﬁnida por
ϕt(z) = 1− (1− z)e−t , z ∈ D.
Es fácil comprobar que se trata de una función analítica en el disco por composición
de funciones analíticas. Para estudiar qué región obtenemos a través de la función ϕt,
para cada t ≥ 0, lo haremos en diferentes etapas mediante la composición de diferentes
funciones más simples.
En primer lugar, consideramos la función R(z) = 1−z, con la que se obtiene el disco
D(1, 1) al aplicarla al disco unidad D. Para ello, basta observar que al cambiar el signo,
el módulo de la función el disco unidad queda invariante, mientras que al sumarle 1,
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estamos desplazando a la derecha en una unidad la parte real de la imagen.
A continuación, para w = reiβ ∈ D(1, 1), con 0 < r < 1 y β ∈ (−pi/2, pi/2),
consideramos la función S(w) = wα, donde α = e−t. Por tanto, 0 < α ≤ 1. Vamos a
demostrar, en primer lugar, que w ∈ D(1, 1) si y solo si r ≤ 2 cos β. En efecto, que
w ∈ D(1, 1) es equivalente a decir
|reiβ − 1|2 ≤ 1.
Escribiendo el cuadrado del módulo como (reiβ − 1)(re−iβ − 1) y desarrollando dicho
producto se tiene que
r2 − reiβ − re−iβ + 1 ≤ 1,
de forma que
r2 ≤ r(eiβ + e−iβ) = 2r cos β
y, en consecuencia, r ≤ 2 cos β, como se quería probar.
El objetivo ahora es ver que wα ∈ D(1, 1), con w ∈ D(1, 1) y 0 < α ≤ 1 haciendo
uso de la equivalencia anterior. Se tiene ahora que wα = rαeiβα. Por tanto,
rα ≤ (2 cos β)α = 2α(cos β)α ≤ 2(cos β)α.
Ahora bien, el coseno es una función cóncava en el intervalo
(
−pi
2
,
pi
2
)
. Por tanto,
se tiene que
cos(αβ) = cos(αβ + (1− α) · 0) ≥ α cos(β) + (1− α) cos 0 = 1− α(1− cos β),
con β ∈
(
−pi
2
,
pi
2
)
y 0 < α < 1.
Por otra parte, la función t → t 1α es convexa en el intervalo [0,+∞). Por tanto,
mediante la caracterización de funciones convexas y diferenciación, se tiene que
y
1
α ≥ x 1α + 1
α
x
1
α
−1(y − x),
para todo y, x ∈ [0,+∞). En particular, si tomamos los elementos 1 + y, con y ≥ −1,
y x = 1, se llega a que
(1 + y)
1
α ≥ 1 + 1
α
y,
con y ≥ −1.
Como cos(αβ) y 1 − α(1 − cos β) pertenecen al intervalo (0, 1), haciendo uso del
argumento anterior, así como de la monotonía de la función t
1
α se tiene que
(cos(αβ))
1
α ≥ (1− α(1− cos β)) 1α ≥ 1− α(1− cos β)
α
= cos β,
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con β ∈ (−pi
2
, pi
2
)
. Elevando a α la expresión anterior podemos concluir que
rα ≤ 2(cos β)α ≤ 2 cos(αβ)
y, por tanto, wα ∈ D(1, 1).
Finalmente, se tiene que −wα ∈ D(−1, 1) y, al sumarle a esta expresión una unidad,
la función sufre una traslación en el eje real de forma que 1 − wα ∈ D(0, 1). Compo-
niendo las funciones que se han ido utilizando podemos concluir que, para cada t ≥ 0,
ϕt es una función de D en sí mismo.
Más aún, se puede comprobar en este caso que⋂
t≥0
ϕt(D) = [0, 1].
Comprobamos ahora las propiedades necesarias para veriﬁcar que se trata de un
semigrupo de funciones analíticas.
1. ϕ0(z) = 1− (1− z) = z para todo z ∈ D.
2. Sea z ∈ D, se tiene que
(ϕs ◦ ϕt)(z) = 1− (1− ϕt(z))e−s = 1− [1− (1− (1− z)e−t)]e−s
= 1− (1− z)e−(s+t) = ϕs+t(z), s, t ≥ 0.
3. l´ım
t→0
ϕt(z) = l´ım
t→0
1− (1− z)e−t = z, z ∈ D.
Con ello queda probado que se trata de un semigrupo continuo de funciones analí-
ticas.
♣
Ejemplo 3.8. Consideramos ahora una nueva familia {ϕt}t≥0 deﬁnida por la función
ϕt(z) =
e−tz
(e−t − 1)z + 1 , z ∈ D.
En primer lugar, veamos que se trata de una función analítica en el disco. De hecho,
el denominador únicamente se anula en el punto z0 = −1/(e−t − 1) para todo t > 0.
Como −1 ≤ e−t−1 ≤ 0, se tiene que z0 ≥ 1, es decir, z0 6∈ D, por lo que el denominador
se anula en un punto no perteneciente al dominio. Por otra parte, para el caso t = 0,
se comprueba de forma inmediata que la función es holomorfa, puesto que se trata de
la identidad.
A continuación, vamos a estudiar en qué región transforma la familia de funciones
el disco unidad, lo que nos permitirá veriﬁcar, a su vez, que se trata de funciones que
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llevan el disco en el disco.
Puesto que para cada t ≥ 0, ϕt es una transformación de Möbius, dicha función
lleva el disco unidad en un disco o en un semiplano. Como ϕt(D) es una región acotada,
la imagen del disco unidad ha de ser otro disco.
Ahora bien, observamos que ϕt(R) = R. Para ello, tomamos un número real z, de
forma que por la expresión que deﬁne a ϕt se tiene de inmediato que su imagen es
también real. Por tanto, con esta propiedad y sabiendo que ϕt es conforme, tenemos
que ϕt([−1, 1]) es un segmento que corta ortogonalmente a ∂ϕt(D). En consecuencia, se
trata de un diámetro del disco imagen. Calculando su centro y su radio determinaremos,
ﬁnalmente, el disco imagen de D a través de la aplicación ϕt.
Sabiendo que el centro es el punto medio de las imágenes de −1 y 1, tenemos que
C =
ϕt(−1) + ϕt(1)
2
=
−e−t
−e−t + 2 + 1
2
=
−2e−t + 2
2(−e−t + 2) =
1− e−t
2− e−t ≤ 1.
Para el radio, calculamos la mitad de la distancia entre las imágenes de −1 y 1. De
esta forma,
R =
∣∣∣∣ϕt(−1)− ϕt(1)2
∣∣∣∣ =
∣∣∣∣∣∣∣∣
−e−t
−e−t + 2 − 1
2
∣∣∣∣∣∣∣∣ =
∣∣∣∣e−t − 2− e−t2(−e−t + 2)
∣∣∣∣ = 12− e−t ≤ 1.
Por tanto ϕt lleva el disco unidad en D(C,R) ⊂ D, por lo que ϕt está bien deﬁnida
para cada t ≥ 0.
Comprobamos ahora que se trata de un semigrupo de funciones analíticas.
1. ϕ0(z) = z, para todo z ∈ D, por lo que ϕ0 se trata de la función identidad.
2. En cuanto a la composición, tenemos que, dado z ∈ D,
(ϕs ◦ ϕt)(z) = e
−sϕt(z)
(e−s − 1)ϕt(z) + 1 =
e−s
e−tz
(e−t − 1)z + 1
(e−s − 1) e
−tz
(e−t − 1)z + 1 + 1
=
e−se−tz
e−se−tz − z + 1 =
e−(s+t)z
(e−(s+t) − 1)z + 1 = ϕs+t(z), s, t ≥ 0.
3. l´ım
t→0
ϕt(z) = l´ım
t→0
e−tz
(e−t − 1)z + 1 = z, z ∈ D.
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Con las tres condiciones damos por ﬁnalizada la prueba de que se trata de un
semigrupo continuo de funciones analíticas.
♣
Ejemplo 3.9. Por último, consideramos la familia de funciones {ϕt}t≥0 deﬁnida por
ϕt(z) =
(1 + et)z − 1 + et
(−1 + et)z + 1 + et .
Denotando por a = at = 1 + e
t y b = bt = −1 + et, observamos que se trata de una
transformación de Möbius, cuyo denominador se anula en el punto
−a
b
=
1 + et
1− et ≤ −1,
por lo que se trata de una función holomorfa en el disco unidad. Más aún, con la
notación que acabamos de introducir tenemos que
ϕt(z) =
az + b
bz + a
= −
−b
a
− z
1− −b
a
z
= eipi
c− z
1− cz ,
siendo c = −b/a con c = c. Por la forma en la que ha sido posible escribir la función
para cada t ≥ 0 podemos aﬁrmar que se trata de un automorﬁsmo de D.
Es fácil comprobar que el semigrupo de funciones analíticas posee dos puntos ﬁjos en
D : 1 y −1, de forma que podemos aﬁrmar que se trata de un automorﬁsmo hiperbólico.
Vamos a comprobar ahora que se satisfacen las tres condiciones de semigrupo de
funciones analíticas.
1. ϕ0(z) = z para todo z ∈ D.
2. En cuanto a la composición, sea z ∈ D, se tiene que
(ϕs ◦ ϕt)(z) = (1 + e
s)ϕt(z)− 1 + es
(−1 + es)ϕt(z) + 1 + es =
(1 + es)
(1 + et)z − 1 + et
(−1 + et)z + 1 + et − 1 + e
s
(−1 + es) (1 + e
t)z − 1 + et
(−1 + et)z + 1 + et + 1 + e
s
=
(1 + es)(1 + et)z + [es(−1 + et) + 1− et]z − 2 + 2eset
(−1 + es)(1 + et)z + [es(−1 + et)− 1 + et]z + 2 + 2eset
=
2(1 + es+t)z − 2 + 2es+t
2(−1 + es+t)z + 2 + es+t = ϕs+t(z), s, t ≥ 0.
3. l´ım
t→0
ϕt(z) = l´ım
t→0
(1 + et)z − 1 + et
(−1 + et)z + 1 + et = z, z ∈ D.
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Con ello, queda probado que se trata, de nuevo, de un semigrupo continuo de fun-
ciones analíticas.
♣
3.3. Semigrupos fuertemente continuos.
Cuando estudiamos los semigrupos de operadores, así como las propiedades de ser
fuertemente y uniformemente continuos, vimos en la Proposición 1.6 que, bajo ciertas
hipótesis, si teníamos un semigrupo de operadores fuertemente continuo en un espacio
Y y éste era denso en un espacio de Banach X, entonces el semigrupo de operadores
también era fuertemente continuo en el espacio X.
El siguiente resultado está estrechamente ligado con la idea anterior. Bajo ciertas
condiciones, probaremos la continuidad fuerte de semigrupos de operadores de compo-
sición en espacios de Banach de funciones analíticas utilizando, entre otras cosas, que
los polinomios son densos en dichos espacios.
Proposición 3.10. Sea {ϕt}t≥0 un semigrupo de funciones analíticas en el disco unidad
y X un espacio de Banach de funciones analíticas, de forma que se veriﬁca
1. Los polinomios son densos en X.
2. Existe una constante C > 0 de forma que si f y g pertenecen a X, veriﬁcando
que |f | ≤ |g|, se tiene que ‖f‖X ≤ C ‖g‖X .
3. l´ım sup
t→0+
‖Q(t)‖ < +∞.
4. l´ım
t→0+
‖ϕt − ϕ0‖X = 0.
Entonces el semigrupo de operadores {Q(t)}t≥0 es fuertemente continuo en X.
Demostración. Para probar que el semigrupo de operadores es fuertemente continuo
tenemos que ver que para toda f ∈ X se tiene
l´ım
t→0
‖Q(t)f − f‖X = 0.
Como se trata de un semigrupo de operadores de composición, por su propia deﬁ-
nición lo anterior es equivalente a decir
l´ım
t→0
‖f ◦ ϕt − f‖X = 0.
En el desarrollo de la demostración probaremos que el resultado es cierto para los
polinomios y, posterioremente, lo probaremos para cualquier función f ∈ X haciendo
uso de la condición de densidad de los polinomios en X.
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Para un valor n ∈ N ﬁjo y dos números cualesquiera a y b no es difícil probar que
se tiene la siguiente identidad
an − bn = (a− b)
(
n∑
k=1
ak−1bn−k
)
.
Por tanto, si consideramos ahora la potencia n-ésima para el semigrupo de funciones
analíticas se tiene para todo z ∈ D que
ϕnt (z)− zn = (ϕt(z)− z)
(
n∑
k=1
ϕk−1t (z)z
n−k
)
.
Acotando en valor absoluto y, teniendo en cuenta que ϕt : D→ D, se tiene que
|ϕnt (z)− zn| ≤ n|ϕt(z)− z|,
es decir, hemos obtenido una cota en la que aparecen los n sumandos anteriores, cada
uno de ellos acotado por 1.
Gracias a la desigualdad obtenida y a la segunda hipótesis del enunciado podemos
aﬁrmar que existe una constante C > 0 de forma que
‖ϕnt − ϕn0‖X ≤ nC ‖ϕt − ϕ0‖X ,
donde se ha utilizado que ϕ0 es la función identidad.
Tomando límite cuando t tiende a 0 por la derecha y considerando la cuarta hipótesis,
se tiene que
l´ım
t→0+
‖ϕnt − ϕn0‖X ≤ nC l´ım
t→0+
‖ϕt − ϕ0‖X = 0,
y, consecuentemente,
l´ım
t→0+
‖ϕnt − ϕn0‖X = 0.
De esta forma, dado cualquier polinomio p(z) =
∑N
k=0 akz
k, se tiene que
‖p ◦ ϕt − p‖X =
∥∥∥∥∥
N∑
k=0
akϕ
k
t −
N∑
k=0
akz
k
∥∥∥∥∥
X
=
∥∥∥∥∥
N∑
k=0
ak(ϕ
k
t − zk)
∥∥∥∥∥
X
≤
N∑
k=0
|ak|
∥∥ϕkt − zk∥∥X .
Al hacer tender t a 0 en la desigualdad anterior, llegamos a
l´ım
t→0
‖p ◦ ϕt − p‖X = 0,
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de forma que queda probada la continuidad fuerte del semigrupo de operadores para el
caso de los polinomios.
Sea ahora ε > 0. Como los polinomios son densos en el espacio de funciones analíticas
X, para toda función f ∈ X existe un polinomio p de forma que ‖p− f‖X < ε. Para
probar la continuidad fuerte vamos a acotar en norma la función f ◦ ϕt − f por una
cantidad que se haga tan pequeña como queramos. De esta forma,
‖f ◦ ϕt − f‖X ≤ ‖f ◦ ϕt − p ◦ ϕt‖X + ‖p ◦ ϕt − p‖X + ‖p− f‖X
= ‖Q(t)f −Q(t)p‖X + ‖p ◦ ϕt − p‖X + ‖p− f‖X
≤ ‖Q(t)‖ ‖f − p‖X + ‖p ◦ ϕt − p‖X + ‖p− f‖X
≤ (‖Q(t)‖+ 1) ‖f − g‖X + ‖p ◦ ϕt − p‖X
< (‖Q(t)‖+ 1)ε+ ‖p ◦ ϕt − p‖X .
Haciendo uso de la tercera hipótesis del enunciado, así como de la continuidad fuerte
del semigrupo de operadores para los polinomios se tiene que
l´ım sup
t→0+
‖f ◦ ϕt − f‖X ≤Mε
para cierta constante positiva M independiente de f y de ε. Como el valor de ε es
arbitrario, se tiene ﬁnalmente que
l´ım
t→0+
‖f ◦ ϕt − f‖X = 0, para toda f ∈ X,
por lo que podemos aﬁrmar que el semigrupo de operadores {Q(t)}t≥0 es fuertemente
continuo en X.
A partir del resultado anterior vamos a ver que el semigrupo de operadores de
composición inducido por un semigrupo de funciones analítica {ϕt}t≥0 es fuertemente
continuo en el caso de los espacios de Bergman Ap y los espacios de Hardy Hp.
Comenzando con los espacios de Bergman, consideramos un semigrupo continuo de
funciones analíticas {ϕt}t≥0 en el disco unidad y {Q(t)}t≥0 el semigrupo de operadores
de composición inducido por el primero, es decir,
Q(t)f = f ◦ ϕt,
para todo t ≥ 0 y f ∈ Ap. Vamos a comprobar en primer lugar que los polinomios son
densos en el espacio de Bergman Ap. Cabe señalar que en todo momento consideramos
1 ≤ p < +∞.
Sea f ∈ Ap y ε > 0. Gracias a la Proposición 2.15, sabemos que ‖fr − f‖Ap → 0
cuando r → 1, de forma que podemos garantizar la existencia de un valor r ∈ (0, 1) tal
que
‖f − fr‖Ap <
ε
2
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donde fr(z) = f(rz) para 0 < r < 1.
Ahora bien, considerando el desarrollo en serie de Taylor de la función fr, tenemos
que
fr(z) = f(rz) =
∞∑
n=0
fˆ(n)rnzn,
de forma que para un N ﬁjo la serie
N∑
n=0
fˆ(n)rnzn
se trata de un polinomio.
Puesto que fr es analítica en el disco
1
r
D, su serie de Taylor converge uniformemente
a fr en cualquier compacto contenido en el dominio anterior, por lo que en particular
lo hace en D. Por tanto, para el ε > 0 anterior existe un valor N ∈ N de forma que∥∥∥∥∥fr −
N∑
n=0
fˆ(n)rnzn
∥∥∥∥∥
Ap
≤
∥∥∥∥∥fr −
N∑
n=0
fˆ(n)rnzn
∥∥∥∥∥
H∞
<
ε
2
.
Como la serie ﬁnita es en deﬁnitiva un polinomio, concluimos que dada la función
fr y el ε > 0 del principio, existe un polinomio p de forma que
‖fr − p‖Ap <
ε
2
. (3.5)
De esta forma,
‖f − p‖Ap = ‖f − fr + fr − p‖Ap ≤ ‖f − fr‖Ap + ‖fr − p‖Ap < ε.
Como el valor de ε > 0 es arbitrario, podemos concluir que los polinomios son densos
en el espacio de Bergman Ap.
En segundo lugar, si |f | ≤ |g| para f y g funciones en Ap, es evidente que∫
D
|f |pdA ≤
∫
D
|g|pdA,
puesto que p ≥ 1. Tomando raíz p−ésima a ambos lados concluimos que
‖f‖Ap ≤ ‖g‖Ap ,
veriﬁcándose de esta forma la segunda hipótesis de la Proposición 3.10 con constante
C = 1.
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En cuanto a la tercera, recordamos que el Teorema 2.30 aﬁrmaba que el operador
de composición Q(t) era acotado y, además, se veriﬁcaba que
‖Q(t)‖Ap ≤
(
1 + |ϕt(0)|
1− |ϕt(0)|
) 2
p
. (3.6)
Gracias a la continuidad de ϕt como función de t, tenemos que ϕt(0) → ϕ0(0) = 0
cuando t → 0. Por tanto, la cantidad que parece entre paréntesis está acotada cuando
t es próximo a 0. Este hecho nos permite aﬁrmar que
l´ım sup
t→0+
‖Q(t)‖Ap < +∞.
Por último, como el semigrupo de funciones analíticas que caracteriza al semigrupo
de operadores de composición es continuo, tenemos que ϕt → ϕ0 uniformemente en
compactos del disco unidad. Haciendo uso del Teorema de la Convergencia Dominada
de Lebesgue podemos concluir que
l´ım
t→0+
∫
D
|ϕt(z)− ϕ0(z)|pdA(z) = 0.
Es decir,
l´ım
t→0+
‖ϕt − ϕ0‖ = 0. (3.7)
Una vez probadas las cuatro hipótesis del teorema para el caso de los espacios de
Bergman, estamos en condiciones de aﬁrmar formalmente el siguiente resultado.
Corolario 3.11. Sea {ϕt}t≥0 un semigrupo continuo de funciones analíticas en el disco
unidad y {Q(t)}t≥0 el semigrupo de operadores de composición inducido por el primero.
Entonces el semigrupo {Q(t)}t≥0 es fuertemente continuo en el espacio de Bergman Ap
para 1 ≤ p < +∞.
De forma análoga a como se ha hecho en el caso de los espacios de Bergman, vamos
a comprobar el mismo resultado para los espacios de Hardy.
La densidad de los polinomios se prueba siguiendo exactamente el mismo esquema
que en caso anterior, por lo que damos por cierta esta hipótesis.
En segundo lugar, si |f | ≤ |g| para f y g funciones en Hp, es evidente que
1
2pi
∫ 2pi
0
|f(reit)|pdt ≤ 1
2pi
∫ 2pi
0
|g(reit)|pdt,
para todo 0 < r < 1. Tomando raíz p−ésima a ambos lados y supremo en r, concluimos
que
‖f‖Hp ≤ ‖g‖Hp ,
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veriﬁcándose de esta forma la segunda hipótesis de la proposición y, al igual que para
los espacios de Bergman, con constante C = 1.
Recordamos que el Teorema 2.26 garantizaba que el operador de composición Q(t)
era acotado y se cumplía la desigualdad
‖Q(t)‖Hp ≤
(
1 + |ϕt(0)|
1− |ϕt(0)|
) 1
p
. (3.8)
Tal y como se razonó anteriormente, la continuidad de ϕt como función de t nos
permite aﬁrmar que ϕt(0) → ϕ0(0) = 0 cuando t → 0, de forma que la cota superior
que acabamos de recordar está acotada cuando t se encuentra en un entorno de 0. Por
consiguiente, podemos decir que
l´ım sup
t→0+
‖Q(t)‖Hp < +∞,
veriﬁcándose, de esta forma, la tercera hipótesis de la Proposición 3.10.
Por último, queremos probar que para todo 1 ≤ p < +∞ se tiene
l´ım
t→0+
‖ϕt − ϕ0‖Hp = 0, (3.9)
sabiendo que, como el semigrupo de funciones analíticas que caracteriza al semigrupo
de operadores de composición es continuo, se tiene que ϕt → ϕ0 uniformemente en
compactos del disco unidad. El procedimiento que vamos a seguir es demostrar dicha
convergencia para p = 2 y, a partir de ello, deducir el resto de los casos.
Puesto que la convergencia uniforme en compactos del disco unidad implica la con-
vergencia de los coeﬁcientes de Taylor, se tiene que
l´ım
t→0+
ϕˆt(n) = ϕˆ0(n) =
{
1 si n = 1
0 si n 6= 1
Por otro lado, se tiene que
∞∑
n=0
|ϕˆt(n)|2 = ‖ϕt‖2H2 ≤ ‖ϕt‖2H∞ ≤ 1,
donde se ha utilizado en la primera igualdad una caracterización de la norma en el
espacio H2 probada en la asignatura Variable Compleja y Operadores. Despejando
convenientemente, obtenemos a partir de lo anterior que
l´ım
t→0+
∞∑
n=0
n6=1
|ϕˆt(n)|2 ≤ l´ım
t→0+
(1− |ϕˆt(1)|2) = 0.
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De esta forma, llegamos a que
l´ım
t→0+
∞∑
n=0
|ϕˆt(n)− ϕˆ0(n)|2 = 0,
si consideramos en la suma anterior el caso n = 1 y el resto de casos de forma sepa-
rada. De nuevo, haciendo uso de la caracterización de la norma en H2 a partir de los
coeﬁcientes de Taylor, podemos concluir que
l´ım
t→0+
‖ϕt − ϕ0‖H2 = 0.
Ahora bien, sabemos gracias a las desigualdades de la expresión (2.11) que, para
1 ≤ p < 2, se tiene
‖ϕt − ϕ0‖Hp ≤ ‖ϕt − ϕ0‖H2 ,
de forma que, a partir del primer caso, aﬁrmamos que
l´ım
t→0+
‖ϕt − ϕ0‖Hp = 0
siempre que p < 2.
Veamos que ocurre con el caso en el que 2 < p < +∞. Tenemos que
mpp(ϕt − ϕ0, r) =
1
2pi
∫ 2pi
0
|ϕt(reiθ)− ϕ0(reiθ)|pdθ
≤ 1
2pi
∫ 2pi
0
|ϕt(reiθ)− ϕ0(reiθ)|2dθ · ‖ϕt − ϕ0‖p−2H∞
≤ m22(ϕt − ϕ0, r) · 2p−2.
De esta forma, teniendo en cuenta las desigualdades obtenidas, así como el caso
particular de p = 2 llegamos a que
l´ım
t→0+
‖ϕt − ϕ0‖pHp ≤ l´ım
t→0+
2p−2 ‖ϕt − ϕ0‖2H2 = 0.
Así, podemos concluir ﬁnalmente que
l´ım
t→0+
‖ϕt − ϕ0‖Hp = 0, (3.10)
para todo 1 ≤ p < +∞.
Con todas las propiedades anteriores veriﬁcadas, estamos en condiciones de enunciar
un nuevo corolario de la Proposición 3.10.
Corolario 3.12. Sea {ϕt}t≥0 un semigrupo continuo de funciones analíticas en el disco
unidad y {Q(t)}t≥0 el semigrupo de operadores de composición inducido por el primero.
Entonces el semigrupo {Q(t)}t≥0 es fuertemente continuo en el espacio de Hardy Hp
para 1 ≤ p < +∞.
Cabe señalar que el caso p = +∞ será estudiado en el Capítulo 4.
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3.4. El generador inﬁnitesimal.
Al igual que hicimos en el caso de semigrupos de operadores, vamos a estudiar la
deﬁnición y, por tanto, la existencia del generador inﬁnitesimal en el caso de los semi-
grupos de funciones analíticas. Así mismo, veremos un par de resultados en el que se
relaciona este operador con el generador inﬁnitesimal estudiado en el Capítulo 1 pa-
ra los semigrupos de operadores, en el caso particular de los operadores de composición.
Para estudiar la existencia del generador inﬁnitesimal de un semigrupo continuo de
funciones analíticas, es necesario recurrir de forma previa al Lema 10.5.1. de [Rud2],
cuya prueba veremos a continuación y siendo su enunciado el siguiente:
Lema 3.13. Si f ∈ H(D) y g se deﬁne en D× D mediante
g(z, w) =

f(z)− f(w)
z − w si z 6= w,
f ′(z) si z = w,
entonces g es continua en D× D.
Demostración. Es claro que los únicos puntos (z, w) ∈ D × D en los que la aplicación
g puede no ser continua son aquellos en los que z = w. Por tanto, es en dichos puntos
donde estudiaremos la continuidad de la aplicación en cuestión.
Fijemos un punto a ∈ D. El objetivo es probar, tal y como se ha indicado arriba,
que g es continua en el punto (a, a). Dado ε > 0, existe un valor r > 0 de forma que
D(a, r) ⊂ D y
|f ′(ζ)− f ′(a)| < ε, (3.11)
para todo ζ ∈ D(a, r), debido a la analiticidad de f en el disco unidad. Consideramos
dos puntos z y w en D(a, r), tales que z 6= w, y el segmento que los une a ambos, es
decir,
ζ(t) = (1− t)z + tw, 0 ≤ t ≤ 1,
de forma que se tiene que ζ(t) ∈ D(a, r) para 0 ≤ t ≤ 1. Además,
g(z, w)− g(a, a) = f(z)− f(w)
z − w − f
′(a) =
∫ 1
0
(f ′(ζ(t))− f ′(a))dt.
Como se tiene gracias a la expresión (3.11) que
|f ′(ζ(t))− f ′(a)| < ε
para todo 0 ≤ t ≤ 1, podemos concluir que
|g(z, w)− g(a, a)| < ε,
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para todos z y w en D(a, r), con z 6= w.
Es claro que si z = w ∈ D(a, r) entonces, usando de nuevo la expresión (3.11), se
tiene que
|g(z, w)− g(a, a)| = |f ′(z)− f ′(a)| < ε.
El estudio de los dos casos anteriores demuestra que la función g es continua en (a, a).
Como el punto a ∈ D tomado al principio es arbitrario, podemos concluir que la
función g es continua en todo el dominio D× D.
Veamos a continuación el resultado que prueba la existencia del generador inﬁnite-
simal de un semigrupo continuo de funciones analíticas.
Teorema 3.14. Sea {ϕt}t≥0 un semigrupo continuo de funciones analíticas. Existe una
función holomorfa G : D→ C de forma que
G(z) = l´ım
t→0+
ϕt(z)− z
t
. (3.12)
Dicho límite es, de hecho, uniforme en compactos de D.
Demostración. En primer lugar, tenemos gracias al Corolario 3.12 que el semigrupo de
operadores de composición {Q(t)}t≥0 inducido por el semigrupo de funciones analíticas
es fuertemente continuo, por ejemplo, en el espacio H2. Por el Teorema 1.13 sabemos
que, en ese caso, D(A) es denso en H2, donde A es el generador inﬁnitesimal del
semigrupo de operadores. Esto signiﬁca que dada f ∈ D(A) existe el siguiente límite:
l´ım
t→0
Q(t)f − f
t
y es igual a Af ∈ H2.
Fijamos un punto z0 ∈ D y tomamos una función f ∈ D(A) de forma que f ′(z0) 6= 0.
Si esto no fuera posible, tendríamos que f ′(z0) = 0 para toda f ∈ D(A) y, por la densi-
dad de D(A) en el espacio de Hardy H2, tendríamos que f ′(z0) = 0 para toda función
f ∈ H2, lo que resulta ser una contradicción si consideramos, por ejemplo, la función
f(z) = z.
Ahora bien, existe un valor ε = ε(z0) > 0 tal que D(z0, ε) ⊂ D y f es univalente en
D(z0, ε). En particular, se tiene que f
′(z) 6= 0 para todo punto z ∈ D(z0, ε).
Por otra parte, consideramos la función g asociada a f deﬁnida en el Lema 3.13.
Fijamos un valor δ > 0 de forma que si t < δ entonces
|ϕt(z)− z| < ε
2
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para todo z ∈ D(z0, ε2), hecho que queda justiﬁcado gracias al Teorema 3.3.
Por tanto, g(ϕt(z), z) 6= 0 para todo z ∈ D(z0, ε2) y todo t < δ. Además, l´ımt→0ϕt(z) = z
uniformemente en D(z0,
ε
2
) y, en consecuencia,
l´ım
t→0
g(ϕt(z), z) = f
′(z)
uniformemente en D(z0,
ε
2
).
Por otro lado, se tiene que
l´ım
t→0
∥∥∥∥f ◦ ϕt − ft − Af
∥∥∥∥
H2
= 0
y, en particular,
l´ım
t→0
f(ϕt(z))− f(z)
t
= Af(z)
uniformemente en D(z0,
ε
2
).
Puesto que
g(ϕt(z), z) · ϕt(z)− z
t
=
f(ϕt(z))− f(z)
t
,
tenemos que
l´ım
t→0
ϕt(z)− z
t
=
Af(z)
f ′(z)
uniformemente en D(z0, ε).
Deﬁnimos, de esta forma, Gz0(z) = l´ım
t→0
ϕt(z)− z
t
=
Af(z)
f ′(z)
en D(z0, ε).
Supongamos que, siguiendo el proceso anterior, ﬁjamos dos puntos z0, z1 ∈ D dis-
tintos y dos valores ε0 = ε(z0) > 0 y ε1 = ε(z1) > 0 tales que
l´ım
t→0
ϕt(z)− z
t
= Gzj(z)
en D(zj, εj) para j = 0, 1. Es claro que si D(z0, ε0)∩D(z1, ε1) 6= ∅, entonces Gz0 = Gz1
en dicha intersección.
Este proceso permite deﬁnir una función G : D → C de forma que G(z) = Gz(z)
para todo punto z ∈ D, tratándose de una función holomorfa.
Finalmente, ﬁjamos un compacto K ⊂ D con el ﬁn de probar que la convergencia
anterior es uniforme en compactos.
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Para cada z ∈ K, existe un valor εz = ε(z) > 0 tal que l´ım
t→0
ϕt(z)− z
t
= G(z)
uniformemente en D(z, εz). La compacidad de K garantiza que existe un número ﬁnito
de puntos z1, . . . , zn ∈ K tales que
K ⊂
n⋃
j=1
D(zj, ε(zj)).
Puesto que en cada uno de estos discos la convergencia del cociente
ϕt(z)− z
t
a G
es uniforme, se tiene la convergencia uniforme en todo el compacto K.
Con ello, se da por ﬁnalizada la demostración del presente resultado.
Deﬁnición 3.15. A la función analítica G : D→ C deﬁnida en la expresión (3.12) se
le llama generador inﬁnitesimal del semigrupo continuo de funciones analíticas.
A partir del resultado anterior se deduce la siguiente propiedad entre generador
inﬁnitesimal de semigrupo de operadores de composición y generador inﬁnitesimal de
semigrupo de funciones analíticas.
Proposición 3.16. Sea {ϕt}t≥0 un semigrupo continuo de funciones analíticas, {Q(t)}t≥0
el semigrupo de operadores de composición inducido por el primero y A su generador
inﬁnitesimal. Si el semigrupo de operadores de composición es fuertemente continuo en
el espacio de funciones analíticas X y f ∈ D(A), entonces
Af(z) = G(z)f ′(z), (3.13)
para todo z ∈ D.
Demostración. Razonando como en el resultado anterior se tiene que si f ∈ D(A)
entonces
Af(z) = f ′(z) l´ım
t→0
ϕt(z)− z
t
, z ∈ D.
Es decir, Af(z) = G(z)f ′(z) para todo z ∈ D.
Proposición 3.17. Sea {ϕt}t≥0 un semigrupo continuo de funciones analíticas y G : D→
C su generador inﬁnitesimal. Se tiene para todo t ≥ 0 que
G(ϕt(z)) =
∂
∂t
ϕt(z), z ∈ D. (3.14)
En particular, G(z) =
∂
∂t
ϕt(z)|t=0, para todo z ∈ D.
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Demostración. Para probar la igualdad que se enuncia arriba lo haremos por la propia
deﬁnición de derivada, estudiando los límites laterales a derecha e izquierda por sepa-
rado.
Sabiendo que
G(z) = l´ım
t→0+
ϕt(z)− z
t
para todo z ∈ D, se tiene para el límite lateral por la derecha que
l´ım
t→0+
ϕs+t(z)− ϕs(z)
t
= l´ım
t→0+
ϕt(ϕs(z))− ϕs(z)
t
= G(ϕs(z)), z ∈ D,
pues ϕs(z) ∈ D para todo s ≥ 0. De esta forma, queda probado que la derivada por la
derecha de la función ϕt como función de t coincide con la evaluación de G en dicha
función.
Fijamos ahora z ∈ D. Para la derivada por la izquierda se tiene que
l´ım
t→0−
ϕs+t(z)− ϕs(z)
t
= l´ım
t→0+
ϕs−t(z)− ϕs(z)
−t
= l´ım
t→0+
ϕs(z)− ϕs−t(z)
t
= l´ım
t→0+
ϕt(ϕs−t(z))− ϕs−t(z)
t
Si denotamos por ψt a la función deﬁnida por
ψt(z) =
ϕt(z)− z
t
, z ∈ D,
el objetivo es ahora estudiar el valor de |ψt(ϕs−t(z))−ψt(ϕs(z))| y ver que está acotado
superiormente por una cantidad que tiende a 0 cuando t→ 0+.
Dado R > 0 se veriﬁca que
l´ım
t→0+
ϕt(z)− z
t
= G(z)
uniformemente en D(0, R) y, en consecuencia, ψ′t converge uniformemente a G
′ en el
mismo dominio. Por tanto, existen unas constantes C > 0 y δ > 0 de forma que
|ψ′t(z)| ≤ C siempre que |z| ≤ R y 0 ≤ t ≤ δ. Haciendo ahora uso del Teorema del Valor
Medio se tiene que
|ψt(ϕs−t(z))− ψt(ϕs(z))| ≤
(
sup
|w|≤R;0≤v≤δ
|ψ′v(w)|
)
|ϕs−t(z)− ϕs(z)|
≤ C|ϕs−t(z)− ϕs(z)|,
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siempre que |z| ≤ R y 0 ≤ t ≤ δ.
Ahora bien, si hacemos tender t→ 0+, la cota superior tiende a 0 ya que ϕs−t → ϕs
uniformemente en compactos. Es por ello que podemos aﬁrmar que
l´ım
t→0+
ψt(ϕs−t(z)) = l´ım
t→0+
ψt(ϕs(z)), z ∈ D.
Reescribiendo las funciones anteriores a partir de sus respectivas deﬁniciones se tiene
que
l´ım
t→0+
ϕt(ϕs−t(z))− ϕs−t(z)
t
= l´ım
t→0+
ϕt(ϕs(z))− ϕs(z)
t
= G(ϕs(z)), z ∈ D.
Con ello, damos por concluida la prueba aﬁrmando ﬁnalmente que
G(ϕt(z)) =
∂
∂t
ϕt(z),
para todo z ∈ D y todo t ≥ 0.
Aprovechando este último resultado vamos a calcular el generador inﬁnitesimal de
los ejemplos de semigrupos de funciones analíticas que se vieron en la Sección 3.2.
Ejemplo 3.18. El primer semigrupo con el que nos encontrábamos estaba deﬁnido por
ϕt(z) = e
−ctz,
con z ∈ D y Re(c) ≥ 0. Si derivamos respecto a t el resultado es
∂
∂t
ϕt(z) = −ce−ctz, z ∈ D,
de forma que si evaluamos la función anterior en t = 0 obtenemos que el generador
inﬁnitesimal es la función
G(z) = −cz, z ∈ D.
♣
Ejemplo 3.19. En segundo lugar, estudiamos el semigrupo dado por
ϕt(z) = e
−tz + 1− e−t, z ∈ D.
De nuevo, derivando respecto a t la función anterior se obtiene que
∂
∂t
ϕt(z) = −e−tz + e−t, z ∈ D.
Si, por último, la evaluamos en t = 0, el generador inﬁnitesimal resulta ser la función
G(z) = −z + 1, z ∈ D.
♣
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Ejemplo 3.20. Otro semigrupo que aparecía en los ejemplos era
ϕt(z) = 1− (1− z)e−t , z ∈ D.
Derivando la expresión anterior como función de t se tiene que
∂
∂t
ϕt(z) = −(1− z)e−t log(1− z)(−e−t) = (1− z)e−t log(1− z)e−t, z ∈ D.
Evaluando lo anterior en t = 0 obtenemos como generador inﬁnitesimal la función
G(z) = (1− z) log(1− z), z ∈ D.
♣
Ejemplo 3.21. El siguiente ejemplo que se expuso era el semigrupo de funciones ana-
líticas dado por
ϕt(z) =
e−tz
(e−t − 1)z + 1 , z ∈ D.
Derivando respecto a t la expresión anterior se obtiene que
∂
∂t
ϕt(z) =
e−tz(z − 1)
((e−t − 1)z + 1)2 , z ∈ D,
de forma que al evaluar en = 0 la función resultante es
G(z) = z(z − 1), z ∈ D,
que se trata del generador inﬁnitesimal de este semigrupo de funciones analíticas. ♣
Ejemplo 3.22. Por último, el semigrupo de funciones analíticas con el que se trabajó
fue
ϕt(z) =
(1 + et)z − 1 + et
(−1 + et)z + 1 + et , z ∈ D.
Si calculamos la derivada de la función anterior respecto a t obtenemos que
∂
∂t
ϕt(z) =
−2et(z + 1)(z − 1)
((−1 + et)z + 1 + et)2 , z ∈ D,
de forma que al evaluarla en t = 0 da como resultado el generador inﬁnitesimal
G(z) = −(z + 1)(z − 1)
2
, z ∈ D.
♣
En el Capítulo 1 vimos que si teníamos un semigrupo de operadores fuertemente
continuo {Q(t)}t≥0 fuertemente continuo, existían dos contantes C y γ de forma que
‖Q(t)‖ ≤ Ceγt,
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para todo t ≥ 0.
Además, el Teorema 1.13 aﬁrma que dado λ ∈ C con Reλ > γ, existe un operador
acotado R(λ) llamado resolvente del semigrupo de operadores cuya imagen es D(A) y
cuya inversa es λI−A, siendo A el generador inﬁnitesimal del semigrupo de operadores
en cuestión.
Con todo ello, estamos en condiciones de enunciar y demostrar el siguiente resultado.
Teorema 3.23. Sea {ϕt}t≥0 un semigrupo de funciones analíticas en el disco unidad
con generador inﬁnitesimal G y X un espacio de Banach de funciones analíticas de
forma que el semigrupo de operadores de composición {Q(t)}t≥0 inducido por {ϕt}t≥0
es fuertemente continuo. Entonces el generador inﬁnitesimal A de {Q(t)}t≥0 viene dado
por Af = f ′G y su dominio D(A) viene dado por
D(A) = {f ∈ X : Gf ′ ∈ X}. (3.15)
Demostración. En primer lugar, cabe señalar que la igualdad Af = f ′G se sigue inme-
diatamente de la proposición vista anteriormente.
En cuanto al dominio del generador inﬁnitesimal A, consideramos un valor λ ∈ C
de forma que Reλ > γ, para un cierto γ. Tenemos que
{f ∈ X : Gf ′ ∈ X} = {f ∈ X : Gf ′ − λf ∈ X}
= {f ∈ X : existe m ∈ X tal que m = Gf ′ − λf}
= {f ∈ X : existe m ∈ X tal que f = R(λ)(m)}
= R(λ)(X) = D(A),
que es lo que se quería probar.
Para dar por concluido el presente capítulo vamos a estudiar dos equivalencias en las
que entran en juego las propiedades de los semigrupos de operadores de ser fuertemente
continuo y uniformemente continuo, así como la posibilidad de deﬁnir el espacio de
trabajo a partir del generador inﬁnitesimal de los semigrupos de funciones analíticas.
Teorema 3.24. Sea {ϕt}t≥0 un semigrupo continuo de funciones analíticas con gene-
rador inﬁnistesimal G, X un espacio de Banach de funciones analíticas que contiene a
las funciones constantes y tal que M = supt∈[0,1] ‖Q(t)‖X < +∞. Entonces,
1. {Q(t)}t≥0 es fuertemente continuo en X si y solo si X = {f ∈ X : Gf ′ ∈ X}.
2. {Q(t)}t≥0 es uniformemente continuo en X si y solo si X = {f ∈ X : Gf ′ ∈ X}.
Demostración. 1. Supongamos que el semigrupo de operadores de composición {Q(t)}t≥0
es fuertemente continuo en X. Gracias al Teorema 3.23 tenemos que
D(A) = {f ∈ X : Gf ′ ∈ X}.
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Por otra parte, en el Teorema 1.13 se probó que D(A) es denso en X, es decir,
D(A) = X.
Ligando ambos resultados se tiene de forma inmediata que
X = D(A) = {f ∈ X : Gf ′ ∈ X},
quedando probada así una de las implicaciones de la equivalencia.
Para probar la implicación contraria, dada una función arbitraria f ∈ X queremos
probar que
l´ım
t→0
‖Q(t)f − f‖X = 0,
donde recordamos que {Q(t)}t≥0 viene dado por Q(t)f = f ◦ ϕt para todo t ≥ 0.
Tomamos una función f ∈ X tal que Gf ′ ∈ X y, para simpliﬁcar la notación,
denotamos por m a dicho producto, es decir,
m(z) = G(z)f ′(z), z ∈ D.
A continuación vamos a probar que se satisface la igualdad
(f ◦ ϕt)′(z)− f ′(z) =
∫ t
0
(m ◦ ϕs)′(z)ds, t ≥ 0, z ∈ D.
En primer lugar observamos que las derivadas
∂
∂s
(f ◦ ϕs) y ∂
∂z
(f ◦ ϕs) existen y
son continuas. En efecto, f ◦ ϕs es una función de z analítica en el disco unidad por
composición de funciones analíticas. En consecuencia, su primera derivada respecto a z
existe y, al ser nuevamente derivable por ser la función de partida holomorfa, se tiene de
inmediato que es continua. Para la derivada de la función compuesta anterior respecto
a s procedemos a calcularla y estudiamos el resultado. Así, dado z ∈ D se tiene que
∂
∂s
(f ◦ ϕs)(z) = f ′(ϕs(z)) · ∂
∂s
ϕs(z) = f
′(ϕs(z)) ·G(ϕs(z)) = (m ◦ ϕs)(z),
que se trata de una función de s holomorfa por composición y, consecuentemente, es
continua. Esta observación nos permite dar uno de los pasos que se muestran a conti-
nuación.
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Dado z ∈ D, tenemos que
(f ◦ ϕt)′(z)− f ′(z) =
∫ t
0
∂
∂s
(f ◦ ϕs)′(z)ds
=
∫ t
0
(
∂
∂s
(f ◦ ϕs)(z)
)′
ds
=
∫ t
0
(
f ′(ϕs(z)) · ∂
∂s
ϕs(z)
)′
ds
=
∫ t
0
(f ′(ϕs(z)) ·G(ϕs(z)))′ ds
=
∫ t
0
(m ◦ ϕs)′(z)ds,
donde hemos utilizado el Teorema de Schwarz de las Derivadas Cruzadas en la segunda
igualdad (cuya hipótesis se ha justiﬁcado en la observación previa), así como la carac-
terización del generador inﬁnitesimal (3.14) en el cuarto paso.
De esta forma, si integramos la expresión anterior entre 0 y z se tiene que
(f ◦ ϕt)(z)− f(z) = (f ◦ ϕt)(0)− f(0) +
∫ z
0
∫ t
0
(m ◦ ϕs)′(ξ)dsdξ
= (f ◦ ϕt)(0)− f(0) +
∫ t
0
∫ z
0
(m ◦ ϕs)′(ξ)dξds
= (f ◦ ϕt)(0)− f(0) +
∫ t
0
[(m ◦ ϕs)(z)−m(ϕs(0))]ds.
Como ﬁnalmente tomaremos límite cuando t tiende a 0, podemos considerar t < 1,
de forma que se tiene
‖f ◦ ϕt − f‖X ≤ ‖1‖X |f(ϕt(0))− f(0))|+
∥∥∥∥∫ t
0
[(m ◦ ϕs)(z)−m(ϕs(0))]ds
∥∥∥∥
≤ ‖1‖X |f(ϕt(0))− f(0))|+
∫ t
0
‖m ◦ ϕs −m(ϕs(0))‖X ds
≤ ‖1‖X |f(ϕt(0))− f(0))|+
∫ t
0
‖m ◦ ϕs‖X ds+ ‖1‖X
∫ t
0
|m(ϕs(0))|ds
≤ ‖1‖X |f(ϕt(0))− f(0))|+
(
M ‖m‖X + ‖1‖X sup|z|≤ρ |m(z)|
)
t,
donde M > 0 es una constante, ρ = sups∈[0,1] |ϕs(0)| < 1 (puesto que ϕs va del disco
unidad en sí mismo) y ‖1‖X es otra constante. Nótese que aquí se ha utilizado el hecho
de que m = Gf ′ ∈ X.
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Al hacer tender t a 0, el primer sumando de la cota tiende a 0 por continuidad,
mientras que el segundo lo hace por ser una constante multiplicada por la variable t.
Por tanto, podemos aﬁrmar que
l´ım
t→0
‖f ◦ ϕt − f‖X = 0
siempre que Gf ′ ∈ X.
Sea ahora una función f ∈ X arbitraria y, haciendo uso del argumento de densidad
de la hipótesis, dado ε > 0 podemos garantizar la existencia de una función g ∈ X con
Gg′ ∈ X de forma que
‖f − g‖X < ε.
Entonces se tiene que
‖f ◦ ϕt − f‖X ≤ ‖f ◦ ϕt − g ◦ ϕt‖X + ‖g ◦ ϕt − g‖X + ‖g − f‖X
≤ (M + 1) ‖g − f‖X + ‖g ◦ ϕt − g‖X ,
dondeM se trata de una constante positiva. Por tanto, tomando límite superior cuando
t→ 0 en la expresión anterior se obtiene
l´ım sup
t→0
‖f ◦ ϕt − f‖ ≤ (M + 1)ε+ l´ım
t→0
‖g ◦ ϕt − g‖ = (M + 1)ε,
donde hemos utilizado la condición de densidad y el hecho de que el límite del segundo
sumando existe y es nulo, gracias al caso particular que probamos en primer lugar.
Como el valor de ε > 0 es arbitrario, el límite superior anterior es cero. Aún más,
al tratarse del límite superior de cantidades positivas podemos aﬁrmar que
l´ım
t→0
‖f ◦ ϕt − f‖X = 0,
de forma que concluimos que el semigrupo de operadores de composición en cuestión
es fuertemente continuo, como se quería probar.
2. Comenzamos suponiendo que el semigrupo de operadores es uniformemente con-
tinuo. Sabemos por el Teorema 3.23 que D(A) = {f ∈ X : Gf ′ ∈ X}. Además, gracias
al Teorema 1.14 se tiene que D(A) = X. Teniendo en cuenta ambas aﬁrmaciones queda
probada una parte de la equivalencia.
Para la implicación contraria, suponemos que X = {f ∈ X : Gf ′ ∈ X}. Evidente-
mente, se tiene que
X = {f ∈ X : Gf ′ ∈ X} ⊂ {f ∈ X : Gf ′ ∈ X} ⊂ X,
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de forma que X = {f ∈ X : Gf ′ ∈ X}. Aplicando la primera parte del presente teore-
ma, tenemos que el semigrupo de operadores {Q(t)}t≥0 es fuertemente continuo.
Con dicha propiedad se tiene gracias al Teorema 3.23 que
D(A) = {f ∈ X : Gf ′ ∈ X}
y, por tanto, D(A) = X. Finalmente, esto último es equivalente a que el semigrupo de
operadores de composición sea uniformemente continuo por el Teorema 1.14, dando por
concluida, de esta forma, la prueba de la equivalencia y del teorema.

Capítulo 4
Descomposición de Berkson-Porta y
semigrupos de operadores de
composición en H∞.
En contraposición a los resultados centrales de capítulos anteriores, el objetivo de
esta última parte será probar que, dado un semigrupo continuo de funciones analíticas,
el semigrupo de operadores de composición asociado no es fuertemente continuo en H∞.
Para ello, dividiremos el desarrollo teórico de este capítulo en tres partes claramente
diferenciadas. En la primera de ellas presentaremos una serie de herramientas con las
que se trabajará el resto del capítulo, ofreciendo una serie de resultados relacionados
con el comportamiento de las iteradas de una función holomorfa ϕ en el disco unidad.
En la segunda sección estudiaremos la descomposición de Berkson-Porta, donde se
expondrán una serie de resultados siguiendo cierta casuística que se indicará en su mo-
mento con el objetivo de estudiar la forma que tiene el generador inﬁnitesimal de un
semigrupo continuo de funciones analíticas.
La tercera parte se centrará en estudiar los semigrupos de operadores de composi-
ción en el espacio de las funciones holomorfas y acotadas, donde se abordará el objetivo
comentado al principio. Seguiremos una serie de pasos, que resumimos a continuación,
con el ﬁn de probar que el semigrupo de operadores de composición en cuestión no es
fuertemente continuo.
Probaremos que existe un valor σ ∈ ∂D y λ ∈ C \ {0} de forma que
l´ım
r→1
G(rσ) = λ,
donde G es el generador inﬁnitesimal del semigrupo de funciones analíticas. Es decir,
vamos a probar que existe un punto de la frontera del disco unidad en el que hay límite
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radial no nulo.
El siguiente paso será probar que dada una función f ∈ H∞ con Gf ′ ∈ H∞, la
función h(r) = f(rσ) veriﬁca que su derivada está acotada, de forma que se podrá
concluir que existe el límite l´ım
r→1
f(rσ).
A continuación, daremos un paso más probando que si f ∈ {f ∈ H∞ : Gf ′ ∈ H∞}
entonces también existe el límite de la etapa precedente a ésta.
Por último, construiremos una función f ∈ H∞ de forma que no exista el límite
radial de f en σ. Poniendo en concordancia las cuatro cosas habremos llegado a nuestro
objetivo.
Si bien este resultado es conocido, la prueba que mostramos en este capítulo es
original y autocontenida. Las demostraciones alternativas usan resultados profundos
del espacio H∞ obtenidos por Bourgain unidos a herramientas no triviales de Análisis
Funcional. Para estudiar esa línea con mayor detalle se pueden consultar las obras
correspondientes a [Sis] y [Lot].
4.1. Dinámica discreta en el disco unidad.
Para poder dar la forma del generador inﬁnitesimal de un semigrupo continuo de
funciones analíticas en secciones posteriores a ésta, es necesario presentar previamente
una serie de herramientras y resultados fundamentales que usaremos más adelante. En
particular, vamos a hablar a continuación de la métrica hiperbólica y de elementos
como los horodiscos, enunciando una serie de resultados en los que se implican ambos
conceptos entre los que destaca, por ejemplo, el Lema de Julia.
Deﬁnición 4.1. Sea σ ∈ ∂D y R > 0. El horodisco H(σ,R) de centro σ y radio
hiperbólico R es el conjunto
H(σ,R) = {z ∈ D : |σ − z|
2
1− |z|2 < R}. (4.1)
Es posible comprobar que, desde el punto de vista de la geometría Euclídea, el horo-
disco H(σ,R) es un disco de centro σ
1+R
y radio R/(R+ 1) contenido en el disco unidad
D y tangente a la frontera ∂D en el punto σ.
En el siguiente resultado vamos a ver cómo es posible expresar el concepto de ho-
rodisco en términos de la distancia hiperbólica, que se deﬁne de la siguiente forma: si
consideramos el automorﬁsmo del disco unidad Tz(w) deﬁnido como
Tz(w) =
z − w
1− zw
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para z ∈ D ﬁjo, se deﬁne la distancia hiperbólica entre dos puntos z y w como
ω(z, w) =
1
2
log
1 + |Tz(w)|
1− |Tz(w)| . (4.2)
Proposición 4.2. Sea ϕ : D→ D una función holomorfa. Entonces
ω(ϕ(z), ϕ(w)) ≤ ω(z, w), (4.3)
para todos z, w ∈ D. Además, la igualdad se da para algunos z, w ∈ D, con z 6= w, si y
solo si ϕ es un automorﬁsmo.
Demostración. Sean z, w ∈ D, tenemos por el Lema de Schwarz-Pick (véase Teorema 4
de [Gir]) que ∣∣∣∣∣ ϕ(z)− ϕ(w)1− ϕ(z)ϕ(w)
∣∣∣∣∣ ≤
∣∣∣∣ z − w1− zw
∣∣∣∣ . (4.4)
Si utilizamos la notación con la que hemos dado las deﬁniciones previas, lo anterior
equivale a decir que
|Tϕ(z)(ϕ(w))| ≤ |Tz(w)|,
para cualesquiera z, w ∈ D.
Ahora bien, teniendo en cuenta esto último y el hecho de que la aplicación x ∈
[0,+∞)→ 1
2
log 1+x
1−x es creciente, se obtiene que
ω(ϕ(z), ϕ(w)) ≤ ω(z, w),
para todos z, w ∈ D, como se quería probar.
Por último, si se da la igualdad en (4.3), entonces se da en la expresión (4.4) y, de
nuevo, por el Lema de Schwarz-Pick se tiene que la aplicación ϕ es un automorﬁsmo.
Proposición 4.3. Sea σ ∈ ∂D. Entonces, para todo z ∈ D se tiene
l´ım
w→σ
(ω(z, w)− ω(0, w)) = 1
2
log
( |σ − z|2
1− |z|2
)
. (4.5)
En particular, para todo R > 0,
H(σ,R) = {z ∈ D : l´ım
w→σ
(ω(z, w)− ω(0, w)) < 1
2
logR}. (4.6)
Demostración. Dado z ∈ D, consideramos el automorﬁsmo del disco unidad Tz deﬁnido
como
Tz(w) =
z − w
1− zw, w ∈ D,
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es decir, la misma aplicación que se utiliza para deﬁnir la distancia hiperbólica, de
forma que se tiene de forma inmediata que Tz(z) = 0. Con todo ello tenemos que
ω(z, w)− ω(0, w) = 1
2
log
1 + |Tz(w)|
1− |Tz(w)| −
1
2
log
1 + |w|
1− |w|
=
1
2
log
(
1 + |Tz(w)|
1− |Tz(w)| ·
1− |w|
1 + |w|
)
, w ∈ D.
Como el módulo es una cantidad positiva, podemos multiplicar y dividir las frac-
ciones obtenidas por 1 + |w| y 1 + |Tz(w)| de forma que la expresión anterior es igual
a
ω(z, w)− ω(0, w) = 1
2
log
(
1− |w|2
1− |Tz(w)|2 ·
1 + |Tz(w)|
1 + |w|
)
, w ∈ D.
Ahora bien, no es difícil probar que, al tomar límite cuando w → σ ∈ ∂D se veriﬁca
que
l´ım
w→σ
1 + |Tz(w)|
1 + |w| = 1,
de forma que se tiene
l´ım
w→σ
(ω(z, w)− ω(0, w)) = 1
2
l´ım
w→σ
log
(
1− |w|2
1− |Tz(w)|2
)
.
Llevando a cabo unas sencillas cuentas de la función que aparece en el logaritmo se
llega a que
1− |w|2
1− |Tz(w)|2 = (1− |w|
2)
1
1−
∣∣∣∣ z − w1− zw
∣∣∣∣2
= (1− |w|2) |1− zw|
2
|1− zw|2 − |z − w|2
= (1− |w|2) |1− zw|
2
(1− |w|2)(1− |z|2)
=
|1− zw|2
1− |z|2 , w ∈ D.
En consecuencia,
l´ım
w→σ
(ω(z, w)− ω(0, w)) = 1
2
l´ım
w→σ
log
( |1− zw|2
1− |z|2
)
=
1
2
log
( |σ − z|2
1− |z|2
)
,
donde se ha usado el hecho de que σ ∈ ∂D.
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Utilizando esto último y la propia deﬁnición de horodisco (Deﬁnición 4.1) se concluye
que
H(σ,R) = {z ∈ D : l´ım
w→σ
(ω(z, w)− ω(0, w)) < 1
2
logR},
para todo R > 0, dando por ﬁnalizada, de esta forma, la prueba del presente resultado.
Dada una función holomorfa ϕ : D → D y σ ∈ ∂D, denotamos por αϕ(σ) al coeﬁ-
ciente de dilatación en la frontera de ϕ en σ, que viene deﬁnido como
αϕ(σ) = l´ım inf
z→σ
1− |ϕ(z)|
1− |z| . (4.7)
Lema 4.4. Sea ϕ : D→ D holomorfa y σ ∈ ∂D. Se tiene
1
2
logαϕ(σ) = l´ım inf
w→σ
(ω(0, w)− ω(0, ϕ(w)).
Además, 0 < αϕ(σ) ≤ +∞.
Demostración. Para todo w ∈ D se tiene que
ω(0, w)− ω(0, ϕ(w)) = 1
2
log
(
1− |ϕ(w)|
1− |w|
)
+
1
2
log
(
1 + |w|
1 + |ϕ(w)|
)
. (4.8)
Como ϕ : D→ D, se tiene que 0 ≤ |w|, |ϕ(w)| ≤ 1 para todo w ∈ D y, por tanto,
1
2
≤ 1 + |w|
1 + |ϕ(w)| ≤ 2
para todo w ∈ D. Teniendo en cuenta dichas desigualdades, en la expresión (4.8) llega-
mos a
1
2
log
(
1− |ϕ(w)|
1− |w|
)
+
1
2
log
(
1
2
)
≤ ω(0, w)− ω(0, ϕ(w))
≤ 1
2
log
(
1− |ϕ(w)|
1− |w|
)
+
1
2
log 2.
Por tanto, αϕ(σ) = +∞ si y solo si l´ım infw→σ(ω(0, w)− ω(0, ϕ(w)) = +∞.
Por otra parte, si tenemos una sucesión {zn}∞n=1 ⊂ D convergiendo a σ de forma
que, o bien el límite l´ım
n→∞
1−|ϕ(zn)|
1−|zn| sea ﬁnito, o bien lo sea l´ımn→∞
(ω(0, zn) − ω(0, ϕ(zn)),
necesariamente se tendrá que |ϕ(zn)| → 1 cuando n→∞. Por tanto,
l´ım
n→∞
log
(
1 + |zn|
1 + |ϕ(zn)|
)
= 0.
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Con todo ello y teniendo en cuenta la expresión (4.8), llegamos a
l´ım
n→∞
(ω(0, zn)− ω(0, ϕ(zn))) = l´ım
n→∞
1
2
log
(
1− |ϕ(zn)|
1− |zn|
)
,
teniéndose, por tanto, la primera parte del enunciado.
Finalmente, como las funciones holomorfas son contractivas para la distancia hiper-
bólica y, haciendo uso de la desigualdad triangular, se tiene que
ω(0, w)− ω(0, ϕ(w)) ≥ ω(ϕ(0), ϕ(w))− ω(0, ϕ(w)) ≥ −ω(0, ϕ(0)) > −∞, (4.9)
de donde se concluye que αϕ(σ) > 0.
Teorema 4.5 (Lema de Julia). Sea ϕ : D → D una función holomorfa y σ ∈ ∂D.
Supongamos que α = αϕ(σ) < +∞. Entonces existe un valor η ∈ ∂D de forma que para
todo λ > 0,
ϕ(H(σ, λ)) ⊂ H(η, αλ). (4.10)
Además, si tenemos una sucesión {zn}∞n=1 ⊂ D convergiendo a σ y veriﬁcando que
l´ım sup
n→+∞
1− |ϕ(zn)|
1− |zn| < +∞, (4.11)
entonces l´ım
n→+∞
ϕ(zn) = η.
Demostración. Si αϕ(σ) < ∞, existe una sucesión {wk}∞k=1 ⊂ D convergiendo a σ de
forma que
l´ım
k→∞
1− |ϕ(wk)|
1− |wk| = αϕ(σ),
por la propia deﬁnición del coeﬁciente de dilatación.
De la prueba del Lema 4.4 se obtenía que l´ım
k→∞
|ϕ(wk)| = 1, de forma que, extrayendo
subsucesiones convergentes, podemos asumir que existe un valor η ∈ ∂D de manera que
l´ım
k→∞
ϕ(wk) = η.
Ahora bien, por la igualdad (4.8), lo anterior es equivalente a
l´ım
k→∞
(ω(0, wk)− ω(0, ϕ(wk)) = 1
2
logαϕ(σ). (4.12)
Fijemos λ > 0 y sea ahora z ∈ H(σ, λ). Para probar la contención del enunciado
hay que ver que ϕ(z) ∈ H(η, αλ.) Gracias a la relación que hay entre los horodiscos con
la distancia hiperbólica dada en la expresión (4.6), lo anterior es equivalente a probar
l´ım
k→∞
(ω(ϕ(z), ϕ(wk))− ω(0, ϕ(wk))) < 1
2
log(αλ). (4.13)
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Ahora bien, usando que las aplicaciones holomorfas son contractivas para la distancia
hiperbólica (tal y como se probó en la Proposición 4.2) se tiene que
ω(ϕ(z), ϕ(wk))− ω(0, ϕ(wk)) ≤ ω(z, wk)− ω(0, ϕ(wk))
= (ω(z, wk)− ω(0, wk)) + (ω(0, wk)− ω(0, ϕ(wk))).
Tomando límite cuando k →∞, tenemos para el primer sumando que
l´ım
k→∞
ω(z, wk)− ω(0, wk) < 1
2
log λ,
donde hemos usado que z ∈ H(σ, λ), así como la caracterización de este conjunto me-
diante la distancia hiperbólica, dada por la expresión (4.6).
En cuanto al segundo sumando, tenemos que el límite es igual a
1
2
logαϕ(σ), tal y
como se justiﬁcó en la expresión (4.12).
Por tanto, se puede concluir que
l´ım
k→∞
ω(ϕ(z), ϕ(wk))− ω(0, ϕ(wk)) < 1
2
log λ+
1
2
logαϕ(σ) =
1
2
log(αϕ(σ)λ),
quedando probada la desigualdad deseada y, por tanto, que ϕ(z) ∈ H(η, αλ).
En segundo lugar, supongamos que tenemos una sucesión en el disco {zn}∞n=1 conver-
giendo a σ ∈ ∂D y veriﬁcando la condición (4.11). Extrayendo subsucesiones y, haciendo
un abuso de notación, podemos suponer que existe un valor η′ ∈ D de forma que
l´ım
n→∞
ϕ(zn) = η
′.
Vamos a suponer que η′ 6= η con el ﬁn de llegar a una contradicción.
En realidad, para que el límite de la condición (4.11) sea ﬁnito, es necesario que
l´ım
n→∞
|ϕ(zn)| = 1, de forma que podemos garantizar que η′ ∈ ∂D.
Repitiendo el argumento anterior para la prueba de la contención entre conjuntos
que se hizo con la sucesión {wk}∞k=1, se puede demostrar que
ϕ(H(σ, λ)) ⊂ H(η′, Lλ)
para todo λ > 0, donde L = l´ım supn→∞
1− |ϕ(zn)|
1− |zn| . Por otra parte, se tiene también
que
ϕ(H(σ, λ)) ⊂ H(η, αλ)
para todo λ > 0 y, en consecuencia,
ϕ(H(σ, λ)) ⊂ H(η′, Lλ) ∩H(η, αλ),
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para todo λ > 0. Ahora, si η′ 6= η tal y como se ha supuesto previamente, dicha
intersección es vacía para un valor de λ suﬁcientemente pequeño, lo que resulta una
contradicción.
Por tanto, podemos concluir que η′ = η y, en consecuencia,
l´ım
n→∞
ϕ(zn) = η,
tal y como se quería probar.
La importancia del siguiente resultado se debe a que garantiza la existencia de un
valor b en la frontera del disco unidad de forma que la imagen del horodisco H(b, λ) bajo
cualquier función holomorfa en D sin puntos ﬁjos sigue perteneciendo a dicho horodisco
para todo λ > 0. Su uso será habitual en la prueba de resultados posteriores como el
Teorema de Denjoy-Wolﬀ.
Teorema 4.6. Sea ϕ : D→ D una función holomorfa sin puntos ﬁjos. Entonces existe
un valor b ∈ ∂D de forma que
ϕ(H(b, λ)) ⊂ H(b, λ), (4.14)
para todo λ > 0.
Demostración. Dada una función ϕ : D→ D holomorfa sin puntos ﬁjos y δ > 0, consi-
deramos el conjunto Gδ deﬁnido como
Gδ = {z ∈ D : |z| > 1− δ, |z − ϕ(z)| < δ, 1− |ϕ(z)|
1− |z| < 1 + δ}. (4.15)
En primer lugar, vamos a probar que para todo δ > 0 se tiene que Gδ 6= ∅.
Razonando por reducción al absurdo, supongamos que existe un valor δ > 0 de
forma que Gδ = ∅. La idea es usar el Teorema de Rouché para probar que, con estas
condiciones, ϕ tiene algún punto ﬁjo y, por tanto, llegar a una contradicción con el
enunciado del teorema.
Consideramos la curva γ = {|z| = r}, donde 1 − δ < r < 1, y las funciones z y
z − ϕ(z), que utilizaremos en el Teorema de Rouché.
Sea z ∈ γ. Se tiene por la propia deﬁnición del conjunto que |z| > 1− δ. Ahora bien,
como Gδ = ∅, se debe veriﬁcar o bien que |z−ϕ(z)| ≥ δ, o bien que 1− |ϕ(z)|
1− |z| ≥ 1 + δ.
Si estamos en el primer caso, se tiene que
|ϕ(z)| < 1 = 1− δ + δ < |z|+ |z − ϕ(z)|
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puesto que 1− δ < r = |z| y δ ≤ |z − ϕ(z)|.
En el segundo caso, si despejamos convenientemente en la desigualdad implicada,
tenemos que
|ϕ(z)| ≤ 1− (1 + δ)(1− |z|) = −δ + (1 + δ)|z| = −δ + δ|z|+ |z|.
Ahora bien, como |z| = r < 1, se tiene que −δ + δ|z| < 0 y, en consecuencia,
|ϕ(z)| ≤ −δ + δ|z|+ |z| < |z| ≤ |z|+ |z − ϕ(z)|,
puesto que al sumar cantidades positivas se mantiene la misma desigualdad.
Haciendo uso del Teorema de Rouché en cualquiera de los dos casos, podemos aﬁr-
mar que las funciones z y z − ϕ(z) tienen el mismo número de ceros en el disco cuya
frontera es γ. Pero z en dicha región tiene única solución, de forma que se tiene la misma
propiedad para z − ϕ(z). De esta forma, se tendría que z = ϕ(z) para algún z ∈ D
y, en consecuencia, ϕ contaría con puntos ﬁjos en el disco unidad, lo que resulta una
contradicción con la hipótesis de partida. Es por ello que podemos aﬁrmar que Gδ 6= ∅
para todo δ > 0.
Con el ﬁn de probar el enunciado del teorema, consideramos ahora zn ∈ G 1
n
para
cada n ≥ 1. En primer lugar, una de las condiciones que se veriﬁca en cada caso es
1− |ϕ(zn)|
1− |zn| < 1 +
1
n
y, por tanto, tomando límite cuando n→∞,
l´ım sup
n→∞
1− |ϕ(zn)|
1− |zn| ≤ 1. (4.16)
Por otra parte, 1− 1
n
< |zn| < 1 para cada n ≥ 0, puesto que zn ∈ D en cada caso.
Por tanto,
l´ım
n→∞
|zn| = 1. (4.17)
A partir de esto último, podemos extraer una subsucesión {znk}∞k=1 de la primera, de
forma que l´ım
k→∞
znk = b ∈ ∂D. Ahora bien, como la sucesión inicial veriﬁca la condición
|zn − ϕ(zn)| < 1
n
por pertenecer cada zn a G 1
n
, también se tendrá dicha desigualdad para la subsucesión
que hemos tomado, de forma que podemos aﬁrmar que
l´ım
k→∞
ϕ(znk) = b. (4.18)
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Por último, como los cocientes de la expresión (4.16) son acotados, volvemos a tomar
una subsucesión de la anterior, a la que denotamos por simplicidad {wn}∞n=1 de forma
que
l´ım
n→∞
1− |ϕ(wn)|
1− |wn| = δ ≤ 1, l´ımn→∞wn = b y l´ımn→∞ϕ(wn) = b.
Aplicando el Lema de Julia (Teorema 4.5) con las tres condiciones anteriores, pode-
mos aﬁrmar ﬁnalmente que
ϕ(H(b, λ)) ⊂ H(b, δλ) ⊂ H(b, λ) (4.19)
para todo λ > 0.
Por último, es necesario detenerse en la siguiente observación que ofrece un pequeño
matiz sobre el resultado que acabamos de probar.
Observación 4.7. Es posible probar que el valor b ∈ ∂D que aparece en el resultado
anterior es único. En efecto, supongamos que existen dos valores b1 6= b2 veriﬁcando
dicho resultado. Dado λ > 0, se tendría que
ϕ(H(b1, λ)) ⊂ H(b1, λ) y ϕ(H(b2, λ)) ⊂ H(b2, λ).
Además, existe un valor λ0 > 0 tal que los discos H(b1, λ0) y H(b2, λ0) son tangentes
en un punto, al que denotamos por z0. De esta forma, se tiene a partir de lo anterior que
ϕ(z0) ∈ H(b1, λ0)∩H(b2, λ0). Pero precisamente por tener un único punto de tangencia,
debe ser ϕ(z0) = z0, siendo dicho punto un punto ﬁjo de la aplicación ϕ, lo que resulta
una contradicción con una de las hipótesis iniciales. Por tanto, podemos garantizar la
unicidad del valor b ∈ ∂D.
Aunque no es necesario para nuestro objetivo ﬁnal, con el esfuerzo realizado hasta
ahora podemos estudiar el comportamiento asintótico de ϕn(z), con z ∈ D ﬁjo, donde
recordamos que dicha función corresponde con la composición
ϕn = ϕ ◦ · · · ◦ ϕ,
un número n de veces. Nos disponemos a ello con los resultados que vienen a continua-
ción.
En el Teorema 4.6 se ha probado que para una función holomorfa ϕ del disco en
sí mismo y sin puntos ﬁjos, existía un valor b en la frontera del mismo de forma que
ϕ(H(b, λ)) ⊂ H(b, λ), para todo λ > 0. Iterando este procedimiento podemos aﬁrmar
que, para todo n ≥ 1, ϕn(H(b, λ)) ⊂ H(b, λ), para todo λ > 0. Más aún, ﬁjado el
valor de λ y tomando z en la frontera del horodisco en cuestión, se puede ver que
ϕn(z) ∈ H(b, λ).
Lo que vamos a probar a continuación es el resultado que se conoce como Teorema
de Denjoy-Wolﬀ, en el que se aﬁrma que, bajo ciertas condiciones, existe un valor b ∈ D
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de forma que ϕn(z) → b cuando n → +∞, para un z en la frontera de un horodisco,
ﬁjado también de manera previa. Comenzaremos con el caso discreto, enunciando en
dos resultados distintos el caso en el que la función ϕ tiene puntos ﬁjos y el caso en el
que no es así. El Teorema de Denjoy-Wolﬀ continuo se probará en la siguiente sección
del capítulo dando paso, además, a una serie de ejemplos en los que aplicaremos estos
resultados.
Teorema 4.8 (Teorema de Denjoy-Wolﬀ discreto). Sea ϕ : D → D holomorfa y sin
puntos ﬁjos en D. Existe un valor b ∈ ∂D de forma que
l´ım
n→+∞
ϕn(z) = b. (4.20)
para todo z ∈ D. Además, la convergencia es uniforme sobre compactos.
Demostración. En primer lugar, supongamos que ϕ no es un automorﬁsmo.
Sea b el punto cuya existencia es garantizada por el Teorema 4.6 y sea λ > 0
de forma que z ∈ ∂H(b, λ). Razonando por reducción al absurdo, supongamos que
l´ım
n→+∞
ϕn(z) 6= b. En ese caso, existe una subsucesión {ϕnk}nk≥1 y un valor z0 ∈ D
distinto de b de forma que
l´ım
k→+∞
ϕnk(z) = z0.
Se tiene que z0 pertenece al disco abierto ya que el único punto que tienen en común
∂D y la frontera del horodisco es el punto b.
Si denotamos por δ a ω(z0, ϕ(z0)), tenemos que
δ = ω(z0, ϕ(z0)) = l´ım
k→+∞
ω(ϕnk(z0), ϕnk+1(z0)) ≤ ω(ϕ(z0), ϕ2(z0)).
Por otra parte,
ω(ϕ(z0), ϕ(ϕ(z0))) = l´ım
k→+∞
ω(ϕnk+1(z0), ϕnk+2(z0)) ≤ l´ım
k→+∞
ω(ϕnk(z0), ϕnk+1(z0)) = δ,
En particular,
w(z0, ϕ(z0)) = w(ϕ(z0), ϕ2(z0)),
de forma que ϕ es un autormorﬁsmo por la Proposición 4.2. Este hecho supone una
contradicción, de forma que podemos concluir que
l´ım
n→+∞
ϕn(z) = b.
Supongamos ahora que ϕ : D→ D es un automorﬁsmo sin puntos ﬁjos en D. En ese
caso, ϕ : D→ D debe tener un punto ﬁjo b ∈ ∂D. Consideramos la aplicación Tb : D→ H
deﬁnida por
Tb(z) =
b+ z
b− z , z ∈ D,
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donde H = {z ∈ C : Re z > 0}, es decir, el semiplano derecho.
A partir de las dos funciones anteriores construimos ψ : H→ H como la composición
Tb ◦ϕ◦T−1b , que se trata de un automorﬁsmo del semiplano en él mismo de manera que
ﬁja el ∞, es decir, ψ(∞) =∞.
Es por ello que deben existir ciertos valores a, c ∈ C (de los que daremos más
información a continuación) de forma que
ψ(z) = az + c, z ∈ H.
Como ψ : iR → iR, tenemos que ψ(0) = c ∈ iR, de forma que podemos garantizar
que Re c = 0. En otras palabras, c es un número imaginario puro.
Por otra parte, ψ(i) = ai + c ∈ iR, de donde se obtiene de forma necesaria que
a ∈ R y, en particular, a ∈ (0,+∞), pues en caso contrario nos encontraríamos con el
hecho de que ψ lleva H al semiplano izquierdo.
Si iteramos la función ψ, se puede probar de forma inductiva que
ψn(z) = a
nz + c
n−1∑
k=0
ak, z ∈ H, (4.21)
para todo n ≥ 1. Es por su forma que a la hora de calcular el límite cuando n→ +∞
necesitamos distinguir varios casos.
En primer lugar, si a = 1 se tiene que c 6= 0 y
l´ım
n→+∞
ψn(z) = l´ım
n→+∞
z + nc =∞,
siendo ∞ el único punto ﬁjo en este primer caso.
Por otra parte, si a 6= 1, es posible desarrollar la expresión (4.21) de forma que
ψn(z) = a
nz + c
n−1∑
k=0
ak,= anz + c
1− an
1− a , z ∈ H.
Así, si a > 1 se tiene también que
l´ım
n→+∞
ψn(z) = l´ım
n→+∞
anz + c
1− an
1− a =∞,
de manera que en este caso, así como en el primero estudiado, el ∞ es un punto ﬁjo.
Cabe señalar, aunque no es inﬂuyente para la conclusión ﬁnal, que en este caso el punto
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c
1− a también se trata de un punto ﬁjo. Es un punto de la frontera del disco unidad
(que podría comprobarse que no es atractivo).
Por último, si a < 1, el resultado es
l´ım
n→+∞
ψn(z) = l´ım
n→+∞
anz + c
1− an
1− a =
c
1− a,
de forma que∞ y c
1− a serían los dos puntos ﬁjos de la aplicación que estamos tratando.
En deﬁnitiva, si vemos la función ϕn como
ϕn = T
−1
b ◦ ψn ◦ Tb,
y tenemos en cuenta que T−1b (w) = b
w − 1
w + 1
, para todo w ∈ H, podemos concluir que
l´ım
n→+∞
ϕn(z) = l´ım
n→+∞
T−1b (ψn(Tb(z))) = T
−1
b (χ) = b,
para todo z ∈ D, siendo χ =∞ si a > 1 o χ = a
1− a si a < 1.
De hecho, al tratarse de una familia normal de funciones, la convergencia anterior
es uniforme en compactos.
Demostramos ahora el mismo resultado anterior pero en el caso en el que ϕ tiene
un punto ﬁjo.
Teorema 4.9. Sea ϕ : D→ D una función analítica con un punto ﬁjo b ∈ D y que no
es un automorﬁsmo elíptico de D. Entonces
l´ım
n→+∞
ϕn(z) = b
para todo z ∈ D. De hecho, la convergencia es uniforme en compactos.
Demostración. Por hipótesis, la aplicación ϕ tiene a lo más un punto ﬁjo en el disco uni-
dad. Para la prueba de este resultado distinguiremos dos casos sobre el punto ﬁjo b ∈ D.
En primer lugar, supongamos que b = 0. Como ϕ no es un automorﬁsmo, por el
Lema de Schwarz tenemos que |ϕ(z)| < |z| para todo z ∈ D \ {0}.
Fijemos ahora un valor 0 < r < 1, de forma que llamamosM(r) = sup{|ϕ(z)| : |z| ≤
r} y δ = M(r)/r. Haciendo uso de nuevo del Lema de Schwarz tenemos que δ < 1.
A partir de todo lo anterior deﬁnimos una función ψ del disco unidad como
ψ(z) =
ϕ(rz)
M(r)
, z ∈ D,
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de forma que es analítica en D, lleva el disco unidad en sí mismo y veriﬁca ψ(0) = 0.
Aplicando de nuevo el Lema de Schwarz se tiene que |ψ(z)| ≤ |z| para todo z ∈ D y, en
consecuencia, |ϕ(rz)| ≤ M(r)|z| para todo z ∈ D. De esta forma, si tomamos |z| ≤ r,
tenemos que
|ϕ(z)| =
∣∣∣ϕ(rz
r
)∣∣∣ ≤M(r) ∣∣∣z
r
∣∣∣ = δ|z|,
lo que además supone una pequeña mejora del Lema de Schwarz. Haciendo uso de que
|ϕ(z)| < |z| para todo z ∈ D (y en particular para |z| ≤ r) e iterando el proceso anterior
tenemos que
|ϕn(z)| ≤ δn|z|
para todo z con |z| ≤ r. Este hecho implica que ϕn converge a 0 uniformemente en rD.
En un segundo caso, supongamos que b 6= 0. Como ya hicimos en resultados ante-
riores, consideramos el automorﬁsmo del disco unidad Tb deﬁnido como
Tb(z) =
b− z
1− bz , z ∈ D,
y cuyo inverso era él mismo, de forma que construimos la aplicación ψ como la compo-
sición ψ = Tb ◦ ϕ ◦ Tb. De esta forma, ψ se trata de una aplicación analítica del disco
unidad en sí misma que ﬁja el origen y que no es automorﬁsmo del disco unidad. Por
lo visto en el primer caso, ϕn(z) converge a cero uniformemente sobre compactos en el
disco unidad.
Iterando la función que acabamos de deﬁnir y haciendo uso de que Tb ◦ Tb = idD,
tenemos que ψn = Tb ◦ ϕn ◦ Tb para todo n ≥ 1, de forma que (ψn ◦ Tb)(z) converge a
cero y ϕn(z) = (Tb ◦ ψn ◦ Tb)(z) converge a Tb(0) = b uniformemente sobre compactos
en el disco unidad.
Con ello ﬁnalizamos la prueba del Teorema de Denjoy-Wolﬀ cuando ϕ tiene un
punto ﬁjo en el disco unidad.
4.2. Descomposición de Berkson-Porta.
El objetivo de esta sección es demostrar el siguiente resultado debido a Berkson y
Porta:
Teorema 4.10. Sea {ϕt}t≥0 un semigrupo continuo de funciones analíticas con gene-
rador inﬁnitesimal G. Entonces existe un punto b ∈ D y una función P, analítica en D
con ReP ≥ 0, tal que
G(z) = (z − b)(bz − 1)P (z), (4.22)
para todo z ∈ D.
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Deﬁnición 4.11. La expresión (4.22) es conocida como descomposición de Berkson-
Porta del generador inﬁnitesimal de un semigrupo continuo de funciones analíticas.
Es necesario señalar que la prueba del resultado anterior dependerá de los puntos
ﬁjos que tengan las funciones del semigrupo, por lo que vamos a comenzar probando
una disyuntiva sobre dichos elementos. De forma previa, enunciamos y demostramos
un lema sobre automorﬁsmos que nos hará falta más adelante.
Lema 4.12. Sea T : D → D un automorﬁsmo cuyo inverso es él mismo, es decir
T ◦ T = idD . Entonces T tiene un punto ﬁjo en D.
Demostración. Supongamos, razonando por reducción al absurdo, que T no tiene nin-
gún punto ﬁjo en el disco unidad. Como D es invariante por T, debe existir un valor
b ∈ ∂D de forma que Tb = b. Fijado dicho valor b ∈ ∂D, consideramos la función S
deﬁnida como
Sb(z) =
1 + bz
1− bz =
b+ z
b− z , z ∈ D,
de forma que Sb : D → H, donde se recuerda que H es el semiplano derecho, es decir,
H = {z ∈ C : Re z > 0}.
A partir de dichas funciones, deﬁnimos ψ como la composición ψ = Sb ◦ T ◦ S−1b ,
de forma que ψ : H→ H se trata de un automorﬁsmo sin puntos ﬁjos en H. De hecho,
ﬁja el ∞. Es por ello que deben existir dos valores a, c ∈ C de forma que ψ(z) = az + c
para todo z ∈ H.
Sustituyendo unos valores determinados en la función ψ se puede comprobar, tal y
como se hizo en el Teorema 4.8, que a ∈ (0,+∞) y c ∈ iR.
Ahora bien, si componemos ψ con ella misma, se puede deducir a partir de una de
las hipótesis del lema que ψ ◦ ψ = idH . Por tanto,
ψ(ψ(z)) = a(az + c) + c = a2z + c(a+ 1) = z, z ∈ H.
Para que sea cierta la igualdad anterior, debe ocurrir que a2 = 1. Si a = 1, se ten-
dría que c = 0, resultando ser el automorﬁsmo T la identidad, lo que conduce a una
contradicción. Por el contrario, si a = −1, llegaríamos a un absurdo de forma inmediata
con el hecho de que a > 0.
Por tanto, como para ambos casos llegamos a hechos contradictorios, podemos aﬁr-
mar que T tiene un punto ﬁjo en el disco unidad.
Procedemos ya a enunciar y probar la disyuntiva de la que se hablaba al comienzo
de la sección.
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Proposición 4.13. Sea {ϕt}t≥0 un semigrupo continuo de funciones analíticas. Enton-
ces, o bien ninguna función ϕt, para t > 0, tiene un punto ﬁjo en D; o bien, existe un
punto a ∈ D de forma que ϕt(a) = a para todo t ≥ 0.
Demostración. Si se da, por ejemplo, la primera posibilidad la prueba habría termina-
do. Tenemos que probar, por tanto, que si no se tiene el primer caso necesariamente se
da el segundo.
Supongamos primero que para todo t > 0 se tiene ϕt 6= idD, siendo idD la identidad
en el disco unidad. Si no se da la primera opción del enunciado, existe un punto a ∈ D
y un valor t0 > 0 de forma que ϕt0(a) = a. A partir de ello vamos a demostrar que
ϕ t0
2
(a) = a.
De no ser así, tomemos b = ϕ t0
2
(a) 6= a. Ahora bien, utilizando las propiedades de
la deﬁnición del semigrupo algebraico,
ϕ t0
2
(b) = ϕ t0
2
(ϕ t0
2
(a)) = ϕt0(a) = a.
En consecuencia,
ϕt0(b) = ϕ t0
2
(ϕ t0
2
(b)) = ϕ t0
2
(a) = b,
de forma que la función ϕt0 tendría un segundo punto ﬁjo, b.
Haciendo uso del Lema de Schwarz tendríamos que, al poseer dos puntos ﬁjos dis-
tintos, ϕt0 se trataría de la identidad, resultando ser una contradicción con una de
nuestras hipótesis primeras. Por tanto, ϕ t0
2
(a) = a y, repitiendo de forma análoga el
razonamiento, se puede probar que
ϕ2−nt0(a) = a,
para todo n ∈ N.
A partir de lo anterior, es inmediato ver ahora que ϕ kt0
2n
(a) = a con k, n ∈ N, de
forma que obtenemos un conjunto denso de valores en [0,+∞) para los que la función
ϕt tiene un punto ﬁjo en a. Usando precisamente dicha densidad y el hecho conocido
de que
l´ım
s→t
ϕs(z) = ϕt(z),
para todo z ∈ D, podemos concluir que ϕt(a) = a, para todo t ≥ 0.
Supongamos ahora que existen valores de t para los cuales las funciones ϕt son la
identidad. Podemos garantizar, entonces, la existencia de un valor t0, donde
t0 = ı´nf{t > 0: ϕt = I}
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que podemos suponer estrictamente positivo, puesto que si el ínﬁmo anterior vale 0,
usando un argumento con iteradas y densidad concluiríamos que el semigrupo es trivial
y, en ese caso, todo a ∈ D cumpliría que ϕt(a) = a, para todo t ≥ 0. Dicho ínﬁmo debe
ser un mínimo. Es decir, ϕt0 = I.
Como t0 es el menor de los valores que cumplen la característica anterior, se tiene
que ϕ t0
2
6= I, de forma que si consideramos su composición,
ϕ t0
2
◦ ϕ t0
2
= ϕt0 = I,
siendo lo anterior un automorﬁsmo del disco. Por tanto, ϕ t0
2
es un automorﬁsmo del
disco unidad cuyo inverso es él mismo. La única posibilidad es que sea un automor-
ﬁsmo de tipo elíptico. En ese caso, existe un valor a ∈ D de forma que ϕ t0
2
(a) = a,
tal y como se probó en el Lema 4.12. Llegados a este punto, nos encontraríamos en la
primera suposición de la prueba para los valores t ∈ (0, t0/2], de forma que si seguimos
un procedimiento análogo al anterior se prueba que ϕt(a) = a para todo t ≥ 0.
Con ello damos por concluida la prueba de la disyuntiva que se presentaba en el
enunciado.
A continuación vamos a estudiar la forma del generador inﬁnitesimal del semigrupo
continuo de funciones analíticas {ϕt}t≥0 en cada uno de los dos casos anteriores. Co-
menzamos con el caso en que existe un punto a ∈ D con ϕt(a) = a para todo t ≥ 0.
Supongamos en primer lugar que el valor anterior es a = 0, es decir, ϕt(0) = 0 para
todo t ≥ 0. Si consideramos, para cada z ∈ D, la aplicación ψ deﬁnida como
ψ : [0,+∞) −→ [0, 1]
t 7−→ |ϕt(z)|2,
el Lema de Schwarz nos dice que es decreciente. En efecto, si t > s > 0 se tiene que
ϕt(z) = ϕt−s(ϕs(z))
y, aplicando dicho resultado,
|ϕt(z)| ≤ |ϕs(z)|.
Por tanto, la derivada de la aplicación ψ es negativa. Teniendo en cuenta que
|ϕt(z)|2 = ϕt(z)ϕt(z) y que
∂
∂t
ϕt(z) = G(ϕt(z)), z ∈ D,
como ya se probó en la Proposición 3.17, lo anterior quiere decir que
ψ′(t) =
∂
∂t
(ϕt(z))ϕt(z) + ϕt(z)
∂
∂t
(ϕt(z))
= G(ϕt(z))ϕt(z) + ϕt(z)G(ϕt(z)) ≤ 0, z ∈ D.
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Ahora bien, el resultado obtenido no es más que un número complejo más su con-
jugado o, equivalentemente, el doble de su parte real. Por tanto, estamos diciendo que
Re(G(ϕt(z))ϕt(z)) ≤ 0,
para todo t ≥ 0 y todo z ∈ D.
En particular, para t = 0 se tendría que
Re(G(z)z) = Re
(
G(z)
|z|2
z
)
≤ 0, z ∈ D, z 6= 0.
Como el cuadrado del módulo de z es real y positivo, puede salir fuera de la parte
real de forma que aﬁrmamos que
Re
(
G(z)
1
z
)
≤ 0, z ∈ D, z 6= 0.
Si deﬁnimos ahora la función P como P (z) = −G(z)
z
para z ∈ D \ {0}, se tiene
que G(z) = −zP (z) con Re(P ) ≥ 0, como se quería probar. Puesto que G(0) = 0, la
función P tiene una singularidad evitable en 0 y es, por tanto, holomorfa en D.
Recordamos que se ha probado la forma del generador para el caso en el que a = 0.
Si ahora generalizamos, de forma que existe un valor a ∈ D \ {0} con ϕt(a) = a para
todo t ≥ 0, podemos deﬁnir una función ψt como
ψt = τ
−1
a ◦ ϕt ◦ τa,
donde τa es la biyección del disco unidad en sí mismo deﬁnida por
τa(z) =
a− z
1− az , z ∈ D;
y cuya inversa se puede comprobar que es ella misma. Es decir τa ◦ τa = idD . Por tanto,
nuestra función realmente se deﬁne como ψt = τa ◦ ϕt ◦ τa. Claramente, {ψt}t≥0 es un
semigrupo de funciones analíticas.
Ahora bien, si evaluamos dicha función en el 0, tenemos que
ψt(0) = τ
−1
a (ϕt(τa(0))) = τ
−1
a (ϕt(a)) = τ
−1
a (a) = 0,
de forma que el semigrupo de funciones analíticas deﬁnido por dicha función se encuen-
tra en el primero de los casos que se ha estudiado: cuando el punto ﬁjo era el origen para
todo t ≥ 0. Por lo probado anteriormente, sabemos que la derivada de dicha función en
t = 0 corresponde a
∂
∂t
ψt(z)|t=0 = −zQ(z)
4. berkson-porta y funciones analíticas y acotadas. 109
con Re(Q) ≥ 0, propiedad que utilizaremos a continuación.
Operando adecuadamente con la composición de funciones, es posible ver la función
ϕt como
ϕt = τa ◦ ψt ◦ τa.
Si derivamos respecto a t con el ﬁn de conocer la forma del generador inﬁnitesimal
del semigrupo de funciones analíticas, tenemos que
∂
∂t
ϕt(z) = τ
′
a(ψt(τa(z))) ·
∂
∂t
(ψt(τa(z))), z ∈ D
de forma que si evaluamos dicha expresión en t = 0 y tenemos en cuenta los resultados
obtenidos previamente se tiene que
G(z) = τ ′a(τa(z)) · (−τa(z))Q(τa(z)), z ∈ D,
con Re(Q(τa(z))) ≥ 0 para todo z ∈ D. Desarrollando ahora el término de la derivada
se tiene que
τ ′a(z) =
−1 + az + |a|2 − az
(1− az)2 =
|a|2 − 1
(1− az)2 , z ∈ D,
y, en consecuencia,
τ ′a(τa(z)) =
|a|2 − 1(
1− a a− z
1− az
)2 = |a|2 − 1(
1− az − |a|2 + az
1− az
)2
=
|a|2 − 1(
1− |a|2
1− az
)2 = (1− az)2|a|2 − 1 , z ∈ D.
Al efectuar el producto con −τa(z) se tiene que
τ ′a(τa(z)) · (−τa(z)) =
(1− az)2
|a|2 − 1 ·
(
− a− z
1− az
)
= − 1− az|a|2 − 1(a− z)
=
1
1− |a|2 (1− az)(a− z) =
1
1− |a|2 (z − a)(az − 1), z ∈ D.
Tenemos así que el generador inﬁnitesimal del semigrupo de funciones analíticas
para este caso es
G(z) = (z − a)(az − 1)P (z), z ∈ D, (4.23)
con a ∈ D y Re(P ) ≥ 0, siendo P la función deﬁnida como
P (z) =
1
1− |a|2Q(τa(z)), z ∈ D.
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Con ello ﬁnaliza la demostración del Teorema 4.10 si las funciones del semigrupo
comparten un punto ﬁjo en D. Comenzamos ahora la demostración para los restantes
casos. Hay una idea común con el caso anterior: tenemos que encontrar un disco D ⊂ D
tal que ϕt(D) ⊂ D.
En el caso recién ﬁnalizado el papel del disco D lo jugaba rD con r ∈ (0, 1) y, por
otra parte, el hecho de que ϕt(D) ⊂ D lo garantizaba el Lema de Schwartz. La demos-
tración de esto último cuando no hay puntos ﬁjos para las funciones del semigrupo es
considerablemente más complicada, y se basa en todo el desarrollo que hemos llevado
a cabo en la Sección 4.1 del presente capítulo.
Como estamos ya trabajando con las funciones del semigrupo continuo de funciones
analíticas, podemos hacer una observación apoyándonos en la Observación 4.7 que se
hizo al ﬁnal de la sección anterior.
Observación 4.14. Supongamos ahora que {ϕt}t≥0 es un semigrupo de funciones ana-
líticas sin puntos ﬁjos en D. El Teorema 4.6 garantiza que para cada valor t > 0 existe
un valor bt ∈ ∂D tal que
ϕt(H(bt, λ)) ⊂ H(bt, λ),
para todo λ > 0. Veamos que bt = b1 para todo t > 0.
De hecho, supongamos que existe un valor n ∈ N con b 1
n
6= b1 de forma que, para
todo λ > 0,
ϕ 1
n
(H(b 1
n
, λ)) ⊂ H(b 1
n
, λ).
En consecuencia, se tendrá si evaluamos ϕ1 en H(b 1
n
, λ) que
ϕ1(H(b 1
n
, λ)) = ϕ 1
n
(ϕ 1
n
(· · ·ϕ 1
n
(H(b 1
n
, λ)))) ⊂ ϕ 1
n
(H(b 1
n
, λ)) ⊂ H(b 1
n
, λ),
donde la composición que aparece en esta última expresión se lleva a cabo un número n
de veces. Esto último unido a la Observación 4.7 nos permite llegar a una contradicción
con la hipótesis de que b 1
n
6= b1.
Por otra parte, se puede demostrar lo mismo para cualquier múltiplo de 1/n, de
forma que dicha contención es cierta en un conjunto denso en R+. La continuidad en t
nos permite aﬁrmar que
ϕt(H(b1, λ)) ⊂ H(b1, λ)
para todo t > 0 y todo λ > 0. Usando el Teorema de la Aplicación Abierta podemos
aﬁrmar que
ϕt(H(b1, λ)) ⊂
◦
H(b1, λ) = H(b1, λ),
para todo t > 0 y todo λ > 0, dando por concluida, de esta forma, la justiﬁcación de
esta observación. Llamaremos b a este punto destacado del semigrupo.
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Finalmente, vamos a dar la forma del generador inﬁnitesimal teniendo en cuenta
todo lo anterior. Una vez más, recordamos el caso en el que estamos: ninguna función
del semigrupo de funciones analíticas tiene puntos ﬁjos.
Lo primero que vamos a hacer es construir una función Tb, donde b es el elemento
de la frontera del disco unidad que aparece en el Teorema 4.6, deﬁnida como
Tb(z) =
b+ z
b− z , z ∈ D.
Como Tb(b) =∞, podemos garantizar que la imagen de D es un semiplano. Concreta-
mente Tb(D) = H, siendo H el semiplano derecho, es decir,
H = {w ∈ C : Rew > 0}.
Si tenemos en cuenta la imagen de los horodiscos a través de dicha aplicación, es
posible comprobar que, dado λ > 0,
Tb(H(b, λ)) = {w ∈ C : Rew > 1
λ
}.
Denotaremos por Πλ a este semiplano en lo que sigue.
En efecto, dado z ∈ H(b, λ) se tiene por pertenecer a dicho horodisco que
|b− z|2
1− |z|2 < λ.
Si estudiamos la parte real de la imagen de dicho punto, a través de Tb se tiene que
2ReTb(z) = 2Re
(
b+ z
b− z
)
=
b+ z
b− z +
b+ z
b− z
=
(b+ z)(b− z) + (b+ z)(b− z)
(b− z)(b− z)
=
2|b|2 − 2|z|2
|b− z|2 = 2
1− |z|2
|b− z|2 ,
donde se ha utilizado el hecho de que b ∈ ∂D. Haciendo uso de la hipótesis establecida
sobre el punto z ∈ H(b, λ) concluimos que
ReTb(z) =
1− |z|2
|b− z|2 >
1
λ
.
Denotamos por ψt a la composición Tb ◦ ϕt ◦ T−1b , para todo t ≥ 0, que se trata de
una función del semiplano en él mismo, es decir, ψt : H→ H. Vamos a probar que, ﬁjado
w ∈ H, la parte real de la derivada de ψt(w) con respecto a t es positiva y, utilizando
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la regla de la cadena adecuadamente, llegaremos a la forma deseada del generador in-
ﬁnitesimal.
Si evaluamos, en primer lugar, la función ψt en el conjunto Πλ se tiene que
ψt(Πλ) = Tb(ϕt(T
−1
b (Πλ))) = Tb(ϕt(H(b, λ))) ⊂ Tb(H(b, λ)) = Πλ. (4.24)
Fijados w ∈ H y 0 < s < t < +∞, tomamos como 1/λ el valor de Re(ψs(w)). Se
tiene entonces que
ψt(w) = ψt−s(ψs(w)) ∈ ψt−s(Πλ) ⊂ Πλ,
donde se ha utilizado la relación probada en (4.24).
Por tanto, Re(ψt(w)) ≥ Re(ψs(w)). Es decir, la función t 7→ Re(ψt(w)) es creciente
en [0,+∞). Puesto que existe la derivada con respecto a t de ϕt para todo t ≥ 0, ob-
tenemos que también existe la derivada de ψt para todo t ≥ 0 con respecto al mismo
parámetro. Por último, la propiedad de monotonía implica que
∂
∂t
Re(ψt(w)) ≥ 0 para
todo w ∈ H.
Teniendo en cuenta la deﬁnición de la función ψt, lo anterior es equivalente a decir
que
Re
[
T ′b(ϕt(T
−1
b (w))) ·
∂
∂t
(ϕt(T
−1
b (w)))
]
≥ 0
para todo t ≥ 0 y todo w ∈ H. Ahora bien, si evaluamos la expresión obtenida en t = 0
y, teniendo en cuenta la Proposición 3.17, la expresión del corchete anterior es igual a
T ′b(T
−1
b (w)) ·G(T−1b (w)), w ∈ H,
donde G es el generador inﬁnitesimal del semigrupo de funciones analíticas. Ahora bien,
como Tb es una función biyectiva del disco en el semiplano H, dado z ∈ D y tomando
w = Tb(z), tenemos que
Re[T ′b(z) ·G(z)] ≥ 0, z ∈ D.
Nos disponemos ahora a efectuar el cálculo de la derivada que aparece, de manera
que obtenemos ﬁnalmente
T ′b(z)G(z) =
2b
(z − b)2G(z) =
2bb
(z − b)(z − b)bG(z) =
2
(z − b)(bz − 1)G(z), z ∈ D,
donde se ha utilizado el hecho de que b ∈ ∂D y, por tanto, bb = 1.
Llamando P (z) a la función
P (z) =
G(z)
(z − b)(bz − 1) , z ∈ D,
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podemos concluir que
G(z) = (z − b)(bz − 1)P (z), z ∈ D, (4.25)
con ReP (z) ≥ 0.
Con ello damos por concluida la prueba del Teorema 4.10. Como ya se indicó al
comienzo de la sección, la expresión obtenida en (4.23) y (4.25) es conocida como des-
composición de Berkson-Porta del generador inﬁnitesimal.
Tal y como se anunció en la Sección 4.1, vamos a enunciar y probar a continuación
el caso continuo del Teorema de Denjoy-Wolﬀ, de manera que al concluirlo podremos
decir lo que se entiende por punto de Denjoy-Wolﬀ.
Teorema 4.15 (Teorema de Denjoy-Wolﬀ continuo). Sea {ϕt}t≥0 un semigrupo conti-
nuo de funciones analíticas de forma que la primera iterada, ϕ1, no es un automorﬁsmo
elíptico en D. Entonces existe un valor b ∈ D tal que
l´ım
t→+∞
ϕt(z) = b, (4.26)
para todo z ∈ D. Si ϕ1 tiene un punto ﬁjo en D, entonces b ∈ D y ϕt(b) = b para todo
t ≥ 0.
Demostración. A partir del caso discreto vamos a desarrollar el continuo. Por ahora
sabemos que ϕn(z) → b cuando n → +∞ para todo z ∈ D. Tomamos una sucesión
{tn}n≥1 de números reales tendiendo a +∞, de forma que cada término lo podemos
escribir como
tn = sn + rn,
donde sn ∈ N, parte entera, y rn es la parte decimal, es decir, 0 ≤ rn < 1.
Utilizando la propiedad del semigrupo algebraico se tiene que
ϕtn(z) = ϕsn(ϕrn(z)),
para todo z ∈ D. Como ϕsn(z) → b uniformemente en compactos, considerando el
compacto K deﬁnido como el conjunto
K = {ϕt(z) : 0 ≤ t ≤ 1, z ∈ D},
podemos concluir que
l´ım
tn→+∞
ϕtn(z) = b, z ∈ D,
como se quería probar.
Deﬁnición 4.16. El punto cuya existencia muestra el teorema anterior se conoce como
el punto de Denjoy-Wolﬀ del semigrupo de funciones analíticas {ϕt}t≥0.
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A continuación vamos a recuperar los ejemplos ya vistos de semigrupos continuos de
funciones analíticas para calcular, en cada uno de los casos, el punto de Denjoy-Wolﬀ.
Ejemplo 4.17. En el primer caso vimos el semigrupo deﬁnido por
ϕt(z) = e
−ctz, z ∈ D,
con Re(c) > 0. Puesto que ϕt(0) = 0 para todo t ≥ 0, se tiene que 0 es el punto de
Denjoy-Wolﬀ del semigrupo en cuestión. ♣
Ejemplo 4.18. En el segundo caso, teníamos el semigrupo dado por la función
ϕt(z) = e
−tz + 1− e−t, z ∈ D. (4.27)
Calculando el límite de la deﬁnición tenemos que
l´ım
t→+∞
e−tz + 1− e−t = 1,
de forma que 1 ∈ ∂D es el punto de Denjoy-Wolﬀ del semigrupo deﬁnido por la función
anterior. ♣
Ejemplo 4.19. El tercer caso con el que nos encontrábamos era
ϕt(z) = 1− (1− z)e−t , z ∈ D.
De nuevo, como para todo t ≥ 0 se tiene que ϕt(0) = 0, el punto de Denjoy-Wolﬀ
en este caso vuelve a ser el origen. ♣
Ejemplo 4.20. A continuación se tenía el semigrupo continuo de funciones analíticas
dado por
ϕt(z) =
e−tz
(e−t − 1)z + 1 , z ∈ D.
Como en el caso anterior, se tiene que ϕt(0) = 0 para todo t ≥ 0, de forma que 0
vuelve a ser el punto de Denjoy-Wolﬀ para el semigrupo de este ejemplo. ♣
Ejemplo 4.21. Por último, vimos el semigrupo deﬁnido por la función
ϕt(z) =
(1 + et)z − 1 + et
(−1 + et)z + 1 + et , z ∈ D,
de forma que si calculamos el límite cuando t→ +∞, se tiene que
l´ım
t→∞
(1 + et)z − 1 + et
(−1 + et)z + 1 + et = l´ımt→∞
et(1 + z)
et(1 + z)
= 1,
de forma que 1 ∈ ∂D vuelve a ser punto de Denjoy-Wolﬀ de este último semigrupo. ♣
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4.3. El espacio H∞.
Una vez probada la forma del generador inﬁnitesimal, nos disponemos a dar el primer
paso para llegar al objetivo del presente capítulo. Vamos a probar que existe un valor en
la frontera del disco unidad en el que el límite radial del generador inﬁnitesimal existe
y se trata de un valor no nulo.
Proposición 4.22. Sea {ϕt}t≥0 un semigrupo continuo de funciones analíticas no tri-
vial con generador inﬁnitesimal G. Entonces existe σ ∈ ∂D y λ ∈ C, λ 6= 0, de forma
que l´ım
r→1−
G(rσ) = λ.
Demostración. Acabamos de ver que el generador inﬁnitesimal del semigrupo continuo
de funciones analíticas {ϕt}t≥0 es de la forma
G(z) = R(z)P (z)
con R polinomio y Re(P (z)) ≥ 0 para todo z ∈ D. Esta característica va a ser deter-
minante para probar el presente resultado.
Si la función P es idénticamente nula, ocurriría lo mismo con el generador inﬁni-
tesimal y, por tanto, el semigrupo de funciones analíticas sería el trivial. Por tanto,
suponemos que P no es idénticamente nula.
Gracias a que Re(P ) ≥ 0, se tiene que P ∈ H 12 . En efecto, si P es constante se
tiene de inmediato. Por el contrario, si P no es constante, haciendo uso del Teorema
de la Aplicación Abierta, podemos garantizar que Re(P ) > 0, lo que implica que dicha
función no se anula nunca y, consecuentemente, podemos considerar la función
√
P (z),
para z ∈ D.
Ahora bien, por lo que acabamos de decir, la función P lleva el disco unidad en
el conjunto de números complejos con parte real positiva. A su vez, al calcular la raíz
cuadrada de estos números, se tiene que√
P (D) ⊂ {w ∈ D : | Imw| ≤ Rew}.
Por tanto, dado w en ese conjunto, se tiene que
|w|2 = (Rew)2 + (Imw)2 ≤ 2(Rew)2
y, en consecuencia,
|
√
(P (z))| ≤
√
2Re(
√
P (z))
para todo z ∈ D.
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Por último, si integramos en cada circunferencia de centro 0 y radio 0 < r < 1,
tenemos que∫ 2pi
0
|
√
P (reiθ)|dθ ≤
∫ 2pi
0
√
2Re(
√
P (reiθ))dθ =
√
2Re(
√
P (0)) < +∞,
donde se ha utilizado en la última igualdad el hecho de que la función del integrando sea
armónica. Como hemos obtenido una cota superior ﬁnita que no depende del r, tomando
supremo en estos valores y adaptando los resultados obtenidos convenientemente se tiene
que
sup
0<r<1
(
1
2pi
∫ 2pi
0
|P (reiθ)| 12
)2
< +∞,
quedando probado que P ∈ H 12 .
Recordemos ahora, como se ha visto en la asignatura Variable Compleja y Operado-
res, que toda función de H
1
2 pertenece a la clase de Nevanlinna y, por tanto, tiene límite
radial en casi todo punto. Puesto que P no es nula, este límite es distinto de cero salvo
en un conjunto de medida nula. Tomando un punto σ ∈ ∂D tal que l´ım
r→1−
P (rσ) 6= 0
y R(σ) 6= 0 (que es posible puesto que R tiene un número ﬁnito de ceros al ser un
polinomio de grado, como mucho, dos) se tiene que
l´ım
r→1−
G(rσ) 6= 0,
como se quería probar.
A continuación, vamos a probar bajo ciertas condiciones que, dada una función
f ∈ H∞, existe el límite radial de la misma en el punto σ ∈ ∂D del resultado anterior.
Proposición 4.23. Sea f ∈ H∞ de forma que Gf ′ ∈ H∞, siendo G el generador
inﬁnitesimal del semigrupo de funciones analíticas en cuestión. Sea σ ∈ ∂D el punto
cuya existencia se garantiza en la Proposición 4.22. Entonces, la función h deﬁnida por
h : (0, 1) −→ C
r 7−→ f(rσ)
veriﬁca que su derivada está acotada. En consecuencia, existe el límite
l´ım
r→1−
f(rσ).
Demostración. En primer lugar, tenemos por una de las hipótesis que Gf ′ ∈ H∞, es
decir, existe una constante M > 0 de forma que
|G(z)f ′(z)| ≤M
para todo z ∈ D.
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Por otra parte, se tiene gracias a la Proposición 4.22 que existe un valor σ ∈ ∂D y
λ ∈ C no nulo de forma que l´ım
r→1
G(rσ) = λ. Precisamente por ser el límite distinto de
cero, podemos garantizar la existencia de una constante δ > 0 de forma que |G(rσ)| ≥ δ
para todo r ∈ (r0, 1), para cierto 0 ≤ r0 < 1.
Enlazando las cotas anteriores, se tiene que
M ≥ |G(rσ)f ′(rσ)| = |G(rσ)||f ′(rσ)| ≥ δ|f ′(rσ)|
para todo r0 < r < 1.
Tomando supremo en r y despejando convenientemente, teniendo en cuenta que
δ > 0, se prueba que
sup
r0<r<1
|f ′(rσ)| ≤ M
δ
= cte,
de forma que f ′ es una función acotada en el intervalo indicado en el supremo. En
[0, r0σ] la propiedad de ser acotada se tiene gracias a que la función es acotada en com-
pactos.
Como h′(r) = σf ′(rσ) y |σ| = 1, h es una función derivable en (0, 1) con derivada
acotada.
Para probar la existencia del límite que aparece en el enunciado como consecuencia
de lo anterior, tenemos en cuenta que
f(rσ)− f(0) =
∫ rσ
0
f ′(z)dz.
Haciendo el cambio en el integrando z = tσ y ajustando los nuevos límites de integra-
ción, lo anterior es igual a
h(r)− h(0) =
∫ r
0
f ′(tσ)σdt =
∫ r
0
h′(t)dt. (4.28)
Ahora bien, por el Teorema de la Convergencia Dominada, sabemos que existe el
límite
l´ım
r→1
∫ r
0
h′(t)dt.
Por tanto, teniendo en cuenta todo lo anterior y calculando el límite en la expresión
(4.28), se tiene que
l´ım
r→1
f(rσ) = f(0) + l´ım
r→1
∫ r
0
f ′(tσ)σdt = f(0) +
∫ 1
0
f ′(tσ)σdt = f(0) +
∫ 1
0
h′(t)dt.
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En el siguiente resultado vamos a dar un paso más probando que existe el límite
anterior pero cuando f pertenece a la clausura del conjunto que se va a detallar en el
enunciado.
Proposición 4.24. Sea f ∈ H∞ de forma que f ∈ {g ∈ H∞ : Gg′ ∈ H∞}, siendo
G el generador del semigrupo de funciones analíticas en cuestión. Entonces existe el
siguiente límite
l´ım
r→1
f(rσ),
siendo σ ∈ ∂D el valor cuya existencia se probó en la Proposición 4.22.
Demostración. Sea f ∈ {g ∈ H∞ : Gg′ ∈ H∞}. Razonando por reducción al absurdo,
supongamos que no existe el límite
l´ım
r→1
f(rσ).
Puesto que f es una función acotada, existen dos números λ1, λ2 ∈ C con λ1 6= λ2,
y dos sucesiones {rn}n≥1 y {sn}n≥1 en (0, 1), ambas convergentes a 1, de forma que
l´ım
n→+∞
f(rnσ) = λ1 y l´ım
n→+∞
f(snσ) = λ2.
Sea ahora ε =
1
3
|λ1 − λ2| > 0. Por hipótesis, existe una función g ∈ H∞ con
Gg′ ∈ H∞ de forma que
‖f − g‖H∞ < ε.
Sea λ = l´ım
r→1−
g(rσ), cuya existencia está garantizada gracias a la Proposición 4.23.
Puesto que
|f(rnσ)− g(rnσ)| < ε
para todo n ∈ N, se tiene que |λ1 − λ| ≤ ε.
Análogamente, tenemos que
|f(snσ)− g(snσ)| < ε
para todo n ∈ N, de forma que |λ2 − λ| ≤ ε.
Pero ambas estimaciones son imposibles simultáneamente puesto que, por hipótesis,
|λ1 − λ2| = 3ε. Por tanto, hemos llegado a un absurdo y podemos aﬁrmar que existe el
límite
l´ım
r→1−
f(rσ).
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En último lugar, vamos a dar un ejemplo de una función holomorfa y acotada cuyo
límite radial en σ ∈ ∂D no existe. En particular, vamos a construir dicha función me-
diante la composición de una serie de funciones partiendo del disco unidad como primer
dominio.
Consideramos la función R(z) =
1 + z
1− z , con z ∈ D. Como hemos visto anteriormente
en la presente memoria, se tiene que
R(D) = {z ∈ C : Re z > 0}.
Calculando el logaritmo principal a la función anterior, que denotamos por log,
obtenemos una nueva función S(z) con z ∈ D deﬁnida por
S(z) = logR(z) = log
(
1 + z
1− z
)
= log
∣∣∣∣1 + z1− z
∣∣∣∣+ i arg(1 + z1− z
)
, z ∈ D.
En primer lugar es necesario observar que está bien deﬁnida, puesto que los únicos
problemas que podría presentar sería en los puntos 1 y −1, que no pertenecen al disco
unidad. Por tanto, tiene sentido deﬁnir una rama continua del logaritmo tal y como se
ha hecho arriba.
En segundo lugar, como
1 + z
1− z ∈ R(D), se tiene que
ImS(z) = arg
(
1 + z
1− z
)
∈
(
−pi
2
,
pi
2
)
.
De esta forma,
S(D) = {z ∈ C : | Im z| < pi
2
}.
Realizando una rotación de razón pi/2 a la función anterior, obtenemos una nueva,
a la que vamos a denotar por T, deﬁnida como
T (z) = iS(z) = i log
(
1 + z
1− z
)
, z ∈ D,
de forma que, por su propia construcción, el conjunto imagen del disco unidad es el
siguiente:
T (D) = {z ∈ C : |Re z| < pi
2
}.
Tomamos ahora exponencial en la función anterior de forma que obtenemos una
nueva función V deﬁnida como
V (z) = exp (T (z)) = exp
(
i log
(
1 + z
1− z
))
, z ∈ D.
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En primer lugar, hay que señalar que se trata de una función acotada en el disco
unidad, ya que
|V (z)| = | exp(T (z))| = exp(Re(T (z)) ≤ exp
(pi
2
)
para todo z ∈ D. Además es analítica en el disco unidad por composición de todas las
funciones que se han ido construyendo. En deﬁnitiva, V ∈ H∞.
Claramente se tiene que no existe el límite l´ım
r→1
V (r). En efecto, se tiene que
l´ım
r→1
log
(
1 + r
1− r
)
=∞,
lo que implica que al calcular el límite cuando r → 1 de V (r), los valores que toma la
función comienzan a moverse sobre la circunferencia unidad sin converger a un único
punto, dando lugar a la no existencia del límite.
Finalmente, si σ ∈ ∂D y consideramos la función f deﬁnida como
f(z) = V (σz), z ∈ D,
se tiene, siguiendo todo lo anterior, que no existe el límite
l´ım
r→1
f(rσ).
Llegados a este punto, estamos en disposición de enunciar el siguiente y último
resultado, con el que alcanzaremos el objetivo de este capítulo y cuya prueba será
inmediata a partir de todos los preparativos previos.
Teorema 4.25. Si {ϕt}t≥0 es un semigrupo continuo de funciones analíticas no trivial,
entonces el semigrupo de operadores de composición correspondiente {Q(t)}t≥0 no es
fuertemente continuo en el espacio H∞.
Demostración. Se acaba de probar justo antes del presente teorema que existe una
función f ∈ H∞ de forma que el límite radial
l´ım
r→1
f(rσ)
no existe, donde σ ∈ ∂D es el elemento cuya existencia se probó en la Proposición 4.22.
Por tanto, por la Proposición 4.24, tenemos que
f 6∈ {f ∈ H∞ : Gf ′ ∈ H∞},
siendo G el generador inﬁnitesimal del semigrupo de funciones analíticas en cuestión.
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En consecuencia, podemos aﬁrmar que
H∞ 6= {f ∈ H∞ : Gf ′ ∈ H∞},
puesto que hemos encontrado una función holomorfa y acotada que no está en la clau-
sura del conjunto descrito arriba.
Finalmente, haciendo uso de la primera equivalencia que se probó en el Teorema 3.24,
podemos aﬁrmar que el semigrupo de operadores de composición {Q(t)}t≥0 inducido
por el semigrupo de funciones analíticas de partida no es fuertemente continuo en el
espacio H∞.

Apéndice A
Transformada de Fourier.
Al referirnos a los conceptos relacionados con la transformada de Fourier, que deﬁ-
niremos a continuación, denotaremos por m a la medida de Lebesgue en R normalizada,
que no es más que la medida de Lebesgue usual dividida por
√
2pi. Este cambio per-
mitirá tratar con mayor simplicidad algunos resultados como el Teorema de Plancherel
u otros de gran importancia pero que no trataremos al no ser necesarios para nuestro
trabajo. De esta forma, se tiene que∫
R
f(x)dm(x) =
1√
2pi
∫
R
f(x)dx. (A.1)
Es cierto que la notación varía ahora con la que hemos utilizado a lo largo del
trabajo, puesto que entonces m denotaba a la medida de Lebesgue sin normalizar, pero
este hecho no nos debe preocupar puesto que lo que vamos a ver ahora son resultados
generales necesarios para algunos ejemplos estudiados a lo largo de la memoria. Cabe
señalar que las deﬁniciones y enunciados, junto con las pruebas que no detallemos a
continuación, pueden consultarse en el Capítulo 9 de [Rud2]. Tal y como se acaba de
indicar, el ﬁn principal de este apéndice es estudiar brevemente algunas propiedades de
la Transformada de Fourier en L1(R), así como su relación con el espacio L2(R).
Deﬁnición A.1. Sea f ∈ L1(R). Se deﬁne la transformada de Fourier de f como
fˆ(t) =
∫
R
f(x)e−ixtdm(x), t ∈ R. (A.2)
Debemos observar que por ser f ∈ L1(R), la integral anterior está bien deﬁnida pa-
ra todo t real. Siendo un poco más precisos, llamaríamos transformada de Fourier a la
aplicación que lleva f a fˆ . Cuando sea más conveniente, denotaremos a la transformada
de Fourier por F(f) en lugar de fˆ .
Cabe esperar que exista alguna forma de recuperar la función en cuestión si conoce-
mos su transformada de Fourier. Realizando un estudio detallado se puede comprobar
que es cierto, aunque nosotros lo vamos a resumir con el enunciado del siguiente resul-
tado.
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Teorema A.2. Sea f ∈ L1(R) con fˆ ∈ L1(R). Deﬁnimos la función g como
g(x) =
∫
R
fˆ(t)eixtdm(t), x ∈ R. (A.3)
Entonces, g ∈ C0 y g(x) = f(x) en casi todo punto.
Cuando sea conveniente, denotaremos a la función anterior g como F−1(f).
A continuación vamos a dar una serie de propiedades de la transformada de Fourier
que serán necesarias en algunas ocasiones para el desarrollo del trabajo, aunque no
daremos las pruebas de las mismas. Lo que sí cabe señalar es que la mayoría de ellas son
consecuencia de la invarianza por traslaciones de la medida de Lebesgue y, por tanto,
de la medida normalizada m. Además, se utiliza que para cada α real, la aplicación
ϕα : x→ eiαt veriﬁca ϕα(s+ t) = ϕα(s)ϕα(t) y |ϕ(t)| = 1 para todo s y t real. En otras
palabras, ϕα constituye un homomorﬁsmo del grupo aditivo R en el grupo multiplicativo
de los números complejos con módulo igual a 1. Con esa notación, nos disponemos a
enumerar las propiedades en el siguiente resultado.
Teorema A.3. Supongamos que f ∈ L1(R) y que α y λ son números reales. Se tiene,
1. Si g(x) = f(x)eiαx, entonces gˆ(t) = fˆ(t− α).
2. Si g(x) = f(x− α), entonces gˆ(t) = fˆ(t)e−iαt.
3. Si g(x) = f(−x), entonces gˆ(t) = fˆ(t).
4. Si g(x) = f
(x
λ
)
y λ > 0, entonces gˆ(t) = λfˆ(λt).
5. Si g(x) = −ixf(x) y g ∈ L1(R), entonces fˆ es diferenciable y fˆ ′(t) = gˆ(t).
Demostración. Como se comentó anteriormente, no vamos a dar la prueba de las pro-
piedades enumeradas salvo el último caso, en el que vamos a hacer una excepción al
aparecer la derivada de la transformada de Fourier. Vamos a ver su signiﬁcado y si está
bien deﬁnida.
Si consideramos el cociente incremental tenemos que
fˆ(s)− fˆ(t)
s− t =
∫
R
f(x)e−ixs − f(x)e−ixt
s− t dm(x)
=
∫
R
f(x)e−ixt
e−ix(s−t) − 1
s− t dm(x)
=
∫
R
f(x)e−ixtζ(x, s− t)dm(x), s 6= t, (A.4)
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donde ζ(x, u) =
e−ixu − 1
u
.
Ahora bien, no es difícil comprobar que |ζ(x, u)| ≤ |x| para todo u 6= 0 real y, ade-
más, l´ım
u→0
ϕ(x, u) = −ix. De esta forma, podemos aplicar el Teorema de la Convergencia
Dominada y, haciendo tender s a t en (A.4) se tiene que
fˆ ′(t) = −i
∫
R
xf(x)e−ixtdm(x) = −ix̂f(t) = gˆ(t), (A.5)
como se quería probar.
El espacio L2(R). Identidad de Plancherel.
Debido a que la medida de Lebesgue de R es inﬁnita, el espacio L2(R) no es un
subconjunto de L1(R), por lo que la deﬁnición de la transformada de Fourier que se dio
en la expresión (A.1) no se puede aplicar directamente a cualquier función f ∈ L2(R).
Sin embargo, sí es posible utilizar dicha deﬁnición para f ∈ L1(R) ∩ L2(R), teniéndose
además que fˆ ∈ L2(R).
Más aún, se puede probar que la aplicación que a cada f le asocia su transformada
de Fourier, y que va de L1(R)∩L2(R) a L2(R) se trata de una isometría, que se extiende
a otra isometría de L2(R) a L2(R) deﬁniendo, de esta forma, la transformada de Fourier
de toda función f ∈ L2(R).
En consecuencia, la teoría que se desarrolla para el espacio L2(R) guarda bastante
parecido con el caso de L1(R).
Brevemente, vamos a enunciar a continuación los resultados que serán necesarios
para nuestro trabajo, sin dar la prueba de los mismos.
Teorema A.4. A cada f ∈ L2(R) se le puede asociar una función fˆ ∈ L2(R) de forma
que veriﬁcan lo siguiente:
1. Si f ∈ L1(R)∩L2(R), entonces la transformada de Fourier de f en ambos espacios
coincide.
2. La aplicación f 7→ fˆ es lineal.
3. Para toda f ∈ L2(R), ‖f‖2 =
∥∥∥fˆ∥∥∥
2
.
La igualdad del tercer enunciado es la conocida Identidad de Plancherel, que prueba
la isometría de la que se hablaba al comienzo.

Apéndice B
Caracterización de la función
exponencial.
A la hora de construir el generador inﬁnitesimal de los semigrupos de operadores se
utiliza el hecho de que toda función compleja y continua satisfaciendo f(s+t) = f(s)f(t)
es de la forma eAt para cierta constante A. El objetivo es probar la veracidad de este
enunciado y, además, podremos dar el valor de dicha constante.
Proposición B.1. Sea f : [0,+∞)→ C una función continua satisfaciendo{
f(s+ t) = f(s)f(t) para todo s, t ≥ 0,
f(0) = 1.
(B.1)
Entonces f es diferenciable y existe una única constante A ∈ C de forma que se veriﬁca{
f ′(t) = Af(t) para t ≥ 0,
f(0) = 1.
(B.2)
Demostración. Sea la función g deﬁnida como
g(t) =
∫ t
0
f(s)ds, t ≥ 0. (B.3)
Como f es continua en [0,+∞), la función g es diferenciable y se tiene que
g′(t) = f(t), t ≥ 0.
Como g(0) = 0, siguiendo la deﬁnición de derivada en el punto 0 se tiene que
1 = f(0) = g′(0) = l´ım
t→0
g(t)− g(0)
t
,
lo que signiﬁca que existe un t0 > 0 lo suﬁcientemente pequeño de forma que g(t0) 6= 0.
Equivalentemente, g(t) es invertible (en el sentido de que existe g−1) para valores cer-
canos a 0.
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Teniendo ahora en cuenta la primera condición de (B.1) se tiene que
f(t) = g(t0)
−1g(t0)f(t) = g(t0)−1
(∫ t0
0
f(s)ds
)
f(t) = g(t0)
−1
∫ t0
0
f(s+ t)ds =
= g(t0)
−1
∫ t+t0
t
f(s)ds = g(t0)
−1(g(t+ t0)− g(t))
para todo t ≥ 0. Por tanto, la función f es también diferenciable y su derivada en un
punto cualquiera t es
f ′(t) = l´ım
h→0
f(t+ h)− f(t)
h
= l´ım
h→0
f(t)f(h)− f(t)
h
= f(t) l´ım
h→0
f(h)− 1
h
= f(t) l´ım
h→0
f(h)− f(0)
h
= f(t)f ′(0),
para todo t ≥ 0. Por tanto, denotando por A a la constante f ′(0) queda probado el
presente resultado.
Por resultados conocidos del campo de las ecuaciones diferenciales sabemos que
el problema de valores iniciales (B.2) tiene solución única. Aún así, en la siguiente
proposición damos una prueba alternativa para el problema de existencia y unicidad de
solución.
Proposición B.2. Sea f(t) = etA para todo t ≥ 0 con A ∈ C. Entonces, la función f
es la única función diferenciable que satisface el problema de valores iniciales (B.2).
Demostración. En primer lugar, se tiene de forma inmediata que la función f satisface
la condición (B.2).
Para demostrar que es única, consideramos otra función g : [0,+∞) → C satisfa-
ciendo las condiciones de (B.2). Fijemos t > 0. Consideramos una función h : [0, t]→ C
deﬁnida como
h(s) = f(s)g(t− s), 0 ≤ s ≤ t. (B.4)
Por construcción, esa función es diferenciable para cada valor de t > 0 ﬁjo y su derivada
es la siguiente:
h′(s) = f ′(s)g(t− s)− f(s)g′(t− s)
= Af(s)g(t− s)− Af(s)g(t− s) = 0.
Esto signiﬁca que la función es constante y, en particular, h(0) = h(t). Este hecho
añadido a que g(0) = f(0) = 1 da lugar a
f(t) = h(t) = h(0) = g(t). (B.5)
Por tanto, f(t) = g(t) para todo t ∈ [0,+∞).
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Con todo ello, podemos dar respuesta aﬁrmativa al problema que se planteó al
principio y lo hacemos enunciando el siguiente teorema:
Teorema B.3. Sea una función continua f : [0,+∞)→ C satisfaciendo las condiciones
(B.1). Entonces exite una única constante A ∈ C de forma que
f(t) = eAt, para todo t ≥ 0. (B.6)

Apéndice C
Integrales vectoriales.
Sea una medida positiva µ y un espacio de medida Q. En muchas ocasiones se desea
integrar funciones f deﬁnidas en un espacio de medida como el anterior y con valores
en algún espacio vectorial topológico X, tal y como ocurre en la mayor parte de nuestro
trabajo. Por tanto, el problema que vamos a tratar es cómo deﬁnir o como asociar a f
un vector del espacio X al que vamos a denotar por∫
Q
fdµ, (C.1)
es decir, pretendemos deﬁnir una integral vectorial que respete la mayoría de las pro-
piedades que las integrales convencionales cumplen.
Por ejemplo, la ecuación
Λ
(∫
Q
fdµ
)
=
∫
Q
(Λf)dµ
debería ser cierta para toda aplicación Λ ∈ X∗, puesto que las aplicaciones lineales y
continuas respetan la suma y, en cierto modo, las integrales son límites de sumas. De
hecho, la deﬁnición que vamos a ver estará basada únicamente en este requisito.
Por tanto, vamos a exponer a continuación la deﬁnición formal de integral vectorial,
así como algunas propiedades cuyo uso es frecuente a lo largo de nuestro trabajo.
Deﬁnición C.1. Supongamos que µ es una medida en un espacio de medida Q, X
es un espacio vectorial topológico de forma que X∗ separa puntos, y f : Q → X una
función de forma que las funciones escalares Λf son integrables respecto a la medida µ,
para todo operador Λ ∈ X∗. Cabe señalar que Λf se deﬁne como
(Λf)(q) = Λ(f(q)), q ∈ Q. (C.2)
Si existe un vector y ∈ X de forma que
Λy =
∫
Q
(Λf)dµ
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para todo Λ ∈ X∗, deﬁnimos la integral vectorial de f como∫
Q
fdµ = y. (C.3)
Debido a que X∗ separa puntos en X, podemos garantizar que hay a lo más un y
de los que se acaban de deﬁnir para cada f, de forma que no debemos preocuparnos de
la unicidad del problema.
En cuanto a la existencia, en el Teorema 3.27 de [Rud1] se prueba únicamente
el caso particular en el que Q es compacto y f es continua, pues es suﬁciente para
bastantes aplicaciones posteriores. En ese caso, f(Q) es compacto y, la otra condición
que se impone es que la envoltura convexa cerrada de f(Q) sea compacta. Cuando
X es un espacio de Fréchet, se puede probar que esta última condición se tiene de
manera inmediata. Siguiendo la referencia citada arriba, enunciamos de manera formal
el problema de existencia de solución.
Teorema C.2. Supongamos que X es un espacio vectorial topológico de forma que su
dual X∗ separa puntos y que µ es una medida de probabilidad de Borel deﬁnida en un
espacio de Hausdorﬀ compacto Q. Si f : Q → X es continua y co(f(Q)) es compacta
en X, entonces la integral
y =
∫
Q
fdµ (C.4)
existe en el sentido de la Deﬁnición C.1. Además, y ∈ co(f(Q)).
A modo de recordatorio, una medida de Borel deﬁnida en un espacio compacto (o
localmente compacto) y de Hausdorﬀ Q es una medida deﬁnida en la σ−álgebra de to-
dos los conjuntos de Borel de Q. Más aún, se trata de la menor σ−álgebra que contiene
a todos los abiertos de Q. Si, además, hablamos de medida de probabilidad, estamos
diciendo que la medida del espacio total es 1. En cuando a co(f(Q)), denotamos con
dicha simbología a la envoltura convexa de f(Q).
Situándonos por un momento al margen de la línea seguida en [Rud1], vamos a
demostrar la existencia de la integral (C.4) en el sentido de la Deﬁnición C.1 para el
caso particular de nuestra memoria. Es decir, Q se tratará de un intervalo real [a, b] con
la medida de Lebesgue y X será un espacio de Banach. De esta forma, consideramos la
función f : [a, b]→ X y queremos probar que existe la integral∫ b
a
f(t)dt. (C.5)
Para ello, consideramos la sucesión {an}n≥0 deﬁnida por
an =
2n∑
k=1
f
(
a+
b− a
2n
k
)
b− a
2n
. (C.6)
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El objetivo es probar que dicha sucesión es de Cauchy.
Sean dos valores m,n ∈ N distintos de forma que podemos suponer, sin pérdida de
generalidad, que m > n. Consideramos la diferencia an − am, de forma que se tiene
an − am =
2n∑
k=1
f
(
a+
b− a
2n
k
)
b− a
2n
−
2m∑
k=1
f
(
a+
b− a
2m
k
)
b− a
2m
=
2n∑
k=1
f (a+ b− a
2n
k
)
−
k2m−n∑
j=(k−1)2m−n+1
f
(
a+
b− a
2m
j
)
2n−m
 b− a
2n
.
Los límites del segundo sumatorio se obtienen a partir del hecho de que
j
2m
∈
(
k − 1
2n
,
k
2n
]
,
de forma que (k− 1)2m−n < j ≤ k2m−n. Si continuamos a partir de la última expresión
obtenida se tiene que
an − am =
2n∑
k=1
 k2m−n∑
j=(k−1)2m−n+1
(
f
(
a+
b− a
2n
k
)
2n−m − f
(
a+
b− a
2m
j
)
2n−m
) b− a
2n
=
2n∑
k=1
 k2m−n∑
j=(k−1)2m−n+1
(
f
(
a+
b− a
2n
k
)
− f
(
a+
b− a
2m
j
)) (b− a)2−m,
donde hemos utilizado que el segundo sumatorio cuenta con 2m−n sumandos. Acotando
ahora en norma se tiene que
‖an − am‖ ≤
2n∑
k=1
 k2m−n∑
j=(k−1)2m−n+1
∥∥∥∥f (a+ b− a2n k
)
− f
(
a+
b− a
2m
j
)∥∥∥∥
 (b− a)2−m.
Haciendo uso de la continuidad uniforme de la función f podemos garantizar que la
cantidad a la que se está calculando la norma es menor que un valor ε > 0 dado, puesto
los argumentos de dicha función están lo suﬁcientemente cercanos. De esta forma,
‖an − am‖ ≤
2n∑
k=1
 k2m−n∑
j=(k−1)2m−n+1
ε(b− a)2−m
 = 2n∑
k=1
2m−nε(b− a)2−m
= 2n2m−nε(b− a)2−m = ε(b− a).
Como el valor de ε > 0 es arbitrario, podemos aﬁrmar que {an}n≥0 es una sucesión de
Cauchy. Al ser X un espacio de Banach podemos aﬁrmar, además, que es una sucesión
convergente, es decir, existe el límite
l´ım
n→+∞
an.
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Tal y como se ha deﬁnido la sucesión, se tiene que
l´ım
n→+∞
an = l´ım
n→+∞
2n∑
k=1
f
(
a+
b− a
2n
k
)
b− a
2n
=
∫ b
a
f(t)dt,
de forma que la función f es integrable. Para probar, ﬁnalmente, que lo es en el sentido
de la Deﬁnición C.1, hay que ver que para todo Λ ∈ X∗ se tiene que
Λ
(∫ b
a
f(t)dt
)
=
∫ b
a
Λf(t)dt.
En efecto, por la propia deﬁnición de la integral de f a partir de sucesiones y por
su propiedad de ser continua se tiene que
Λ
(∫ b
a
f(t)dt
)
= Λ( l´ım
n→+∞
an) = l´ım
n→+∞
Λan =
∫ b
a
Λf(t)dt,
dando por concluida, de esta forma, la prueba de la integral en el sentido de la Deﬁni-
ción C.1 para el caso particular de nuestra memoria.
En el siguiente resultado vamos a ver una caracterización en la que se toma el caso
particular de f(x) = x, volviendo, de nuevo, al estudio general que se lleva a cabo en
[Rud1].
Teorema C.3. Supongamos que X es un espacio vectorial topológico con X∗ separando
puntos, Q un subconjunto compacto de X y que la envoltura convexa cerrada de Q, co(Q)
es compacta. Entonces y ∈ co(Q) si y solamente si existe una medida de probabilidad
de Borel regular µ en Q de forma que
y =
∫
Q
xdµ(x), (C.7)
donde la integral debe ser entendida en el sentido de la Deﬁnición C.1, con f(x) = x.
De nuevo, la condición de que la envoltura convexa cerrada de Q sea compacta sería
consecuencia directa de la compacidad de Q en X si el espacio ambiente X se tratase
de un espacio de Fréchet.
Es importante recordar que una medida de Borel en Q se dice regular si
µ(E) = sup{µ(K) : K ⊂ E} = ı´nf{µ(G) : E ⊂ G},
para todo conjunto de Borel E ⊂ Q; donde K representa a los compactos contenidos
en E y G a los abiertos que contienen a E.
En deﬁnitiva, el resultado anterior representa al elemento y como una media pon-
derada de Q, o como el centro de masa de una cierta unidad de masa distribuida
sobre Q.
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Teorema C.4. Supongamoa que Q es un espacio de Hausdorﬀ compacto, X un espacio
de Banach, f : Q → X una función continua y µ una medida de Borel positiva en Q.
Entonces ∥∥∥∥∫
Q
fdµ
∥∥∥∥ ≤ ∫
Q
‖f‖ dµ. (C.8)
Demostración. Denotamos por y a la integral
y =
∫
Q
fdµ.
Es posible probar que existe un elemento Λ ∈ X∗ de forma que Λy = ‖y‖ y |Λx| ≤
‖x‖ para todo x ∈ X (pudiéndose consultar en el corolario del Teorema 3.3 de [Rud1]).
En particular, se tiene que
|Λf(s)| ≤ ‖f(s)‖
para todo s ∈ Q. Gracias al Teorema C.2 tenemos que la integral que deﬁne al elemento
y anterior existe en el sentido de la Deﬁnición C.1. Con todo ello tenemos que
‖y‖ = Λy = Λ
(∫
Q
fdµ
)
=
∫
Q
(Λf)dµ ≤
∫
Q
‖f‖ dµ,
quedando probado, de esta forma, el presente resultado.
En el siguiente resultado vamos a probar otra de las propiedades que se ha utilizado
a lo largo de la memoria, donde se ven involucrados los operadores lineales y continuos.
Teorema C.5. Supongamos que se tienen las hipótesis del Teorema C.2. Sea Y un
espacio vectorial de forma que Y ∗ separa puntos y T : X → Y una función lineal y
continua. Entonces, Tf es integrable en el sentido de la Deﬁnición C.1 y, además,∫
Q
(Tf)dµ = T
(∫
Q
fdµ
)
. (C.9)
Demostración. En primer lugar hagamos un par de observaciones. Como estamos en
las hipótesis del Teorema C.2, se tiene que la función f : Q → X es integrable en el
sentido de la Deﬁnición C.1. En consecuencia, Tf : Q → Y es integrable en el sentido
de la Deﬁnición C.1 gracias al Teorema C.2. Por otra parte, dada Λ ∈ Y ∗ podemos
observar que
X
T−→ Y Λ−→ R,
es decir, TΛ ∈ X∗. Con todo ello, nos disponemos a probar la expresión (C.9).
Sea Λ ∈ Y ∗, tenemos que
Λ
(
T
(∫
Q
fdµ
))
= (Λ ◦ T )
(∫
Q
fdµ
)
=
∫
Q
(Λ ◦ T )fdµ,
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donde hemos utilizado el hecho de que Λ ◦ T ∈ X∗ y, además, f es integrable en el
sentido de la Deﬁnición C.1, tal y como se dijo al comienzo de la demostración.
Continuando con la última expresión tenemos que∫
Q
(Λ ◦ T )fdµ =
∫
Q
Λ ◦ (Tf)dµ = Λ
(∫
Q
Tfdµ
)
,
usándose ahora que Λ ∈ Y ∗ y Tf es integrable en el sentido de la Deﬁnición C.1.
En deﬁnitiva, hemos probado que
Λ
(
T
(∫
Q
fdµ
))
= Λ
(∫
Q
Tfdµ
)
para todo Λ ∈ Y ∗. Precisamente por el hecho de que Λ ∈ Y ∗ es arbitrario, podemos
aﬁrmar que
T
(∫
Q
fdµ
)
=
∫
Q
Tfdµ,
para T : X → Y lineal y continua. Con ello queda probada la expresión (C.9) y, tal
y como se justiﬁcó al principio, el hecho de que Tf sea integrable en el sentido de la
Deﬁnición C.1.
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