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Using general methods from the theory of combinatorial species, in the sense of 
A. Joyal (Adv. in Muth. 42 (1981) l-82) symmetric powers of suitably chosen dif- 
ferential operators are interpreted combinatorially in terms of “Cclosions” 
(bloomings) of certain kinds of points, called “bourgeons” (buds), into certain 
kinds of structures, called “gerbes” (bundles). This gives rise to a combinatorial 
setting and simple proof of a general multidimensional power series reversion for- 
mula of the Lie-Grobner type (W. Grobner, “Die Lie-Reihen und ihre Anwen- 
dungen,” D. Verlag d. Wiss., Berlin, 1960, 1967; “Monatchefte fur Mathematik,” 
LXVI Bond, 1962). Some related functional equations are also treated and an adap- 
tation of the results to the reversion of cycle index (indicatrix) series, in the sense of 
Polya-Joyal (Joyal, lot. cit.), is given. (, 1985 Academic Press, Inc. 
0. INTRODUCTION 
En dimension k, le probkme de l’inversion des siries formelles sur un 
corps K (commutatif et de caractkristique z&-o) consiste en ceci: Etant don- 
n&es k skies formelles 
F,(X,,...,X~)E WCCX,,...,X,ll, i=l >.a., k (0.1) 
en les variables X, ,..., Xk et i coefficients dans le corps K, il s’agit de d&rive 
explicitement les k skies formelles 
Ai(Xl 3...> xA 1 E  K  [ I  Lx1 5...5 xk] 12 i = l,..., k, (0.2) 
qui sont dhfinies implicitement par les k kquations 
x, = FAA 1 ,...,A,), i = l,..., k. (0.3) 
En d’autres termes, il faut trouver des expressions pour le vecteur de skies 
formelles A = (A 1 ,..., Ak) inverse du vecteur F= (F, ,..., Fk) sow l’ophation 
de substitution dans (W[[X,,..., X,1])“. Bien entendu, pour que ce 
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probleme d’inversion fasse du sens et possede une solution unique 
A = F< - ’ ), nous devons imposer aux Fi qu’elles soient saris terme constant 
et que le jacobien de F a I’origine soit non nul: 
Fi(O,..., 0) = 0, i = l,..., k, 
al;, 
det ax, (0 ,..., 0) # 0. (0.4) 
L’inverse A satisfait alors les memes conditions a I’origine que F. De plus, 
quitte a effectuer une transformation lineaire inversible adequate sur les 
variables X, on peut supposer, saris perte de gtntralite, que la matrice 
jacobienne de F a I’origine est Cgale a la matrice identite. On se trouve ainsi 
ramene B des F, pouvant s’ecrire sous la forme 
F,(X,,..., X,)=X, - G;(X, ,..., X,), i= l,..., k, (0.5) 
ou les Gj sont d’ordre 22. Faisant appel a ces Gi, les equations (0.3) 
dtcrivant implicitement les Ai peuvent maintenant se mettre sous la forme 
“additiue” interessante 
A; = Xi + G,(A I)...) Ak), i= I,..., k, (0.6) 
ou, de facon plus compacte, 
A =X+G(A), (0.7) 
avec A = (A ,,..., Ak), X= (A’, ,..., AT,), G(A) = (G,(A) ,..., G,(A)). En dimen- 
sion k = 1 nous conviendrons, selon l’usage, d’identitier A avec A,, X avec 
X, ,..., etc. 
Un sous-cas important de (0.5) est le cas dit diagonal. C’est celui ou 
chaque G, se laisse factoriser comme suit 
G,(X, ,..., X,) = X;T,(X,, . . . . X,), i= l,..., k, (0.8) 
les T, Ctant d’ordre 3 1. Lorsque ces conditions sont remplies, (0.5) peut 
s’ecrire sous la forme 
Fi(X, )...P J’k) = XJR<(X, v...y xk), i= I,..., k, (0.9) 
ou les Rj sont detinies par Rj= l/(1 -r,) et satisfont Ri(O,..., 0) = 1, 
i= 1 ,..., k. Faisant appel a ces R,, les equations (0.3) decrivant 
implicitement les Aj peuvent, cette fois, se ramener A la forme 
“multiplicative” particulitre 
A, = X,Ri(A, ,...> Ak)r i = l,..., k, (0.10) 
ou, de facon plus compacte, 
A = XR(A), (0.11) 
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avec conventions d’ecriture Cvidentes (dont la multiplication des vecteurs 
composante a composante). 11 est a remarquer qu’en dimension k = 1, la 
forme multiplicative (0.10) cesse d’etre un sous-cas strict de la forme 
additive (0.6) puisqu’alors la factorisation (0.8) est toujours possible. 
Lorsque nous voudrons considerer explicitement une strie formelle 
comme somme de monomes en X1,..., X,, nous utiliserons la notation 
habituelle des multi-indices avec factorielles. De plus, les coefficients seront 
toujours d&i& par la lettre minuscule correspondant d la lettre majuscule 
reprhentant la sCrie. Ainsi, on ecrira par exemple, 
A,=Ca,,,X”/n!, i = l,..., k, (0.12) 
en convenant que 
n = (n, ,..., nk), y=x;‘.‘*xnk k 2 n! =n,!...n,!, ai,n E K. (0.13) 
On pourra aussi utiliser la notation vectorielle plus concise 
A = c a,Y’/n! (0.14) 
oti, cette fois, a, = (a,,, )...) ak,” ) E Kk est un vecteur de coefficients. 
Lagrange [25] a don& pour la premiere fois une solution au problbme 
d’inversion (0.3) dans le cas unidimensionnel (avec K = R ou C) a l’aide de 
sa formule dtsormais ctlbbre 
Plus gtntralement, 
variable, et posant 
d"' y" 
an=+ F(Y) . C-l I (0.15) Y=O 
&ant donnee une serie formelle quelconque Q(X), a une 
B(X) = @(A(X)) = c b,X”/n!, (0.16) 
il a obtenu l’extension suivante de (0.15) 
Ces expressions pour a, et 6, sont particulierement bien adapt&es a la ver- 
sion multiplicative, A = XR(A), du probleme d’inversion puisque I’on peut 
les rtsumer sous les formes commodes 
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Ces formules de Lagrange (ainsi que leurs proches parentes) ont depuis 
abondamment Cte Ctudites et utilisees dans la litterature. Ainsi on en 
possede plusieurs demonstrations analytiques, algtbriques ou com- 
binatoires [6, 8, 13-16, 18, 20, 22, 23, 25-29, 31, 321. La derniere en date, 
due a Labelle [23] (voir aussi [20,24]) fait appel a la rtcente theorie com- 
binatoire des espkces de structures au sens de Joyal [20]. Brievement (et 
saris entrer dans les details), cette demonstration se resume ainsi: Une 
espece R ttant donnee, l’equation A = XR(A) est d’abord relevee au plan 
combinatoire. La solution A de cette equation est une espece de structure 
qui est celle des arborescences dites R-enrich& Des bijections com- 
binatoires construites a partir de l’espece A et d’especes analogues (dont 
celles des endofonctions R-enrichies et des vertebres R-enrichis) permettent 
alors de conclure aux formules (0.18) par passage aux series gentratrices 
sous-jacentes. 
En plus de faire ressortir sous un eclairage nouveau les liens intimes qui 
existent entre l’inversion de Lagrange et les suites de polynbmes de type 
binomial de Rota-Mullin-Roman [27-291, ce traitement structure1 de 
l’tquation A = XR(A) a aussi permis d’obtenir des versions generalides 
“enrichies” des fameuses identites d’Abe1 ainsi qu’une approche com- 
binatoire pour l’iteration de Newton-Raphson; voir Labelle [23] ainsi que 
Decoste, Labelle, et Leroux [7]. 
Quant aux extensions multidimensionnelles [ 1, 3, 5, 9-12, 14, 15, 17, 19, 
21, 303 de I’inversion de Lagrange qui ont tte proposees jusqu’a main- 
tenant, elles sont en general beaucoup plus dtlicates a Ctablir que dans le 
cas unidimensionnel, m&me lorsque I’on les restreint au cas particulier 
diagonal ou multiplicatif mentionnt plus haut. 
Le but principal du present travail est de proposer un cadre et des 
demonstrations combinatoires pour les “proches parentes” suivantes des 
formules de Lagrange: 
Analytiquement parlant, ces formules, essentiellement continues dans 
Griibner [14, 151, sont des consequences assez directes de la formule clas- 
sique de Taylor. Pour le voir, il s&it de developper F(-‘)(X+ F( Y)) et 
@(F( -‘>(A’+ F(Y))) en series de Taylor en X autour de l’origine et ensuite 
de faire Y = 0; voir [22] pour les details. Nous conviendrons done d’appe- 
ler les expressions (0.19) les formules d’inversion de Taylor. Nous allons 
voir, dans les sections qui viennent, que ces formules sont particulierement 
bien adapt&es a la forme additive genbrale (0.7) du probleme d’inversion en 
plus d’avoir les qualites suivantes: 
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. Elles possbdent une d6monstration combinatoire qui utilise seulement 
des bijections natwelles (Sect. 1). 
l Elles s’dtendent et se dkmontrent directement dans le cas multidimen- 
sionnel (Sect. 2). 
l Elles donnent lieu ci des Pquations fonctionnelles structurelles rema- 
quables concernant certaines sortes d’arborescences (Sect. 3). 
l Elles possedent une version qui se situe au niveau des st!ries indicatri- 
ces de cycles au sens de Pdlya-Joyal [20] (Sect. 4). 
Sur le plan combinatoire, l’inversion de Taylor apparaitra done comme 
une methode utile meritant d’etre ajoutte a celle de Lagrange. Elle peut de 
plus etre implant&e sur ordinateur aussi facilement que celle de Lagrange. 
1. LE CAS UNIDIMENSIONNEL 
Le but de la prtsente section est d’etablir les for-mules d’inversion de 
Taylor (0.19) dans le cas unidimensionnel, en utilisant une approche pure- 
ment combinatoire. Leur extension multidimensionnelle fera l’objet de la 
prochaine section. Cette facon de proctder, en deux etapes, permettra de 
simplifier la presentation de l’approche utiliste et fera mieux ressortir jus- 
qu’a quel point sont mineures les differences entre les deux cas. Nous allons 
constamment faire appel, dans nos demarches, aux concepts, rtsultats, 
mtthodes et conventions graphiques de la theorie combinatoire des espbces 
de structures au sens de Joyal [20] (on peut aussi consulter Labelle [24] 
et Labelle [23]). 
Donnons-nous, au deart, une espece arbitraire G d’ordre >/2 et desi- 
gnons par X (en accord avec l’usage) l’espece des singletons. Les operations 
entre especes permettent de relever l’equation A = X+ G(A) au plan de la 
combinatoire en disant simplement qu’une A-structure est (iE bzjection natu- 
relle prds) soit un singleton, soit une G-assembke de A-structures. La situa- 
tion se presente done graphiquement comme dans la figure 1 dans laquelle 
l’arc de cercle symbolise la G-structure placee sur l’assemblee. 
Les ensembles sous-jacents aux structures etant toujours finis et l’espece 
G portant sur des ensembles de cardinalite 82 par hypothbse, une simple 
SINGLETON OU 
FIGURE 1 
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FIGURE 2 
iteration montre qu’une A-structure est une G-arborescence de Catalan au 
sens de la figure 2. Pour des raisons Cvidentes, les singletons sous-jacents 
seront dorenavant appeles feuilles et seront schematises par des A . Remar- 
quer le cas dtgenere qui consiste en une feuille seulement. Dans la situation 
ou G = X2 (qui est l’espece des couples de points distincts), l’espece A s’i- 
dentifie canoniquement a celle des systemes de parenthesages binaires pla- 
ces sur un ensemble; d’ou le nom de Catalan dans la terminologie utilisee. 
D’autre part, puisque F(X) = X- G(X) (voir (0.5)) les formules d’inver- 
sion (0.19) peuvent &tre mises sous la forme 
a,=9nYIy=o, b,=W@(Y)/.=, 
ou 9 est l’optrateur differentiel dtlini par 
d +Q(Y)d=L- 1 d 
dY F(Y)dY l-G’(Y)dY’ 
(1.1) 
Tenant compte de (0.14) a (0.16), un appel a la notation exponentielle per- 
met de synthttiser l’inversion de Taylor comme suit 
A(X) = eX”YI y=O, B(X) = @(A(X)) = eXB@( Y)( y=O. (1.3) 
C’est sous cette forme “globale” (1.3) que nous voulons etablir combinatoi- 
rement l’inversion de Taylor (voir Theoreme 1.5). Dans le but d’interpreter 
structurellement l’operateur X9 = X2( Y)(d/dY) donne par (1.2), ajoutons 
aux points de la sorte X que sont les feuilles, une autre sorte de points, 
ceux de la sorte Y, que nous proposons d’appeler les bourgeons et que nous 
designons par des 0. Nous aurons besoin de deux especes auxiliaires por- 
tant chacune sur ces deux sortes de points: celle des G-bouquets est celle 
des G-gerbes. Ces especes sont detinies graphiquement par les figures 3 et 4 
respectivement. Ainsi, un G-bouquet est soit une simple feuille, soit une G- 
structure placee sur un ensemble tini arbitraire de feuilles et de bourgeons. 
Dans le cas d’une G-gerbe, ne sont attaches tout au long de la tige (trait 
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G - BOUQUET = 
FIGURE 3 
G-GERM = 
i 
. . . . . 
FIGURE 4 
gras, figure 4) que des bourgeons a l’exception dune unique feuille sit&e 
dans le bouquet terminal. 
LEMME 1.1. A bijections natwelles pr& un G-bouquet est une structure 
d’espke 
X+ G(X+ Y) (1.4) 
tandis qu’une G-gerbe est me structure d’espke 
X2(Y) = XL(G’( Y)) (1.5) 
oti L = L(X) = l/( 1 - X) dhigne I’espPce des ordres lintaires (ou totaux). 
Dkmonstration. L’expression (1.4) decoule directement de la definition 
generale de la substitution dune espece a deux sortes (ici c’est l’espece 
X+ Y) dans une espece a une sorte (ici c’est l’espke G). Pour etablir (1.5), 
on remarque d’abord que se donner une G-gerbe revient canoniquement a 
attacher une feuille (d’oti le X) au bout dune suite finie (d’od le L) de 
structures semblables a celle qui est schematisee par la figure 5. 11 suflit 
FIGURE 5 
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ensuite de faire appel A l’interprktation usuelle de la dCrivCe d’une espke 
pour voir que l’espkce correspondant A cette dernitre figure peut s’krire 
G’( Y). On a done bien la formule XL(G’( Y)). m 
Voici maintenant un lemme qui fournit une interpretation combinatoire 
pour l’operateur X9. 
LEMME 1.2. Considkrons I’opkrateur diffPrentie1 X53 02 
Cc@ = 52(Y) gy= L(G’( Y)) gy, 
ainsi qu’une espPce arbitraire ci deux sorte Y= Y(X, Y). A bijection naturelle 
prks, I’espPce ri deux sortes Xg!P = Xg!P(X, Y) est caractPrisPe comme suit: 
La donnee d’une X9Y-structure Cquivaut a la donnee d’une Y-structure 
dans laquelle un bourgeon arbitraire bien IocalisC a disparu apr<s avoir 
donne naissance a une G-gerbe (uoir figure 6). 
Demonstration. On peut &rite X9Y = [(d/dY) Y(X, Y)] . [X0(Y)]. 
Ainsi, a cause du lemme 1.1, une X9 Y-structure est canoniquement iden- 
tifiable a une (d/dY)Y-structure suivie par une G-gerbe. Or, par la 
definition de la derivee (partielle) dune espece, une (d/dY)Y-structure por- 
tte par un ensemble U de feuilles et de bourgeons est une Y-structure por- 
tCe par l’ensemble U+ = “U augmenti d’un bourgeon suppl&mentaire.” En 
designant graphiquement ce bourgeon suppltmentaire par une circon- 
ference pointillte et la Y-structure en jeu par un arc de cercle gras, on 
obtient la figure 6. On a convenu, dans cette figure, de placer la G-gerbe 
dans le bourgeon ‘tfantdme” en l’attachant (tout naturellement) a la tige de 
ce dernier. D’oti le rksultat. 1 
Pour des raisons Cvidentes, XC3 sera appelk ophateur d’klosion. L’inter- 
prttation des ittrees (X9)*, n = 0, 1, 2 ,..., de l’operateur X9 est maintenant 
immkdiate en termes d’kclosions successives de bourgeons: La don&e d’une 
(Xg)“Y-structure Pquivaut ri la donnie dune Y-structure ri partir de laquelle 
FIGURE 6 
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FIGURE 7 
n bourgeons arbitraires bien localisks ont successivement disparu aprPs avoir 
don& chacun naissance, par tclosion, ri une G-gerbe. 
Bien entendu, l’ordre “temporel” des Cclosions doit ici entrer en jeu puis- 
que l’on doit avoir (X9)” = (X9). (X9?)np ‘, n = 1,2, 3,.... De plus, chacune 
des eclosions provient dune bourgeon prealablement existant qu’il soit 
“ancien” ou “nouvellement cret” et chacune des G- gerbes est possiblement 
degtneree en simple feuille. Nous conviendrons done de numeroter de 1 a n 
ces eclosions selon l’ordre de leur occurence. Pour realiser cela nous 
pouvons, par exemple, affecter chaque bourgeon fantome dun numtro 
d’ordre comme dans la figure 7 (dans laquelle n = 6). Le graphisme y perd 
cependant en simpicite &ant donnt qu’il y a trop de bourgeons fantomes 
plus ou moins “embo9tts” les uns dans les autres! Heureusement, il existe 
une facon beaucoup plus compacte permettant de synthttiser canoni- 
quement toute cette information. En effet: il n’est pas necessaire de tracer 
(en traits pointilles) les bourgeons fantomes ni (en trait gras) les tiges des 
gerbes qu’ils ont crtts. I1 sufftt simplement de numtroter les feuilles ter- 
minales (uniques) de ces gerbes selon leur ordre d’apparition. Ainsi, la 
figure 8 contient exactement la m&me information structurelle que la 
FIGURE 8 
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figure 7. On verifie cette affirmation en appliquant a la figure 8 l’algorithme 
suivant qui permet de retracer les positions fii (i = l,..., n) des bourgeons 
fantbmes de la figure 7. 
ALCORITHME 1.3. Pour i= 1 a n effectuer les 3 operations suivantes: 
(1) Se positionner a la feuille (pi affectte du numero i; 
(2) Partant de cp, et se dirigeant vers la racine, tracer en trait gras arc 
par arc, le plus long chemin elementaire possible parmi ceux qui satisfont la 
propriete de ne pas toucher a un trait gras deja existant; 
(3) Appeler pi le sommet terminal du dernier arc parcouru. 
Cet algorithme donne lieu a l’observation importante suivante: le groupe 
symetrique S, agit sur la totalite des (Xg)“y-structures en permutant la 
numerotation des feuilles terminales (c.f. figure 8, pour n = 6). De plus, cha- 
que orbite de cette action contient exactement n! structure distinctes. Ainsi 
I’operateur (X9)n posdde la propriete remarquable d’etre com- 
binatoirement divisible par n!. Ce fait fondamental rend possible I’inter- 
pretation combinatoire de l’operateur exponentiel 
exu = C (XLS)“/n! (1.7) 
et nous permet de poser la definition suivante. 
DEFINITION 1.4. Une espece a deux sortes Y = ul(X, Y) Ctant donnee, 
les especes [(X9)“/n!]!P et e x9nly sont detinies comme suit. Pour n B 0 
donne, une [(X9)“/n!] Y-structure est une (EB)“!Fstructure dans laquelle 
l’ordre des n eclosions successives de bourgeons est oubli6. L’operateur 
(Xg)“/n! est appele la nieme puissance divisee de l’opbrateur X9. La 
somme (1.7) de toutes ces puissances divisees constitue l’operateur eXg’. 
Ainsi dans une eXBY-structure, le nombre d’eclosions est tout-a-fait 
arbitraire et l’ordre de leurs occurences est oubht. 
Nous sommes maintenant en possession de tous les outils combinatoires 
necessaires pour traiter l’inversion de Taylor. 
TH~OR~ME 1.5 (Inversion de Taylor combinatoire en dimension un). 
(1) L’iquation combinatoire A = X + G(A) dkfinit implicitement 
1’espPce A = A(X) des G-arborescences de Catalan. A bijection naturelle prb, 
cette espke peut &re explicike comme suit: une A-structure est une 
eX9Y-structure saris bourgeon. En d’autres termes on a l’kgalitk com- 
binatoire. 
A(X)=eXBYI y=o (1.8) 
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ou la notation I,,=,, designe la substitution de l’esptce vide pour Y et ou 
9 = L(G’( Y))(d/dY). 
(2) Etant don&es deux especes @ = Q(X) et Y = Y(X, Y) on a aussi 
les egalites combinatoires plus gendrales 
@(eXLi Y) = eX90( Y), (1.9) 
Y( X, exa Y) = eX” Y(X, Y) (1.10) 
qui se degentrent, faisant Y = 0, en les expressions explicites suivantes pour 
les espdces compostes @(A) et Y(X, A) 
@(A(X)) = eX9@(Y)I y=o, (1.11) 
Y(X, A(X)) = eX9Y(X, Y)( y=0. (1.12) 
Demonstration. Appliquons l’operateur exy a l’espece Y des simples 
bourgeons et posons 
H = H(X, Y) = exr Y. (1.13) 
Une H-structure provient done dun bourgeon de depart ayant dond 
naissance, par des Cclosions dont l’ordre est oublie, a un certain nombre de 
G-gerbes (si le nombre d’eclosions est nul, la H-structure est rtduite a un 
simple bourgeon). La situation gtnerale est schematisee par la figure 9. 
Etant donnt le fait qu’une G-gerbe contient toujours une feuille dans son 
bouquet terminal, la figure 9 nous montre qu’une H-structure tquivaut a une 
G-arborescence de Catalan portant sur des feuilles et des bourgeons et dans 
laquelle tout bouquet terminal contient au moins une feuille. Dans l’even- 
tualite ou aucun bourgeon n’est present dans la H-structure considerte, on 
a done prtcisement une G-arborescence de Catalan, au sens usual du terme, 
portant uniquement sur des feuiles. (Test-a-dire que l’on peut effectuer la 
substitution suivante: 
e”“Yjvzo=H(X,O)=A(X) 
oh 0 designe l’espece vide. 
(1.14) 
Pour arriver aux autres tgalites combinatoires du theorbme, il sufit 
seulement d’etablir (1.10). Considerons a cette fin la e”“Y(X, Y)-structure 
obtenue en effacant la numtrotation de la figure 8 (presentee plus haut). On 
peut alors tracer canoniquement la figure 10 qui illustre une Y(X, Y)-struc- 
ture dans laquelle chaque bourgeon est remplace par une H-structure, c’est-a- 
dire que l’on a une Y( X, H(X, Y)) = Y(X, eXB Y)-structure. 1 
Remarque. Pour employer encore une fois une terminologie suggestive, 
convenons de dire qu’une H(X, Y)-structure est une G-arborescence de 
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FIGURE 9 
Catalan bourgeonnante (voir figure 9). Ainsi, la formule (1.10) se rtsume en 
disant qu’une e xB!P(X Y)-structure est canoniquement identifiable $ une 
Y-for&t de G-urborescekes de Catalan bourgeonnantes. Bien entendu, lors- 
qu’aucun bourgeon n’est prbent, on se rkduit ?I la formule (1.12). 
FIGURE 10 
582a/39,:1-5 
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2. LE CAS MULTIDIMENSIONNEL 
En dimension k nos structures seront portees par des multi-ensembles 
form& de k sortes de feuilles et k sortes de bourgeons. Pour chaque 
i = 1, 2,..., k, l’espece des feuilles (resp. bourgeons) de la sorte i sera designee 
par Xi (resp. Y;). Etant don&e une famille G = ( Gi), 6 i $ k d’espbces a k sor- 
tes 
Gi = G,(X, ,..., X,), i = l,..., k, 
chacune d’ordre >2, l’equation generale A = X + G(A) definit 
implicitement une famille A = (A ,), <, G k d’especes 
A,=A;(X ,,..., X,), i= 1 ,..., k: 
portant aussi chacune sur les k sortes de feuilles. Plus prtcistment, la 
famille A est caracttrisee par le systeme d’tquations combinatoires 
Af=X,+Gi(Al,..., Ak), i = l,..., k. (2.1) 
Ainsi, pour chaque i, une A,-structure est soit une simple feuille de la sorte i 
soit une G,-assemblPe de diverses AI-structures (j pouvant varier 
arbitrairement entre 1 et k). La figure 11 decrit geometriquement la con- 
dition que doit remplir une Al-structure. Dans cette figure, on a convenu 
d’affecter d’un indice i la feuille de la sorte i et de designer par une arc de 
cercle, issu dun sommet indexe par i, la Gi-structure qui entre en jeu. Par 
iterations successives, on obtient qu’une Ai-structure s’identifie canoni- 
quement a une G-arborescence de Catalan de la sorte i au sens de la 
figure 12 (ou k = 3). Ainsi, dans une G-arborescence (de Catalan) de la 
sorte i, chaque sommet s est affecte d’un indice j= j(s) (compris entre 1 et 
k) et les 3 conditions suivantes sont remplies: 
l (1) Si s est une feuille alors j(s) designe la sorte de cette feuille. 
l (2) Si s est un point de branchement alors il y a une Gi(,,-structure 
sur le multi-ensemble des sommets successeurs immtdiats de s (un tel suc- 
cesseur s’ est declare de la sorte j’ si j(s’) = j’). 
0 (3) Si s est la racine alors j(s) = i. 
A OU 
FIGURE 11 
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v Ai = 
FIGURE 12 
Par convention, on dira que le multi-ensemble sous-jacent g une G- 
arborescence de la sorte i est le multi-ensemble forme par ses feuilles. 
En dimension k il y a aussi k sortes de G-bouquets et de G-gerbes. Ces 
especes font appel a une numerotation qui satisfait les memes conditions 
que plus haut et qui affecte aussi les bourgeons (selon leur sorte). Les 
figures 13 et 14 definissent geometriquement les notions de G-bouquet et de 
G-gerbe de la sorte i (avec k = 3). Dans le cas d’une G-gerbe (de la sorte i), 
I’entier v 3 0 est tout-a-fait arbitraire et represente la longueur de la tige. 
Les entiers i, jl, j, ,..., j, qui apparaissent sur la tige sont compris entre 1 et 
k (par convention, lorsque v = 0, on pose j, = i). 
Nous pouvons maintenant enoncer un lemme tout-a-fait anaiogue au 
lemme 1.1 de la section precedente, permettant d’exprimer formellement ces 
deux especes multi-sortes. 
G-BOUQUET = 
ISORTE il 
FIGURE 13 
G -GERBE 
(SORTE il 
FIGURE 14 
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LEMME 2.1. L’espece des G-bouquets de la sorte i est isomorphe a I’esptce 
X, + G,(X, + Y, ,..., X, + Y,). (2.2) 
Si I’on definit la “matrice jacobienne” G’ = G’( Y) = [Gk( Y)] 1 S i,iG k de G par 
les d&iv&es partielles 
GI( Y) = (dG,/~Y,)( Y, ,..., Y,), 1 < i, j < k, (2.3) 
alors E’espece des G-gerbes de la sorte i est isomorphe a l’espece 
c Gi,j,( Y)G;l,jl( Y). ’. GIv- ,,j,,( Y)XIV 1 < il....,/. < k 
V>O 
(2.4) 
= composante d’indice i dans le vecteur [I- G’( Y)] - ‘X (2.5) 
022 x= (X,)l <r<k est consider6 comme un vecteur colonne et I est la matrice 
identite en dimension k. 
Demonstration. 11 suflit de proceder comme dans le cas unidimensionnel 
en tenant cependant compte des conventions supplementaires relatives aux 
indices qui entrent en jeu. Laissant de c&e la formule (2.2) qui est triviale, 
la formule (2.4) s’obtient directement de la figure 14 en invoquant la notion 
generale de derivee partielle dune espbce a plusieurs sortes (comparer la 
figure 14 et la figure 5 convenablement affectee d’indices). La formule (2.5) 
decoule de (2.4) et du fait que la serie matricielle d’especes 
I + G’( Y) + G’( Y)’ + G’( Y)’ + . . . , (2.6) 
est bien sommable et converge formellement vers la matrice d’esptkes 
[I- G’(Y)] ~ ’ puisque chaque G,( Y, ,..., Y,) etant d’ordre 22, chaque 
G,,( Y, ,...> Y,) est alors d’ordre > 1. 1 
Remargue. Par analogie avec le cas unidimensionnel, la matrice a(Y) = 
[I- G’(Y)] ~ ’ peut s’ecrire, par substitution, sous la forme 
Q(Y) = L(G’( Y)) (2.7) 
Oh, pour chaque matrice z= (Zij)l<i,j<k2 la matrice L(Z) = 
(L,,dZ)), c a,p G k est d&fink par 
L(Z)=Z+Z+Z2 + “’ = (Z-2))‘. (2.8) 
11 serait possible de faire une analyse combinatoire detaillee de ces L,,(Z) 
en faisant appel a des chemins eultriens dans des multigraphes orient&s sur 
k sommets. Nous n’entrepredrons pas ici une telle analyse puisqu’elle nous 
entrainerait trop loin de notre but immediat qui est celui de l’inversion mul- 
tidimensionnelle. 
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Poursuivons avec un lemme traitant des Cclosions de bourgeons en 
dimension k. 
LEMME 2.2. Dhignons par D et 9 les vecteurs (colonnes) d’ophateurs 
dtffdrentiels suivants: 
a 
D= ay, I<,<k et ( 1 
9 = [sZ( Y)]‘D (2.9) 
oti [sL( Y)]’ dhigne la transposPe de la matrice 
Q(Y)= [I-G’(Y)] -‘=L(G’(Y)). (2.10) 
Soit Y = U(X ,,..., X,, Y, ,..., Y,) une espbce portant sur 2k sortes de points 
(k sortes de feuilles et k sortes de bourgeons). La don&e d’une X’9Y- 
structure revient canoniquement b la don&e d’une Y-structure duns laquelle 
un bourgeon bien localis a don& naissance (par tclosion) ri une G-gerbe de 
sa propre sorte. 
DPmonstration. On peut tcrire successivement X’SY = X’[Q( Y)]’ 
DY= [Q(Y)X]’ DY=CIGiGk [Q(Y)XIi(a/aYj)Y. Ainsi, a cause du signe 
de sommation, une XQY-structure est, pour une certaine valeur de i, une 
(a/aY,)Y-structure accouplee a une [s2( Y)X],-structure. Or, par le lemme 
precedent, une [a( Y)XIi-structure est une G-gerbe de la sorte i. On peut 
done dire qu’a l’interieur dune certaine Y-structure, un bourgeon bien 
localise de la sorte i a disparu apres avoir donne naissance a une G-gerbe 
de la m&me sorte i (pour une certaine valeur de i). 1 
Comme dans le cas unidimensionnel, les it&es (X’g))n de l’opkrateur dif- 
ferentiel s’interpretent a l’aide d’bclosions successives de bourgeons en ger- 
bes et sont encore combinatoirement divisibles par n! (en oubliant l’ordre 
de succession des eclosions). On s’en convainc facilement en adaptant 
l’algorithme 1.3 de la section prectdente a des figures semblables a la figure 
8 augmentees d’indices reflttant les diverses sortes de sommets en jeu. 
L’operateur 
ex’% = 1 + X’S? + ( X’g)2/2! + . . , (2.11) 
a done un sens combinatoire en dimension k et permet de formuler le 
theorbme d’inversion general suivant: 
THBOR~ME 2.3 (Inversion de Taylor combinatoire en dimension k). 
(1) Le syst;me d’Pquations combinatoires 
A, = Xi + Gj(A I)...) Ak), i = l,..., k, 
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definit implicitement les especes multisortes Ai = Ai(X1 ,..., X,). Pour chaque 
i, une A,-structure est une G-arborescence de Catalan de la sorte i (portant k 
sortes de feuilles). On a les egalites combinatoires 
A,(X ,,..., Xk)=e”%YY,(, ,=... =yk=O (2.12) 
pour i = I,..., k ou 9 est le vecteur d’operateurs dif,ferentiels defini par (2.9) et 
(2.10). 
(2) Etant don&es deux especes multisortes 
@ = @(Xl ,..., X,) et Y= Y(X ,,..., x,, Y ,,..., Y,) 
on a aussi les egalites combinatoires plus generules 
O(exrQ Y, ,..., exrg Y,) = e”%@( Y, ,..., Y,) (2.13) 
Y(X, ,..., X,, e”“Y, ,..., exr9Yk)=ex’aY(X ,,..., X,, Y ,,..., Y,) (2.14) 
qui se degtnerent, faisant Y, = .. . = Y, = 0, en les expressions explicites 
suivantes pour les especes composees @(A, ,..., Ak) et !P(X, ,..., X,, A, ,..., A,): 
@(A, ,..., Ak) = e x’a@( Y, ,..., Y,)l y, = = YkZO (2.15) 
Y(X, >...’ X,, Al,..., A,)=e*‘QY(X ,,...,x,, Y,,..., Y,)l,,= =rk=o. (2.16) 
Demonstration. Meme preuve que dans le cas unidimensionnel mais en 
prenant la precaution d’ajouter aux figures des indices dtsignant les diver- 
ses sortes de points de branchements, feuilles, et bourgeons. 1 
En utilisant des notations vectorielles, le lecteur notera que les egalites 
(2.12) a (2.16) peuvent s’tcrire exactement de la m&me facon que les Cgalites 
(1.8) a (1.12) du cas unidimensionnel (au detail pres que l’operateur 
d’tclosion s’tcrit X’g au lieu de X9 avec 9 don& par (2.9) au lieu de 
(1.6)). 
3. QUELQUES EQUATIONS FONCTIONNELLES REMARQUABLES 
Rappelons que X = (Xi)l SIG k et Y = ( Y,)l G iG k dtsignent les vecteurs 
(colonnes) correspondants aux k sortes de feuilles et aux k sortes de 
bourgeons respectivement et que 9 designe le vecteur d’operateurs differen- 
tiels (2.9). Le vecteur d’especes H(X, Y) = exs Y posdde d’autres proprietts 
combinatoires inttressantes que nous allons maintenant expliciter. Pour des 
raisons analogues a celles du cas unidimensionnel, convenons de dire que la 
composante d’indice i de ce vecteur 
Hi = H,(X, )...) X,, Y1 ,..., Yk) = ex’BYi, (3.1) 
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est I’espece des G-arborescences bourgeonnantes de la sorte i (sur les k sortes 
de feuilles et les k sortes de bourgeons). Ainsi, une Hi-structure s’obtient a 
l’aide d’eclosions a partir d’un simple bourgeon de la sorte i. 
TH~OR~~ME 3.1. Le vecteur d’especes H(X, Y) satisfait combinatoirement 
I’equation fonctionnelle suivante: 
H(X+ T, Y) = H(X, H( T, Y)) (3.2) 
oti le vecteur (colonne) T= (Tj)l CiGk correspond h k nouvelles sortes de 
feuilles. Plus explicitement, on a un isomorphisme nature1 
Hi(X, + 7’1 )...y X, + Tk, Y, ,..., Y,) 
= H,(X,, . . . . X,, H,(T, ,..., T/a Y,, . . . . Y,) ,... , HAT, ,... , T/c, Yl,..., Y,c)) 
pour chaque i, 1 < i < k. (3.3) 
Demonstration. Etant don& que l’optrateur differentiel 9 ne contient 
que les variables Y,, i = l,..., k, on en deduit que les operateurs X’9 et T’g 
commutent. On peut done tcrire 
e(x’+ F)!, = ex’Y eT’9 (3.4) 
Invoquant le thtoreme general d’inversion 2.3, on a successivement 
H(X+ T, y)= (X+T)‘~ly=e(X’+f,“y=e(~+t’,sy 
=ep9 e”BY=e”aH(X, Y)= H(X, H(T, Y)). 
Dans le cas unidimensionnel, la situation se presente comme dans la 
figure 15 (dans laquelle les feuilles de la sorte T sont symbolisees par des 0. 
11 est facile d’adapter cette figure au cas multidimensionnel en numtrotant 
adequatement les sommets. 1 
La formule (3.2) nest pas sans rappeler le concept de “flot” qui est 
couramment utilise en geombtrie differentielle. 
COROLLAIRE 3.2. Le vecteur d’espdces A(X) satisfait combinatoirement 
I’equation fonctionnelle suivante: 
A(X+ T) = H(X, A(T)). (3.5) 
Plus explicitement, on a un isomorphisme naturel, 
Ai(X, + T,)...) Xk + T/J = Hi(X, y...T X,3 A,( T, y...y Tk)y..*, Ak( Tly..., Tk)) 
pour chaque i, 1 < i < k. 
(3.6) 
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FIGURE 15 
Dt!monstration. Faire Y = 0 dans (3.2) et utiliser le fait que 
H(X, 0) = A(X). 1 
La figure 16 illustre l’kquation (3.5) dans le cas unidimensionnel. 
TH~OR~~ME 3.3. Pour chaque i, 1 < i < k, H,(X, Y) est une sowespece de 
A j(X + Y). Le vecteur d’espPces H(X, Y) est caracttrist par l’tquation com- 
binatoire 
H(X, Y)=X+ Y+ [G(H(X, Y))-G(Y)] (3.7) 
que l’on peut tcrire, plus explicitement, sous la forme d’un systbme 
d’isomorphismes naturels 
Hi(X, t...> Xk, Y1 y...) Yd 
= Hi + Yi + [G,(H,(X, ,..., Y,) ,..., H,(X, ,..., Yk)) - Gi( Y, ,..., Y,)] 
(3.8) 
ozi i = l,..., k. 
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FIGURE 16 
Note. Les soustractions dans (3.7) et (3.8) ont un sens combinatoire 
puisque, pour i= l,..., k, I’espece Yi des simples bourgeons de la sorte i est 
une sous-espece de I’espece Hi(X1,..., Y,). 
DPmonstration. Nous ne considtrons, encore une fois, que le cas 
unidimensionnel. On sait deja (voir la demonstration du theoreme 1.5) 
qu’une H(X, Y)-structure equivaut a une G-arborescence portant sur des 
feuilles et des bourgeons (i.e., une ,4(X+ Y)-structure) qui satisfait la 
propritte supplkmentaire suivante: tout bouquet terminal contient au moins 
une feuille. Comme cette propriett est invariante sous les bijections 
naturelles on a bien que H(X, Y) est une sous-espece de A(X+ Y). En vue 
d’etablir (3.7) posons d’abord I?(X, Y) = A(X+ Y). A cause du 
thtoreme 1.5, cette espece est caracterisee par l’equation combinatoire 
i&Y, Y)=X+ Y+G(&(X, Y)) (3.9) 
qui consiste a dire qu’une I?-structure est (a isomorphisme nature1 prb) 
soit une feuille, soit une bourgeon ou soit une G-assemblee de fj-structures. 
Done, si on veut ph.& caracteriser la sous-espece H de E?, par une 
equation combinatoire semblable a (3.9), il nous faut exclure la possibilite 
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FIGURE 17 
que la G-assembke soit reduite a un G-bouquet contenant seulement des 
bourgeons (i.e., une G( Y)-structure). D’oti la caracterisation (3.7) pour 
l’espece H(X, Y). Geometriquement, la situation est resumee par la 
figure 17. 1 
4. LE CAS DES SkRIE.3 INDICATRICES 
Le theoreme d’inversion de Taylor que nous avons Ctabli com- 
binatoirement en section 2 entraine evidemment, par simple passage aux 
series gtneratrices sous-jacentes, le resultat suivant qui se situe maintenant 
au niveau des shies formelles en k indttermides x,, x2,..., xk a coeffkients 
dans un corps (commutatif) K de caracteristique zero. 
THI?OR~ME 4.1 (Inversion formelle de Taylor en dimension k). Si 
F= F(x) = (F,(x I,... , x,c)),<r<k E KCCx,,..., dl” (4.1) 
satisfait F(0) = 0 et posst?de une matrice jacobienne 
F’ = F’(X) = (aFi/aXi), < ;,I < k (4.2) 
inversible a l’origine alors F est inversible sous la substitution et son inverse 
A =A(x)= (Aibl,..., Xk)),<l<k 
est don& explicitement par 
A ix, ,..., 
xk)=exl~,+ .‘. +xkak y,l,,= ... zykEO, ldibk, 
o& 9,) L&,..., gk sont des ophateurs diffirentiels dt!finis comme suit 
~FI(Y)/~YI ... ~F,(Y)/~YI 
: 
. 
W(i)ld~, ... aFdy)layk 
avec Y = (Y l ,..., yk). I 
(4.3) 
(4.4) 
(4.5) 
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Le lecteur notera que la matrice a inverser qui apparait dans (4.5) est la 
transposke (F(y))’ de la matrice jacobienne F(y). 
Par analogie avec [2], nous voulons maintenant faire tendre le nombre 
des variables de ce theorbme vers l’inlini. Ceci va nous permettre de for- 
muler et d’utiliser un theorbme d’inversion qui se situera, cette fois, au 
niveau des series indicatrices de cycles au sens de Polya-Joyal [20]. Ces 
series sont extremement riches en informations structurelles et permettent, 
en outre, de denombrer les structures a isomorphisme p&s. Alin de faciliter 
le rappel de la definition et des principales proprietes de ces series, 
introduisons d’abord quelques notations utiles. 
Notations 4.2. Etant donnees une espece (unisorte) M= M(X) et une 
permutation rr dun ensemble lini U, dtsignons par M,[U] l’ensemble des 
M-structures sur U qui sont laissees fixes sous I’action de 0 (i.e., par trans- 
port de structures le long de la permutation a). En d’autres termes, 
M,CUl= {P~~CUI I w3m4=4. (4.6) 
La cardinalitt de I’ensemble M,[ U] ne depend en fait que du type 
de la permutation CT (ou dj = nombre de cycles de longueur i dans G et 
C idj = card U). Posons 
FIX d,,d2,d3 ,... 00 = Card MU1 (4.8) 
et donnons-nous une infinite de variables formelles x1, x2, x3,.... 
DEFINITION 4.3 (Joyal [20]). La serie indicatrice des cycles d’une 
espece (unisorte) M = M(X) est la serie 
Z,=Z,(x,,x2, x,,...)=~FIX,,,,,;h;...(M)~~~.... (4.9) 
1’ 2. 3. 
La somme est etendue a tous les d, , d,, d, ,..., satisfaisant 
d, + 2d2 + 3d, + . . . < CO, djE N, i= 1, 2, 3 ,.... (4.10) 
Plus gedralement, une serie indicatrice a coefficients dam un anneau 
(commutatif) A est une serie de la forme 
.f=.f( x1,x2,x3 )... )=J$ d~*d2~d~~-~ 14 d, ! 2” d2 ! 3J3 d, ! (4.11) 
oti les di satisfont (4.10) et ad,,dz,d ,,,,,, E A. 
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Remarque. L’ensemble des series indicatrices (4.11) constituent evidem- 
ment un anneau differentiel, note 
A{{ Xl> x2, x3,...> >> (4.12) 
dont la derivation est l’operateur a/ax,. Lorsque A = H est un corps de 
caracteristique zero alors W{ ( xi, x2, x,,...} } est aussi ferme sous les 
operateurs d/ax, avec k 2 2. 
11 existe une tres interessante operation de “substitution” entre series 
indicatrices. Voici comment elle est delinie. 
DEFINITION 4.4 (Joyal [20]). Soient f, gEA{ {x1, x,,...}} deux series 
indicatrices et supposons que f soit sans terme constant, c’est-a-dire que 
f(0, O,...) = 0. La substitution de la serie f dans la serie g est la strie 
indicatrice suivante: 
g(S)= S(fi,fi~f3Y) (4.13) 
ou, pour i = 1, 2, 3 ,..,, on ecrit, par convention, 
.f, =ftxit x2i, x3i,...)* (4.14) 
La serie indicatrice particuliere, reduite a x, , est l’eltment neutre pour cette 
operation de substitution. 
Notons que le passage de f a fi donne par (4.14) a pour effet de mul- 
tiplier par i I’indice de chaque variable qui apparait dans j 
L’interet des series indicatrices est resume dans le theoreme fondamental 
que voici. 
TH&OR~ME 4.5 (Joyal [20]). L’opPration 
Mt-+Z, (4.15) 
commute aux isomorphismes naturels et aux opirations combinatoires entre 
esp&es de structures. Plus pr&istment, on a pour toutes espt?ces M et N: 
b Z,= x, (oti X est l’espkce des singletons). 
.Z M+N=zM++ZN. 
b z,..=z,.zN. 
b z,,=(a/ax,)z,. 
.Z M(W = Z.dZN) (si NC41 = 4). 
F M et N isomorphes * Z, = Z,. (4.16) 
(4.17) 
(4.18) 
(4.19) 
(4.20) 
(4.21) 
IikLOSIONS COMBINATOIRES 75 
La composition de droite darts (4.21) est la substitution des series indicatrices 
telle que dtjinie en (4.13) et (4.14). De plus, Z, permet le denombrement des 
M-structures ainsi que celui des types d’isomorphie de M-structures via les 
formules 
Z,(x, 0, O,...) = 1 m,x”/n! (4.22) 
?I>0 
Z,(x, x2, x3,...) = 1 ri3,xn (4.23) 
n > 0 
ou les entiers m, et 51, sont definis par 
m, = nombre de M-structures sur un ensemble de cardinalite n (4.24) 
et 
m,, = nombre de types d’isomorphie des M-structures 
sur un ensemble de cardinalitk n. (4.25) 
Dans la thtorie des especes, les series (4.22) et (4.23) sont habituellement 
designees par M(x) et A(x), respectivement. 
Pour pouvoir adapter l’inversion de Taylor multidimensionnelle au 
present contexte, il nous faut introduire une derniere notion: la “matrice 
jacobienne” d’une serie indicatrice. Dans ce but, associons d’abord a cha- 
que serie indicatrice h = h(x,, x2,...) un vecteur infini h de telles series en 
posant 
h- (h,, h,, h, ,...) oti hi=h(xi, x2i, x3i ,... ). (4.26) 
Avec cette convention, on realise facilement que la composition (4.13) des 
series indicatrices prend la forme suivante: 
g(f) = premiere composante du vecteur g(f) (4.27) 
oti la composition vectorielle du membre de droite de (4.27) est la sub- 
stitution “usuelle” qui consiste a remplacer par fk chaque occurence de xk 
dans g. On a, en particulier x = (x1, x2 ,... ). 
DEFINITION 4.6. La matrice jacobienne d’une serie indicatrice 
f(xr , x2 ,...) E H { {x, , x2 ,... } } est la matrice intinie 
J=f’(x)=(af,laxl),.i,,<m. (4.28) 
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Remarque. On vCrilie facilement que la matrice jacobienne est toujours 
triangulaire suptrieure et “lacunaire” au sens suivant 
ah af - = A (x,, x*;, x3+.) axi axi;, si i divise j, 
=o sinon. 
(4.29) 
Forts de tous ces prkliminaires, voici la formule d’inversion pour les 
skies indicatrices que nous proposons: 
THBOR~ME 4.7 (Inversion de Taylor des skies indicatrices). Soit 
f=f( x,,x,,x,,...)~~{{ x, , x2, x,,...} j une sPrie indicatrice satisfaisant les 
conditions 
f(0, 0, O,...)= 0 et (afiaxm 0, o,...) ~0 (4.30) 
alors f est inversihle sous l’opkration de substitution (4.13) des shies 
indicatrices. Dllfnissons une suite infinie 
w, = Wj(X,) x*, x3 )... ), j= 1, 2, 3,..., (4.31) 
de shies indicatrices par 
cw,, fi’2, W3Y. ] = premike ligne de J- ’ (4.32) 
oti J = f’(x) dhigne la matrice jacobienne de f. Alors l’inverse de f est la sPrie 
indicatrice 
a=a(x,,x,,x,,...)~K{(xl,X2,X3 )... )} (4.33) 
don&e explicitement par la j&mule 
a(x,, x2, x3,...) = e x,%,+.q82+ “‘+x,%l,+. YLlr=O (4.34) 
oQ les 9,, sent les ophateurs d$f&rentiels dkfinis par 
a 
gn = C wj(Yi, YZi9 YISi,...) -9 
+i 
nZ 1, 
i-/=n 
et oli y = (y,, y,, y3,...) dksigne un vecteur de variables auxiliaires. De plus, 
les shies w, peuvent &tre calcukes rtkursivement via le systkme triangulaire 
d’iquations 
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022 n = 1, 2, 3 )...) et ~3,~ dhigne le delta de Kronecker (il est ri rioter que la con- 
vention (4.14) n’est pas appliqut!e dam le cas des wj). 
DPmonstration. On a l’equivalence 
f(a)=x,of(a)=x (4.37) 
et le probleme de l’inversion de f est ramene a celui de l’inversion de f. 
Remarquons d’abord que la matrice jacobienne (en y,, y,, y3,...) 
est inversible sur l’anneau H { { y, , y,, y, ,... } }. En effet, cette matrice est, a 
cause de (4.29), triangulaire superieure et ses termes diagonaux, 
(4.39) 
sont tous inversibles multiplicativement dans K { { y,, y,, y3,...} } a cause de 
l’hypothese (~?flax,)(O, 0, O,...) # 0. En particulier, la matrice f’(0) est inver- 
sible sur D6 et done i’inverse a de f existe. En d’autres termes, nous venons 
d’etablir l’existence de la strie indicatrice a = a(x,, x2, x3,...) inverse de f: 
Pour adapter la formule d’inversion (4.4) au present contexte il nous faut 
maintenant etudier plus en detail la matrice inverse de f’(y). A cet effect, 
posons 
Cf(Y)lp’=(Bi,j(Y*? Y2, Y33...))l<i,j<cc (4.40) 
ou les Oi,j sont des series a analyser. Etant donne que a(f(y)) =y, la 
derivation en chaine entrame l’tgalite 
[f(y)1 ~ ’ = My)). (4.41) 
On peut done tcrire (voir (4.29)) les series Oi,i sous la forme 
ei,j(YI, Y2, y,,...)=~(~(Y),/,i(Y),hi(Y),.-.) 
J/I 
=o 
si i divise j, 
(4.42) 
sinon. 
En considtrant la premiere ligne de la matrice [f’(y)] - ’ on obtient des 
series wj de la forme 
(4.43) 
ei.j(Yl, Y2, .Y3,...)= wj/i(Yi, Y2i3 Y3i,.*.) si i divise j, 
=o sinon. 
(4.44) 
Ainsi, la matrice jacobienne inverse [f’(y)] - ’ est completement determinte 
par sa premiere ligne wl(y), w*(y), wJy),..., et est, elle aussi, triangulaire 
superieure et lacunaire (i.e., 8,,j = 0 si i ne divise pas j). De plus, l’identite 
[f’(y)]. [f’(y)] ~ ’ = Z (matrice identite) montre que le systeme triangulaire 
d’tquations (4.36) caracterise bien les series w,( y,, y,, y, ,... ), 12 = 1, 2, 3 ,.., . 
Passant a la transposee {[f’(y)] ~ ‘}’ d e 1 a matrice, les optrateurs differen- 
tiels &,, n = 1, 2, 3 ,..., qui apparaissent dans l’inversion de Taylor (voir 
(4.5)) sont definis ici par le systeme infini 
1 w,(.Y,,...) W,(Y,,...) 0 0 . . = W,(Y,Y.) ~~z(Yz,...) 0 w,(y,,...) .‘. 
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Comparant (4.42) et (4.43) on en conclut que les divers Bcj s’expriment a 
l’aide des wj comme suit 
En d’autres termes, les 9,, sont don& par (4.35) et la formule d’inversion 
annoncee (4.34) est Ctablie. 1 
Remarques. En utilisant des procedes analogues, il est facile de voir que 
l’on a aussi la formule plus generale 
cp(a)=e”l”1+“2”2+ ..‘x ‘p(yl, y2,...)JYco (4.46) 
qui est valable pour toute strie indicatrice cp. 
11 existe un schema de recurrence un peu different de (4.36) qui carac- 
terise aussi les wj. I1 se lit 
c Wd(Yl> Y2>...)dx af (Yd, Y,,~...) = (3n.l (4.47) 
din nld 
et s’obtient en considerant l’equation [f’(y)] -‘f’(y) = Z (au lieu de 
f’(y)[f’(y)]-’ =I). Le calcul de [f’(y)] -i peut aussi etre effectue en 
utilisant la mithode classique d’inversion qui consiste a ecrire 
f’(y)=d+T=(Z+Td-‘)A (4.48) 
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oh d est une matrice diagonale et oti T est triangulaire strictement 
superieure. On aura alors 
[f’(y)]-‘=A-‘(I+Td-‘)-’ 
=d~‘-d-1(Td-1)+d-‘(Td-‘)2- . . . . (4.49) 
et on verifie que cette dernibre s&e est effectivement toujours sommable. 
COROLLAIRE 4.8. Soit G = G(X) une espPce & une sorte X satisfaisant 
G[d] = G’[#] = 4 et soit A = A(X) l’esptce des G-arborescences de Catalan. 
On a les formules 
Z,(x,, x2, x3,...) =ex~9~+x2~2+x3gJ+ “’ y, lyso 
A”(x) = e x~l+x2~2+x3~3+ ... Y&O 
A(x)=e”9’y,I,=, 
oti les opkrateurs 9,, sont d&finis par (4.35) en prenant 
.f( Xl. x2, x,,...)=x, -&Ax,, x2, x3,...). 
Plus gth+alement, on a pour toute espke @, 
(4.50) 
(4.51) 
(4.52) 
(4.53) 
ZGcAj(xl, x2 ,... )=e”*~*+“2~2+ “’ Z&y,, y, ,... )lyzo. (4.54) 
Demonstration. Posons a(x,, x2 ,...) = Z,(x,, x2 ,... ). L’equation A = 
X+ G(A) montre que l’on a (voir theoreme 4.5) Z, = ZX+ Z&Z,), c’est-a- 
dire a = x1 + Z,(a). La serie a est done bien l’inverse de la serie f don&e 
par (4.53). Les formules (4.50), (4.51), (4.52) decoulent alors de (4.34), 
(4.23), (4.22). La formule (4.54) provient de (4.46) en prenant cp = Z,. 1 
Les diverses formules que nous venons de developper constituent des 
algorithmes effectivement applicables par ordinateur pour le calcul explicite 
des coefficients des series a, q(a), Z,, A”(x),..., avec autant de termes que 
l’on voudra. 11 suflit simplement de laisser de c&e les variables non per- 
tinentes. Dans certains cas, il est m&me possible d’ecrire explicitement les 
series auxiliaires wj(x,, x,,...) de facon compacte et eltgante. Illustrons ceci 
a l’aide de l’espece des parenthtsages commutatifs consider&s dans [20]. 
Cette asp&e A est caracterisee par Equation combinatoire A =X+ G(A) 
oti G = X2/2! est I’espece des paires (non ordonnees) de points distincts. On 
verilie alors que 
Z,(x,, x2,...) = f(xf + xq). 
Ainsi, la serie a inverser est 
f=x,-z,=x,-x:/2-x2/2. 
(4.55) 
(4.56) 
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On trouve alors 
$A-Xl, aI- 1 a! A= --, 
ax, 2 z=O 
si i>2, (4.57) 
I 
et une induction facile a partir du schema de recurrence (4.36) montre que 
la serie indicatrice Z, peut etre mise sous la forme explicite interessante 
avec 
et 
Z/t@,, x2, x,5...) = Z,(x,, x2,0, x4,0,0,0, x,,...) 
r,~,+12~2+xq~)4+xg~srg+ .”= e. Y, lY4? (4.58) 
9n= C Wj(Yr, .Y~~Y~~*)$, si n = 2”, 
ij= 2’ 1 
=o sinon, (4.59) 
“,(Y, > Y2Y) = 
1 
271 - Y,)(l - Y2Nl - Y4)... Cl- Yzv) 
sin=2”, 
=o sinon. (4.60) 
Un peu plus generalement, si p designe un nombre premier et si G est 
l’espece des cycles de longueur p, 
G = G(X) = A-“/p, (4.61) 
alors on verifie que les w, prennent la forme 
Wn(Y,, y2v..)= 
1 
P’(l-Y,)(l-Yp)(l-Y,2)~.~(1-Y,~) 
si n = p”, 
(4.62) 
=o sinon. 
Dans le cas tout-a-fait general ou G = G(X) est une espece arbitraire 
(d’ordre 22) la serie matricielle (4.49) fournit l’ecriture explicite: 
w,(y,,...)= 1, 
Wrl(Yl>... )=g(YlY Y, 1... I+ c ” %Yl, Y, 1... )3P,. y, i,...) ii=n axi J 
+c vk=ngcY,%Y2 ?... &Yi>Y2 i,... )-g(Y,,Y,, ,... 1 
1 J 
+ .“, (4.63) 
oh nL 1 et g=Z,. 
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En guise de retour final B la combinatoire proprement dite, mentionnons 
que la formule d’inversion (4.50) (que nous avons obtenue plus haut par 
des manipulations formelles A partir du thtorkme 4.7) peut aussi Ctre direc- 
tement ttablie par des mkthodes purement combinatoires. C’est en se 
plaqant dans le contexte des espkces “au-dessus” des permutations (au sens 
de [4, 203) qu’il est possible de le faire. Ceci fera partie de travaux 
ulttrieurs. 
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