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There are roughly 22, 000 protein-coding genes in the human body, many of which play important roles in biological functions. 9 Disruptions
of the proteins encoded by these genes is a major cause of disease. We hypothesize that we can accurately predict variant pathogenicity.
We predicted the pathogenicity of a set of 28,369 single-nucleotide variants from 10 saturation mutagenesis data sets with support vector
machines. We used a binary classification model for variant effect, trained on amino-acid substitutions, amino-acid physiochemical
properties, post-translational modifications, and secondary structures. Our results show average balanced accuracy scores for classifying
pathogenicity of approximately 60% for the linear, polynomial, and RBF kernels.
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Fig. 6. Flowchart describing meth odolog ical steps. Variant data were acquired from a
PTEN saturation mutagenesis data set,8 in addition to a combined data set of nine other
proteins, which were BRCA1 , CcdB, Gal4, HSP90, KKA2, NUDT15, Pab1 , PSD95, and
ubiquitin.2 Residue position was min-max normalized, while other non-dummy features were
standard-scaled.
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Table 1. UniProt features. 11 List and
corresponding descriptions of features from

UniProt. 11
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Fig. 1. Depiction of i mm unoglobu lin from the I band of
titin in 30 space. 1, 3 Variants can affect the threedimensional fold of proteins and cause loss of function. 10
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Fig . 3. Chemical pr operties of the v ar ious amin o aclds.7 Certain
amino acids share chemical properties that help determine the
molecular interactions that result in the final protein shape. The
mutated amino acid being chemically more similar to the wild-type
amino acid may reduce probability of loss of function.10
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Fig. 2 . Possible post.translational modificatio ns.12 Variants
can substitute the residues at post-translational modification
sites and cause disease. 5 The allele with ID 32915 in ClinVar is
pathogenic and disrupts a glycosy1ated serine in APOE. 6 , 11
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Fig . 4. Binary c lassificatio n example with a
support vector machine.' The support vector
machine linearly separates the data by maximizing
the distance between the two support vectors.'
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Fig. 7. Counts for variants. The pathogenic class is the positive
class, and the non-pathogenic class is the negative class.
Imbalance between the two classes led to implementing stratified
cross-validation and class weights.
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Table 2. Model evaluatio n metrics for each kernel. Numbers are
averaged for each kernel across the 10-fold stratified cross-validation.
TPR = TP/(TP+FN), TNR = TNl (TN+FP), PPV = TP/(TP+FP),
NPV = TNl (TN+FN), FPR = FPl(FP+TP), FNR = FN/(FN+TP),
FDR= FP/(FP+TP), BalancedACC = (TPR+TNRV2.
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Fig. 5. Kernel function example.13 The kernel function transforms
non-linearly separable data so that the support vector machine can
more easily divide the points into two classes.'
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Average balanced accuracy for the three kernels was roughly 60%.
The negative predictive value was around 78%-79%, indicating that
true negatives made up the great proportion of predicted negatives.
The true negative rate for the linear, polynomial, and RBF kernels was
63.1 %, 70.4%, and 69.2%, respectively. In classifying actual negatives,
the polynomial and RBF kernels showed superior results.
True positive rate was around 50%- 53%, and positive predicted value
was around 36%· 39%. Thus, too many positives were categorized as
negatives, driving down TPR, and too many negatives were classified
as positive, driving down PPV.
The results indicate the need for additional features or model
modification to increase TPR, PPV, and balanced accuracy.
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