










1 Introduction  Masking  is  the  psychophysical  phenomenon whereby the addition of a ‘mask’ stimulus to a target  image causes  information  in  the  target to be lost to the observer. There are probably several  different  processes  involved  in  the various masking phenomena  in  the  literature (Harmon & Julesz, 1973; Legge & Foley, 1980; Morrone  et  al.,  1983;  Born  &  Tootell,  1991; Foley, 1994; Olzak & Thomas, 1999; Macknik &  Martinez‐Conde,  2004;  Meese  &  Holmes, 2007),  but  one  which  is  thought  to  underlie several  of  them  is  suppression.  Of  particular interest  here  is  the  variant  known  as  cross‐orientation  suppression  (XOS):  a  cell's response  to  a  stimulus  at  its  preferred orientation is reduced by the superposition of a  mask  stimulus  at  another  orientation (Morrone  et  al.,  1982;  Bonds,  1989).  Early work  supposed  that  XOS  is  caused  by  intra‐cortical  inhibition  (Morrone  et  al.,  1987; Heeger,  1992),  but  recent  studies  of  cat physiology  have  challenged  this  view.  For example, mask stimuli that drift or flicker too quickly  to  excite  most  cortical  cells  will nevertheless  produce  XOS,  implying  pre‐cortical  involvement  (Freeman  et  al.,  2002; Sengpiel &  Vorobyov,  2005).  Possible  origins include suppressive interactions in the lateral geniculate nucleus (LGN) (Levick et al., 1972; Bonin et al., 2005), saturation in the retina or LGN  (Li  et  al.,  2006;  Priebe  &  Ferster,  2006; Smith  et  al.,  2006)  and  depression  at  the thalamo‐cortical  synapse  (Freeman  et  al., 2002).  The  last  two  accounts  are  applicable only when the mask and test are presented to the  same  eye  (monoptic  presentation)  and overlap  in space and time. However,  in cat at least,  XOS  is  not  a  purely  ipsiocular  process because when  an oriented  grating  and  cross‐oriented mask are presented to different eyes (dichoptic  presentation),  suppression  is evident  in  striate  cells  (Sengpiel  et  al.,  1995; Walker et al., 1998; Li et al., 2005; Sengpiel & Vorobyov,  2005).  Although  interocular suppression  has  been  found  in  the  LGN  (e.g. Sanderson et al., 1969; Murphy & Sillito, 1989; Felisberti  &  Derrington,  1999)  a  cortical origin for dichoptic XOS seems likely since it is diminished  when  the  GABA  antagonist bicuculline  is  used  to  block  intracortical inhibition (Sengpiel & Vorobyov, 2005). These 




 Stimuli were displayed on a Clinton Monoray monitor  with  a  frame  rate  of  120Hz  using  a Cambridge Research Systems ViSaGe stimulus generator controlled by a PC and were viewed through  a  mirror  stereoscope.  A  central fixation  point  was  present  throughout,  and stimuli  were  displayed  in  the  centre  of  a circular aperture with a diameter of 9 degrees and  a  dark  surround,  at  an  optical  viewing distance  of  57cm.  Mean  luminance  of  the central  display  region  was  30cd/m2  after attenuation  by  a  neutral  density  filter.  The display  was  gamma  corrected  to  ensure linearity  over  the  full  contrast  range,  and  a frame  interleaving  technique  (60  Hz  per image)  was  used  for  all  conditions,  allowing the  contrasts  of  the mask  and  test  stimuli  to 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be varied independently using lookup tables.   The three observers were all psychophysically experienced  and  wore  their  normal  optical correction.  
2.2 Stimuli 
 Mask and test stimuli were circular patches of sinusoidal  grating,  spatially  modulated  by  a raised cosine window (see inset to Fig 2), with a  central  plateau  three  degrees  in  diameter. Test gratings were always horizontal and had a  spatial  frequency  of  1  c/deg.  Two  different cross‐oriented mask  gratings were used. One was a vertical grating (oriented perpendicular to  the  test)  with  a  spatial  frequency  of  1 c/deg.  The  other  was  an  oblique  grating  (–45°) with a  spatial  frequency of 3  c/deg. The first  arrangement  is  a  canonical  stimulus  for cross‐orientation masking and uses mask and test  spatial  frequencies  that  are  known  to produce  large  effects  (Meese  &  Holmes, 2007). The second extends the stimulus space in spatial frequency and orientation and helps place  the  present  study within  a  larger  body of  ongoing  psychophysical  work  (Meese  & Holmes,  2002;  Meese,  2004;  Meese  &  Hess, 2004; Meese et al., 2007).  There  were  two  ocular  conditions  for  each type  of mask.  In  the monoptic  condition,  the mask and test were presented to the same eye and  the  other  eye  was  presented  with mean luminance.  In  the  dichoptic  condition  the mask  and  test  were  presented  to  different eyes.  (A  third,  ‘half‐binocular’,  condition  is described in the Discussion.) On each trial, the spatial  phase  of  the  mask  and  the  test  was randomly selected from one of four values (0, 90,  180  or  270°)  to  homogenize  local luminance  adaptation.  Stimulus  contrast  is expressed  as  Michelson  contrast  in  percent, given by c = 100(Lmax‐Lmin)/(Lmax+Lmin).  In  Experiments  I  and  II,  detection  thresholds were  measured  for  all  four  mask/test configurations.  These  experiments  explored the  effects  of  stimulus  duration  (25‐400 ms) and  mask  contrast  (0%‐45%),  respectively. The mask and test were always superimposed in  time  and  had  the  same  duration. Experiment  III  used  an  adaptation  paradigm, in which the mask eye was presented with an adapting  pattern  for  2  minutes.  This  was  a 
vertical 1 c/deg grating with contrast of either 0%  or  50%.  To  evenly  distribute  local luminance  adaptation,  the  phase  of  the adaptor was shifted by 90+x deg every 100ms, where  x was  a  value  randomly  selected  from the  range  0  to  180  deg.  Top‐up  adaptation periods  of  6  seconds  occurred  before  each trial  and were  followed  by  a  blank  period  of 500 ms before the first test interval.   In  all  three  experiments,  monoptic  detection thresholds were also gathered  in  the absence of  a  mask  (a  no‐mask  control  condition).  In Experiment  II, binocular detection  thresholds were  also  measured  for  a  mask  contrast  of 0%.  This  was  to  help  specify  some  of  the model parameters as described in Appendix A.  
2.3 Procedure 
 Subjects  were  seated  in  a  dark  room  with their  heads  in  a  support  to  which  the stereoscope  was  attached.  A  two‐interval forced‐choice  (2IFC)  procedure  was  used  to estimate  detection  thresholds  (interstimulus interval  =  500ms).  One  interval  contained only  the  mask  grating,  and  the  other contained  the  mask  plus  the  test  grating. Subjects  indicated  which  interval  contained the test grating by pressing one of two mouse buttons  and  auditory  feedback  indicated correctness  of  response.  Stimulus  conditions were blocked by mask contrast level, duration and mask type (i.e. 1 c/deg or 3 c/deg). Within each  block,  the  monoptic  and  dichoptic conditions were  randomly  interleaved  across trials. For each condition, a pair of 3‐down, 1‐up  staircases  was  used  (Wetherill  &  Levitt, 1965),  where  the  target  contrast  was decreased  after  three  consecutive  correct responses  and  increased  after  a  single incorrect  response.  For  each  staircase,  the contrast  step‐size  began  at  12dB  (a  factor  of 4), but decreased to 3dB (a factor of √2) after the initial reversal in staircase direction. Each staircase  terminated  after  12  subsequent reversals  in  direction  (typically  about  47 trials), and only the data gathered during this stage  were  used  in  the  analysis.  In Experiments  I  and  II  the  two  staircases  in  a pair  tracked  thresholds  for  complementary conditions  across  eye  and  were  randomly interleaved.  In  Experiment  III,  just  one  eye was adapted on each day of experimentation. The mask was  presented  to  the  adapted  eye, 
Baker, Meese & Summers (2007) Neuroscience, 146: 435‐448 doi:10.1016/j.neuroscience.2007.01.030 
This post‐print version was created for open access dissemination through institutional repositories. 























3.2  Experiment  I:  Temporal  dependencies  of 
cross­orientation masking 
 Fig 1 establishes the logic of our approach, but before  reporting  the  contrast‐masking functions  (Experiment  II)  we  first  consider the  effects  of  stimulus  duration  at  the  high contrast  end  of  these  functions  (far  right  of the  plots  in  Fig  1).  We  do  this  for  several reasons.  First,  stimulus  duration  is  known  to be  important  for  some  suppressive phenomena  (e.g.  see  Solomon  et  al.,  2006). Second,  the  temporal  characteristics  of  the masking  process  will  help  to  constrain  the association between our systems analysis and the  physiological  underpinnings.  Third, increasing  the number of stimulus conditions raises  the  probability  of  being  able  to  decide between Model  4  and  the  others.  Fourth,  the results from this experiment can be used to fix the model parameters used in Experiment II.  Fig 2 shows the effect of stimulus duration on detection  thresholds  for  a  horizontal  1 c/deg patch  of  grating.  For  all  three  observers (different  rows),  detection  thresholds measured without a mask (circles, duplicated across  columns)  decrease  with  stimulus duration, quite sharply at first, but then more gently,  approaching  a  plateau  (Legge,  1978; Georgeson,  1987;  Luntinen  et  al.,  1995). Results  are  also  shown  for  a  superimposed mask  stimulus  that  was  either  a  vertical  1 c/deg grating (left column) or a left oblique 3 c/deg  grating  (right  column).  Like  the baseline  detection  thresholds  (circles), monoptic  (triangles)  and  dichoptic  (squares) masking  functions also  tend  to decrease with stimulus duration, at least over the initial part of  the  function.  Crucially,  the  two  functions (triangles  and  squares)  do  not  superimpose, providing  strong  evidence  against  the  idea that XOM involves a single mechanism placed after binocular summation (Model 1).  For Models 2 and 3, the potency of one type of masking  (monoptic  or  dichoptic)  must  be consistently  greater  than  the  other.  This  is shown  in  the  right  of  Fig  1,  where  the independent variable is mask contrast, though the  logic  is  identical  for  monotonic  masking functions  of  stimulus  duration.  In  the experiment, however, there is no evidence for 
such  an  orderly  arrangement.  Instead,  the stronger masking switches between monoptic and  dichoptic  stimulus  conditions  across duration  (compare  triangles  and  squares  in Fig 2a), mask‐type (compare the triangles and squares  in  Fig  2e,  with  those  in  Fig  2f)  and observer  (compare  the  triangles  and  squares in  Fig  2b,  with  those  in  Fig  2d).  Put  another way,  neither  triangles  nor  squares  are consistently  higher  than  the  other  in  Fig  2. Clearly, human vision does not operate under the constraints of Models 2 or 3 either.    
  Figure  2:  Detection  thresholds  as  functions  of stimulus duration (mask contrast = 45%) for three observers  (different  rows)  and  two  mask configurations  (different  columns).  Error  bars (±1SE) were all  smaller  than  symbol  size. The no‐mask  thresholds  (circles)  are  duplicated  across panels for each observer. Monoptic (triangles) and dichoptic  (squares)  masking  functions  are  very different, tending to converge and diverge with the no‐mask  thresholds  respectively.  The  diversity  of these results rejects Models 1, 2, and 3, but is well fit by Model 4 (Fig 1d) as described in the text.  
Baker, Meese & Summers (2007) Neuroscience, 146: 435‐448 doi:10.1016/j.neuroscience.2007.01.030 
This post‐print version was created for open access dissemination through institutional repositories. 
 The  results  in  Fig  2  extend previous  findings of  observer  differences  using  related  stimuli (Meese & Hess, 2004; Petrov & McKee, 2006), but we now see that their diversity overlies a systematic  trend with  stimulus duration. The no‐mask  functions  (circles)  tend  to  converge with the monoptic functions (triangles), but to diverge  with  the  dichoptic  functions (squares).  This  is  seen more  readily  in  Fig  3, where  the  masking  effects  (threshold elevation)  are  shown  separately  for  the  two ocular  conditions  (different  panels)  after normalizing  to  unity  at  the  shortest  stimulus duration.  Plotted  this  way,  we  see  how masking varies with stimulus duration, where points  above  and  below  unity  indicate increases  and  decreases  respectively.  In  the dichoptic  condition  (right  panel),  there  is  a strong tendency for masking to  increase with stimulus  duration.  This  was  confirmed  by linear  regression,  which  produced  a  positive slope  for  all  six  functions  (the  solid  line  is their average). In the monoptic condition (left panel), the results were slightly less clear. The overall  trend  was  for  masking  to  decrease with stimulus duration (solid line), though for one observer (SAW; see Fig 2e & f) there was little or no effect. Nevertheless, it is clear that monoptic  and  dichoptic  masking  have different  dependencies  on  stimulus  duration, suggesting  that  different  mechanisms  are 
involved.  This  point  is  emphasized  further  in  Fig  4, where the results for the monoptic (triangles) and dichoptic (squares) conditions have been normalized  to  the  monoptic  results  across stimulus duration  to  simplify  the  comparison between the conditions (the diamonds will be described  later  in  the  Discussion).  Dichoptic masking  increases  with  stimulus  duration against  monoptic  masking  (squares  versus triangles)  for  both mask  types  (left  and  right columns)  and  for  all  three  observers (different  rows).  But  whether  dichoptic masking  exceeds  monoptic  masking  (grey shading)  for none,  part,  or  all  of  the  function depends  upon  both  of  these  factors.  Clearly, isolated  comparisons  across  monoptic  and dichoptic  masking  conditions  are  likely  to appear  inconsistent  and/or  depend  on  the details  of  the  stimuli  used  (Meese  &  Hess, 2004;  Petrov  &  McKee,  2006).  Thus,  one cannot  simply  characterize  XOM  in  terms  of whether  the monoptic  or  dichoptic  variety  is the  more  potent.  Much  more  systematic  is how  the  levels of masking  for  the  two ocular conditions  vary  against  each  other  along  the stimulus  dimension  of  interest,  be  that duration  (Figs  3  and  4)  or  spatial frequency/orientation  of  the mask,  as  can  be seen by looking ahead to Fig 6.   
  Fig 3. Effect of stimulus duration on  threshold elevation  factor  for monoptic  (left) and dichoptic  (right) cross‐orientation masking, derived  from the results  in Fig 2. Threshold elevation was determined by calculating  the ratio of contrast detection threshold with and without a mask. These functions were then normalized to unity at the  shortest  stimulus  duration  (25  ms).  Solid  and  open  symbols  are  for  the  1  c/deg  and  3  c/deg  masks respectively (from the left and right columns in Fig 2). The solid lines are the average linear regressions for the six functions in each panel. The horizontal dotted lines indicate the locus of null effect. 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Figure  4.  Effect  of  stimulus  duration  on  dichoptic and  half‐binocular  masking  relative  to  monoptic masking.  In  all  cases,  the  severity  of  dichoptic masking  (squares)  increases  against  monoptic masking (triangles). The grey shading indicates the regions where dichoptic XOM > monoptic XOM. The diamonds  are  for  a  half‐binocular  condition performed  at  the  same  time  (blocked)  with  the other  conditions  and  described  in  the  Discussion. The  diamonds  are  filled  at  stimulus  durations where squares > triangles, and are open otherwise. Note  the  close  conjunction  between  the  filled diamonds and the shaded regions.   As  we  show  in  the  next  subsection,  the  one model  that  has  not  been  rejected  (Model  4) can  accommodate  all  of  these  results.  An important  architectural  feature  of  this model is  that  XOS  from  monoptic  and  dichoptic sources  both  occur  before  binocular summation  (Fig1d).  We  describe  the quantitative details below. 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(2)  The  exponents  m  and  p  describe  the accelerating  contrast  response  at  monoptic and binocular signal stages respectively. Their precise values are unimportant for the logic of our  arguments  (e.g.  we  found  similar  results with m = p = 1), but we include them here for completeness. Their values were derived from the  psychophysical  data  as  described  in Appendix A, giving m = 1.3 and p = 2.8, and are in  close  agreement  with  those  estimated  in earlier  work  at  detection  threshold (Georgeson & Meese, 2005).  
                                                
1 This model equation is derived from the binocular 
summation model of Meese, Georgeson and Baker 
(2006), extended here to accommodate the impact of 
cross-orientation suppression at various loci (see 
Fig 1). However, for simplicity (to reduce the number 
of free parameters), the model is restricted to operate 
only around the detection threshold of the target and 
therefore describes only the accelerating part of the 
contrast transducer. This means it lacks the self-
suppression terms on the denominator that produce the 
familiar sigmoidal contrast response seen at the 
cellular level in striate cortex (e.g. Ohzawa et al, 1985) 
and inferred by psychophysical pedestal masking (e.g. 
Legge & Foley, 1980). Further analysis (not shown) 
using a fuller version of the model that included these 
extra features confirmed our conclusions here.  
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Following  common  practice,  we  assume  that the  stimulus  is  detected when  the  difference between  the  model’s  responses  to  the  two intervals  (assumed  to  be  zero  in  the  null interval)  is  greater  than  or  equal  to  some criterion  level,  k.  This  is  a  free  parameter related  to  the  standard  deviation  of  late additive  noise  and  sets  the model  observer’s overall sensitivity.  Experiment  I  revealed  three  temporal dependencies:  monoptic  XOS,  dichoptic  XOS and  basic  detection  thresholds.  To  model these we convert the two suppressive weights (ωM and ωD) to functions of stimulus duration, and  introduce  an  excitatory  function  of stimulus  duration  on  the  numerator  of  the model  equation.  For  brevity, we  first  rewrite Equation 2 as 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1+ (ωM (t)XL ) + (ωD (t)XR ) (4)  for the left eye response, where XL and XR are the monoptic (left) and dichoptic (right) mask contrasts.  Baseline  (no‐mask)  detection thresholds  decreased  with  stimulus  duration (circles  in  Fig  2),  consistent  with  temporal integration.  Here  we  find  that  this  is  well described by an inverted exponential function of  the  form: 
€ 
fE (t) =1− e−t /α ,  where  t  is stimulus  duration  in milliseconds,  and α  is  a free  parameter.  No  doubt,  the  underlying process  is  more  complicated  than  this, possibly  involving  probability  summation over time (Tolhurst, 1975; Watson, 1979) and multiple  detectors  with  various  impulse responses  (Legge,  1978;  Georgeson,  1987). Nevertheless,  our  descriptive  approach  is adequate  for  our  present  purposes  and 
provides  a  good  fit  to  the  range  of  stimulus durations used here (e.g. dashed curves in Fig 2).   We  also  achieved  a  very  good  account  of dichoptic  XOM  using  the  same  temporal integration  function  as  for  detection.  That  is, 
€ 
ωD (t) =WD fE (t) ,  where  WD  is  a  scaling parameter.  The  divergence  between  the baseline  and  dichoptic  masking  functions (dashed and solid dark curves in Fig 2) occurs in  the  model  because  the  masking  term dominates  the  denominator  only  at  longer stimulus  durations  (i.e.  only when  it  is much greater  than  the  saturation  constant  of  unity in  Equation  3).  Note  that  because  the temporal dependencies on the numerator and denominator  of  Equation  3  are  identical  the divergence  between  these  curves  is asymptotic.  The functional form of monoptic masking was different  from dichoptic masking  (Fig 3),  and is well approximated by 
€ 




 Observer  RMS error (dB)  k  a  h   WM  (1 c/deg mask)  WM  (3 c/deg mask)  WD (1 c/deg mask)  WD  (3 c/deg mask) DHB  0.96  0.75  51.2  ‐0.47  0.23  0.22  0.04  0.02 TAY  0.72  0.77  44.9  ‐0.15  0.03  0.06  0.10  0.05 SAW  0.69  0.36  40.6  ‐0.12  0.09  0.09  0.13  0.03 Table 1. Quality of  fit  (RMS error) and parameter values  for  the modelling  in Experiment  I. There were seven free parameters  for  five masking  functions (Fig 2)  for each observer. Note  that  the negative values of  the  free parameter  h  indicate  that  the  weight  of  monoptic  masking  decreases  with  stimulus  duration  for  all  three observers.   
3.4  Experiment  II:  Cross­orientation  contrast 
masking 
 We tested the model  further by exploring the effects of mask contrast at a stimulus‐duration of  200  ms  (Fig  5c‐h).  As  predicted  (Fig  1), masking  increased  with  the  contrast  of  all types of mask. But in no case did the functions superimpose, confirming our earlier rejection of Model 1. To test whether the order of entire contrast‐masking  functions  (monoptic  verses dichoptic)  could  be  switched  by  stimulus duration, DHB repeated the experiment at 50 ms (Fig 5a,b). As expected from Experiment I (Fig 2, top panels), the switch occurred for the orthogonal mask, but not the oblique 3 c/deg mask  (compare  shaded  regions  in  Fig  5a‐d, which  shows  where  the  dichoptic  effect  is greater than the monoptic effect).   Although the order of masking functions in Fig 5  is  diverse  (compare  shaded  regions),  a comparison  of  the  results  across  the  left  and right  panels  shows  that  monoptic  masking (triangles)  is  very  similar  for  the  two  mask types.  In  contrast,  dichoptic  masking (squares)  is  weaker  for  the  oblique  3  c/deg mask  than  for  the  orthogonal  1  c/deg  mask. These effects are  seen more directly  in Fig 6, which shows normalized detection thresholds in the presence of the 1 and 3 c/deg masks for the  monoptic  (left)  and  dichoptic  (right) results  from  Experiments  I  (top)  and  II (bottom). In both experiments there is little or no  effect  of  mask  type  for  the  monoptic conditions  (the  lines  cluster  around horizontal in the panels on the left). However, the  3  c/deg  mask  is  typically  less  effective than  the  1  c/deg  mask  for  the  dichoptic conditions  (most  of  the  lines  have  negative gradients  in  the  panels  on  the  right).  These observations  are  also  confirmed  by  the monoptic and dichoptic weight parameters,  




  Figure  6.  Effect  of  mask  type  on  threshold  elevation  factor  for  monoptic  (left)  and  dichoptic  (right)  cross‐orientation masking. Data are collapsed across observer and stimulus duration in the top panels (Experiment I; Fig  2)  and  observer  and mask  contrast  in  the  bottom panels  (Experiment  II;  Fig  5).  Threshold  elevation was determined by  calculating  the  ratio of  contrast detection  threshold with and without a mask. These  functions were  then normalized  to unity  for  the 1 c/deg  (vertical) mask. The  solid  lines  are  the  average  effects  in  each panel. The horizontal dotted lines indicate the locus of null effect.  
wM  and wD  fitted by  the model  and  shown  in Table  1.  Thus,  the  ipsiocular  route  to XOM  is broadband,  whereas  the  interocular  route  is more  narrowly  tuned  to  spatial  frequency, orientation or both.  Overall,  there  were  small  shifts  in  contrast sensitivity across Experiments  I  and  II  so  the model  sensitivity  parameter,  k,  was  re‐estimated  to  improve  the  fit  in  Fig  5.  This single  free  parameter  served  merely  to  shift the  offset  of  the  entire  set  of  predictions  for each  observer,  and  did  not  change  the  order or  their  shape.  The model  captures  the main features  in  the  data  very  well  (see  curves  in Fig 5) confirming our earlier conclusions. The close relation between model predictions and data  also  confirms  that  the  individual differences  seen  in  Experiment I  were replicated in Experiment II.   One shortcoming of the model is  its failure to 
describe  the  small  levels  of  facilitation  at intermediate  mask  contrasts  in  some  of  the monoptic  masking  functions.  This  has  been observed  in  other  studies  of  XOM  (Foley  & Chen, 1997; Meese & Holmes, 2007; Meese et al.,  2007),  but  for  simplicity  is  not  modeled here.  One  way  in  which  psychophysical facilitation  can  occur  is  if  the  mask  gently stimulates  the  detecting mechanism  bringing it  closer  to  detection  threshold  (Legge  & Foley,  1980).  However,  this  process  is typically  associated  with  a  reduction  of  the slope  of  the  psychometric  function  (to  a Weibull  b  ~  1.25)  (Pelli,  1985;  Legge  et  al., 1987;  Bird  et  al.,  2002;  Meese  et  al.,  2007), whereas the psychometric functions here (not shown) were affected only modestly,  if  at  all, by mask contrast and remained steep (typical Weibull  b  ~  3  or  4).  We  have  proposed  an alternative  account  of  this  facilitatory  effect elsewhere  (Meese & Holmes,  2007; Meese  et al., 2007). 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 Observer  Stimulus duration  (dur ms)  RMS error (dB)  k  wM(dur) (1 c/deg mask)  wM(dur) (3 c/deg mask)  wD(dur) (1 c/deg mask)  wD(dur) (3 c/deg mask) DHB  50  1.49  0.85  0.04  0.04  0.03  0.01 DHB  200  2.12  0.59  0.02  0.02  0.04  0.01 TAY  200  2.21  0.43  0.01  0.03  0.10  0.04 SAW  200  1.9  0.17  0.05  0.05  0.13  0.03 Table 2. Quality of fit (RMS error) and parameter values for the modelling in Experiment II. There was one free parameter (k) for four masking functions (Fig 3) for each observer. Other model parameters were set to those shown in Table 1. The values of the weight functions (w) are also shown for the appropriate stimulus durations. Much  of  the  error  (third  column)  is  due  to  the  facilitation  in  the monoptic  condition, which was  beyond  the scope of the present model.  
3.5 Experiment III: Adapting the mask 
 Next  we  used  an  adaptation  paradigm  to establish  the  anatomical  origins  of  the  two routes  to  XOM.  Because  cortical  cells  are desensitized  by  prolonged  stimulus  exposure (Movshon  &  Lennie,  1979;  Albrecht  et  al., 1984; Ohzawa et al., 1985), adaptation  to  the mask should decrease the effects of XOM if its site  is  cortical.  A  null  effect would  point  to  a pre‐cortical  locus because  those cells are  less prone  to  adaptation  (Movshon  &  Lennie, 1979; Ohzawa et al., 1985; though see Shou et al., 1996 and Solomon, et al 2004).   The  mask  had  the  same  orientation  as  the adapter  and  was  always  presented  to  the same  eye  as  the  adapter.  The  test  was presented to either the same eye as the mask and  adapter  (monoptic)  or  to  the  other  eye (dichoptic)  (see  Fig  7a).  In  the  monoptic condition  (triangles,  Fig  7b)  the  strength  of masking was unaffected by  adaptation  to  the mask  (the  dashed  lines  are  very  similar). However, when the test was presented to the other  eye  (squares,  Fig  7b),  adaptation decreased  the potency of  the mask  (the  solid lines  do  not  superimpose).  These  results  are summarized  in  Fig  7c,  which  shows  the adaptation aftereffects for the monoptic (left) and  dichoptic  (right)  conditions.  Clearly,  the aftereffects are much greater  in  the dichoptic condition, there being little or no aftereffect at all for monoptic stimulation.     
The  logic  of  our  experiment  was  that  if  the suppression process were adaptable, then the potency  of  the  mask  would  be  reduced.  For dichoptic masking, this happened for all three observers  (far  right  of  Fig  7c).  However,  for DHB  and  SAW,  adaptation  to  one  eye enhanced sensitivity to orthogonal gratings in the other eye, even without the mask (left part of the dichoptic panel in Fig 7c). This could be due  to  standing  levels  of  interocular  XOS  in the  cortex  (Morrone  et  al.,  1982)  that  are diminished  by  the  adaptation  process (DeValois,  1977;  Tolhurst  &  Barfield,  1978; Greenlee  &  Magnussen,  1988).  If  so,  then  in this  experiment  the  differences  between  the observers  are  understood  as  individual differences in (standing) suppressive weights, along  similar  lines  as  before  (Tables  1  &  2). Another possibility is that adaptation does not desensitize  the  process  of  suppression,  but provides  direct  facilitation  for  orthogonal gratings  in  the  other  eye.  However,  this interpretation is difficult to reconcile with the results for TAY where the dichoptic aftereffect was  restricted  to  the  high  contrast  mask condition (see Fig 7c).  The  results  of  this  adaptation  experiment suggest  a  sequence  to  the  two  forms  of masking:  a  pre‐cortical  monoptic  process, followed by a cortical dichoptic process. In the model,  the  effects  are  achieved  by  allowing only  the  interocular  pathway  for  XOS  to  be desensitized  by  prolonged  stimulation  (i.e. only ωD decreases with adaptation in Fig 1d). 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Figure  7:  Adapting  the mask.  Experimental  design (a)  thresholds  (b)  and  adaptation  aftereffects  (c) for  combined  adaptation  and  cross‐oriented masking at a stimulus duration of 100ms. The mask grating  contrast  was  either  0%  or  32%  and  the contrast  of  the  adapting  grating was  either  0% or 50%.  Error  bars  show  ±1  SE  of  the  estimates  of threshold.  The  threshold  reduction  factors  in  (c) were derived from the results in (b) by calculating the  ratio  of  the  detection  thresholds  for  the  null (0%) and high contrast (50%) adapters. A positive reduction  factor  indicates  that  the  adapter decreased the potency of the mask.  
 
4 Discussion 
 We  have  considered  four  arrangements (models) for the possible loci of ipsiocular and interocular  cross‐orientation  suppression (XOS) relative to binocular summation. Model 1  places  suppression  from  both  eyes  after binocular  summation  and  predicts  that contrast‐masking  functions  should  be 
identical  for  monoptic  and  dichoptic  masks (Fig  1a).  This  model  is  rejected  by  the masking  results  from  all  three  of  our experiments  where  we  find  no  evidence  for superposition. Models 2 and 3 are extensions of  Model  1  where  the  late  suppression  is augmented  by  either  an  ipsiocular  (Model  2) or  interocular  (Model  3)  pathway.  These models  predict  that  one  form  of  masking should be consistently greater  than  the other (Fig 1b & c). Both models are rejected by  the results  from  Experiments  I  and  II,  where we find that the order of the effects depends upon stimulus duration, spatial configuration of the mask,  and  observer.  The  only  arrangement with  sufficient  flexibility  to accommodate  the complexity  of  our  results  is  Model  4,  where both  sources  of  masking  are  placed  before binocular summation (Fig 1d).  These psychophysical results and quantitative systems  analyses  provide  the  first  clear evidence  for  two  stages  of  superimposed cross‐orientation  masking  (XOM)  in  human vision. This work extends our earlier model of binocular,  monoptic  and  dichoptic  pedestal masking  (Meese  et  al.,  2007)  to  the  more general case of XOM (though for simplicity, we have restricted the present implementation to operate only around detection threshold).  
4.1 Cortical and Pre­cortical Sources of XOS  The ipsiocular effect was spatially broadband, its  suppressive  weight  tended  to  decrease with  stimulus  duration  (Table  1)  and  it  was not  adaptable.  These  characteristics  are consistent  with  pre‐cortical  neurons  but  not those  typical  of  the  cortex.  For  example, recent  work  in  the  LGN  of  cat  found  non‐classical  suppression  that  extends  over  the entire  receptive  field  and was  broadly  tuned to  spatial  frequency  (Bonin et  al.,  2005). XOS in  cat  is  most  pronounced  at  high  temporal frequencies  (Li  et  al.,  2005),  consistent  with the  decline  of  our  ipsiocular  effect  with stimulus  duration.  And  it  is  well  known  that cortical  cells  adapt,  but  that  cells  in  the  LGN do  not  (Movshon &  Lennie,  1979; Ohzawa  et al.,  1985),  at  least  under  conventional stimulation (Solomon et al., 2004).   In  contrast,  we  found  that  the  weight  of interocular  masking  increased  with  stimulus duration,  consistent  with  the  finding  that interocular  XOS  is  greatest  for  low  temporal 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frequencies at the single‐cell level in cat (Li et al.,  2005).  A  striking  result  here  is  that  the functional  form  of  this  temporal  dependency of  XOS  is  identical  to  that  of  contrast sensitivity  to  the  test  grating  (see  the subsection  on  model  details),  implying  that contrast detection and interocular XOS follow identical,  presumably  cortical,  stages  of temporal  integration  (Legge,  1978; Georgeson,  1987).  Our  finding  of  orientation and/or  spatial  frequency  tuning  for interocular  XOM  also  points  to  a  cortical origin  (Hubel  &  Wiesel,  1959;  Maffei  & Fiorenti, 1973; Movshon et al., 1978). Further support  for  this  hypothesis  comes  from  our adaptation  study,  where  dichoptic  XOM  was diminished  by  mask  adaptation,  consistent with  cortical  physiology  (Movshon  &  Lennie, 1979;  Albrecht  et  al.,  1984;  Carandini  et  al., 1998).  Analogous  adaptation  experiments  at the  single‐cell  level  in  cat  also  suggest  pre‐cortical  and  cortical  involvement  for  XOS within  and  between  the  eyes  respectively (Freeman et al., 2002; Li et al., 2005; Sengpiel & Vorobyov, 2005). Finally, our previous work on  binocular  cross‐orientation  masking (Meese & Hess, 2004; Meese & Holmes, 2007) shows  that  it  is  a  low  spatial  frequency  and high  temporal  frequency  phenomenon;  a result  that  we  have  recently  replicated  for monoptic  stimuli  (work  in  progress).  Thus, the  pre‐cortical  form  of  XOS  might  be associated  most  strongly  with  the magnocellular stream in primate.  Our  work  above  addresses  the  sequence  of origin for the two sources of suppression, but it  does  not  address  the  sequence  of  their influence.  For  simplicity,  the  illustration  of Model 4 (Fig 1d) shows a common impact site for  both  sources  of  XOS,  but  for  the  stimulus conditions  described  so  far  this  arrangement shares  a  formal  similarity with  one  in which they  are  placed  in  series.  Therefore,  it  is possible  that  (i)  the  two  sources  of suppression affect the signal in the anatomical sequence  in  which  they  originate,  or  (ii)  the cortical  influence  feeds  back  to  the  LGN  to impact  at  a  common  site.  We  now  present evidence for the former alternative.  
4.2 Interocular Suppression of Binocular Masks 
 When  a mask  is  presented  to  both  eyes,  one might suppose  that  suppression  from both of 
the  cross‐oriented  pathways  is  of consequence  (see  Fig  1d  and  Eq  2)  and  that masking  would  increase.  However,  other work  indicates  that  the  characteristics  of binocular  XOM  are  much  closer  to  monoptic than  dichoptic  XOM.  Both  are  immune  to adaptation  (Foley  &  Chen,  1997),  both  are spatially  broadband  (Meese,  2004),  and  both are  most  pronounced  at  low  spatial frequencies and high temporal frequencies or short durations (Meese & Holmes, 2007). This apparent  paradox  could  occur  if  the  parallel masks  in  each  eye  were  to  suppress  each other  (interocular  suppression)  before  their own  binocular  summation,  thereby  reducing the  effective  mask  contrast  available  for dichoptic XOM (Meese & Hess, 2005). Indeed, this  arrangement  goes  some  way  towards explaining  why  the  contrast  of  the  world doesn’t  change  very  much  when  you  view  it with  two  eyes  instead  of  one:  the  extra contrast  from  the  second  eye  is  offset  by  the interocular suppression it imposes on the first eye (Ding & Sperling, 2006; Meese et al., 2006; Baker et al., 2007).  We  tested  this  idea  in  an  extension  to  the present  study  by  adding  a  second  mask  to what was originally a dichoptic (or monoptic) mask. We call this a  ‘half‐binocular’ condition because  the  cross‐oriented mask  is  shown  to both  eyes,  but  the  test  grating  to  only  one (Meese  &  Hess,  2005;  Meese  et  al.,  2007). Results  for  this  condition  (diamonds)  are shown  in  Fig  4  along  with  those  from  the monoptic  (triangles)  and  dichoptic  (squares) conditions  replotted  from  Fig  2.  Where dichoptic  XOM  dominates  (shading  in  Fig  4), half‐binocular  masking  was  typically  less effective  than  dichoptic  masking    (filled diamonds),  even  though  there  was  greater mask  energy  across  the  eyes  (McKee  et  al., 1994;  Meese  &  Hess,  2005).    This  can  be understood  by  supposing  that  the  extra (monoptic)  mask  in  the  half‐binocular condition  activates  interocular  suppression between  the  two  mask  components,  thereby weakening  the  otherwise  powerful  dichoptic XOM. Although  the extra monoptic mask also adds  to  the  overall  level  of  suppression through  the  ipsiocular  pathway,  its  weak effect  in  these  conditions  is  insufficient  to overcome  the  reduction  of  dichoptic  XOM. Furthermore,  if  the  consequence  of interocular suppression does not feed back to 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the LGN (i.e. the process of monoptic masking is  beyond  the  reach  of  interocular  effects), then monoptic XOM will not be released in the same  way.  This  is  evident  in  Fig  4  in  the regions  where  monoptic  XOM  dominates (triangles  >  squares;  no  shading).  In  those cases  the  extra  mask  typically  enhances masking  (open  diamonds),  because  of  the additional  interocular  effect  (see  figure caption  for  further  details).  This  implies  that the two forms of masking exert their influence in the same order in which they originate.   We  conclude  that  cross‐orientation suppression  occurs  at  (i)  a  pre‐cortical  site within purely monoptic pathways, and (ii) at a subsequent  cortical  stage  between  the  eyes, and before full binocular summation of signals (Fig 8). As V1 is the first stage at which signals are summed across eyes, and as most cells  in higher  visual  areas  are  also  binocular (Leopold & Logothetis, 1996),  the most  likely site  for  our  cortical  stage  of  interocular suppression,  is  V1.  However,  we  emphasize that  the  anatomical  assignments  (either  side of  the  dashed  line  in  Fig  8)  come  from  the 
association  between  our  psychophysical results  and  the  known  properties  of  cortical and pre‐cortical neurons. Thus, if a sub‐group of  cells  in  V1  (e.g.  in  layer  4),  were  to  share the  crucial  properties  of  cells  in  the  LGN, we could  not  rule  out  the  possibility  that  the broadband ipsiocular effects reside there (see also Smith et al 2006 and Webb et al, 2005).   The  logic  in  Fig  1  is  developed  around  an architecture  in  which  purely  monoptic pathways (in terms of excitation) feed directly into  full  binocular  pathways  capable  of substantial  binocular  summation  (see Appendix  A).  A  more  likely  arrangement  is that  an  intermediate  stage  has  intermediate levels of binocular summation consistent with left  and  right  ocular  dominances  (Hubel  & Wiesel, 1959). The  logic of our approach also applies  in  that  situation,  in  which  case  the binocular  site  in  Figs  1  and  8  represents  the later stage of  full binocular summation. Thus, it  is  possible  that  our  second  stage  of  XOS occurs between ocular dominated cells, rather than cells with purely monoptic drive.    
  Fig 8. Schematic  illustration of  the anatomical arrangement of cross‐orientation suppression (XOS)  implied by our  experiments.  The  broadband  and  narrowband  origins  of  XOS  are  not  thought  to  be  limited  to  the orientations  and  spatial  frequencies  depicted  by  the  icons.  Our  experiments  do  not  rule  out  an  ipsiocular contribution to XOS at the cortical stage or further interactions after binocular summation. The second stage of suppression might involve interactions between ocular dominated cells rather than those with purely monoptic drive as depicted. 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4.3  Implications  and  comparison  with  other 
studies 
 Single‐cell  studies  of  dichoptic  XOS  have typically  reported  results  for  binocular  cells (Walker  et  al.,  1998;  Freeman et  al.,  2002;  Li et  al.,  2005;  Sengpiel  &  Vorobyov,  2005). Within our scheme (Fig 5), dichoptic XOS will be  apparent  in  full  binocular  cells,  but  it should  also  be  found  amongst  cells  with purely  monoptic  drive,  or  at  least  those dominated  by  drive  from  one  eye  (as discussed above). We know of no experiments that have addressed this.  Although  there  are  close  comparisons between  our  psychophysical  experiments  on humans  and  single‐cell  work  in  cat  (see above),  little  related  work  has  been  done  in monkey  (though  see  Smith  et  al.,  2006)  and analogous  experiments  have  not  been performed.  Other  work  performed  by Macknik  and  his  colleagues  used  a  very different  type  of  stimulus  in which  the mask and  test  contained  similar  oriented  contours, but were not superimposed in either space or time.  In  an  imaging  study on humans  (Tse  et al.,  2005),  and  a  single‐cell  study  on monkey (Macknik  &  Martinez‐Conde,  2004),  Macknik drew  the  opposite  conclusion  from  us:  that dichoptic  influences  arise  after  binocular summation. Our scheme (Fig 8) does not rule out  the  possibility  of  further  interactions beyond  binocular  summation  and  the  lateral inhibitory  interactions  associated  with Macknik’s  stimuli  are  a  strong  candidate  for this.  Certainly,  their  finding  of  identical psychophysical  effects  for  binocular  and dichoptic masking sets their result apart from other  studies  that  have  used  superimposed (Legge,  1979;  Levi  et  al.,  1979;  Meese  et  al., 2007) or annular (Meese & Hess, 2004; Petrov & McKee, 2006) gratings.   A two‐stage sequence for suppression has also been  identified  psychophysically  for  (i) superimposed XOM and (ii) masking from co‐oriented  gratings  in  the  surround  (Petrov  et al., 2005).  It  seems  likely  that  the  first  stages identified by us and by Petrov et al  involve a common  mechanism  (though  here  we  also provide anatomical context), but whether  the second stages involve different mechanisms is not  clear  (Meese  &  Hess,  2004;  Petrov  & McKee, 2006). Thus, the possibility of at  least 
three  different  processes  for  masking  by suppression  remains viable  in human as well as  in  cat  (Sengpiel  et  al.,  1998).  (See  also Webb et al., 2005). 
 XOS  is  a  well‐established  component  (Foley, 1994)  in  image‐processing  models  of  spatial vision,  which  aim  to  specify  the  information processing  capacities  of  the  early  visual system.  Hitherto,  cross‐orientation interactions  have  been  expressed  at  a  single stage  (Watson  &  Solomon,  1997).  It  is  now clear  that  at  least  two  stages  with  different spatio‐temporal characteristics are needed  to provide  a  more  complete  representation  of image coding in human vision.  
4.4 Binocular rivalry  The stimuli used in studies of XOS are similar to those frequently used in studies of another, presumably  related  form  of  suppression (Sengpiel et al., 1995; Harrad, 1996; Brown et al.,  1999)  known  as  binocular  rivalry.  In  a typical experiment, very different images (e.g. orthogonal  gratings)  are  presented  to different  eyes,  and  after  a  second  or  so  they start  to  rival:  for  brief  periods  the  image  in either  the  left  or  right  eye  dominates,  or  a mixture of the two is seen, with different eyes dominating  in  different  parts  of  the  image (Lee  &  Blake,  2004).  Binocular  rivalry  has traditionally  been  attributed  to  ocular interactions  in  V1  (Blake,  1989),  but  single‐cell  recordings  (Leopold & Logothetis,  1996), functional  imaging  (Tse  et  al.,  2005)  and behavioural  studies  (Kovacs  et  al.,  1996; Logothetis  et  al.,  1996)  have  painted  a more complex  picture  (see  Freeman  et  al.,  (2005) for  a  review).  One  view  is  that  rivalry  is image‐based rather than eye‐based (Kovacs et al.,  1996;  Logothetis  et  al.,  1996),  though recent  work  has  found  that  whatever  the drive,  the  consequences  can  be  observed  as early  as  the  LGN  (Haynes  et  al.,  2005; Wunderlich et al., 2005). Notwithstanding the involvement  of  higher‐order  interactions (Leopold & Logothetis, 1996; Logothetis et al., 1996; Logothetis, 1998; Macknik & Martinez‐Conde,  2004;  Tse  et  al.,  2005),  it  now  seems likely  that  a  substantial  contribution  to binocular  rivalry  arises  from  interocular suppression  (Sengpiel  et  al.,  1995;  Harrad, 1996;  Wilson,  2003;  Lee  &  Blake,  2004; Freeman  et  al.,  2005).  Nevertheless,  it  has 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been  difficult  to  determine  the  origins  of  the effects observed in various brain areas within either  functional  or  anatomical  maps (Polonsky et al., 2000; Haynes et al., 2005; Lee et al., 2005; Tse et al., 2005; Wunderlich et al., 2005).  Typical  behavioural  experiments  on binocular rivalry are not a good starting point for this task because the inherently subjective nature of rivalry (Freeman et al., 2005) means that  criterion‐dependent  behavioural  results do not constrain a  formal systems‐analysis. A psychophysical  approach  much  better  suited to  the  modeler’s  needs  is  the  objective measurement  of  visual  performance  using two‐interval  forced‐choice.  Our  experiments here  provide  this  formality  and  strong evidence for ocular and spatial interactions in the  early  visual  system.  The  short  stimulus durations  and  low  target  contrasts  that  we used  were  designed  to  produce  strong suppressive effects, but no rivalry. Thus, while our  experiments  were  not  intended  to  tap binocular  rivalry  itself,  they  do  provide  new information on the biological hardware that is available to support it.  In fact, the interocular pathway  identified  here  is  a  plausible candidate  for  the  initial  stage  of  eye‐based interactions  for  cross‐oriented  stimuli  in recent  hierarchical  models  of  binocular rivalry (Wilson, 2003; Freeman et al., 2005).    
4.5 Diplopia Suppression? 
 One  possible  functional  role  for  these interocular  interactions  is  the  suppression  of diplopia (double vision). Because the two eyes have slightly different views on the world, the retinal images are not identical under normal viewing,  and  cannot be  slid  into  register.  For objects  whose  binocular  disparity  is  within ‘Panum’s fusional area’ this does not present a problem  because  the  visual  system  can 










resptest = (Lm + Rm )p ,                  (A1)  where L and R are the test contrasts in the left and  right  eyes  respectively.  We  now  derive estimates of m and p, using information about the  slope  of  the  psychometric  function,  and the binocular summation ratio.  The  sigmoidal  Weibull  function  provides  a good  fit  to  typical  psychometric  functions where  its  shape  is  controlled  by  a  single parameter, β  (increasing β makes  it  steeper). The geometric mean (n=48) of the slope of the psychometric  function  (β) was  calculated  for the  monoptic  no‐mask  condition  in Experiment I for the three observers, giving β = 4.37. From signal detection theory there is a formal relation between the overall exponent of  the contrast  transducer (b) and the  log‐log slope  of  the  d’  psychometric  function,  and from  Pelli  (1987)  this  extends  to  an approximation  of  the  Weibull  slope:  b  ~ 
β/1.25,  giving  b  ~  3.5.  In  Equation  A1,  b  is equal  to  the product of  the  two exponents, m and p. The value of m can be inferred directly from  the  binocular  summation  ratio  (Bsum), which  is  the  ratio  of monoptic  and  binocular detection  thresholds  (Bsum  =  Cmon/Cbin).  These were  gathered  in  Experiment  II  (not  shown), from  which  we  estimated  Bsum  =  1.7  (n=32). Because sensitivity was  the same  for  the  two eyes, Equation 1 tells us  that (2Cbin m)p= (Cmon 
m)p, and therefore that Bsum =  21/m. This means 
m = 1.3, and p = b/m = 2.8. These values of m, 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