Abstract: In this paper we describe a procedure for computation of optimal and suboptimal explicit MPC controllers for hybrid systems. This procedure is based on a parametric branch and bound approach, which allows the user to specify a state-dependent suboptimality tolerance. Depending on the choice of the tolerance, an optimal solution can be sought for, a merely feasible solution can be sought for, a certain suboptimality can be enforced, or a priori stability guarantees can be given. Moreover, the proposed procedure does not require that the computation of the optimal solution is tractable.
INTRODUCTION
Hybrid systems form a powerful system class capable of both continuous and discrete dynamics. The combination of continuous and discrete behavior often appears in industrial control systems, where continuous dynamics stemming from physical processes meet discrete dynamics such as logic decision making. The control of hybrid systems is a challenging task, which attracts the attention of researchers worldwide. In this paper, we consider mixed logical dynamical (MLD) systems, Bemporad and Morari (1999) . MLD systems are a common modeling class for hybrid phenomena, which is equivalent to many other hybrid system classes, Heemels et al. (2001) .
A commonly used technique for control of hybrid systems is Model Predictive Control (MPC).
MPC is a flexible control methodology which can take hybrid phenomena as well as hard constraints on states and inputs into account. The major drawback of MPC is the computational effort required to repeatedly solve constrained finite-time optimal control problems. In order to mitigate this drawback, researchers have developed Explicit MPC, which is based on parametric programming, Bank et al. (1982) ; Pistikopoulos et al. (2000) ; Bemporad et al. (2002a) . Parametric programming allows one to solve the optimal control problems for a range of different states, and thus to shift the computational effort from online to offline. The precomputed control laws are stored in a lookup table, which is then evaluated online. For systems of modest size, this procedure allows significant reduction of the online computational effort, up to orders of magnitude. In the case of hybrid systems and a quadratic cost function, several procedures for the computation of explicit MPC control laws have been proposed, based on the solution of mixed-integer nonlinear programs (MINLP), Dua et al. (2002), the enumeration of all switching sequences, Kvasnica et al. (2004) , or on dynamic programming, Borrelli (2003) ; Baotic (2005) .
Unfortunately, the complexity of explicit MPC control laws increases rapidly with the size of the systems, such that the required storage space and evaluation time render the application of explicit MPC techniques beneficial only to systems of modest size. Furthermore, the complexity of the solution that is sought for might make the process intractable already at the offline computation of the explicit solution. This situation motivated the development of a variety of different approximate explicit MPC schemes, see, e.g., Morari (2008, 2009); Summers et al. (2010) ; Kvasnica et al. (2010) . In this paper, we propose a suboptimal quadratic-cost MPC scheme for MLD systems based on branch and bound. It extends ideas presented for multi-parametric mixed-integer linear programs in Acevedo and Pistikopoulos (1997) to multiparametric mixed-integer quadratic programs. Furthermore, the framework presented in the current paper introduces a novel approach to search for suboptimal parametric solutions with a guaranteed bound on the suboptimality. This makes the proposed scheme very flexible and allows the user to enforce guarantees on stability, and the maximal absolute or relative performance loss.
PROBLEM STATEMENT
We consider the class of discrete-time mixed logical dynamical (MLD) systems, which is described by the following relations:
with the state
n ub comprising continuous and binary elements. z k ∈ R nz and δ k ∈ {0, 1} n δ denote continuous and binary auxiliary variables, and A, B i , E i and e 5 denote real matrices and a real vector of appropriate dimensions, respectively.
Constraints on the state and the input of an MLD system such as x k ∈ X , u k ∈ U can be incorporated in (1b). An MLD system is called completely well-posed if δ k and z k are uniquely determined by (1b) for given x k , u k , implying that also x k+1 is uniquely determined. For notational convenience we denote the state-update of well-posed MLD systems by
In quadratic cost optimal control, a cost function is defined as a quadratic function of the states and inputs within the prediction horizon N ,
and where U k = {u k , . . . , u k+N −1 } denotes the sequence of control actions, and the weight matrices P, Q ∈ S nx + and R ∈ S nu ++ are assumed to be positive (semi)definite. Consider the following constrained finite-time optimal control (CFTOC) problem for MLD systems, for a givenx:
(3e) Note that state and input constraints are included in the description of the MLD system, i.e., in (3d). The set X T denotes a compact polyhedral terminal set, constraining the state x k+N at the final (finite) time instance N . With X * f we denote the set of states x k for which a solution to (3) exists.
In classical MPC, the CFTOC problem (3) is solved at each time instance k for the current state x k which amounts to solving a mixed-integer quadratic program (MIQP). The obtained solution is the optimal input sequence U * k (x k ) and a corresponding optimal cost J * (x k ). In a receding horizon setup, only the current input u * k (x k ) is applied to the real plant, and another optimization is executed to determine the control input at the next sample. We will denote the resulting receding horizon control input by u RH (x k ) := u * k (x k ). Explicit MPC for MLD systems requires the parametric solution of the CFTOC problem (3) for a range of different states x k , i.e., the solution of a multi-parametric mixed-integer quadratic program (mp-MIQP). For simplicity we will assume that one is interested in an explicit solution for all x k ∈ X .
The aim of this paper is thus a procedure to compute a suboptimal solutionÛ k (x k ) to the CFTOC problem (3), such that the resulting suboptimal costĴ(x k ) satisfiesĴ
f , and where the finite, positive ǫ : R nx → R + denotes a user-defined suboptimality tolerance. We will denote the resulting suboptimal receding horizon control law byû RH (x k ).
OPTIMIZATION PRELIMINARIES
In this section, some necessary optimization preliminaries will be restated.
Quadratic Programming
Quadratic programming (QP) problems are optimization problems in the form
p×n are given by the vectors in {a i ∈ R n : i ∈ E} and the rows in A I ∈ R m×n are given by the vectors in {a i ∈ R n : i ∈ I}. The column vectors b E and b I are analogously defined. The sets I and E are finite sets of indices.
Mixed Integer Quadratic Programming
In this work, MIQP problems in the form
are considered, where x, H, f , A E , b E , A I , b I , I and E are defined as in (5). The difference is that n b optimization variables indexed by the set B are not real-valued but binary-valued. As a consequence, the problem is no longer convex, and it is known to be NP-hard, Wolsey (1998) . This means that an MIQP problem in many cases is much more difficult to solve than a QP problem. It can be shown that for a fixed initial statex, the problem in (3) is a problem in the form in (6).
Branch and Bound
Branch and bound is a method that in many cases can solve the MIQP problem more efficiently compared to explicitly enumerating all 2 n b possible combinations of integer variables, Wolsey (1998); Floudas (1995) . The less promising combinations are pruned from further consideration by the use of a smart bounding procedure which relies on the computation of so-called relaxations of the original integer problem. These are in the form
where the original integer constraints have been relaxed to interval constraints. Several relaxations with different choices of the sets B 0 and B 1 (where B 0 ∩ B 1 = ∅) are ordered and solved as a binary search tree. A fundamental property of relaxations is that they give lower bounds on the optimal objective function value for the subtree below the relaxation under consideration. If the optimal solution to the problem in (7) is an integer solution, an upper bound on the optimal objective function value has been found. The idea is now to use these bounds to cut the tree, otherwise the process will end up in explicit enumeration. The tree can be cut if a relaxation in a node I. is infeasible. The entire subtree below the node is infeasible. II. is integer feasible. The optimal value for the entire subtree below that node has been found. III. has an objective function value that is worse than the best known integer solution (from II) so far ("dominance").
Even though branch and bound is known to be efficient for many practical problems, the worst-case complexity is still exponential. One way of improving on this conservative complexity bound is presented in Axehill and Morari (2010) . Suboptimal branch and bound methods and their computational performance are further investigated in Ibaraki et al. (1983) .
Multi-Parametric Programming
In this section, optimization problems that depend on a parameter γ ∈ Γ ⊂ R nγ will be discussed. Throughout the paper, the set Γ is assumed to be polyhedral. In general, these problems can be solved using an ordinary optimization routine for a single value of the parameter, or they can be solved for all parameter values of interest. The latter alternative is called multi-parametric programming.
Both multi-parametric MIQP (mp-MIQP) problems and multi-parametric QP (mp-QP) problems are considered in this work. The mp-MIQP problems considered are in the form minimize
This problem can either be solved offline for all γ ∈ Γ using a parametric solver or online for a fixed parameter value γ using an ordinary MIQP solver. It can be shown that the problem in (3) is in the form in (8) with the initial state as the parameterx as in (3b). As in the non-parametric case, relaxations of the mp-MIQP problem in (8) with some of the relaxed binary variables fixed are of interest. These problems are in the form
which is an mp-QP problem. Also this one can be solved offline for all γ ∈ Γ using a parametric solver or online for a single parameter value γ using an ordinary QP solver.
Many contributions have been published in the area of mp-QP and mp-MIQP. Therefore, the details are not given in this work. For a thorough treatment, see, e.g., Bemporad et al. (2002a,b) ; Dua and Pistikopoulos (2000) ; Dua et al. (2002) . The most important properties of the mp-QP and mp-MIQP solutions, and the corresponding value functions, can be found in, e.g., Bank et al. (1982); Borrelli (2003) .
MP-MIQP USING BRANCH AND BOUND
In this section, an algorithm for computing the parametric solution to mp-MIQP problems using multi-parametric branch and bound (mp-BnB) will be presented. Since the problem in (3) is in the form in (8) with the parameter γ representing the initial statex, the algorithm can be used to compute an explicit solution to the hybrid MPC problem. Furthermore, it will be shown how suboptimal solutions, with a guaranteed suboptimality bound, can be computed. Definition 1. An ǫ(γ)-suboptimal solution is a solution to a parametric optimization problem with parameter γ with a corresponding value functionĴ(γ) for which it holds thatĴ(γ) − J * (γ) ≤ ǫ(γ), ∀γ ∈ Γ * , where Γ * is the set of parameters for which there exists a feasible solution.
The idea in this work is to solve the mp-MIQP problem using the branch and bound method, where mp-QP problems are solved in the nodes. This approach provides two benefits compared to explicit enumeration of all feasible binary sequences, or switching sequences as they often are called in the MPC community. The first benefit is that there is a potential of solving larger problems with more binary variables, with the same motivation as for non-parameter dependent branch and bound. The second benefit is that it provides an efficient framework for computation of suboptimal solutions. By relaxing the optimality requirement, many integer feasible solutions are expected to be possible to cut away during the branch and bound process, since they only contribute marginally to the optimal solution. In the parametric case, this means that the number of mp-QP problems to be solved offline is expected to be reduced, and hence, the possibility to compute sufficiently good solutions to larger mp-MIQP problems is enabled compared to what is expected if traditional methods are used. From an MPC point of view this means that the offline computations for larger hybrid MPC problems and problems with more complicated logic are expected to become tractable. It is also expected that the resulting mp-MIQP solution in many cases is less complex.
The mp-BnB algorithm is presented in detail in Algorithm 1, where the value functions are assumed to be infinite for those γ where the problem is infeasible. In this algorithm, P (γ) is a problem in the form (8), P i (γ) is the ith problem in the form (8) subject to a constraint in the form (7d) with feasible set S i (γ), andP i (γ) is the parametric QP relaxation of the ith problem in the form (9) with feasible setS i (γ). Furthermore,J(γ) andx(γ) are the value function and solution, respectively, of the best known integer feasible solution so far,J i (γ) andx i (γ) are the value function and optimal solution to relaxation i, and LIST is a sorted list implementing a priority queue. The choice of ordering of the nodes in LIST corresponds to the choice of exploration strategy (e.g., depth first). The allowance function ǫ(γ) ≥ 0 is a function that bounds the suboptimality of the solution and opens up for relative Algorithm 1 Multi-parametric branch and bound Input: mp-MIQP problem P (γ) where γ ∈ Γ Output:x(γ),Ĵ(γ),Γ 1:J (γ) ← +∞, ∀γ ∈ Γ 2:x(γ) ← void, ∀γ ∈ Γ 3:Γ ← ∅ 4: Add P (γ) to LIST. 5: while length(LIST) > 0 do
6:
Pop P i (γ) from LIST.
7:
SolveP i (γ) ⇒J i (γ),x i (γ), andΓ i ⊆ Γ.
8:
if ∃γ :S i (γ) = ∅,x i (γ) ∈ S i (γ) then 9:x i (γ) is integer feasible for γ ∈Γ i ⊆ Γ and is therefore optimal also in P i (γ). 10: 
No feasible solution exists to P i (γ) for any γ ∈ Γ.
17:
else ifJ i (γ) + ǫ(γ) ≥J(γ), ∀γ ∈Γ i then
18:
There does not exist any γ for which there exists a solution to P i (γ) which is more than ǫ(γ) better thanx(γ).
19:
else ifx i (γ) ∈ S i (γ), ∀γ ∈Γ i then
20:
All potentially optimal integer solutions in this subtree have been found and merged intox(γ). Split S i (γ) into S i0 (γ) and S i1 (γ).
23:
Push P i0 (γ) and P i1 (γ) to LIST.
24:
end if 25: end while 26:x(γ) =x(γ) 27:Ĵ (γ) =J(γ) 28:Γ =Γ and absolute suboptimality bounds. If a globally optimal parametric solution is sought for, then ǫ(γ) ≡ 0, ∀γ.
If Algorithm 1 is compared to a non-parametric branch and bound method for MIQP problems, it can be seen that they are very similar. Conceptually, Algorithm 1 applies the non-parametric algorithm to all parameter values simultaneously. When the algorithm terminates, the solution has the quality stated in Theorem 1, which is for brevity given without a proof. Theorem 1. Denote the globally optimal value function J * (γ). Assume that 0 ≤ ǫ(γ) < ∞, ∀γ ∈ Γ. Then when Algorithm 1 terminates it holds thatx(γ) is ǫ(γ)-suboptimal.
Even though the parametric branch and bound algorithm is conceptually analogous to the non-parametric one, Algorithm 1 involves some significantly more complicated operations. The main computational effort in the algorithm is spent in the comparison of the piecewise quadratic functions, the computation of (possibly an approximation of) the setsΓ i , and the computation of the explicit solutions for the QP relaxations. An algorithm to perform the first two of these tasks is proposed in Section 5.
This section is concluded with a corollary describing the feasible setΓ of the parametric solution returned by Algorithm 1. The proof is omitted for brevity. Corollary 2. Denote the set of feasible parameters for a globally optimal solution Γ * ⊆ Γ. Assume the assumption in Theorem 1 holds. ThenΓ = Γ * .
The mp-BnB method can make use of an initial guess of the solution. This can be found in different ways. For example, the control problem can be solved for some random initial states, the physical process can be run with an online controller, or the process can be simulated in closed loop with an online controller. Combined with a relaxed optimality requirement, such a strategy can be used to verify an ad-hoc solution from sampling and improve this one automatically where it is necessary in order to guarantee feasibility and performance according to the choice of ǫ(γ).
COST FUNCTION COMPARISON
The previous section revealed that the relaxations of the mp-MIQP at the nodes of the branch and bound procedure are mp-QPs. Solving a single mp-QP yields a piecewise quadratic cost function J p defined over a partition of polyhedral regions R p r , where p denotes the partition and r denotes the region of this partition. During the branch and bound procedure we want to compare different piecewise quadratic cost functions, with the aim to determine regions which are redundant. Definition 2. We call a region R p r ⊂ R nx dominated by a finite set of regions
In this section a procedure for comparison of polytopic piecewise quadratic functions is outlined. This procedure, which determines redundant regions, is described in more detail in Besselmann (2010) . Note that also other comparison strategies are possible, e.g., the one in Alessio and Bemporad (2006) .
The comparison of the piecewise quadratic cost functions is carried out partition-by-partition. Before the cost functions of two regions are compared, a number of simple preprocessing steps are executed to decrease the computational effort. For example, it is determined if the two regions at hand intersect. If the bounding boxes of both regions intersect, the intersection of both regions is verified by computing the Chebyshev ball, which requires one LP per tested intersection.
After the preprocessing step, redundant regions are determined by comparisons of quadratic cost functions pairwise. This is equivalent to check if the difference of two quadratic functions,
and thus its minimum, is non-negative on the common domain R ∆J on the common domain. We are proposing to solve the quadratic program min
Note that the difference of two quadratic functions is not necessarily convex. If the difference function ∆J(x) is convex, the minimum ∆J * of the quadratic program (11) can be obtained by a standard QP-solver. If the difference function is non-convex, the optimization problem becomes the minimization of a nonconvex quadratic function over a polytope, which is known to be N P-hard, Pardalos and Vavasis (1991) . In this situation a branch and bound algorithm is employed. Nonconvex minimization based on branch and bound is explained in, e.g., Sahinidis (2000) . An implementation is available as part of the free software package Yalmip, Löfberg (2004) .
If a candidate region is identified as dominated by all intersecting regions of a partition, it is checked if the candidate region is a subset of the opposing partition. In this case the region is determined as redundant.
In many cases the optimization problem in (11) does not have to be solved to optimality. The minimization can be terminated if one of the stopping criteria, i.e., a lower bound greater than zero or an upper bound smaller than zero, is met.
SUBOPTIMAL HYBRID MPC SCHEME
The CFTOC problem for MLD systems is an mp-MIQP problem, and can thus be solved using Algorithm 1. In this section it will be discussed how this framework can be used to compute suboptimal solutions to the CFTOC problem. The suboptimality tolerance ǫ(x k ) can be used to achieve different objectives:
I. Optimal solution
The optimal solution to the CFTOC problem (3) is obtained by selecting ǫ(x k ) ≡ 0.
II. Absolute performance bound
In general the performance bound can take on the form of any polyhedral piecewise quadratic function of the parameter, i.e., the initial state. Furthermore, by selecting a large enough absolute suboptimality tolerance, the algorithm terminates after computing any solution feasible for all x k ∈ X * f .
III. Relative performance bound
The user can also specify a performance bound relative to the optimal cost function ǫ(x k ) = ρJ * (x k ) with ρ ∈ R + by using the lower bounds (1 + ρ)J i (x k ) in the branch and bound procedure.
IV. Stability
Depending on the choice of the suboptimality tolerance, guarantees on closed-loop stability can also be provided, as will be discussed in the next section.
Stability
Assumption 1. The stage cost l(x, u) is such that l(0, 0) = 0 and l(x, u) ≥ α l (|x|) for all x ∈ X and u ∈ U, where α l is a K ∞ -function.
Assumption 2. The design parameters V T and X T are such that, given an auxiliary control law µ T (x),
, for all x ∈ X T Assumption 3. Let there exist a pair of K ∞ -functions α s and α d such that
The main stability result can now be stated. It is given without a proof for brevity. Theorem 3. Fix a positive integer N and suppose that Assumptions 1-3 hold. Then, the origin of system (2) in closed loop withû RH (x) is recursively feasible and asymptotically stable in the Lyapunov sense for initial conditions in X * f .
NUMERICAL EXAMPLES
In this section, Algorithm 1 is tested in numerical experiments. All numerical experiments were performed using Matlab 7.10 running on a computer with four processors of type Intel Xeon E5540 with 24 GB RAM running Debian 5.0.6. The CPLEX version used was 11.1, the MPT version 2.6.2, and the Yalmip version was 3. The Matlab implementation of the algorithm is experimental and is far from being optimized. Hence, the computational times presented are expected to be possible to improve.
In this example, the algorithm was applied to 9 stable random hybrid MPC problems of the type in (3) with 4 realvalued states, 2 real-valued control signals, 3 binary-valued control signals, and no auxiliary variables. A relative performance bound ρ was used as described as Option III in Section 6. The real-valued inputs were constrained by random upper and lower bounds, whereas no state constraints were enforced. The prediction horizon length N was varied in the range 1−7 steps, resulting in 2 3·N switching sequences. The matrices Q and R were chosen as a random positive semidefinite and random positive definite definite matrices, respectively. Furthermore, the matrix P was chosen equal to Q. The problem is to be solved parametrically for all initial statesx such that ||x|| ∞ ≤ 1. The resulting mp-QP problems are fairly simple since the main purpose of the example is to show the principle behavior of the algorithm as the combinatorial complexity grows and the effect of the choice of suboptimality on a large number of examples. Furthermore, explicit enumeration is also shown as a comparison. All computational times presented include the time it takes to compute the explicit solution and to remove redundant regions by using the algorithm presented in Section 5. The average computational time and the average number of partitions from the 9 examples for each prediction horizon length are shown in Figure 1 . The explicit enumeration approach was not The abbreviation e.e. denotes explicit enumeration followed by overlap reduction.
able to finish the 9 examples for N = 4 during the time of the experiments. If the algorithm is run with the aim for an optimal solution (ρ = 0), the number of partitions, i.e., basically the number of binary switching sequences present in the solution, is approximately the same as from explicit enumeration after overlap reduction. The conclusion drawn from the experiment is that the introduction of suboptimality reduces the computation times as well as the complexity (number of partitions) of the resulting explicit solution. This effect becomes more distinctive for longer prediction horizons, with a large number of possible switching sequences.
