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Let (fn)cC1 be a sequence of real-valued functions of a single real variable X. 
A classical theorem of advanced calculus [l] gives sufficient conditions for 
the convergence of (fn)zC1 to a limit function f which is also differentiable. 
In Section 1 of this paper necessary and sufficient conditions to insure the 
differentiability of a limit function are obtained. The sufficient conditions 
given here are much weaker than the usual ones, differing most notably in the 
absence of the hypothesis of uniform convergence of the sequence of deriva- 
tives. In Section 2, two applications and possible extensions are treated. 
1. CONVERGENCE AND DIFFERENTIABILITY 
Suppose that each fn is differentiable at some fixed point x0 . Define a 
sequence (qn).zC1 by 
QnW = 
I 
uz(x) - fnc%W - -%-1 x # x0 
f;(xo) - x = x0 1 
If the sequence (fn),“=l converges pointwise to a function f on some neigh- 
borhood of x0 we define a function q by 
‘(“) = I 
{f(x) - f(Xo)>(~ - w x # x0 
liifJxo) i (when it exists) x = x0 * 
Denote by .N(x,) the family of all neighborhoods of x0 . The following defini- 
tion is fundamental to the results and is a specialization of Definition (1.2) [2]. 
DEFINITION 1.1. A sequence of functions (h,),“=, converge to a function h 
on M(x,,) if and only if, for every E > 0 there is a positive integer N such that 
for every 11 > N there is a 6, > 0 with the property that 1 h,(x) - h(x)1 < E 
for all x with 1 x - so 1 < S,, . 
In [2] it is shown that if each of the functions h, is continuous at x0 then h is 
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continuous at s,, if and only if <II,‘,,:=, converges to h on ,..$‘(s,,). This fact, 
combined with definition (1. I), yields the following result. 
THEOREM 1.2. If ( fn>zzl is a sequence of functions, each differentiable at a 
jxed point x0 , converging pointwise to a function f on some neighborhood of x0 , 
and with (qn>,“=l , and q defined as above, then the following are equivalent: 
(i) f ‘(x,,) exists and lim,,, fA(.va) = f’(.~). 
(ii) The sequence ,< f~(.q,))~c’=l of constant functions converges to q on J’“(x,). 
(iii) The sequence (qn),“=l converges to q on Jlr(s,). 
PROOF. The fact that (i) and (iii) are equivalent follows from the remarks 
preceding the statement of the theorem and the observation that (i) is equiva- 
lent to the continuity of q at x0 . Thus, we need only prove the equivalence of 
(i) and (ii). Suppose f’(~s) exists and f A(‘r,,) + f ‘(x0) and E is positive. 
Each fn is differentiable at s,, , hence there exists a S:, > 0 such that 
1 f A(.vJ - qJx)I < (c/2) for all 8 satisfying / s - b0 / < Sl . Sincef :(x0) +f’(XJ, 
there is an integer N for which Ifi -f ‘(x,,)I < (c/2) whenever n > N. 
From the existence off ,;,(xO) andf’(x,,) it follows that 
for all n > N; therefore a 8: > 0, can be found such that j qn(x) - q(z)1 < (e/2) 
whenver n > N and / s - .v, 1 < 6: . Consequently, if 1 x - x(, 1 < S, , 
6, = min& ,a:) and n > N; it follows from the triangle inequality that the 
sequence (fJ~a)>~=r converges to q on JV(XJ. 
Conversely, suppose ( f~(xo))~cl converges to q on JV(X~). The functions 
(f~(x,,)>~=r are all continuous at JC(, (indeed, everywhere) and hence by the 
remarks following Definition (l), lim,,,O q(x) = f ‘(x,,) exists. Thus, there 
exists a 6 > 0 for which 1 q(x) -f’(x)1 < (c/2) whenver 1 P - x0 / < 6. 
Furthermore, there is an integer N such that for each n > N we can find a 
6, with the property that if I x - x0 / < 6, , then If .(x0) - q(x)1 < (e/2). 
Combining these inequalities we have 
I fnl(%J - f’(JClJl < I f;(%-l) - !&)I + I q(x) - f’(%)l < E 
for all IZ > N, or equivalently, (f~(xo))~zl converges tof’(x,). II 
It is not difficult to show that if a sequence of functions (h,),Z, converges 
to a function f on the family of neighborhoods N(x), then so does every 
subsequence [3]. Thus in the above theorem all of the sequences mentioned 
have the property that all of their subsequences converge in the same manner. 
If we drop this behavior of the subsequences, we can, by using the classical 
concept of quasi-uniform convergence [4, p. 2681 obtain conditions even 
weaker than those imposed in Theorem (1.2). 
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DEFINITION 1.3. A sequence of functions (h,),“=, defined on a closed 
interval I converges quasi-uniformly on I to a function h if 
(i) h,(x) + /r(X) for every x EI. 
(ii) For every E > 0 and positive integer n, there exists integers 
n, , na ,..., n, > 7~ such that for each x E I, 
The following theorem is now an immediate consequence of a theorem of 
Arzela [4, p. 2681 and the observation made in the first part of the proof of 
Theorem (1.2). 
THEOREM 1.4. With the same hypothesis as in Theorem (1.2) and I as in 
Dejnition (1.3) the following statements are equivalent: 
(i) limn+l fh(x) = f ‘(x) for all x E I. 
(ii) The sequence of constant functions ( f,‘,(xO))zX1 converges quasi-uniformly 
to q on I. 
(iii) The sequence (q,,)~zl converges quasi-uniformly to q on I. 
2. EXTENSIONS AND APPLICATIONS 
All of the results of Section 1 can be extended to functions of several 
variables in a straightforward and obvious manner and therefore will not be 
included here. The fact that the set Z is an interval plays no significant role 
in the results which depend on Theorem (1.2) and a more general result can 
be obtained there. 
Both of the applications, considered here concern the differential equation 
y’ = f(x, y), where f is defined on I x I for some interval I. The first deals 
with a sequence (m>,“r of solutions to the equations y:(x) = f(x, y,J + E,(X). 
The second is an application to the sequence of iterates y:(x) = f [x, Y~-~(.x)]. 
The results are the content of the next theorem. 
THEOREM 2.1. Suppose that ( y,JcC1 , (E~):=~ and f satisfy: 
(i) f(x, y) is a continuous function of y for every fixed x E I. 
(ii) For every x EI, en(x) - 0. 
(iii) There exists a function y, de$ned on I, such that for every x E I, 
m(x) -Y(x)* 
and if the sequence (,~n)~=~ satisfies 
(iv) y.:(X) = f [x, m(x)] + En(x) for every x E I. 
340 NIELSEN 
OY 
(v) y;(x) = f[x, yn-l(~x)] for every x E 1. 
then, limn+s yJs) = y’(x), f or every s E I, zy and only if ( ~J?c))),~=~ converges 
tof[x, y(x)] on J+‘(X) for every .2 E I. 
PROOF. The existence of a function g such that lim,+ y:,(s) = g(x) is 
assured by hypothesis (i), (ii), and (iii). That g’(x) = y’(x) now follows by a 
direct application of Theorem (1.2) to the sequence (yi2(x));=~ . ~! 
Finally, it should be noted that a weaker version of the above result, subject 
to the same difficulty involving subsequences, could be obtained by simply 
applying Theorem (1.4). 
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