Joint allocation of spectrum and user association is considered for a large cellular network. The objective is to optimize a network utility function such as average delay given traffic statistics collected over a slow timescale. A key challenge is scalability: given n access points (APs), there are O(2 n ) ways in which the APs can share the spectrum. The number of variables is reduced from O(2 n ) to O(nk), where k is the number of users, by optimizing over local overlapping neighborhoods, defined by interference conditions, and by exploiting the existence of sparse solutions in which the spectrum is divided into k+1 segments. We reformulate the problem by optimizing the assignment of subsets of active APs to those segments. An 0 constraint enforces a oneto-one mapping of subsets to spectrum segments, and an iterative (reweighted 1) algorithm is used to find an approximate solution. Numerical results for a network with 100 APs serving several hundred users show the proposed method achieves a substantial increase in total throughput relative to benchmark schemes.
I. INTRODUCTION
Heterogeneous cellular networks with dense deployment of access points (APs) are anticipated to be a major component of 5G networks. A challenge with such dense deployments is interference management. Coordinated radio resource allocation across multiple cells is one approach for mitigating inter-cell interference. That includes joint scheduling across multiple cells over a fast timescale [1] - [3] as well as the assignment of resources across cells over a slower timescale [4] , [6] . Whereas the former approach requires instantaneous knowledge of channel gains, the latter approach relies on statistical knowledge of traffic load and interference.
We consider the joint allocation of spectrum and user association in a large network with many APs. The objective is to optimize a network utility, such as average delay, given traffic statistics over a geographic region that change slowly relative to channel fading. Our approach builds on our prior work [4] , [5] in which for a network of n APs and k user equipments (UEs), the spectrum is partitioned into 2 n patterns, corresponding to all possible subsets of active APs. The problem is to optimize the widths of spectrum segments, associated with different patterns, along with the user association. This has been shown to provide significant performance improvement in throughput enhancement and delay reduction [4] - [6] .
The original convex problem formulation in [4] is not useful for large networks because the number of patterns grows as O(2 n ). In prior work [5] , we have reduced the number of variables to O(n) by recognizing that each link rate depends only on local patterns of active APs. The problem can then be redefined over sets of overlapping interference neighborhoods, associated with those local patterns. Each AP has its own interference neighborhood, which captures the interference from nearby APs. The challenge is then to ensure that the spectrum assigned to each particular AP is consistent across the neighborhoods to which it belongs. To accomplish that, the spectrum is discretized and a coloring algorithm is proposed to ensure that local patterns for active APs are globally consistent.
Here we take a different approach to addressing the scalability problem. This is based on the fact that the solution is sparse, meaning that at most k + 1 out of the 2 n possible patterns appear in the optimal allocation for a general network utility function. We reformulate the problem by dividing the spectrum into k + 1 segments, rather than 2 n , and attempt to identify the pattern that should be associated with each segment. This effectively reverses the approach in [5] , which attempts to assign a segment of spectrum to each pattern. In this reformulation, we initially assume that any combination of patterns can be assigned to each of the k + 1 segments, which is a convex relaxation of our original problem. The one-to-one mapping of spectrum segments to patterns is then enforced with an 0 (cardinality) constraint. An algorithm for finding an approximate solution to this problem is presented based on a reweighted 1 approximation of this constraint [7] .
The approach to scalability presented here has the advantage of eliminating the combinatorial coloring problem that arises in [5] . Instead, a new 0 constraint is introduced. Although this does not simplify the problem, it helps in finding an approximate solution, since the reweighted 1 approximations for the 0 constraints are known to perform well. Numerical results indicate that this method generally gives better performance than the method in [5] with similar computational complexity.
II. SYSTEM MODEL
As in [5] , we consider a network containing the set of APs N = {1, · · · , n} and the set of UEs K = {1, · · · , k}. Each "UE" is actually associated with a particular location, and could refer to a group of nearby mobiles. The n APs share W Hz of spectrum. Each AP can transmit on any part(s) of the spectrum, which is homogeneous (has the same distance attenuation). APs sharing the same spectrum interfere at UEs within range of both transmitters. All transmissions are assumed to be omni-directional, although a similar set of problems can be reformulated with directional transmissions.
We define a subset of active (transmitting) APs A ⊂ N as a pattern. There are 2 n patterns, and a particular allocation of spectrum maps each pattern to a slice of spectrum. We denote an allocation as {y A } A⊂N , where y A denotes the amount of bandwidth assigned to pattern A. An example with three APs is depicted in Fig. 1 . AP 1 owns {1} exclusively; shares {1, 2} with AP 2; shares {1, 3} with AP 3; and shares {1, 2, 3} with both AP 2 and AP 3.
User association is determined by how the spectrum assigned to a particular AP is allocated to different UEs. Specifically, denote the fraction of total bandwidth used by AP i to serve UE j under pattern A as
The total bandwidth allocated to all patterns is then
Let s A i→j denote the spectral efficiency of the link from AP i to UE j under pattern A. This is measured over a slow timescale, and is therefore an average over short-term fading. That is, s A i→j is determined by the distance between AP i and UE j, shadowing, and similar long-term characteristics of the interfering links. For concreteness we assume
power spectral density (PSD) at AP i, g i→j is the power gain of link i → j, and n j is the noise PSD at UE j. We assume fixed, flat transmit PSDs over the slow timescale considered. The link gain g i→j includes pathloss and shadowing effects, and can be measured by sufficient time-averaging. Clearly,
The total rate received by UE j is therefore
III. PROBLEM FORMULATION WITH GLOBAL PATTERNS
The problem is to maximize a network utility function over the spectrum allocation and user association designated by (2) , and (4), where the network utility u is a function of the service rates to all UEs. The optimization problem is convex if u is concave in r = [r 1 , · · · , r k ]. As in [5] , we will take u to be (minus) the average packet delay,
where 1/(x) + = 1/x if x > 0 and 1/(x) + = +∞ otherwise, λ j is the Poisson packet arrival rate for UE j, and τ is the average packet length in bits. This assumes exponential packet lengths and backlogged interference [4] . Solving P0 becomes prohibitively expensive as the network size grows, due to the large number (2 n ) of global patterns. However, a key property of solution(s) to P0 is that at least one is sparse, i.e., contains at most k + 1 patterns.
Proposition 1: [8] P0 has a solution that divides the spectrum into at most k+1 segments, i.e., the solution satisfies
Determining which k+1 active patterns appear in the sparse solution is then the key challenge in solving P0.
IV. REFORMULATION WITH SPARSITY CONSTRAINTS A. Local Neighborhoods
We first reduce the number of variables in P0 from O(2 n ) to O(n) by reformulating over interference (or local) neighborhoods based on local patterns [5] . Due to pathloss, it is fair to assume interference vanishes beyond a certain distance. Let L ⊂ N × K denote the set of links with nonzero gains. Each UE only receives power from APs within its neighborhood:
Each AP can only transmit to a collection of UEs in a AP neighborhood with positive rates:
We define the interference neighborhood for each AP i as:
i.e., N i includes AP i and all APs that interfere with it. An example with three APs (denoted by {1, 2, 3}) and 2 UEs (denoted by {a, b}) is shown in The spectral efficiency of link i → j depends only on the APs in A j given by (7) . Therefore, for any link i → j, the spectral efficiency under a global pattern A is equivalent to its intersection with UE j's neighborhood A j :
We next express each rate in terms of local patterns, which are subsets of the neighborhoods in (9). For any such local pattern B ⊂ N i , we define bandwidth allocation variables
Because all patterns having the same overlap with N i map to the same local pattern of AP i, z B i→j represents the bandwidth allocated to link i → j under local pattern B. Hence from AP i's perspective, the bandwidth assigned to a local pattern B must be the sum of the bandwidths assigned to all patterns A such that A ∩ N i = B. The service rate of link i → j, as defined in (4), can then be calculated as [5] :
where we have used (10) and (11), and the fact that only APs in A j transmit to UE j with positive rate.
B. Sparse Optimization
Motivated by Proposition 1, we reformulate P0 by dividing the spectrum into k + 1 segments, and seek to assign a single pattern to each segment. Proposition 1 implies that by optimizing this assignment we obtain a solution to P0. Let h l denote the bandwidth of the lth segment (to be optimized). We now associate a set of variables z (for local neighborhoods) and y for each segment l. We can therefore rewrite the rate in (12) as
where the first sum is over the k + 1 spectrum segments.
Apart from the addition of segment index, the z variable is the same local bandwidth allocation variable defined in (11). The amount of bandwidth assigned to local pattern B in AP i's interference neighborhood N i within segment l is
The total amount of spectrum assigned to N i satisfies B⊂Ni y B,l i ≤ h l , ∀i ∈ N, l = 1, . . . , k + 1.
We also introduce the following consistency constraint to ensure that the amount of spectrum allocated to an AP is consistent across any two neighborhoods N i and N m that contain it [5] . That is, The total bandwidth used by AP 2 must be consistent across neighborhoods so that y
where {2} is the overlapping pattern. This example can be extended to a set of APs, which are members of two interference neighborhoods, giving (16).
To ensure a one-to-one mapping of patterns to the k + 1 segments, we add the 0 -norm constraint
where |x| 0 = 1 if x = 0, and |x| 0 = 0 if x = 0. That is, each AP uses at most one active pattern in each segment.
We can now reformulate P0 in terms of the local interference variables z across the k + 1 spectrum segments:
Theorem 1: P0 and P1 are equivalent (have the same optimal solutions) given the local neighborhood definitions (7)-(9).
The proof is omitted due to limited space. Hence a solution to P1 always satisfies Proposition 1. This reformulation leads to a computationally efficient approximation algorithm.
V. ITERATIVE APPROXIMATION
The number of variables is reduced from O(2 n ) in P0 to O(nk) in P1. However, the 0 norm constraint makes the problem non-convex and difficult to solve. We apply the reweighted 1 approach, described in [7] , to approximate the 0 constraint. Specifically, the 0 norm is approximated by the weighted 1 norm, i w i |x i |, where w i is iteratively adapted, and taken to be inversely proportional to |x i | computed at the preceding iteration. This has the effect of suppressing small nonzero entries with large weights. 1 The 1 approximation cannot be directly applied to P1 since the 0 constraints are coupled through (17) and (P1c). Hence we present an iterative algorithm based on the 1 reweighted Algorithm 
In Algorithm 1, we refer to this reweighted 1 version of P1 as P2. Algorithm 1 shows a random initialization of the weights to introduce asymmetry in the first iteration. Otherwise, e.g., if all w B,l i 's are initialized to a constant, the solution stays symmetric over all segments, because the constraints and objectives are identical for each segment. A symmetric solution, i.e., y B,1 i = y B,2 i =, · · · , = y B,k i , ∀i ∈ N, B ⊂ N i , is generally not a solution to the original problem. In each iteration, we solve P2 with the current weights w to obtain the current x, y, z and h = [h 1 , · · · , h k ]. Then the weights are updated as shown. The iterations terminate when the variables converge or the maximum number of iterations t max is reached.
The weight update in Algorithm 1 is obtained by approximating the 0 norm with log(x + ) for small (see [7] and the references therein). Adding in the denominator allows small components to be propagated to the next iteration. Here the goal is to obtain a single nonzero y B,l i = h l , B ∈ N i , so we take = αh l . This is different from the fixed proposed in [7] in that αh l changes with h l in each iteration. That is, Algorithm 1 simultaneously searches for the optimal pattern and its associated bandwidth.
It is possible that Algorithm 1 produces multiple patterns for a segment at termination. In those cases AP i chooses the dominant pattern B l i = arg max B∈Ni y B,l i . The pattern assigned to segment l is then given by A * l = {i ∈ N | i ∈ B l i }. The spectral efficiencies for each segment are determined by the corresponding pattern (set of interfering APs):s l i→j = s A * l ∩Aj i→j . Given the assignment of patterns to each spectrum segment, the widths of the segments, h = (h l ) l=1, ··· ,k+1 along with the assignment of spectrum to mobiles,x = (x l i→j ) j∈K,i∈Aj ,l=1,··· ,k+1 , can then be further optimized by solving the convex problem:
VI. NUMERICAL RESULTS
The simulation results assume one macro AP is located at the center of the area, and the remaining n − 1 pico APs are randomly dropped. The k UEs are placed on a rectangular lattice. Link gains include both pathloss and shadowing. Additional simulation parameters are shown in the footnote. 2 
A. Small Network
We first compare solutions to P0 and P1 for a small network with n = 10 and k = 32. Since the number of variables is relatively small, we solve both versions of P0 with and without the local neighborhood approximation using a standard convex optimization solver. The local neighborhoods are constructed by including the strongest four APs for each UE. The solution to P1 is obtained using Algorithm 1. We compare those with full spectrum reuse where each user is assigned to the AP with the strongest signal (maxRSRP association), and also the optimal orthogonal allocation, 3 i.e., only {y {i} } i∈N are active. Fig. 3 shows delay versus traffic arrival rate for all schemes. The end of each curve represents the maximum arrival rate the scheme can support. The curves obtained by solving P0 with and without local neighborhood approximation are very close, which indicates considering the four strongest interferers is enough in such a small network. The solution to P1 incurs slightly larger delay than the solution to P0. The jointly optimized spectrum allocations and user associations achieve substantial delay reduction as well as eight times the throughput of full frequency reuse with maxRSRP association.
The optimized spectrum allocation and user associations obtained solving P1 are depicted in Fig. 4 . The macro and pico APs are represented by the bigger and smaller towers; each handset represents a UE. Each solid line shows a connection between the AP and UE. The grid for each UE shows the spectrum used to serve that UE. The arrival rate for each UE full−spectrum−reuse optimal orthogonal allocation solution to P0 without local neighborhood approximation solution to P0 with local neighborhood approximation solution to P1 using Algorithm 1 solution to P1 using Algorithm 2 Fig. 3 . Delay versus traffic arrival rate curves for a small network with n = 10 and k = 23. (in (0, 100)) is shown under each grid. The user association in Fig. 4 is close but not identical to that obtained by solving P0 (not shown) due to the approximation in Algorithm 1, which explains the performance difference shown in Fig. 3 . UEs. To facilitate the simulations, we reduce the size of each UE neighborhood from four to three, i.e., each UE can only be served by the three strongest APs. We compare full-spectrumreuse with maxRSRP association, full-spectrum-reuse with optimized associations and the solution to P1 with 50 segments. The solution to P1 achieves 1.5 times the throughput of the full-spectrum-reuse with optimized association. The solutions to P1 use no more than 23 active patterns (< 50 available segments). The throughput gain achieved by the solution to P1 in this large network is smaller than that in Section VI-A. This is mainly because we only consider the three strongest interferers, which compromises the benefits from interference management.
B. Large Network

VII. CONCLUSION
An approach to joint allocation of spectrum with user association has been presented which exploits the sparsity of the optimal solution. The proposed algorithm has been observed to achieve near-optimal performance for small to medium-size networks for which the optimal solution can be computed, and provides substantial gains relative to full spectrum reuse. Although not considered here, the formulation can be extended to accommodate spatial selectivity and different power levels. The performance-complexity tradeoff for such extensions is left for future work.
