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Abstract
Human face and behavior analysis are very important research topics in the field of computer
vision and they have broad applications in our everyday life. For instance, face alignment, face
aging, face expression analysis and action recognition have been well studied and applied for
security and entertainment. With these face analyzing techniques (e.g., face aging), we could
enhance the performance of cross-age face verification system which now has been used for
banks and electronic devices to recognize their clients. With the help of action recognition
system, we could better summarize the user uploaded videos or generate logs for surveillance
videos. This could help us retrieve the videos more accurately and easily.
The dictionary learning and neural networks are powerful machine learning models for
these research tasks. Initially, we focus on the multi-view action recognition task. First, a class-
wise dictionary is pre-trained which encourages the sparse representations of the between-class
videos from different views to lie close by. Next, we integrate the classifiers and the dictionary
learning model into a unified model to learn the dictionary and classifiers jointly.
For face alignment, we frame the standard cascaded face alignment problem as a recurrent
process by using a recurrent neural network. Importantly, by combining a convolutional neural
network with a recurrent one we alleviate hand-crafted features to learn task-specific features.
For human face aging task, it takes as input a single image and automatically outputs a series
of aged faces. Since human face aging is a smooth progression, it is more appropriate to age
the face by going through smooth transitional states. In this way, the intermediate aged faces
between the age groups can be generated. Towards this target, we employ a recurrent neural
network. The hidden units in the RFA are connected autoregressively allowing the framework
to age the person by referring to the previous aged faces. For smile video generation, one
person may smile in different ways (e.g. closing/opening the eyes or mouth). This is a one-to-
many image-to-video generation problem, and we introduce a deep neural architecture named
conditional multi-mode network (CMM-Net) to approach it. A multi-mode recurrent generator
is trained to induce diversity and generate K different sequences of video frames.
Keywords Face Aging, Face Alignment, Video Generation, Multi-view Action Recognition,
Dictionary Learning, Deep Learning, Recurrent Neural Network.
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In this section, we present the motivations behind our work, and describe the contributions
chapter by chapter, including references to the corresponding publications.
1.1 Motivations
Human face and behavior analysis is a fundamental and challenging problem in computer vi-
sion. To analyze human behaviors in videos, action recognition has received increasing atten-
tion during the last decade. Action recognition has wide applications, such as human-computer
interactive games, search engines, and online video surveillance systems. Videos can be sum-
marized by labels if the actions can be annotated automatically. Then a search engine can make
better recommendations (e.g., finding dunks in basketball games). Usually, the same action ob-
served from different viewpoints has considerable differences. Therefore, an efficient method
to extract robust view-invariant features is essential for multi-view action recognition. In the
real world, user uploaded videos are usually recorded from different views. Therefore, how to
design an action classifier which is robust to view changes is a very challenging problem. One
of the solutions is to learn an effective video representation which is robust to view changes.
Apart from human behavior analysis, human face analysis is another very important research
field, such as face aging, and face expression analysis. Face aging, also known as age progres-
sion, is attracting more and more research interest. It has wide applications in various domains
including cross-age face verification Park et al. [2010] and finding lost children. When people
grow old, it makes the face verification task more challenging because of the gap between the
young and old faces of the same person. Thus, modeling the aging process of human faces is
important for cross-age face verification and recognition. In recent years, face aging has wit-
nessed many breakthroughs and a number of face aging models have been proposed. However,
it remains a very challenging task in practice. Generally, face aging follows some common
patterns of the human aging process. For kids, the main appearance change is the shape change
2 Introduction
caused by cranium growth. For adults, the appearance change is mainly reflected in wrinkles
Suo et al. [2012].
Besides face aging, facial expression analysis is another important research topic as facial
expressions are one of the –if not the– most prominent non-verbal signals for human com-
munication Vinciarelli et al. [2009]. The automatic recognition of facial expressions has been
studied for the last decades. Indeed, a plethora of discriminative approaches, aiming to learn
the boundaries between various categories in different video sequence representation spaces,
were proposed to tackle the recognition of facial expressions. Naturally, these approaches focus
on recognizing the dynamics of the different signals/expressions. Even if their performance
is, specially lately, very impressive, these methods do not posses the ability to reproduce the
dynamics of the patterns they accurately classify. How to generate realistic facial expressions
is a scientific challenge yet to be soundly addressed, and learning to generate facial expressions
can help us better understand the dynamics of facial action units.
For face analysis (e.g., face aging, facial expression generation), one of the fundamental
techniques is face alignment which is usually employed as the preprocessing step. For instance,
when we do face verification, the faces need to be aligned first. Besides, face pose and expres-
sion normalization is also a very important preprocessing step. The current approaches usually
rely on hand-crafted features, and they could not employ the power of neural networks.
In this thesis, we investigate both human behavior and human face analysis. My Ph.D
research consists of two parts. The first part focuses on multi-view action recognition problem
where we employ the dictionary learning method to mine the representation of action patterns
which are robust to view changes. The second part focuses on face analysis which includes
face alignment, face aging and smile video generation. All of these tasks are closely related to
sequence processing. Therefore, we employ the recurrent neural networks, such as the Long
Short Term Memory (LSTM) and the Gated Recurrent Unit (GRU) to solve these problems.
1.2 Contributions and Structure of the Thesis
Chapter 2 introduces human behavior analysis. We will focus on multi-view action recognition
task which employs dictionary learning methods. Chapters 3, 4, 5 present human face analysis
(i.e., face alignment, face aging and face expression generation) with deep recurrent neural net-
works. Chapter 6 presents the conclusions and the future research directions. This thesis makes
the following contributions towards human behavior and face analysis.
Contribution 1 (Chapter 2). For multi-view action recognition, we integrate the classifiers
and the class-wise sparse coding process into a unified collaborative filtering (CF) framework
to mine the discriminative sparse codes which are robust to view changes.
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In Chapter 2, we study the multi-view action recognition for human behavior analysis. Var-
ious approaches have been proposed to encode the videos that contain actions, among which
self-similarity matrices (SSMs) have shown very good performance by encoding the dynamics
of the video. However, SSMs become sensitive when there is a very large view change. In
this chapter, we tackle the multi-view action recognition problem by proposing a sparse code
filtering (SCF) framework which can mine the action patterns. First, a class-wise sparse coding
method is proposed to make the sparse codes of the between-class data lie close by. Then we in-
tegrate the classifiers and the class-wise sparse coding process into a collaborative filtering (CF)
framework to mine the discriminative sparse codes and classifiers jointly. The experimental re-
sults on several public multi-view action recognition datasets demonstrate that the presented
SCF framework outperforms other state-of-the-art methods.
Contribution 2 (Chapter 3). For face alignment, we frame the standard cascaded face align-
ment problem as a recurrent process by using a recurrent neural network with the gated recur-
rent unit, and we propose a novel recurrent convolutional face alignment method to solve this
problem.
In Chapter 3, we propose a new Recurrent Convolutional Face Alignment method. Mainstream
direction in face alignment is now dominated by cascaded regression methods. These methods
start from an image with an initial shape and build a set of shape increments by computing
features with respect to the current shape estimate. These shape increments move the initial
shape to the desired location. Despite the advantages of the cascaded methods, they all share
two major limitations: (i) shape increments are learned separately from each other in a cas-
caded manner, (ii) the use of standard generic computer vision features such SIFT, HOG, does
not allow these methods to learn problem-specific features. We propose a new Recurrent Con-
volutional Face Alignment method that overcomes these limitations. We frame the standard
cascaded alignment problem as a recurrent process and learn all shape increments jointly, by
using a recurrent neural network with the gated recurrent unit. Importantly, by combining a
convolutional neural network with a recurrent one we alleviate hand-crafted features, widely
adopted in the literature and thus allowing the model to learn task-specific features. Moreover,
both the convolutional and the recurrent neural networks are learned jointly. Experimental eval-
uation shows that the proposed method has better performance than the state-of-the-art methods,
and further support the importance of learning a single end-to-end model for face alignment.
Contribution 3 (Chapter 4). For face aging, we propose a Recurrent Face Aging (RFA) frame-
work which takes as input a single image and automatically outputs a series of aged faces. The
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hidden units in the RFA are connected autoregressively allowing the framework to age the per-
son by referring to the previous aged faces.
In Chapter 4, we propose a Recurrent Face Aging (RFA) framework which takes as input a
single image and automatically outputs a series of aged faces. The hidden units in the RFA are
connected autoregressively allowing the framework to age the person by referring to the previ-
ous aged faces. Due to the lack of labeled face data of the same person captured in a long range
of ages, traditional face aging models split the ages into discrete groups and learn a one-step
face transformation for each pair of adjacent age groups. Since human face aging is a smooth
progression, it is more appropriate to age the face by going through smooth transitional states.
In this way, the intermediate aged faces between the age groups can be generated. Towards this
target, we employ a recurrent neural network whose recurrent module is a hierarchical triple-
layer gated recurrent unit which functions as an autoencoder. The bottom layer of the module
encodes the input to a latent representation, and the top layer decodes the representation to a cor-
responding aged face. The experimental results demonstrate the effectiveness of our framework.
Contribution 4 (Chapter 5). To train a computer to make someone smile in different ways (e.g.
closing/opening the eyes or mouth), we introduce a deep neural architecture named conditional
multi-mode network (CMM-Net). CMM-Net is trained to induce diversity and generate different
sequences of landmark images which are then translated into video sequences.
In Chapter 5, we propose a video generation framework which can generate diverse smile videos
with only one input neutral face and smile label. People never smile twice the same way, and
still we are able to recognize smiles in a blink of an eye. The diversity in human smiles is no-
torious: in this paper we wonder if we can train a computer to make someone smile in different
ways (e.g. closing/opening the eyes or mouth). This is a one-to-many image-to-video generation
problem, and we introduce a deep neural architecture named conditional multi-mode network
(CMM-Net) to approach it. The smile dynamics are captured thanks to an embedded landmark
representation learned by means of a variational auto-encoder. A conditional recurrent network
is used to generate a sequence conditioned to a class label (e.g. posed smile). This first se-
quence is then fed to the multi-mode recurrent landmark generator trained to induce diversity
and generate K different sequences of landmark images. Finally, the landmark sequences are
translated into video sequences. The experimental results demonstrate the effectiveness of the




Action recognition has wide applications, such as human-computer interactive games, search
engines, and online video surveillance systems. Videos can be summarized by labels if the
actions can be annotated automatically. Then a search engine can make better recommendations
(e.g., finding dunks in basketball games). Usually, the same action observed from different
viewpoints has considerable differences. Therefore, an efficient method to extract robust view-
invariant features is essential for multi-view action recognition. The features can be roughly
grouped into two types, the 2D features Cai et al. [2014] and 3D features Vemulapalli et al.
[2014].
Many works employed 3D models to tackle the multi-view action recognition problem.
First, the geometric transitions are utilized to obtain projections across different viewpoints.
Then the observations are compared with the projections to find the viewpoint that best matches
the observations Lv and Nevatia [2007]. However, how to accurately find body joints to build
the 3D model remains an open problem. Besides, the built model has too many degree-of-
freedom parameters, which must be carefully calibrated. Moreover, the model requires high
resolution videos to locate body joints and sometimes may require mocap data Peursum et al.
[2007]. An alternative solution for multi-view action recognition is to design view-invariant
2D features. Farhadi and Tabrizi [2008] proposed split-based representations by clustering
the similar video frames into splits. The split-based representations can be transferred among
different viewpoints as the change dynamics of the multi-view videos are the same. Similarly,
Junejo et al. [2011] employed SSMs to encode the frame-to-frame relative changes. However,
the SSMs are robust to view changes only to a certain extent.
In this paper, to tackle the multi-view problem, we propose a class-wise sparse coding ap-
proach to maintain label consistency. We employ SSM feature to represent each video. The
sparse coding learns a dictionary from SSM representations of the video collections. The dic-
































































log(1+exp[(1 2y(i,j))( (j))T c(i)]) +  k k2F




















Figure 2.1: Overview of sparse code filtering: (top) Class-wise sparse coding. (middle) Collaborative
Filtering. (bottom right) Sparse code filtering framework. (bottom left) Label prediction.
tionary consists of typical action patterns, and each video is encoded to a code as a linear
combination of action patterns. The label consistency is achieved by penalizing the within
class variance of the codes. Thus, the codes of the within-class videos will lie close by, and
accordingly, only the view-invariant action patterns will be learned while the view-dependent
information will be suppressed. Then we rely on the codes as video features to do action clas-
sification.
To further improve the discriminative power of the codes, we integrate the class-wise sparse
coding and classifiers training process into a unified CF framework as shown in Fig.5.2. This
is because CF can link the dictionary and classifiers together which can optimize them jointly.
The dictionary can be adjusted for the classifiers while the classifiers can be adjusted for the
dictionary collaboratively. In this way, the learned action patterns in the dictionary can be more
discriminative with respect to different actions. Thus, we derive a novel sparse code filtering
framework. In the sparse code filtering scheme, each action class is regarded as an user. For
the classical collaborative filtering, the entry in the rating matrix (e.g., ranges from 0 to 5)
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describes how much a user likes the product. In our scheme, however, the entry in the rating
matrix, ranging from 0 to 1, represents the probability that a video belongs to an action class.
The sparse code filtering framework provides a trade-off between the dictionary reconstruction
error and the classification error which derive from the class-wise sparse coding and the logistic
classifiers respectively.
To summarize, our work makes the following contributions: (i) We propose a class-wise
sparse coding approach to maintain the label consistency by encouraging the sparse codes of
the multi-view videos within the same action class to lie close by. (ii) We propose a novel
sparse code filtering framework in which the classifiers and dictionary can be optimized collab-
oratively. Thus, the view-invariant and class-discriminant sparse codes can be learned. (iii) The
proposed sparse code filtering framework has a good generalization property and can be applied
to other pattern recognition tasks.
2.2 Related Work
2.2.1 Action Recognition
Figure 2.2: SSM features extracted from different views.
Many 3D and 2D based approaches are proposed for action recognition. Through recon-
structing 3D human bodies, features can be adapted across different viewpoints through geo-
metric transformation. Weinland et al. [2007] projected 3D poses into 2D to obtain arbitrary
views and employed an exemplar-based HMM to model view transformations. A similar idea
is proposed in Natarajan and Nevatia [2008] which employed CRF instead of HMM. Except
for designing the 3D models, some works focus on designing view-invariant classifiers, such
as linear discriminant analysis Yan et al. [2014] and latent multi-task learning Mahasseni and
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Todorovic [2013]. Matikainen et al. [2012] suggested training models for all the views and
then utilizing recommender system to find the suitable model. But the approach in Matikainen
et al. [2012] requires huge amount of training samples from different viewpoints. Recently, the
recurrent neural network is also applied for the action recognition task Du et al. [2015] as it is
good at dealing with signal sequences with various lengths Wang et al. [2016b,d]. However,
these methods can only tackle the single-view action recognition task.
To achieve view invariance in 2D models, many works try to extract view-invariant features.
Farhadi and Tabrizi [2008] proposed a split-based representation by clustering video frames into
splits. Then videos can be represented by the statistics of the splits, and the split transfer map-
ping across views can be learned. Based on 2D features, the transfer learning model requires
no 3D human reconstructions. Recently, a more robust view-invariant descriptor, self-similarity
matrix (SSM) Junejo et al. [2011] has been proposed. It is relatively stable over the viewpoint
changes compared with other features Junejo et al. [2008]. Similarly to Farhadi and Tabrizi
[2008], this descriptor encodes the relative changes between pairs of frames, and completely
discards the absolute features of each single frame. SSMs can be calculated using different
low-level features which have similar properties.
Fig.2.2 shows the examples from the action videos and their corresponding SSM features.
From Fig.2.2, we can observe that the SSM features from the 4 side cameras are visually similar,
while the feature from camera 5 (on the ceiling) is quite different. Yan et al. [2014] revealed
that SSMs became less reliable when there was a very large view change. Based on SSMs,
Joint Self-Similarity Volume (SSV) was introduced by Sun et al. [2011] which utilized Joint
Recurrence Plot (JRP) theory to extend SSM. But different from Junejo et al. [2008], the SSM
defined in Sun et al. [2011] is the recurrence-plot matrix of the vector representation of each
single frame.
2.2.2 Sparse Coding
Sparse coding, also known as dictionary learning, aims to construct efficient representations of
data as a combination of a few typical patterns (dictionary bases). Wang et al. [2016f, 2015]
used the sparse coding for attribute detection. Raina et al. [2007] showed that sparse coding sig-
nificantly improved classification performance. Luo et al. [2013] employed sparse coding for
action recognition from depth maps. However, their approach is restricted to the videos which
can provide depth information. Qiu et al. [2011] selected a set of more compact and discrim-
inative bases from the dictionary using Gaussian Process. Guha and Ward [2012] investigated
different sparse coding strategies, namely, an overall dictionary for all the classes, different dic-
tionaries for each class, and their concatenation. But view changes were not considered. Zheng
and Jiang [2013] proposed view-specific sparse coding. But sufficient training data from each
viewpoint are required. Besides, the label information is discarded. Thus, it can not preserve la-
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bel consistency. In our work, we add within-class variance into the loss function to preserve the
label-consistency. The learned class-wise dictionary can be considered as a more label-smooth
feature space compared with the original video feature space.
2.2.3 Collaborative Filtering
Collaborative filtering is widely used in recommendation systems of commercial websites, such
as Amazon and eBay, to recommend products to their consumers. The most attractive charac-
teristic of CF is that it can learn a good set of features automatically Goldberg et al. [1992],
which does not require hand-designed features. Taking the movie recommendation system for
example, each movie has its own features and each user has its own specific feature preference
weights. Given the movie-user rating matrix, CF learn a good set of features for each movie
and feature preference weights for each user jointly. During the CF learning process, the fea-
tures will be adjusted for the feature preference weights for each user, and feature preference
weights will also be adjusted for the features iteratively. Inspired by the movie recommenda-
tion system, we employ a CF framework to learn class-wise dictionary and classifiers jointly.
Thus, the codes and classifiers can be adjusted to better fit each other. The experimental results
demonstrate the effectiveness of our framework.
The rest of the paper is organized as follows. We propose the class-wise dictionary learning
approach in the Section 3. Section 4 presents our sparse code filtering scheme. The experiments
are described in Section 5. We conclude our paper in Section 6.
2.3 Class-wise Sparse Coding
The input of the sparse model is the descriptors for nv videos, where each video is represented
by a d-dimension vector xd. Let Xd⇥nv be the matrix by stacking the all the training video
descriptors. In our model, xd is the SSM feature. The outputs are the dictionary D and sparse
codes C. The loss of the classical sparse coding model, which considers reconstruction error





In Eq. 2.1, Dd⇥n represents the learned dictionary and each column vector in the dictionary
represents a typical action pattern, n is the number of typical patterns, Cn⇥nv is the sparse code
matrix, whose i-th column, c(i), is the sparse code of sample i. l1-norm is a lasso constraint
which encourages sparsity, and ↵ balances the reconstruction error and the sparsity penalty.
In order to mine the view-invariant patterns of the SSM feature, we propose a class-wise
sparse coding method to encourage the sparse codes of the multi-view within-class videos to
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lie close by. The closeness is measured by the within-class variance. Given the class labels of
the training data, we try to reduce the within-class variance during the learning process. The
within-class variance is measured by the Euclidean distance between the videos and their class





The second term in Eq. 2.2 measures the within-class variance. This term enforces the multi-
view within-class videos to have similar sparse codes. K is the number of action classes. C(s)
represents a video collection. s is the class index. Each column vector in C(s) is the sparse code
of the video which belong to action class s. Each column vector in C̄s is the mean of all the
column vectors in C(s). C̄s has the same size as C(s).   is the weight of within-class variance
penalty.
2.4 Sparse Code Filtering
2.4.1 Joint Action Learning
The input to our learning scheme is (1) the learned sparse codes for nv videos, each represented
as a n-dimension vector c(i)2Rn, i = 1, 2, ..., nv. (2) the binary action label matrix for all the
videos, which is represented as Ynv⇥na , na is the number of actions. The item y(i,j), is either 1
or 0, which denotes whether or not video i belongs to action class j.
We learn all action classifiers simultaneously in a multi-task learning setting, where each
task represents one action. The output is the parameter matrix ⇥n⇥na whose column vector ✓(j)
denotes the parameters of the classifier of action j. In our model, we employ logistic regression
classifiers. Given the sparse code matrix and binary action label matrix (Cn⇥nv ,Ynv⇥na), the





Each action classifier has an tuple ✓(j) whose element ✓(j)k corresponds to the weight of the
sparse code which is tied to the k-th typical pattern in the dictionary.
2.4.2 Formulation of Sparse Code Filtering
Usually, the dictionary and classifiers are trained separately. Thus, there is no guarantee that
the learned patterns in the dictionary can serve the classification task well. In order to mine
the class-discriminative action patterns, we propose a sparse code filtering (SCF) scheme. In
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our scheme, the prediction function is logistic function whose output denotes the probability
that a video belongs to an action. Besides, the parameters are learned by minimizing both
the dictionary reconstruction error and classification error. Thus, the dictionary and classifiers
are optimized jointly. The learned sparse codes are expected to be view-invariant and class-





In Eq. 2.4,   balances the dictionary reconstruction error and the classification error, the
Frobenius norm of ⇥ is employed to prevent overfitting. By minimizing the loss function,
Eq. 2.4, a view-invariant and class-discriminative dictionary D, and an action classification
parameter matrix ⇥ are learned jointly.
Optimization
The input of the SCF framework is video descriptor matrix and binary action label matrix:
[X,Y]. The outputs are the dictionary, sparse codes, and parameter matrix for the classifiers:
[D,C,⇥]. We propose the following algorithm (Alg. 1) to solve the framework. When only
one variable is left to optimize and the rest are fixed, the problem becomes convex. Thus, we
optimize the variables alternatively by fixing the rest.
Algorithm 1: Solution Structure
1: Initialization: D D0 , C C0 , ⇥ ⇥0
2: repeat
3: fix D,⇥, update C:
4: for C(s) 2 C do
5: ratio 1





11: fix D,C, update ⇥:
12: parallelgradientdescent
13: fix C,⇥, update D:
14: least  squaressolution
15: until converges
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Initialization in Algorithm 1: we employ k-means clustering to find k centroids as the bases
in dictionary D0. ⇥0 and C0 are set to 0.
The loop in Algorithm 1 consists of three parts:
1. Fix C, ⇥, Optimize D. In Eq. (2.4), only the first term is related to D, and it is a least
square problem when the other parameters are fixed. By setting the derivative of Eq. (2.4)
equal to 0 with respect to D, we can obtain:
(DC X)CT=0) D=XCT (CCT ) 1 (2.5)
Then we employ the following equation to update D:
D = XCT (CCT +  I) 1 (2.6)
  is a small constant and it guarantees that the matrix CCT+ I is invertible in case CCT
is singular.
2. Fix D, C, Optimize ⇥. When D & C are fixed, we employ the parallel gradient descent
method to tackle the problem. Since ✓(j) are independent from each other, we optimize
them in parallel. The updating formula is as follows:
✓(j) = ✓(j)     @
@✓(j)
L(X,Y;D,C,⇥) (2.7)
3. Fix D, ⇥, Optimize C. Beck and Teboulle [2009] proposed the Fast Iterative Soft-
Thresholding Algorithm (FISTA) to solve the classical dictionary learning problem. A
soft-threshold step is incorporated into FISTA to guarantee the sparseness of the solution.
The complexity for the classical ISTA method is O(1/k), in which k denotes the iteration
times. FISTA converges in function values as O(1/k2), which is much faster. FISTA
optimizes c(i)2C independently. However, in our model, c(i) and c(j) within the same
action class depend on each other. Thus, c(i), c(j) must be updated jointly until all of them
converge. Thus, we decompose our objective function and modify the original FISTA
algorithm to tackle the decomposed sub-objectives.
In Eq. (2.4), the sparse code matrices with respect to different action classes are indepen-
dent. Thus, when updating C = [C(1), ...,C(K)], we decompose the objective function











Sparse Code Filtering 13
Thus, the original objective function is decomposed into K sub-objective functions with
respect to each action class. The following shows the details of the deduction of decom-
















Putting the transformed terms from Eq. (2.9) back into the loss function Eq. (2.4), we can
obtain a new form of the objective function. Because D and ⇥ are fixed, the term  k⇥k2F








The modified FISTA algorithm is applied to solve the sub-objective functions. The details
of the modified FISTA algorithm is as follows:
In the classical dictionary learning model, the sparse codes of training data are indepen-
dent from each other. Thus, each c can be optimized independently. However, our new
sub-objective needs to optimize a group of training data jointly because these data have
dependencies among each other as shown in Eq. (2.10). For training data x(i)2X(s) in the
equation above, its sparse code c(i) (c(i)2C(s)) dependents on other c(k) (c(k)2C(s)). We
modify the classical FISTA algorithm to optimize the sub-objectives jointly.
When update C(s), instead of updating c(i) independently, all c(i) 2 C(s) are updated
simultaneously using the following form,
c
(i) := c(i)     @L
@c(i)
(2.11)
This updating procedure of C(s) will repeat until it converges. Then we apply a soft-
threshold step to set the entries in C(s) whose absolute value is less than the threshold to
0. We repeat the process above until the whole algorithm converges.
Label Prediction
As shown in Fig.5.2, in the classical CF framework, when the features of a new movie are
given, its ratings by different users can be predicted based on the movie features and the learned
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feature preference weights. The basic underlying assumption of CF is that users will rate movies
which share the similar features with similar scores Goldberg et al. [2001] as we assume that
the preferences of the users remain the same. Similarly, each action class can be regarded as
one user, and the action videos can be regarded as the movies. The label prediction for a new
video x consists of two steps: sparse coding and probability calculation.
c
⇤ = argc minL(x,D; c) (2.12)
label = argj max 1/
 
1 + exp(( ✓(j))T · c⇤)
 
(2.13)
First, given the dictionary D, and video descriptor x which is the SSM feature, the sparse
code c⇤ of the new video is calculated by solving the classical sparse coding model as shown in
Eq. (2.12). Then the probability that the new video belongs to action class j can be calculated.
The action label is the one which maximizes the probability as shown in Eq. (2.13).
2.5 Experiments
2.5.1 Datasets
We evaluate our framework on three largest public multi-view action recognition datasets, as
shown in Fig.2.3, which are the IXMAS dataset Weinland et al. [2006], the NIXMAS dataset,
and the OIXMAS dataset Weinland et al. [2010] in which the actions are partially occluded.
IXMAS dataset consists of 12 action classes, (e.g., check watch, cross arms, scratch head, sit
down, get up, turn around, walk, wave, punch, kick, point and pick up). Each action is performed
3 times by 11 actors and is recorded by 5 cameras which observe the actions from 5 different
viewpoints. The NIXMAS dataset is recorded with different actors, cameras, and viewpoints,
and about 2/3 of the videos have objects which partially occlude the actors. Overall, it contains
1148 sequences.
2.5.2 Implementation Details
The sparse code filtering is based on SSM descriptors using HOG/HOF features to describe
each individual frame. Each video is represented by a 500-dimension vector. Fig.2.2 shows
an example from IXMAS dataset and the corresponding extracted SSM feature. In our exper-
iments, the dictionary size is set to [600, 700, ..., 1000], and all regularization parameters ↵,  ,
 ,   are tuned from [10 3, 10 2, ..., 103].
We employ two settings for the experiment, which are multi-view setting and cross-view





Figure 2.3: Multi-view action recognition datasets.
training, and use the standard experimental protocol described in Huang et al. [2012]: two-
thirds and one-third split for training and testing. This experimental protocol is widely used
for action recognition. For the cross-view setting, one camera view is missing in the training
data and we train the model using the data from other four camera views. Then we perform
prediction on the missing view.
2.5.3 Baselines
To evaluate the contribution of the class-wise sparse coding (CWSC), we put the raw features
and the codes into two classification scheme: (1) standard radial basis kernel SVM Junejo
et al. [2011] which learns each action classifiers separately, and (2) the multi-task learning
approach Yan et al. [2014] which learns the action classifiers jointly. The codes and the clas-
sifiers are learned separately. We name the two baselines which take the codes as input as (3)
CWSC+SVM, and (4) CWSC+MTL, and they are employed as baselines. Then through the
comparison between (CWSC+MTL) and our SCF framework, we can observe the extra gain we
obtained by training the class-wise dictionary and classifiers jointly. (5) We also choose some
other action recognition baselines, such as Li and Zickler [2012], Yan et al. [2014], and Huang
et al. [2012].
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2.5.4 Results
Multi-view Action Recognition.
For the multi-view setting, we use the standard two-thirds and one-third split for training and
testing. Table 2.1 shows the mean action recognition accuracy of all the cameras using different
approaches.
Table 2.1: Multi-view action recognition accuracy of different approaches for 3 datasets.
Methods IXMAS OIXASM NIXMAS
SVM Junejo et al. [2011] 0.6425 0.4809 0.5680
CWSC+SVM 0.6537 0.5235 0.6026
MTL Yan et al. [2014] 0.6883 0.5608 0.6163
CWSC+MTL 0.6889 0.6082 0.6228
Farhadi and Tabrizi [2008] 0.5810 - -
Huang et al. [2012] 0.5730 - -
Liu and Shah [2008] 0.7380 - -
Reddy et al. [2009] 0.7260 - -
Li and Zickler [2012] 0.8120 - -
Baumann et al. [2016] 0.8055 - -
Ashraf et al. [2014] 0.8140 - -
SCF 0.8594 0.7803 0.8083
We observe that the baselines CWSC+SVM and CWSC+MTL outperform SVM and MTL
with raw features respectively. This indicates that the class-wise sparse coding can help encode
the view-invariant action patterns which preserve the label consistency. From Table 2.1, we can
also observe that our method has the best performance. This is because our sparse code filtering
scheme optimizes the classifiers and dictionary jointly, and it helps learn a class-wise label-
discriminative dictionary. Fig.2.4 shows some qualitative results on IXMAS dataset for our
proposed SCF framework and multi-task learning approach for multi-view action recognition.
Cross-view Action Recognition
Table 2.2, 2.3 and 2.4 show the performances of different approaches on IXMAS, OIXMAS,
and NIXMAS dataset.
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Figure 2.4: Qualitative results on IXMAS dataset.
Table 2.2: Cross-View action recognition performance on the IXMAS dataset
Missing Viewpoints
Methods Cam 1 Cam 2 Cam 3 Cam 4 Cam 5 Avg
Junejo et al. [2011] 0.6663 0.6554 0.6500 0.6243 0.4963 0.6185
CWSC+SVM 0.6880 0.6577 0.6701 0.6187 0.5110 0.6291
Yan et al. [2014] 0.7554 0.7462 0.7710 0.6973 0.6332 0.7206
CWSC+MTL 0.7559 0.8257 0.8003 0.7759 0.6417 0.7599
SCF 0.8285 0.8322 0.8053 0.7941 0.7384 0.7997
Table 2.3: Cross-View action recognition performance on the OIXMAS dataset
Missing Viewpoints
Methods Cam 1 Cam 2 Cam 3 Cam 4 Cam 5 Avg
Junejo et al. [2011] 0.5639 0.6250 0.5472 0.4677 0.4423 0.5292
CWSC+SVM 0.5688 0.6477 0.6001 0.5087 0.4511 0.5553
Yan et al. [2014] 0.5422 0.6540 0.5070 0.5171 0.4730 0.5387
CWSC+MTL 0.5535 0.6826 0.5366 0.5401 0.4867 0.5599
SCF 0.6080 0.6980 0.6573 0.6957 0.5850 0.6512
compared with other baselines which shows the effectiveness of our learned dictionary. It is also
interesting to notice that the fifth camera always has low action recognition accuracy regardless
of the classification methods. One reasonable explanation is that the fifth camera is placed on
the ceiling, and the motion dynamics of different actions observed from this camera are visually
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Table 2.4: Cross-View action recognition performance on the NIXMAS dataset
Missing Viewpoints
Methods Cam 1 Cam 2 Cam 3 Cam 4 Cam 5 Avg
Junejo et al. [2011] 0.6410 0.6532 0.5912 0.5924 0.5322 0.6020
CWSC+SVM 0.6759 0.6951 0.6226 0.6387 0.5560 0.6377
Yan et al. [2014] 0.7170 0.6993 0.7542 0.6911 0.6792 0.7082
CWSC+MTL 0.7198 0.7391 0.7559 0.7176 0.6879 0.7240
SCF 0.8080 0.7980 0.7573 0.7357 0.7050 0.7608
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Figure 2.5: Sensitivity study of different regularization parameters on IXMAS dataset.
Fig.2.5 shows the sensitivity study of regularization parameters  , ↵,   and  . In our model,
  balances the dictionary learning loss and the classification loss, ↵ balances the reconstruction
error and the sparsity penalty,   provides the trade-off between the dictionary reconstruction
loss and intra-class variance penalty, and   is employed to prevent overfitting of the classifiers.
The optimal classification performance can be obtained when dictionary size is set to 800.
We observe that the performance changes little (within 0.0015) when we set   to the different
values. So we focus on the other 3 parameter. As shown in Fig.2.5(a), when   is fixed, the
mean accuracy varies subtly along the axis of  . However, when   is fixed, the mean accuracy
changes dramatically along the axis of  . Thus,   is more sensitive than  . Similarly, Fig.2.5(b)
shows that ↵ is more sensitive than  , and Fig.2.5(c) shows that   is more sensitive than ↵.
Thus, we obtain the importance of these parameters  >↵> > .
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(b) Iteration




















































Figure 2.6: Convergence of the sparse code filtering algorithm on IXMAS dataset.
We also analyzes the convergence of our algorithm. Fig.2.6 plots the convergence curves
of the objectives. Fig.2.6(b) shows that Alg. 1 converges in 30 iterations. Fig.2.6(a) plots
the convergence curves when updating C(s) for action classes. It shows that the class-wise
dictionary learning converges very fast.
2.6 Conclusion
In this paper, we propose a novel sparse code filtering framework for multi-view action recog-
nition. First, a class-wise dictionary is learned by encoding label information into the sparse
coding process. We integrate class-wise sparse coding and classifier learning into a CF frame-
work. Thus, the classifiers and dictionary are optimized jointly, and they can be adapted for
each other. The extensive experimental results illustrate that our proposed method outperforms
other important baselines for multi-view action recognition. In the future work, we will take the
correlation between the classifiers into consideration. For example, we can suppress the urge of
feature sharing between classifiers by adding a l1 norm penalty to the classifier parameters.




Face alignment methods trace their lineage from Active Shape Models Cootes and Taylor [1992,
1993] and Active Appearance Models (AAM) Cootes et al. [2001b], developed a couple of
decades ago. These works first build a statistical shape and appearance models of the face,
and during testing use numerical optimization techniques to find a set of parameters of the
statistical model that could have generated the query face. Todays mainstream face alignment
methods belong to Cascaded Regression Methods (CRM) group Cao et al. [2013]; Xiong and
De La Torre [2013]; Yang and Patras [2013]; Tzimiropoulos [2015]; Zhu et al. [2015a]; Xiong
and Torre [2015]. These methods operate in a cascaded fashion, i.e. starting from an initial
shape and producing several shape increments that move the initial shape closer to the desired
location. Shape increments are learned in a supervised manner during training stage. Formally
CRMs operate in the following fashion:
 St+1 = Rt(Ft(I, Ŝt)), (3.1)
Ŝt+1 = Ŝt + St+1, (3.2)
where I denotes a 2D image, Ft(I, Ŝt) represents the feature values extracted using the previous
shape estimate Ŝt,  St+1 is a shape update produced by the t-th regressor Rt in the cascade.
To initialize the pipeline the average face shape over all images in the training set S̄ is taken.
The feature extraction function (Ft(·, ·)) and a set of regressors (Rt(·)) constitute the main
ingredients of a CRM framework. The final outcome of the CRMs writes as:




where T is the total number of layers in the cascade. In order to frame a task at hand as a
cascaded regression problem, one has to decide upon the feature extraction function (Ft(·, ·)),
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as well as to select a proper regression function (Rt(·)). Various features have been explored
by the community e.g. HoG Xiong and Torre [2015], SIFT Xiong and De La Torre [2013]; Tz-
imiropoulos [2015], pixel differences Tulyakov and Sebe [2015]; Kazemi and Josephine [2014];
Jeni et al. [2015], local binary features Ren et al. [2014], as well as different regression func-
tions have been tried: linear regression Xiong and De La Torre [2013]; Jeni et al. [2015], ran-
dom ferns Doll et al. [2010], regression trees Tulyakov and Sebe [2015]; Kazemi and Josephine
[2014]. This brings to light two major limitations of the CRMs, that we are going to remove in
this work: (i) manually designed features and (ii) relative independence of the regressors at the
different layers in the cascade.
Hand-crafted computer vision features, such as HoG features for pedestrian detection Dalal
and Triggs [2005], SIFT features for object recognition Lowe [1999], attribute detection Wang
et al. [2016f, 2015] have played an important role in many application domains for a long time
since they offer illumination, rotation and scaling invariance. These features, however, represent
a generic image transformation that lacks any domain specific knowledge. Many works, have
tackled this problem by selecting best features out of an overcomplete set Tulyakov and Sebe
[2015]; Kazemi and Josephine [2014]; Ren et al. [2014]. However, this feature selection is
suboptimal, since it is still performed on a generated set. Recently, it has been shown for object
detection Krizhevsky et al. [2012], tracking Wang and Yeung [2013], image labeling Simonyan
and Zisserman [2014] and other fields that features learned for a specific problem using deep
convolutional neural networks show much better performance. Moreover, features learned for
image classification often generalize well for different tasks, showing the ability of CNNs, such
as AlexNet Krizhevsky et al. [2012], VGGNet Chatfield et al. [2014] and GoogleNet Szegedy
et al. [2015], to learn a generic image representation.
The second limitation of the CRMs is the independence of the regressors at every level of
the cascade. One can argue the regressor at time t is learned by using the output of the previous
regressor at time t 1, with the final prediction given by Eq. 3.3. This however, affects only the
feature computation (see Eq. 3.1), while the regressors themselves are learned independently.
It has been shown in Xiong and De La Torre [2013] that a single regressor is not capable of
arriving at the desired location in a single step. As shown in Eq. 3.3 the final prediction of the
cascade Ŝ(T ) is a function of the number of layers in the cascade T . One can think of Ŝ(T )
as a sequence of measurements of some stochastic process. It has been recently shown that
Recurrent Neural Network are extremely powerful in modeling the sequential inputs and outputs
Auli et al. [2013]. In order to model long time-varying sequences, various RNN units have been
proposed. In particular, long-short term memory cells and later Gated Recurrent Units have
proven to be efficient in modeling time-varying processes and sequence-to-sequence learning
Cho et al. [2014]. Additionally, it has been shown that using a CNN for feature extraction and
an RNN for classification brings extra advantages Pinheiro and Collobert [2013]; Liang and Hu
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[2015]; Lai et al. [2015].
This discussion naturally brings us to the main contribution of this work. We present a
unified face alignment framework that features end-to-end learning starting from raw pixel val-
ues. We replace the manually hand-crafted features Ft(·, ·) by learning a patch-based CNN.
In contrast with boosted regression methods, where one has a sequence of regressors {R1(·),
R2(·), ..., RT (·)}, our method learns a single recurrent module trained jointly with the CNN
which can generate the regressor R(·) recursively based on the input data and the memory of
the recurrent module. We would like to highlight for the reader, that the parameters of both the
CNN module and the RNN module are learned jointly. Additionally, we show that our model
is capable of generalizing beyond the learned number of recurrent iterations, being able to au-
tomatically decide when to stop iterating. The experimental evaluation we detail in Section 3.4
proves that learning a task-specific end-to-end model brings higher accuracy than that of the
available state-of-the-art.
3.2 Related work
In this section we review relevant works in face alignment as well as discuss recent advances
in the neural-network learning important to formulate our Recurrent Convolutional Face Align-
ment (RFCA) method.
3.2.1 Face alignment
According to the widely accepted classification, methods for face alignment can be grouped into
three broad categories Wang et al. [2014]: Active Appearance Models (AAM), Constrained
Local Models (CLM) Saragih et al. [2011]; Baltrusaitis et al. [2012]; Yu et al. [2013], and
Cascaded Regression Methods (CRM). Initial works on face alignment such as ASMs Cootes
and Taylor [1992, 1993] and AAMs Cootes et al. [2001b,a], build a parametric statistical shape
and appearance models from a set of training faces. These methods show reasonable accuracy
when the testing image is close to the training distribution. However, they fail to generalize
to an unseen subject Gross et al. [2005]. Although such methods still attract the attention of
researchers Tzimiropoulos and Pantic [2013]; Fanelli et al. [2013], the more recent Cascaded
Regression Methods have shown higher accuracy at impressive frame rates Ren et al. [2014];
Kazemi and Josephine [2014]. In the following we will mostly detail this latter group of works.
Initially CRMs were introduced in the medical image processing community for anatomic
structure prediction Zhou and Comaniciu [2007]. Since then they have been extensively ex-
ploited by the computer vision community with many seminal works proposed in the literature.
Currently this avenue of research represents the mainstream direction of the deformable shape
fitting. In Doll et al. [2010] a method for cascaded pose regression was introduced. The authors
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used a pose-indexed features and learned a sequence of weak-regressors (random ferns in their
case) to regress a deformable shape from an image. In order to compute pose-indexed features
one has to provide the current belief regarding the shape. This naturally brings some form of
pose invariance to the framework. Later, these ideas were extended to regress the whole face
shape Cao [2012]. Importantly, it was shown that regressing the whole shape imposes the result
to lie in the space constructed by all the training images.
The supervised descent method (SDM) Xiong and De La Torre [2013] further extends the
cascaded framework to generic non-linear optimization problems: face alignment, template
tracking and camera calibration. SDM learns a sequence of descent directions that applied
sequentially solve the optimization problem. The authors replace the feature extraction part with
SIFT Lowe [2004] and achieve impressive results by using linear regressors in the layers of the
cascade. A downside of SDM, is its inability to generalize well to non-frontal poses, requiring
to train separate regressors depending on the detected head pose. This constraint is relaxed
in Xiong and Torre [2015] by introducing a global SDM to automatically learn several descent
maps at every level of the cascade to handle complex cost-functions. These ideas were extended
in Tzimiropoulos [2015], where the authors learn both the Jacobian and the Hessian matrices, in
a manner inspired by the Gauss-Newton optimization method. Similarly to the original SDM,
the authors use hand-crafted SIFT features extracted around the keypoints locations. SDM-
based methods have become popular in various applications of face analysis Tulyakov et al.
[2016b] and are used in several commercially available face alignment systems1. A different
strategy for feature extraction is presented in Tulyakov and Sebe [2015]; Ren et al. [2014];
Kazemi and Josephine [2014]. Instead of employing hand-crafted features (e.g., HoG, SIFT),
they perform feature selection using a framework of regression trees. Alleviating the need to
compute hand-crafted features, these works reach impressive processing speed.
Multiple CRM-based 3D methods have been proposed. In Cao et al. [2014a], an extension
of Cao [2012] is introduced to fit a 2D-3D parametric shape model. Similar ideas were explored
in Jourabloo and Liu [2015], where a cascaded coupled regressor is introduced to obtain the
camera projection matrix and the 3D landmarks of the face. The work in Tulyakov and Sebe
[2015] proposes to include the third dimension directly into the learning pipeline. They used a
large generated set of training faces and showed that considering a face shape as a 3D object
gives better results. An interesting work in Jeni et al. [2015] uses binary features to track a large
number of points on the face, with subsequent 3D deformable model fitting to obtain a 3D mesh
of the face. Notably, this work shows impressive frame rates for the whole pipeline as well as
the tracking accuracy comparable to purely 3D methods Tulyakov et al. [2014].




ture extraction and (ii) applying a sequence of regressors. Typically the first step is performed
by using some hand-crafted features such as SIFT Xiong and De La Torre [2013]; Tzimiropou-
los [2015], HOG Xiong and Torre [2015]. Some form of feature learning is employed in Ren
et al. [2014]; Tulyakov and Sebe [2015]; Kazemi and Josephine [2014], while the levels of
the cascade in the second step still remain independent. This requires a researcher to use a
trial-and-fail approach in selecting which features and which regressors work the best.
In contrast, the method presented in our study is end-to-end. By learning convolutional
filters, RCFA does not require manual supervision in defining feature extraction functions. Ad-
ditionally, our method replaces a cascade of independent regressors by a single recurrent model,
where all iterations are leaned jointly. This formulation merges the two steps of the typical CRM
pipeline into a single unified framework, simultaneously trained using the available data.
3.2.2 Recurrent and convolutional neural networks
Recurrent Neural Networks (RNN) have become increasingly popular to learn complex dy-
namic systems, because of their impressive capability to recurrently operate with sequential
input. During each recurrence of the traditional RNN Schuster and Paliwal [1997], an input
signal is mapped to the hidden state, which is passed forward to the next recurrence. This
way, the information of the previous states is memorized and persists during the whole process.
Therefore, RNNs have proven to have an advantage in modeling sequences with long-term de-
pendencies. During the last decade, we have seen a lot of success in applying RNNs to various
application domains, such as generating text description of videos Venugopalan et al. [2015],
image caption generation Karpathy and Fei-Fei [2015], face aging Wang et al. [2016c], machine
translation Auli et al. [2013] and speech recognition Graves et al. [2013].
Given the success of RNNs, a lot of RNN variants have been explored, such as the Long
Short Term Memory (LSTM) Hochreiter and Schmidhuber [1997] networks, Gated Recurrent
Unit (GRU) Cho et al. [2014], and Clockwork RNN Koutnik et al. [2014]. All these architec-
tures consist of a chain of repeated modules, where each module contains several gates, con-
trolling the information flow in the network and states, memorizing necessary information for
future recurrences. Although the combination of gates/states varies depending on the selected
architectures, each subsequent iteration is performed similarly, by processing a new input using
the memory of the current state. These architectures show varying performances for different
tasks. In Jozefowicz et al. [2015] it was shown that, in general, GRU-based models feature
superior performance compared with other architectures.
Convolutional Neural Networks (CNN) have recently demonstrated notable success in mul-
tiple tasks, such as image classification Krizhevsky et al. [2012], super-resolution Dong et al.
[2014], as well as image segmentation Liang et al. [2015]. One of the main advantages of
CNNs, is that they do not require human supervision to design feature transformation. Their
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feature representations have shown to provide significantly higher performance, compared to
commonly adopted hard-crafted features, in numerous application domains. Thus, it is very
promising to combine the RNN architecture together with the CNN architecture into a hybrid
architecture. This hybrid architecture has been successfully applied to many tasks, such as
scene labeling Pinheiro and Collobert [2013], object recognition Liang and Hu [2015], and text
classification Lai et al. [2015].
3.3 Method
The overview of the proposed Recurrent Convolutional Face Alignment method is given in
Fig. 3.1. The framework mainly consists of two parts, the recurrent module and the convolu-
tional module. During each recurrent iteration t the current shape estimate ht is imposed onto
the image and the convolutional neural network is applied to the patches extracted around the
points of the shape. The output of the last layer of the CNN is passed to the RNN as an input.
During the first iteration, the average shape of all the images in the training set is set to the
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Figure 3.1: The overview of the proposed approach. Top: the RNN with gated recurrent units unrolled in
time. Bottom: the CNN architecture used for feature extraction. Note that feature extraction is performed
at every recurrent iteration.
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3.3.1 Recurrent module
In the current study we use an RNN with GRU module for its simplicity and superior perfor-
mance as compared to other RNN types Jozefowicz et al. [2015]. The structure of two recurrent
iterations is given in the top row of Fig. 3.1. A GRU contains two gates and one state. The gates
are the reset gate and the update gate. The hidden state ht represents the relative movement or
increment of the landmark positions after the adjustment in t-th iteration. Then the predicted
position after t iterations is bht = bh0 + ht.
The feature extraction function f(t) = F(I, bht) is performed using a super resolution con-
volutional neural network (SRCNN), described in Section 3.3.
The reset gate rt controls whether the adjustment from the previous recurrence should be
ignored, i.e. if rt is close to 0, the information of the previous adjustment operation will be
forced to be discarded. Then the unit will focus on its current features without referring to the
previous operation. To sum up, the reset gate allows the unit to remember or drop the adjustment
operation from the previous operation.
The update gate zt has two functions. The first one is to control what to forget from the
previous operation which is implemented by the term zt, and the second one is to control the
acceptance of the new input operation which is implemented by the term 1   zt. If zt is set
to 0, 1   zt will be 1. This means that all the information from the previous operation will be
kept and the new input will be totally discarded. Thus, the new adjustment operation will be
exactly the same as the previous operation. However, if zt is set to 1, 1   zt will be 0, and the
next operation will be based only on the new input operation without referring to the previous
adjustment operation.
The described process is schematically presented in Fig. 3.1, where a single recurrent itera-
tion is governed by the following equations:
zt =  (Wzhht 1 +Wzfft + bz)
rt =  (Wrhht 1 +Wrfft + br)
ct = tanh(Wchrt   ht 1 +Wcfft + bc)
ht = (1  zt)  ht 1 + zt   ct
(3.4)
where   represents element-wise multiplication, and ct is the new increment candidate created
by the tanh layer that could be added to the current shape increment using the following rule:
ht=(1 zt) ht 1+zt ct. (3.5)
If the reset gate is always activated, the system will have only the short-term memory, since
the calculation of the new increment candidate ignores the previous increments and focuses on
the current input only. If the update gate is not activated, the system can have the long-term
memory and the previous increments will be memorized.
28 Face Alignment
Within this framework, the RNN acts as a refinement process which tries to find the opti-
mal shape increment by gradually changing the previous shape. We use T recurrent steps to
train RCFA. In order for the RNN to focus on the later iterations we define a series of weights
w=[w1, w2, ...wT ] each one for a single recurrent iteration. These weights increase monoton-
ically, therefore forcing the recurrent network to adjust the shape slowly and penalizing the






wtk(bh0 + hit)  hi⇤k2F , (3.6)
where bh0 is the initial shape estimate, i.e. the average shape, hit is the predicted shape increment
after t iterations, hi⇤ is the target shape, the superscript i defines the ith image in the mini-batch
of n images. The final shape after t steps is obtained as bh0 + hit. During training, for each face
image Ii, the initial shape bh0 is sampled several times by adding noise to the mean shape.
3.3.2 Convolutional module
We employ the super resolution convolutional neural network (SRCNN) for feature extrac-
tion Dong et al. [2014]. We apply the SRCNN to the pixel values around the landmarks po-
sition Fig. 3.1. We denote the patch around a landmark location as Y, and use it as an input
for the SRCNN. The SRCNN consists of three convolution layers, formulated as the following
operations:
F1(Y) = max(0,W1 ⇤Y +B1)
F2(Y) = max(0,W2 ⇤ F1(Y) +B2)
F3(Y) = W3 ⇤ F2(Y) +B3
(3.7)
where W1, W2, W3 and b1, b2, b3 represent the filters and biases respectively. The Rectified
Linear Unit (ReLU) is employed as the activation function for the first two convolution layers.
The dimensions of W1 are set to c ⇥ f1 ⇥ f1 ⇥ n1 = [1 ⇥ 9 ⇥ 9 ⇥ 64], where c is the number
of channels of the input image, f1 is the filter size, and n1 is the number of filters which also
corresponds to the number of feature maps. W2 is of the size n1⇥1⇥1⇥n2 = [64⇥1⇥1⇥32]
and W3 has the size of n2 ⇥ f3 ⇥ f3 ⇥ c = [32⇥ 5⇥ 5⇥ 3]. The first layer can be regarded as
PCA where each filter works as a basis and projects the input Y to a high-dimension vector. The
second layer has the filter size of 1⇥1, and this layer can be understood as a non-linear mapping
operation which maps an n   1 dimensional vector to a n2 dimensional vector. Originally, the
last layer in the SRCNN works as an averaging filter which projects the n2 dimensional vector
to a high-resolution patch, and take the average of the overlapping high-resolution patches.
However, instead of projecting the n2 dimensional vector to a high-resolution patch, the last
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layer in our network will project the n2 dimensional vector to a feature space which can is then
passed to the recurrent module.
3.3.3 Supervised descent method as GRU
In this section we show that the proposed RCFA method is a generalization of the widely
adopted Supervised Descent Method Xiong and De La Torre [2013]. Given a set of images
[I1, I2, ...Ii, ..., In], hi denotes the positions of the landmarks in image Ii. F is a feature extrac-
tion function, and F(hi) represent the extracted features. Let yi⇤=F(hi⇤) be the ground-truth
features extracted at the manually labeled landmark positions hi⇤. Then we have the following
objective function for face alignment with respect to image Ii,
min kF(hi)  yi⇤k22. (3.8)







= hit 1  Rt 1F(hit 1) +Rt 1yi⇤,
(3.9)
where Rt 1=↵F0(xit 1), and Rt 1 is regarded as a regressor. Thus, instead of calculating the
derivatives, the SDM learns a descend direction from the available training data.
However, Eq. 3.9 has an inconsistency problem, i.e. yi⇤ is only available in the training
phase and it is unknown in the testing phase. Therefore, Eq. 3.9 could not be used to calculate










t 1  Rt 1F(hit 1) + bt 1, (3.10)
which solves the inconsistency problem. During the training phase, hit is set to hi⇤ as our goal
is to make hit equal to the target hi⇤. The loss is defined as:
X
i
khi⇤   hit 1 +Rt 1F(hit 1)  bt 1k2 (3.11)
where hi0 is obtained using Monte Carlo integration.
Thus, Eq. 3.11 can be considered as a special case of Eq. 3.6, making the SDM a special
case of our GRU network. As shown in Fig. 3.2 (b), the traditional linear regressor is equivalent
to GRU if the update gate and reset gate are removed. Finally, if we replace the tanh layer with
































(a) Recurrent Neural Network (b) Traditional Regressor
Rt 1ft
bh0
Figure 3.2: Differences in the architecture of the proposed recurrent regressor (a) compared to the tradi-
tional regressor (b).
Eq. 3.12 is a recurrent version of Eq. 3.10 except for the term bt 1 which can be implemented
by expanding the feature space by several columns set to 1.
As shown in Fig. 3.2, the traditional regressors at different time steps (R1, R2, ...) are
trained independently, relying only on the input features while totally lacking memory regarding
previous states, since as it is shown in Eq. 3.11, every step has a separate loss function. In
contrast, for our model the overall loss over all the recurrent steps is defined and learned jointly
by summing the steps up (Eq. 3.6). Another way of thinking about our recurrent module, is to
treat it not as a regressor, but rather as a way of generating unique regressors at every recurrent
step with respect to the memory and the input features.
3.4 Experiments
Datasets We evaluate the performance of our algorithm using the widely adopted 300-W
dataset Sagonas et al. [2013]. This dataset is a combination of several in-the-wild datasets,
including AFW Zhu and Ramanan [2012], LFPW Belhumeur et al. [2013], HELEN Le et al.
[2012] and XM2VTS Messer et al. [1999], that are annotated with 68-point markup in a consis-
tent manner. Similarly to previous works Zhu et al. [2015a]; Ren et al. [2014], for training the
model we use the training samples from LFPW, HELEN and the whole AFW dataset, which
makes 3148 images in total. Testing is performed on three different sets of images: (i) the
common set includes the testing images from the LPFW and HELEN, (ii) the challenging set
includes recently released 135 images also known as the IBUG set, and (iii) the full set is a com-
bination of the first two. We do not report the results for the original annotations for HELEN
and LFPW, since the accuracy of the state-of-the-art methods has saturated.
Experiments 31
Evaluation Metrics To evaluate the performance of our method, we follow the widely adopted
evaluation metric Zhu et al. [2015a]; Tulyakov and Sebe [2015]; Ren et al. [2014], which is the
average error of the point-to-point Euclidean distance, normalized by the distance between the
outer corners of the eyes. This metric has been adopted for the 300-W challenge.
3.4.1 Implementation
For the CNN module, we follow the settings of the SRCNN framework in Dong et al. [2014].
This module will extract features for all the image patches. After obtaining the features for each
image patch, we concatenate the feature vectors of the 68 landmarks and feed the features to
the RNN module. For the RNN module, we set the total number of recurrent iterations T to be
5. The weights in Eq. 3.6 are set to powers of 10: w = [10 2, 10 1, ..., 102]. Powers of 2 and
5 showed slightly inferior performance to the powers of 10, while equal weights [1, 1, 1, 1, 1]
showed the worst performance.
To augment the size of the training data, we duplicate the images by adding the mirrored
examples, and we also replicate the training data 3 times by adding noise to the bounding boxes.
In the training phase, the batch size is set to 204 images. The learning rate is set to 0.01. The
decay rate is set to 0.5, and the learning rate will be decayed after every 10 epochs and the
training process is terminated after 200 epochs. After we obtain the model, we generate another
three replicates in the same manner and fine tune the network with the new replicates for another
200 epochs.
3.4.2 Understanding when to stop iterating
One of the further advantages of our RCFA is that the model can be easily extended beyond
the learned number of recurrent iterations without the need of retraining the whole pipeline.
Importantly, there is no upper bound on the number of recurrent iterations one can perform.
This, however, requires devising a strategy to stop iterating. During training the RNN performed
5 recurrent iterations. Intuitively, the model should require less iterations for a simple image,
while difficult examples may need additional recurrences. In order to define a stopping strategy,
we show the relationship between the average error and the recurrent steps as shown in Fig. 3.3.
As it is seen from the left graph in Fig. 3.3 for easy images from the common set additional
iterations are redundant and do more harm, while the hard cases from the challenging set ben-
efit from iterating further (see Fig. 3.3, right). Typically, for hard cases the error still continues
decreasing when the number of iterations is more than 15, while for the easy ones it remains
stable between 5-th and 9-th iterations and then goes up. This suggests a simple and efficient
stopping criteria that was used to generate the results for the RCFA adaptive in the Table 3.1.
If the difference between the previous landmark positions and the current landmark positions is
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Figure 3.3: Average error vs the number of recurrent iterations
Figure 3.4: Landmark localization for 5 recurrent steps. The top two rows show examples, for which 5
iterations is sufficient, while the examples in the last two rows require additional iterations.
smaller than a threshold, we stop iterating. To set the threshold value, we take the average dif-
ference between the 4-th and 5-th recurrence of all the images in the training data. This simple
stopping strategy allows our model to automatically decide whether any additional iterations
are necessary.
Fig. 3.4 shows several qualitative examples of different number of recurrent iterations re-
quired for different testing examples. The first two rows show that 4 steps are not sufficient
to localize the landmarks, as one can easily see that the landmarks on the jawline in the first
row do not fit perfectly until the fifth recurrence. A similar observation can be made for the
subject shown in the second row. The last two rows show cases, when even 5 iterations are not
sufficient for the method to converge, due to difficult illumination conditions and extreme head
poses. This further supports the importance of the adopted stopping strategy.
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Table 3.1: Experimental results obtained on the three subsets of the 300-W dataset.
Method Common Challenging Full
Zhu et al. Zhu and Ramanan [2012] 8.22 18.33 10.20
DFMF Asthana et al. [2013] 6.65 19.79 9.22
ESR Cao et al. [2014b] 5.28 17.00 7.58
RCPR Burgos-Artizzu et al. [2013] 6.18 17.26 8.35
SDM Xiong and De La Torre [2013] 5.57 15.40 7.50
Smith et al. Smith et al. [2014] - 13.30 -
Zhao et al. Zhao et al. [2014] - - 6.31
GN-DPM Tzimiropoulos and Pantic [2014] 5.78 - -
CFAN Zhang et al. [2014] 5.50 - -
ERT Kazemi and Josephine [2014] - - 6.40
LBF Ren et al. [2014] 4.95 11.98 6.32
LBF fast Ren et al. [2014] 5.38 15.50 7.37
CFSS Zhu et al. [2015a] 4.73 9.98 5.76
CFSS Practical Zhu et al. [2015a] 4.79 10.92 5.99
RCFA 5 iterations 4.08 12.81 5.81
RCFA 10 iterations 4.13 11.14 5.51
RCFA adaptive 4.03 9.85 5.32
3.4.3 Experimental Results
We report evaluation results on the three subsets of the 300-W dataset in Table 3.1. It compares
three different result of the same RCFA model against best performing state-of-the-art meth-
ods. The reported RCFA results are obtained using 5, 10 recurrent iterations and the proposed
stopping strategy. We would like to highlight, that due to the end-to-end structure, our model
shows better performance than the up-to-date face alignment methods regardless of the number
of iterations for the common set and the full set. Notably, when the proposed stopping strategy
is used, the proposed method outperforms other works by a large margin for all three testing
sets.
Interestingly, RCFA outperforms CFSS Zhu et al. [2015a] by a margin of 16% on the com-
mon subset, while showing a little bit lower performance gain for the challenging set and the
full set (10% and 9% correspondingly). There are mainly two reasons for this. Firstly, the
commonly accepted evaluation metric is severely affected by a small portion of hard examples.
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Secondly, these hard examples are not evenly presented in the 300-W training/testing sets. The
dataset is rather biased towards having less extreme head poses, facial expressions and poor
illumination conditions.
Figure 3.5: Selected qualitative examples taken from the full set of the 300-W dataset.
Fig. 3.5 shows the qualitative results for the images taken from the full set. Clearly, due
to end-to-end learning our framework handles even challenging face images, such as facial
expressions, extreme head poses, difficult lighting conditions. It is also very interesting to
observe that RCFA can handle faces with severe occlusions, including sun-glasses, hands and
Conclusions 35
hats. The reason why our framework can work well for these images is because our RNN
network can not only learn the dependencies between each regressor, it also learns the location
dependencies between the landmarks. Thus, even though parts of the face is occluded, our
framework can still predict the location of the occluded landmarks based on other landmarks.
In the current implementation, a single forward pass through the pipeline takes around 10ms
on average on Tesla K40, making it possible to apply the proposed model for real-time video
processing at 100 frames per second. We would like to note, that no specific performance
optimizations were used, therefore, we believe the running time can be decreased dramatically.
3.5 Conclusions
In this paper, we reformulate the classical cascaded regression face alignment problem as a
recurrent process, alleviating the two major limitations of the CRMs. The proposed recur-
rent framework features end-to-end learning, starting from the raw pixel data, removing the
previously used hand-crafted features. Replacing a standard cascade of independently learned
shape regressors by a single recurrent regressor brings further advantage of iterating beyond the
learned limit, making it possible to automatically decide when to stop.
The proposed RFCA method has room for further improvements. In our experiments an
average shape is used to initialize the pipeline, while it has been shown that selecting a proper
starting shape brings extra benefits Zhu et al. [2015a]. Additionally, more rigorous data aug-
mentation can alleviate the bias of the training set and can make the data more uniform. Further-
more, we believe similar recurrent-convolutional shape regression models can be employed to





Face aging, also known as age progression, is attracting more and more research interest. It has
wide applications in various domains including cross-age face verification Park et al. [2010] and
finding lost children. In recent years, face aging has witnessed many breakthroughs and a num-
ber of face aging models have been proposed Fu et al. [2010]; Suo et al. [2012]; Kemelmacher-
Shlizerman et al. [2014]; Tiddeman et al. [2001]; Suo et al. [2010]; Tazoe et al. [2012]. How-
ever, it remains a very challenging task in practice for several reasons. First, faces may have
various expressions and lighting conditions, which pose great challenges to modeling the aging
patterns. Besides, the training data are usually very limited as face images for the same person
usually cover a very narrow range of ages. Moreover, the face aging process depends on both
the environment and genes which are hard to model.
Generally, face aging follows some common patterns of the human aging process. For kids,
the main appearance change is the shape change caused by cranium growth. For adults, the
appearance change is mainly reflected in wrinkles Suo et al. [2012]. Various face aging ap-
proaches have been proposed to model such dynamic aging patterns, which can be roughly di-
vided into two types Suo et al. [2012], namely, prototype approaches Kemelmacher-Shlizerman
et al. [2014]; Tiddeman et al. [2001] and physical model approaches Suo et al. [2010]; Tazoe
et al. [2012]. The physical model approaches employ parametric models to simulate face aging
by modeling the aging mechanisms of muscles, skins, or cranium. However, these approaches
are very complex and computationally expensive, which require a large number of face se-
quences of the same person covering a wide range of ages. However, only few of the current face
aging datasets can provide sufficient data. In contrast, the prototype approaches Kemelmacher-
Shlizerman et al. [2014] do not require face sequences of the same person with continuous ages.
The prototype approaches model face aging using a non-parametric model. First, all the avail-
able faces are divided into discrete age groups, and an average face within each age group is
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Figure 4.1: The recurrent face aging (RFA) framework exploits a RNN to model the aging pattern.
The aged face is synthesized by referring to the autoregressive memory of the previous faces. The
intermediate transitional faces can also be synthesized.
computed as a prior. The difference between the average faces is treated as the aging pattern
and the pattern is transferred to each individual face to produce an aged face. However, the pro-
totype approaches totally discard the personalized information and all the aged people have the
same texture since they share the same rigid aging pattern. Moreover, regardless of the model
type, all these methods perform a sharp one-shot transformation from one age group to another
by learning a single mapping function. Thus, the one-shot mapping function fails to capture the
dynamics of the in-between face sequence between adjacent age groups.
Similar to the prototype approaches, we divide the faces of each gender into 9 age groups,
as shown in Fig. 5.2. Therefore, our model only requires the faces of the same person covering
two adjacent groups. This setting effectively alleviates data insufficiency of the face sequences
which cover long time span. To model the complex yet smooth dynamics of face aging, we
propose a recurrent face aging (RFA) framework whose units in the hidden layers are autore-
gressively connected. As shown in Fig. 5.2, the RNN transforms a face across different age
groups by decomposing the complex image generation process into a sequence of intermediate
states with smaller and subtle changes. The intermediate states do not necessarily correspond
to intermediate age points. One of the many benefits of using RNN is that the autoregressive
connections within the layers allow the framework to progressively generate a complex image.
To be specific, RNN is applied to construct complex image iteratively where the rough outlines
are gradually replaced by precise forms, and lines are sharpened. RNN can solve the difficulty
in learning a one-shot transformation from A to B effectively.
Aiming to generate an entire scene at once from A to B would preclude the possibility of
iterative self-correction and introduce significant intrinsic error when the transformation is very
complex. Even though the deep convolutional network is powerful, it is still very challenging
to learn the transformation from A to B in one shot. The one-shot approach is fundamentally
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difficult to scale to high resolution images with richer details. Therefore, instead of learning the
transformation in one shot, we transform A to B progressively via recursive process which can
be understood as a painting process. At first, only the image sketch is painted and the details
are added iteratively. The iterative process makes the network more powerful to generate high
resolution images.
The purpose of the recurrent process is not to exactly model the incremental aging pro-
cess. Instead, the recurrent process works as a computational mechanism which decomposes
a complex image generation process into a sequence of simpler steps. Besides, the quality of
the warped image is sensitive to the quality of optical flow. Large and low-quality optical flow
will result in unexpected ghosting effects – some facial parts are very blurry. Take the last face
image in Fig. 4.13 as an example, the region centered at the mouth is very blurry, and these
blurry effects represent the ghosting artifacts. The recurrent converging process could generate
a sequence of low-rank faces. The calculated optical flows between the original image and the
low-rank image sequence are a sequence of small high-quality optical flows. The young face
can be progressively warped to the target low-rank aged face smoothly with the help of the
sequence of the small high-quality optical flows, and a sequence of warped young faces can
be obtained. Finally, a sequence of intermediate aged face could be obtained by mixing the
textures of the warped young face and the nearest old face of the same age in the training set.
As shown in Fig. 4.15, the output aged faces of our recurrent net is free of ghosting artifacts
compared with other one-shot methods (such as the coupled dictionary learning method Shu
et al. [2015]).
This paper is the extension of our previous conference work Wang et al. [2016a]. In par-
ticular, we extend our previous bi-layer model to a triple-layer GRU. The triple-layer GRU is
more flexible compared with the single GRU. For the single GRU, its hidden state, which rep-
resents the aged face, must have the same dimension as the input face. But this will limit its
encoding power. However, in our triple-layer GRU unit, we only need to set the dimension of
the hidden state of the top GRU to be the same with the input face, while the hidden variables
in the middle and bottom GRUs can be set to different dimensions. We set the hidden variables
with a high dimension since using high dimension could boost its capability to encode complex
high dimensional signals. The deeper GRU is able not only to represent the face with a higher
internal dimension, but it is also more powerful in modelling complex signals with the help
of non-linear operations (e.g., tanh layer and sigmoid layer). These nonlinear operations are
not just a simple projection to change the dimensions, they are a complex non-linear dynamic
system. Each layer of RFA is autoregressive: every GRU receives the input from both the pre-
ceding GRU which is nested in the same layer and the GRU which is from its bottom layer. The
triple-layer hierarchical GRU has better performance than the bi-layer GRU.
The collected face images, however, usually have various expressions. Mild expressions
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can have a dramastic effect in face analysis methods Tulyakov et al. [2016a]; Xiong and De la
Torre [2013], especially on the face landmark positions. We employ a two-step face normaliza-
tion process to normalize the faces. In the first step, we follow the pipeline in Kemelmacher-
Shlizerman et al. [2014] to learn a robust eigenface space. The high dimensional eigenface
captures the texture information, (e.g., the expressions). In the second step, we progressively
remove the high dimensional eigenfaces and reconstruct the image with the left eigenfaces.
Then the original image is warped to the reconstructed one using optical flow. In this way, the
expressions will be progressively alleviated. In the training process, the noise (e.g., the detailed
wrinkles) should be filtered out while the regular shading (e.g., the shading around the mouth)
and texture information should be kept in the training phase. The eigenfaces Turk and Pentland
[1991] are very robust to noise as they capture the global structure information. Thus, after
obtaining the normalized images, we project the images to the eigenface space and take their
low rank coefficients as the image representation input to the RFA framework. After obtaining
the synthesized low rank aged face, we synthesize the textures by transferring the textures from
its nearest neighbor in the eigenface space. As shown in Fig. 5.2, we can generate realistic old
faces with detailed textures.
To summarize, our paper makes these contributions: (1) We propose a face aging process
between every two neighbouring groups with an RNN network. (2) Our method generates
smooth intermediate faces and it handles the ghosting artifacts properly. (3) To the best of our
knowledge, we are the first to do face aging based on RNN with hierarchical autoregressive
memories. (4) We present a progressive face normalization process. (5) We collect a large face
dataset with age labels for the purpose of research.
4.2 Related Work
4.2.1 Face Aging
Face aging has been a hot research topic recently. Face aging models can be roughly divided
into prototype approaches and physical model approaches Fu et al. [2010]; Ramanathan et al.
[2009]. The prototype approaches Tiddeman et al. [2001] aim at constructing an average face
as prototypes for the young and old groups, and transferring the texture difference between the
prototypes to the test image. The state-of-the-art prototype method Kemelmacher-Shlizerman
et al. [2014] improves the result by replacing the average face with a relighted average face
whose lighting condition can be tuned to be the same with the input. The relighted average
faces are calculated in the eigenface domain. Eigenfaces for different groups are different. For
example, the eigenfaces in the older age group contain a lot of general aged information, such
as the shadings. Then the texture can be synthesized by the eigenfaces through reconstruction.
Apart from the lighting considerations, the geometry/shape transformation is implemented us-
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ing optical flow. The texture transformation is calculated by deducting the reconstructed face in
the target group by the reconstructed face from the source group Kemelmacher-Shlizerman et al.
[2014]. However, the limitation of the prototype models still exists: face texture changes are the
same for different inputs. Therefore, these methods lack individuality. Besides, the detailed tex-
ture information (e.g., wrinkles) is averaged out. Recently, a coupled dictionary learning (CDL)
model Shu et al. [2015] was proposed. Similar to Wang et al. [2016f], the CDL model learns
a dictionary for each age group. The face is reconstructed by the dictionary basis Shu et al.
[2015] instead of the eigenfaces Kemelmacher-Shlizerman et al. [2014]. This model assumes
that the sparse coefficients of the same person remain the same across the dictionaries. Thus,
the aging patterns are encoded by the dictionary bases. Every two neighbouring dictionaries are
learned jointly. In addition, the reconstruction error is regarded as the personalized information
and it is added into the synthesized aged face directly. However, this method has ghost arti-
facts as the reconstruction residual does not evolve over time. Recently, deep generative models
such as generative adversarial networks (GANs) Goodfellow et al. [2014] and variational auto-
encoders (VAEs) Kingma and Welling [2014] exhibited spectacular results in image generation.
Both GANs and VAEs have been applied to the problem of image segmentation Xiao et al.
[2017] and synthesis Hou et al. [2017a]. For instance, in Hou et al. [2017a] Hou et al. proposed
a variation of traditional VAEs which considers a perceptual loss and demonstrated that this
model is effective for capturing the information that encodes facial expressions.
The physical model approaches try to model the aging mechanisms of the geometry (e.g.,
such as the width of the face and the change of the aspect ratio Tazoe et al. [2012]) and mus-
cles Ramanathan and Chellappa [2008]. The detailed facial geometry, such as the textures can
also be synthesizd by statistic models Golovinskiy et al. [2006]. However, these physical mod-
els usually rely on a 3-D face model which requires a large amount of detailed 3-D face data
which cover a long time range. However, the available data are limited in practice and they
are not sufficient for training a complex model. Moreover, the synthesized images using these
models often look not realistic. Different from Tazoe et al. [2012]; Ramanathan and Chellappa
[2008]; Golovinskiy et al. [2006], our method only requires the face images to cover two neigh-
bouring age groups (i.e., our method is more applicable in practice) and the generated images
look more realistic.
4.2.2 Face Normalization
Face normalization is a very important preprocessing step for face aging. To normalize the
faces, many works rely on the facial landmarks, such as Zhu et al. [2015b]; Learned-Miller et al.
[2016]. To align the faces, many methods are proposed, such as Congealing method Huang
et al. [2007a] and RASL Peng et al. [2012] method. Congealing Huang et al. [2007a] is an
unsupervised method which tries to find the similarity transformation for the pixels. RASL Peng
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et al. [2012] uses sparse representation of the faces to align a batch of linearly correlated faces.
Both Congealing and RASL align faces directly without using facial landmarks. However, with
the help of facial landmarks, we could better align the faces. The recent years have witnessed a
lot of breakthroughs on face alignment, such as the classical supervised descent method Xiong
and De la Torre [2013] which uses the hand-crafted features (i.e., SIFT and HOG) and the
most recent recurrent face alignment method Wang et al. [2016b] which uses the deep features
extracted using convolutional neural networks. The facial landmarks have been successfully
applied to face normalization problems. For example, in the task of pose-invariant expression
recognition, Rudovic et al. Rudovic et al. [2010] employs regression functions to map the 2D
landmark locations to the corresponding locations in the frontal pose. In this paper, we also rely
on face landmarks to align faces.
To normalize the faces, the most direct way is to warp the faces directly by aligning the
detected face landmarks to the frontal face landmark template Shu et al. [2015], but this will
cause unexpected face distortions. Some works rely on 3D models. For example, Zhu et al.
[2015b] first normalizes the 2D landmarks with the help of 3D face model which preserves
the identity and expression information. Then the face is warped to the normalized landmarks.
However, all these normalization methods suffer from distortion problems. Additionally, Zhu
et al. [2015b] fails to normalize facial details (e.g., the gaze direction of the eyeballs cannot
be normalized as the eyeballs are not included in the 3D model). To tackle these problems, we
propose a progressive face normalization method which can mitigate the distortion problem and
can take care of facial details.
4.2.3 Recurrent Neural Network
Traditional RNN can learn complex dynamics by mapping the input sequence to a hidden vari-
able sequence. By passing the hidden variables recursively to the repeating module in the net-
work, RNN is able to memorize the previous information. Thus, RNN performs well in dealing
with sequential data which have interdependencies.
As a special type of RNN, Long Short Term Memory (LSTM) networks are explicitly de-
signed to tackle the long-term dependency problem. LSTM was firstly introduced for speech
recognition problems Hochreiter and Schmidhuber [1997], where the memory cells enable the
LSTM network to process sequential data with interdependencies. The key idea behind LSTM
is its memory state and four gates which can control the information flow inside the unit adap-
tively. Given the success of LSTM, many recurrent network architectures are explored, such as
depth RNN Yao et al. [2015], clockwork RNN Koutnik et al. [2014] and the Gated Recurrent
Unit (GRU) Cho et al. [2014]. As shown in Fig. 4.6, GRU is a simplified version of LSTM.
GRU replaces the forget and input gates in LSTM with one single update gate. It also merges
the cell state and the hidden state.
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Given the various RNN variants, Greff et al. [2017] and Rafal Zaremba [2015] conducted
a thorough search in order to find out the optimal RNN structure, such as the classical LSTM
Graves and Schmidhuber [2005], the LSTM with ‘peephole connections’ between the mem-
ory cell state and the gates Gers and Schmidhuber [2000]. The research in Zaremba [2015]
revealed that GRU is much easier to train as it has simpler structure than LSTM. Under the
situation where the forget gate of LSTM is initialized with a large value close to 1, the LSTM
is not significantly different from GRU. They also discovered that the forget gate is the most
significant gate, the input gate is relatively important and the output gate is not important. Three
architectures which are similar to the GRU were proposed in Cho et al. [2014]. RNN has also
been applied for image generation Gregor et al. [2015]; Im et al. [2016] and video analysis Zhu
et al. [2017c,b]. These image generation works share a similar idea, i.e., the RNN is applied
to refine the generated image recursively. Different from these works whose inputs are image
patches, the inputs to the RNN in this paper are the encoded hidden representations of the faces
which are obtained by projecting the faces to the eigenface space.
4.3 Recurrent Face Aging
Our model conducts face aging in the following two phases which are face normalization and
aging pattern learning. The normalization phase consists of two steps with the first step to
learn a robust eigenface space Kemelmacher-Shlizerman and Seitz [2012]. The second step is
weakening the expressions and calibrating the poses. More details of face normalization are
given in Section 4.3.1. To learn the aging patterns between the neighbouring groups, we exploit
RNN with hierarchical autoregressive memory.
4.3.1 Face Normalization
The most important factor to be considered in face normalization is to preserve the intrinsic age
information, such that one can normalize the face group-wisely by leveraging the faces within
the same age group. In this way, the age-specific information can be maintained. For instance,
children’s eyes are relative large compared to their overall face size, as shown in Fig. 5.2. These
characteristics could be well preserved by the eigenfaces.
Another factor that needs to be considered is the smoothness of age progression between
the adjacent age groups. Instead of normalizing each face group independently, we normalize
the faces from every two adjacent age groups jointly. A shared eigenface space can be learned
for each pair of groups. A smooth transformation can be learned in the shared eigenface space.
The faces across different age pairs are all aligned to the same rigid template using the transfor-
mation matrix calculated based on the controlling points of the input face and the template face.
The controlling points are the center of each eye and the mouth. The transformations include
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Figure 4.2: Step 1 of face normalization. (a) Examples of input images. (b) Masked images. (c) Esti-
mated flow for face normalization. (d) Normalized faces with the estimated optical flow.
Figure 4.3: Face normalization process consists of two steps. Step 1, shown in (a), is to learn a robust
eigenface space incrementally which is insensitive to the errors brought by the optical flow. Step 2,
shown in (b), is to neutralize the facial expressions progressively by decreasing the dimensionality of the
eigenface space.
rotation, translation and scaling. Therefore, the location of the eyes and the ratio between the
inter-pupil distance and the perpendicular distance between the mouth and the center point of
the eyes are fixed. After the face alignment, the subsequent facial expression normalization
operation would not change the positions of the controlling points. Even though the pair-wise
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subspace is different, the controlling points of the faces remain stable across different pairs.
Therefore, the face aging pairs can be concatenated together seamlessly. The procedure will not
provide additional drift.
As shown in Fig. 4.3, the face normalization process can be divided into two steps. The
first step is to learn a robust eigenface space incrementally which is insensitive to the error
brought by optical flow. Then we warp the input face to its reconstructed low-rank face using
optical flow without ghosting artifacts. The second step is to neutralize facial expressions of the
flowed face obtained in the first step. We warp the face image to its reconstructed low-rank face
progressively by decreasing the dimensionality of the eigenface space.
The motivation of learning the subspace incrementally and reducing the dimensionality is to
mitigate the ghosting effects for reconstructed images in the expression normalization process.
The neutral expressions are preserved in the lower dimensional subspace. By warping the image
to the low dimensional subspace using the optical flow, we can mitigate the face expression.
However, if we warp the images to the low-dimensional subspace using the optical flow directly,
the synthesized image will suffer severe ghosting artifacts. Besides, even if we warp the image
to the high dimensional subspace using the optical flow, the reconstructed images still have
severe ghosting artifacts. This is because the calculated optical flow has big error when the
pixels of the original face image and the corresponding pixels of the low-rank face image have
large relative displacement. To tackle this problem, we need to learn a subspace insensitive to
errors brought by optical flow.
Therefore, we compute the subspace and the flowed (wrapped) images jointly. In each
iteration, the flowed image is first updated using the subspace information and then the sub-
space dimensionality is updated using the flowed images. Even though the flowed images may
still have the ghosting artifacts, they are progressively removed by updating the subspace and
flowed images alternatively. In this way, a space of relatively high dimensionally being robust
to optical flow errors can be learned and the ghosting artifacts of the flowed images can be
mitigated. However, the high-dimensional space could not neutralize the facial expression. To
obtain neutral expression, we warp the images gradually from the high-dimensional space to the
low-dimensional space. Accordingly, in the second part of the face normalization process, we
implement a smooth transformation from high dimensional space to a low dimensional space.
To sum up, by transferring from a low-dimensional subspace to a high-dimensional space,
a robust subspace could be learned which can be utilized to reconstruct the face image without
ghosting artifacts. By going back to the low-dimensional subspace from the high dimensional
space, the expression could be neutralized.
46 Face Aging
Figure 4.4: (a) The first 4 eigen faces encode the lighting of the faces. (b) The other eigen faces encode
face textures.
Figure 4.5: Two-step face normalization: (step 1) coarse face normalization; (step 2) progressive face
normalization.
Learning Robust Eigenface
We optimize the eigenfaces and optical flow estimation iteratively. First, we stack the images
column-wisely into the matrix M=[I1, ..., In]. Here I denotes an image. Then we implement
singular value decomposition on M: M=USVT . We keep the top k eigenvectors in U and
denote them as H=U(:, 1:k). We reconstruct image I in the low rank eigenface space as
I
0=H(HT I) where HT I means projecting the image I to the eigenface space H. Then the
optical flow from I0 to I can be calculated, and we can get bI0 by warping I to I0 reversely using
the optical flow. As the optical flow cannot recover the images perfectly, bI0 and I0 are not ex-
actly the same and bI0 has ghost artifacts. To remove the ghost artifacts, we reset M=[bI1, ...,bIn]
and repeat the process above until convergence. In each new face normalization process, we
progressively increase the number of eigenvectors.
As shown in Fig. 4.4, the first 4 eigen faces encode the lighting condition of the image while
the rest encode face textures (e.g., wrinkles, mustache, etc.). We start the process from k=4
and terminate the process when k=80. Fig. 4.2 shows the face normalization results of the first
step. It is worth noting that the expressions of the 5 people are normalized (e.g., the eyeballs
of the first image come to the middle; the mouth of the second image becomes horizontal; the
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Figure 4.6: Recurrent face aging (RFA) framework with triple-layer GRU. (b) shows the vertical section
of the RFA. (c) shows the overall architecture of RFA, where the weighted loss is employed to make the
system focus more on the latter recurrences.
wide-open eyes of the third image become smaller; the closed eyes of the forth image are open,
and the eyeball gaze direction is neutralized).
Progressive Normalization
After warping the face images to their low-rank face images which are reconstructed by 80
eigenfaces, we can observe that the expressions have been weakened. However, the normaliza-
tion effect still has room to be improved as we can observe that sometimes the mouths are still
open. As these expressions are depicted by the high dimensional eigenfaces, we can neutralize
the face if we can weaken the influence brought by the high-dimensional eigenfaces. Inspired by
this idea, we warp the images to the low-rank face images which are reconstructed only by the
low dimensional eigenfaces while the high dimensional eifenfaces are discarded progressively.
In this way, the normalization effect could be further improved.
To achieve this target, we first reconstruct image I by N eigenfaces U(:, 1:N), and warp I
to the reconstructed face, and then obtain bI0N . Then we reconstruct image bI0N by N 1 eigen-
faces U(:, 1:N 1), and warp bI0N to the reconstructed face, then bI0N 1 is obtained. We repeat the
process above recurrently. In each recurrence, we progressively decrease the number of eigen-
vectors. We figure out that there is no huge visual difference between the warped image and the
input image when the number of eigenfaces is greater than 10 while the shape changes dramat-
ically when the eigenfaces are less than 10. Then we set the step size smaller when the number
of eigenfaces is smaller than 10. Different step sizes, 40, 20, 10, 2 are employed in the imple-
mentation. We start with the step size of 40. We obtain the number of eigenface sequences as
[80, 40]. Then we further decrease the lower bound 40 with the step size of 20, we have [40, 20].
Then we continue deceasing the lower bounds with smaller step sizes. Finally, we obtain the
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eigenface sequence of [80, 40, 20, 10, 8, 6, 4], but the quality of the normalized face remains the
same, and there is no obvious visual difference. The range [80, 40, 10, 6, 4] is good enough to
obtain a high quality normalized face. Therefore, we fix the step range to [80, 40, 10, 6, 4].
The second step can improve the normalization effect to a large extent. Fig. 4.5 shows the
results of face normalization process of three men and three women. We can observe that the
eyes of the second man (row 2) are centered after the first normalization step. However, his
mouth is still open. The second step closes his mouth progressively. Similar results can be
observed for the other five people, especially for the women in the right column of Fig. 4.5.
The second step can also normalize the small poses. The woman in row 2 of Fig. 4.5 has a
yaw angle and she is looking towards the ceiling with her mouth wide open. After the second
normalization step, her eyes are calibrated to looking towards the front, and the other parts, such
as mouth and nose are also frontalized. The men in row 1 & 3 are also frontalized.
4.3.2 RNN-based Face Aging Model
The whole pipeline of face aging can be divided into two phases. In the first phase, we rely
on the RNN to generate the low-rank aged faces. Then the final output aged face is obtained
by mixing the low-rank aged face, the texture of the input young face and the texture of the
most similar old face exemplar in the training set. The illustration of texture mixing process is
available in Fig. 4.8.
Problem Formulation
Let H(k) represent the shared eigenfaces for age group k and k+1, where each column in H(k)
denotes one eigenface. H(k) is a complete and orthogonal matrix. The columns in H(k) are unit
vectors and they are orthogonal to each other. Let ⇤k=( 1, 2, ..., n)T denote the eigenvalues
of the eigenfaces. Let Iy be the low rank young face, Io be the low rank image of the ground
truth of the old face, I0o be the synthesized low rank old face, and xy, xo, x0o be their coefficients
in the eigenface space. We expect the synthesized image to be as similar as possible to the
ground truth image. Therefore the loss function writes:
kIo I0ok2F=kH(k)xo H(k)x0ok2F=kxo x0ok2F . (4.1)
During the face normalization process, we observe that the first 4 eigenvalues occupy more
than 60% of the total energy. The previous studies Kemelmacher-Shlizerman and Seitz [2012]
revealed that the first 4 eigenfaces correspond to the lighting effect of the face while the others
correspond to the texture as shown in Fig. 4.4. Thus, in order to keep the illumination consis-
tency between the source and target images, we transfer the first 4 coefficients directly from
the young image to the synthesized aged image. The high rank coefficients mainly preserve the
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texture information. We rely on the high rank coefficients to learn the aging patterns. We visual-
ize the high rank eigenfaces and find that these eigenfaces capture different texture information
(e.g., beard, open mouth with teeth and closed mouth). Here we normalize the distribution
over these eigenfaces by dividing the coefficients by their corresponding eigenvalues. Then we
propose the following loss function:






















The  in Eq. (4.2) and Eq. (4.3) is an element-wise multiplication to scale the samples to the
interval [ 1, 1] by dividing the i-th element of x by  i. Although these eigenvectors which have
low energy have a small contribution to the image reconstruction, they represent face textures
as shown in Fig. 3. Therefore, these eigenvectors should be emphasized as they have a big
contribution to face aging. Thus, we normalize the coefficients to treat all the eigenvectors
equally important. To avoid over-emphasizing these eigenvectors and the overfitting problem
of the subsequent age progression model, we only select the first 80 eigenvectors to reconstruct
the image. In other words, H is incomplete.
Recurrent Age Progression
Our RFA aims at learning a smooth transformation between two neighbouring age groups. Al-
though many models can be used to learn the smooth transformation, such as LSTM, GRU, as
well as their variants, we use GRU to learn the aging patterns because of its simple structure and
superior performance Greff et al. [2017]. A triple-layer GRU is exploited as the basic recurrent
module in our RFA, as shown in Fig. 4.6. The three GRU layers have the same structure except
for the dimensions of the hidden states.
zt =  (W zhht 1 +W zxbht + bz)
rt =  (W rhht 1 +W rxbht + br)
ct = tanh(W chrt   ht 1 +W cxbht + bc)
ht = (1  zt)  ht 1 + zt   ct
(4.4)
bzt =  (cWzhbht 1 + cWzxht +bbz)
brt =  (cWrhbht 1 + cWrxht +bbr)
bct = tanh(cWchbrt   bht 1 + cWcxht +bbc)
bht = (1  bzt)  bht 1 + bzt   bct
(4.5)
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zt =  (Wzhht 1 +Wzxxt + bz)
rt =  (Wrhht 1 +Wrxxt + br)
ct = tanh(Wchrt   ht 1 +Wcxxt + bc)
ht = (1  zt)  ht 1 + zt   ct
(4.6)
This triple-layer GRU works as an autoencoder. As shown in Fig. 4.6(b), the bottom GRU
works as an encoder while the top GRU works as a decoder. The bottom GRU first encodes the
input face to a hidden high dimensional variable, and then its output works as the input to itself
for the next iteration autoregressively and the input to the middle layer.
Then the top GRU decodes the hidden high dimensional state to an aged face. The hidden
states are initialized with zeros. The difference between the output and the ground truth aged
face is calculated as the loss. Different rewards are assigned for the loss of each recurrence.
The reward in the last recurrence is set to the largest as we take the output of the last step as
the most important step and it is the final aged face. Smaller reward is set for the loss in the
first recurrence since the output in the beginning is an intermediate transitional face and it is not
required to be very close to the final aged face. These losses will guide the system to age the
face progressively. Eq. (4.4, 4.5, 4.6) define the triple-layer GRU.
In Eq. (4.4, 4.5, 4.6),   is the logistic sigmoid function. [Wz,Wr,W] are weight matrices
and [bz,br,bc] are bias terms which need to be learned. Each GRU has two gates which are
reset gate and update gate, and one hidden state.
The reset gate rt decides whether the information of previous faces should be ignored. If rt
is close to 0, the previous face information is forced to be discarded, and the unit will focus on
the current input face only. This gate allows the unit to remember or drop the irrelevant face
information.
The update gate zt controls the amount of face information that could be transferred from the
previous state to the current state. This update gate works as the forget and input gates. Instead
of calculating the value of forget and input gates separately like LSTM, the update gate in GRU
calculates them together with zt and 1   zt. This setting means that the unit only accepts the
new input face when it forgets something of the previous faces. The update gate acts similarly
as the memory cell in the LSTM. ct is the new face candidate created by a tanh layer that could
be added to the current face. Then the face candidate is merged with previous face information
to form a new face (hidden state) with the weights generated by the update gate:
ht=(1 zt) ht 1+zt ct. (4.7)
The system has short-term memory and ignores the previous faces if the reset gate is ac-
tivated all the time. If the update gate is always inactivated, the system can have long-term
memory and all the previous faces will be memorized.
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Figure 4.7: Face alignment. (left) Align the face with our two-step face normalization method. (right)
Align the face to the mean position of the face landmarks via interpolation.
As we expect to age the face progressively, we add the supervision information for each
recurrence. After each recurrence, the aged face is expected to move closer to the target aged
face. To achieve this target, a loss is calculated for each recurrence, which is defined as the l2
loss between the intermediate transitional face and the target aged face. Therefore, in our RFA
framework, RNN acts as a refinement process which transforms the young face progressively
to the aged face. In our settings, each basic unit will iterate for 3 times. The input series
[x1, ...,xn] is the replicates of the young face. The loss is calculated after each recurrence. We
expect to age the face gradually. In other words, the in-between faces should become more
similar to the target face after each iteration. Thus, the loss between the in-between faces
and the target faces should become smaller gradually in the training process. To meet this
requirement, we set a series of rewards w=[0.1, 1, 10] for the loss as shown in Fig. 4.6(c). The
rewards increase monotonically as we expect that the faces could be transformed to the target
face gradually. We assign the largest reward for the loss in the last recurrence. Therefore, the
system will pay more attention to the last recurrence. For the transformation from group k to




wtk(xk+1   bht)  (1/⇤k)k2F , (4.8)
where xk+1 represents the target image in group k + 1, bht is the in-between states during the
recurrent training process, and wt is the weight for recurrence step t.
The first four eigenfaces correspond to the lighting while the others correspond to the tex-
tures. Thus, the projection over these four eigenfaces has no contribution to the aging effects.
Thus, the first four projections are neglected during the training process. The values corre-
sponding to the rank-4 eigenfaces are transferred directly from the source images during testing
phase.
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4.3.3 Face Aging cross Multiple Age Groups
After training the RNNs for every two neighbouring age groups, we chain up RNNs to operate
at different age gaps in order to produce a chain of progressively aged faces. The concatenation
of the RNNs is described in Section 4.3.3. When we obtain the low-rank aged face, we mix the
textures of the young face and most similar face in the training set to synthesize the aged face.
The texture mixing is described in Section 4.3.3.
RNN concatenation
Finally, we concatenate the RNN pieces to form a complete RFA architecture. For each pair
of neighbouring RNNs, their corresponding low-rank eigenface spaces are different. Thus, the
output of the previous RNN cannot be used as input to the following RNN directly. We rely on
the following formula to transform the output (xk+1) of the k-th RNN to the input (xk+1) of the
(k+1)-th RNN.
xk+1=Uk+1(Ukxk+1)=(Uk+1Uk)xk+1=Uxk+1 (4.9)
where xk+1 is a column vector and it is the output of the k-th RNN. Ukxk+1 is its low rank
image. Then the operation Uk+1(Ukxk+1) reprojects the image to the eigenface space of k+1-
th RNN. This transformation can be integrated into the RNN framework. As shown in Fig. 4.6,
the term Wxt in the first three equations can be transformed as following:
Wxt = W(Uxk)=(WU)xk = Wxk. (4.10)
By replacing W with W calculated by Eq. (4.10), the transformation can be embedded into the
RNN pipeline.
Texture Transfer
After obtaining the synthesized aged low rank face I0, we warp the input face to the coordinates
of I0, and obtain I. Let bI be the low rank face of I. Thus, the detailed texture of the young face
is preserved in I bI. Though the high dimensional eigenface captures the texture information,
it is still not good enough because the fine grained details are filtered out as noise by PCA. To
tackle this problem, we transfer the texture from its nearest neighbour J in the low rank eigen
face space to the synthesized low rank face.
We measure the distance between the synthesized low rank aged face and other aged faces
based on the Euclidean distance between their low rank coefficients. Then we select its closest
neighbour J. The low rank face of J is denoted with bJ. The texture of the nearest neighbour is
preserved by J bJ. Thus, the texture of the aged face can be synthesized by the linear combi-
nation of the textures ↵(I bI) + (1 ↵(J bJ)). Then we add the texture to the synthesized aged
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Figure 4.8: Texture transfer from the nearest neighbour.
face, and obtain the aged face. Feature transfer from its nearest neighbour J to I0 is illustrated
in Fig. 4.8.
As shown in Fig. 4.8, this process can merge the detailed texture characteristics from the
target age group to the synthesized aged face. Therefore, the age of the synthesized face will
look much closer to the target age. The smaller the ↵ is, the more original texture details will be
discarded and the more texture details from the nearest neighbour will be fused into the target
aged face. From this perspective, the smaller the ↵ is, the better the result will be. However, if ↵
is too small, most of the texture information from the original face will be discarded. This will
bring us a new question: will the person lose its identity information if we discard too much
original texture information?
Table 4.1: Equal Error Rate VS ↵
↵ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
equal error (%) 8.50 8.25 8.15 8.47 8.80 10.28 14.42 19.74 26.98 34.07
To find out a suitable value of ↵, we rely on the results of the face verification system. Given
two images, the face verification system needs to predict whether the two images are the same
person or not. Thus, the face verification task is a binary classification task. The details of face
verification task are available in Section 4.4.3, and the settings for the experiments are similar
except for the dataset. In the training phase, 10% of the data are selected for validation and these
data are not used in the training process. The most widely used metric for face verification is the
equal error rate which is the rate between false acceptance rate and false rejection rate (FAR-
FRR). The smaller the rate is, the better result we will have. Table 4.1 shows the result of
FAR-FRR with respect to different values of ↵. We can observe that when ↵ is below a certain
threshold, it will benefit and boost the face verification result. However, when it is greater than
54 Face Aging
a threshold, the result will become really worse. From Table 4.1, we can observe that the best
face verification result could be obtained when ↵ = 0.3. Therefore, we fix ↵ to 0.3.
4.4 Experiments
In this section, we first describe the details of data collection and image pre-processing, fol-
lowed by introducing the implementation details of the RFA framework. Then we will show the
qualitative experimental results, as well as the quantitative evaluations.
4.4.1 Data Collection
We collect face images following a celebrity list which contains 3,561 celebrities from the
dataset of Labeled Faces in the Wild (LFW) Huang et al. [2007b]. We collect 163,810 images
from Google and Bing image search engines where 3,240 celebrities have photos which cover
different age groups. We also use the images from the Morph Aging Dataset Ricanek Jr and
Tesafaye [2006] and Cross-Age Celebrity Dataset (CACD) Chen et al. [2014]. The Morph
Aging Dataset contains 13,000 people with 55,134 images. The CACD dataset contains 163,446
photos of 2,000 people. Both datasets contain multiple images for each person which cover
different age groups. In order to ensure the high quality of the data, we remove the images
which have large poses (greater than 30 degrees in yaw and pitch angles). For each crawled
image, the groundtruth of its age is estimated by an off-the-shell age estimator Li et al. [2012].
Then we manually check the accuracy of the estimated age.
Finally, we have 4,371 photos for male and 6,264 photos for female in total. Each person
has several photos covering 2 or 3 age groups. After dividing the data into 9 age groups for both
male and female: 0-5, 6-10, 11-15, 16-20, 21-30, 31-40, 41-50, 51-60, 61-80, we obtain 2,611
image pairs which cover two neighbour age groups for male and 3,821 pairs for female in total.
4.4.2 Implementation Details
Face Normalization
We follow a similar pipeline as Kemelmacher-Shlizerman and Seitz [2011] for image pre-
processing which includes face detection, landmark localization, pose estimation, and masking
the images.
First, we detect the faces in the images, and then we detect the 66 face landmarks Taigman
et al. [2014] given the detected position (the green rectangles in Fig. 4.7 (right)) of each face.
We coarsely align the faces according to the centers of the eyes and mouth. The centers of the
eyes are set symmetric to the vertical line of the template. The center of the mouth is set along
the vertical line. The distance between the eyes and the distance between the mouth center and
Experiments 55
the middle of the two eyes are set to a fixed ratio. Then we implement the rotation, scaling and
translation transformation to fit the face to the rigid template. All the faces are coarsely aligned
via the same strategy. Then we normalize the coarsely aligned faces with the optical flow
progressively following the second step of the normalization pipeline. Finally, we can obtain
the well aligned faces as shown in Fig. 4.7 (left). We also try to align the faces according to the
mean position of the face landmarks via interpolation. The mean position of the landmarks are
calculated by taking the average of all the faces. However, the aligned face will be twisted as
shown in Fig. 4.7 (right).
In the face normalization process, we revise the optical flow implementation of Liu [2009] to
calculate the flow because of its superior performance Kemelmacher-Shlizerman et al. [2014];
Kemelmacher-Shlizerman and Seitz [2012]. We follow Kemelmacher-Shlizerman and Seitz
[2012] to set the parameters in the optical flow algorithm: ↵=0.01, ratio=0.75, minWidth=60,
nOuterFPIterations=5, iInnerFPIteration=1, nCGIterations=50. The running time of
each image is around 0.7s.
Face Aging
After performing face normalization, we calculate 80 low rank eigenfaces for every two neigh-
bouring age groups with respect to each RGB channel. Then for each image, we concatenate
its coefficients over the eigenfaces from three channels and get d = 240 dimensional represen-
tations. Those coefficients are used as the input for the triple-layer GRU. After removing the
rank-4 coefficients which correspond to the illumination, the input to the RNN is 228 dimen-
sion. The bottom GRU acts as an encoder which encodes the input to a hidden state ht as shown
in Fig. 4.6. The hidden unit dimension can be set to different values from the input dimension
d. The output dimension of the hidden state of the bottom GRU is set to be d⇥k. To strengthen
the encoding capability for various faces, we set k = 15, which can generate satisfactory in-
between faces and also consumes less training time (around half an hour for each RNN). The
dimension of the hidden state of the middle GRU is set to be the same with its input dimension
which is d⇥k. The dimension of the hidden state of the top GRU is set to be the same as the
input dimension since it needs to decode the hidden representations to an aged face which has
the same dimension of the input face.
4.4.3 Evaluation
To evaluate the performance of our RFA method, both qualitative and quantitative comparisons
are implemented. For the qualitative evaluation, in order to demonstrate the benefits brought by
our smooth progressive RFA method, we mainly compare with other one-shot methods which
include the state-of-the-art Coupled Dictionary Learning (CDL) method Shu et al. [2015], the
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Figure 4.9: Face aging results comparison between FT Demo, Coupled Dictionary Learning (CDL) Shu
et al. [2015], RFA, and the ground truth (GT). The images in the green boxes are aged faces which are
most similar to the GT. Usually, our RFA method can beat the other methods.
Figure 4.10: Comparison between CDL and RFA. We do not include the ground truth images as some of
them are unavailable. We can observe that the aged face generated by our method matches the charac-
teristics of the target age group well (e.g., the aged face in row 2, column 3) gets some wrinkles, and his
eyes become smaller during the aging process). But for some cases our aged faces are not so clear as the
ones generated by CDL, such as the examples in the green boxes.
Face Transformer (FT) demo (a free online website), as well as the one-shot linear regression
method which replaces the recurrent process in RFA system with a one-short linear regres-
sion. In the qualitative comparison, we mainly consider two most important factors for face
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aging, which are the identity accuracy and age accuracy. For the quantitative comparison, be-
sides the CDL, we also compare with the illumination aware age progression (IAAP) method
Kemelmacher-Shlizerman et al. [2014] and two-layer GRU Wang et al. [2016a] method.
Quality of Synthesized Images
We compare the performance of our method with another two face aging models, i.e. the cou-
pled dictionary learning (CDL) model Shu et al. [2015] and Face Transformer (FT) demo1. The
results are shown in Fig. 4.9 and 4.10. CDL defines the same 9 age groups as ours. The FT
Demo has fewer age groups: Baby, Child, Teenage, Young Adult and Older Adult. For fair
comparison with FT Demo, we select the pairs from our dataset with large age gaps such that
the ages of the images can be consistent with that in FT Demo. Some experimental results are
shown in Fig. 4.9. We further compare our method with CDL on fine-grained age groups as
shown in Fig. 4.10. The images from FG-NET database Lanitis et al. [2002] are used as the
test data. As some examples do not have the ground truth aged faces, we do not include the
ground truth in Fig. 4.10. In Fig. 4.9 and 4.10, the aged faces in the green boxes are the results
which are considered to have the best aging effects. One can observe that the images generated
by CDL and FT Demo suffer from the ghost artifacts. However, there are a few cases when
our method outputs blurry images, such as the two exemplars in the black box at the bottom of
Fig. 4.9. Even though the aged faces are blurry compared with other baselines, our synthesized
aged face are still visually more reasonable. First, the illumination condition of the synthesized
aged face by our method remains the same with the young face in both exemplars. Second,
our synthesized aged face of the first exemplar is free of the ghosting artifacts while the syn-
thesized face by CDL has ghosting artifacts and it looks like there are stains in the synthesized
face. Third, the eyebrows of the second exemplar remains black in the synthesized aged face
by FT-Demo while our method generates grey eyebrows which is visually similar to the ground
truth old face. Generally speaking, our method usually generates images with more realistic
appearance.
Comparison with Prior Works
Several prior works released their best face aging results Kemelmacher-Shlizerman et al. [2014];
Park et al. [2008]; Scherbaum et al. [2007]; Shu et al. [2015]; Suo et al. [2010]. Shu et al.
[2015] summarized all the posted images, and found that there were 246 aged faces with 72
input images in total. We synthesize the aged face with the same age range of these methods
for each input image. Similar to prior works, we evaluate our results through user study.
1http://cherry.dcs.aber.ac.uk/Transformer/
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In the user study, each subject views three images: the young image C, and the aged images
B & A which are generated by other methods and our method respectively. We set two metrics
for the evaluation, age accuracy and identity accuracy. Each subject is asked to evaluate the
images based on these two metrics simultaneously and the two metrics are weighted equally.
The weights for two metrics, namely, the age and identity, are set to [0.5, 0.5]. The average
score of the two metrics works as the final score. Three types of scores are provided. If A is
better, it gets a score of 1. If B is better, A gets a score of 0. If A and B are similar, then both
of them get the score of 0.5. We invited 40 people to evaluate our results and got 9840 votes in
total. When we collect the vote, we compare the output of our method with the aged faces with
other methods together. In order to avoid the bias as much as possible, we compare our method
with each baseline separately.
Table 4.2: Comparison between RFA and other baselines.
Baseline is better RFA is better Equivalently good
Kemelmacher-Shlizerman et al. [2014] 24% 49% 27%
Park et al. [2008] 18% 76% 6%
Scherbaum et al. [2007] 15% 71% 14%
Shu et al. [2015] 38% 46% 16%
Suo et al. [2010] 21% 53% 26%
Table 4.2 shows the score statistics (first column: the percentage of vote that agrees that the
baseline is better, second column: the percentage of vote that agrees that the RFA is better, third
column: the percentage of vote that agrees that the two methods are equivalently good). We can
observe that our method RFA always has better performance compared with other baselines.
In order to get rid of the bias of the user study, we further test the identity accuracy and age
accuracy using a face verification system and an age estimator. The details are in the following
two subsections.
Cross-age Face Verification
Another important factor that we need to consider for face aging is the identity. The aging
system should guarantee that the synthesized aged face should have the same identity as the
ground-truth old face.
During the last decade, many groups have made breakthroughs for face verification Sun
et al. [2014], Taigman et al. [2014]. We employ the deep Convolutional Neural Network model
introduced in Sun et al. [2014] for face verification. To evaluate the performance of our method
for the cross-age face verification, we exploit FG-NET dataset which consists of 1,002 photos
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Figure 4.11: FAR-FRR curve of different methods.
Figure 4.12: Confusion matrix of the estimated ages of (a) the synthesized aged faces with triple-layer
RNN and their targeted age groups, (b) the synthesized aged faces with bi-layer RNN and their targeted
age groups.
of 82 people as our input. We select the image pair in which the age gap is larger than 20
years. 916 image pairs are obtained in total. We further select 916 image pairs randomly from
different people as negative pairs. We name these pairs as ”Original Pairs”, which are denoted
as (A,B). A denotes the young face, B denotes the old face. B could either be the same
person as A if it is a positive pair or a different person if it is a negative pair. For the positive
pairs, as there is an age gap between A and B, the two faces are visually different. Sometimes,
even though A and B are the same person, the face verification system will mis-classify them
as different people. To mitigate the influence of the age gap and improve the performance of
the face verification system for cross-age faces, we use our RFA system to age the young face.
Then the input pairs are the synthesized aged face bA and the old face B. We name these new
image pairs ( bA, B) as ”RFA Pairs”. We also name the pairs whose aged faces are synthesized by
the CDL Shu et al. [2015] method and the illumination aware age progression (IAAP) method
Kemelmacher-Shlizerman et al. [2014] as ”CDL Pairs” and ”IAAP Pairs” respectively. We also
compare our RFA (triple-layer GRU) with the bi-layer GRU by removing the middle layer. We
have also evaluated the RFA without the face normalization module (denoted as ”RFA-I pairs”)
and the RFA without the RNN module (denoted as ”RFA-II Pairs”). Fig. 4.11 shows the input
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face pairs for the face verification system. Therefore, no matter how similar the synthesized
face is compared with the input young face A, it will not be classified as the same person with
B, unless the synthesized face is similar to the B.
Table 4.3: Equal error rate (EER) (%)
Pairs Original CDL Bi-layer GRU RFA-I RFA-II RFA
EER(%) 14.89 8.53 8.69 14.61 15.35 8.21
Fig. 4.11 and Table 4.3 show the face verification results for different image pairs. The x
axis in Fig. 4.11 denotes the false acceptance rate. False acceptance means that the image pairs
from two different people are classified as from the same person. The y axis denotes the false
rejection rate. False rejection means that the image pairs from the same person are classified
as from different people. For each input pair, a prediction score could be obtained from face
verification system. By setting the score threshold to different values, different error rates could
be obtained. A balanced equal error rate could be obtained by comparing the two rates. Usually,
the equal error rate is employed as the evaluation metric. Fig. 4.11 shows the false acceptance
rate versus false rejection rate (FAR-FRR) curve by setting the threshold to different values.
As shown in Fig. 4.11, our RFA method has the best performance among all these methods.
The two layer GRU has comparable performance with CDL and outperforms the rest of the
baselines. Table 4.3 shows the equal error rate (EER) of the 6 methods, and RFA has better
performance than all the baselines. Our method decreases the equal error rate (EER) by 6.68%
compared with the original pairs. This observation validates the fact that our method can effec-
tively mitigate the FRR consequence caused by large age gap. The triple-layer RNN can better
preserve the identity information than the bi-layer RNN. From Table 4.3, we can draw a similar
conclusion for face aging: the triple-layer RNN has better performance than the bi-layer RNN.
Age Estimation of the Synthesized Images
From Section 4.4.3, we can observe that the aged face can boost the performance of the face
verification system. Another very important consideration is that the face aging system can age
a person to the target age groups accurately. Assume that we are aging a person I from the age
group A(0-5) to age group B(6-10) where A represents the source age group, and B denotes the
target aged group. To verify the performance of our RFA system, we need to judge whether the
synthesized face bI has the same age as the target age group B. 20 human annotators were asked
to estimate which age group the synthesized aged faces belong to. For each aged face image,
20 votes were collected and these votes cover several different age groups. We chose the age
group receiving the most votes as the estimated age.
We employ FG-Net to do the experiment. The FG-Net contains 82 people (47 male and
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35 male) with 1,002 photos (571 male and 431 female). Among these images, the numbers of
image pairs with the same identity which cover each two adjacent groups for male are [97, 65,
41, 46, 23, 12, 5, 3], and for the female, the numbers of image pairs are [53, 53, 52, 42, 31, 14,
4, 0]. The numbers of image pairs for both genders are [150, 118, 93, 88, 54, 26, 9, 3]. We
evaluate multiple age groups. Given the images from 8 different age groups (from group 1 to
group 8), we synthesize their corresponding aged faces (from group 2 to group 9), and then we
estimate the ages of the synthesized faces to see if they have the same age of the target age.
Fig. 4.12 demonstrates the estimated ages of the synthesized aged faces (either from the
triple-layer RFA or the bi-layer RNNs). The columns represent the target ages of the synthesized
faces, and the rows represent the estimated ages of the synthesized faces which are used as the
ground truth. The accuracy of RFA is 65.43% and the accuracy of bi-layer RNN is 61.00%
indicating that the RFA performs slightly better than the bi-layer RNN.
4.4.4 Ablation Study
To evaluate the contribution of the face normalization module and the RNN module, we imple-
ment the ablation study.
The Contribution of Face Normalization
To evaluate the contribution of face normalization, we use the coarsely aligned faces to do face
aging.
Figure 4.13: Face aging without face normalization.
As shown in Fig. 4.13, if we do face aging without face normalization, the synthesized faces
will have some local ghosting artifact. For example, the mouths of the people in Fig. 4.13 are
wide open as they are smiling. In the aging process, the mouths are always very blurry as the
faces are not well normalized. Therefore, face normalization plays a very important role in face
aging.
We have also compared our normalization results with other baselines. As shown in Fig. 4.14,
our normalization method can output more natural looking images compared with the baseline
HPEN Zhu et al. [2015b]. We can also observe that the eyeballs of the man in Fig. 4.14 can
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Figure 4.14: Comparison of different face normalization methods.
be normalized to the center of the eyes while HPEN fails aligning the eyeballs to the center.
Besides, the lips of the outputs of HPEN are a little bit distorted.
To evaluate the contribution of the face normalization module quantitatively, we first synthe-
sized the aged face without doing face normalization, and then we paired the synthesized aged
face with the ground truth aged face (denoted as RFA-I pairs in Fig. 4.11), and implemented
face verification. The face verification result is shown in Fig. 4.11. Table 4.3 shows that the
EER of RFA-I is similar to the original pairs. Therefore, we can conclude that the RFA without
face normalization brings marginal improvement compared with the original pairs.
The Contribution of RNN to Face Aging
Figure 4.15: Comparison between RFA and other one-shot methods.
To evaluate the contribution of the RNN module, we compare the aging results of RNN and
other one-shot method. The results are shown in Fig. 4.15.
For the one-shot method (e.g., linear regression (LR) method), the shape and texture change
is too dramatic. This leads to unnatural images with severe artifacts. As shown in Fig. 4.15,
we can observe that the output aged face of our RFA method is free of ghosting effects while
preserving both the identity information and the characteristics of the aged group. However,
if we replace the recurrent process with a one-shot linear regression (LR) model, most of the
aged faces have severe artifacts as shown in Fig. 4.15. Similar results can be observed for other
one-shot methods. Besides, the FT requires manually aligning the faces while our method can
implement this in an automatic way.
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To evaluate the contribution of the RNN module quantitatively, we replaced RNN with a
simple linear regression model and obtained synthesized aged faces with the linear model. Sim-
ilarly, we paired the synthesized aged faces with the ground truth aged faces (denoted as RFA-II
pairs in Fig. 4.11), and implemented the face verification. From Table 4.3, we observe that the
EER of RFA-II is larger than the original pairs. Namely, removing the RNN component of
RFA degrades its performance compared with the original pairs. The RNN module has a more
significant influence on the performance compared with the face normalization module.
However, we have the constraint that the RNN must be learned pairwise. To adjust the
architecture to relax the adjacency constraint of age groups when learning RNNs, we need a
single representative encoding method which could reconstruct the images of different ages
accurately with the encoded hidden representations. Then we can learn an end-to-end RNN
across different age groups based on these hidden variables.
4.5 Conclusion and Future Work
In this paper, we propose a recurrent face aging (RFA) framework which consists of triple-layer
GRU. The triple-layer GRU can better preserve the identity information than the bi-layer GRU.
With the help of RNNs, the smooth transitional faces between two adjacent groups can also
be synthesized. The shape of the face evolves progressively by referring to the autoregressive
memory and this leads to a high-quality optical flow. Then the synthesized faces derived from
the optical flow are more realistic compared with the one-shot methods. It is worth highlighting
that we also propose a progressive face normalization method. By warping the face progres-
sively to the low-rank faces by decreasing the number of eigenfaces, the expressions can be
weakened and the profiles can also be calibrated to the frontal faces very well.
To sum up, we exploit a very powerful tripe-layer GRU as our recurrent module. The bottom
layer works as an encoder which can encode the image to a high-dimension space and the top
layer works as a decoder which decodes the hidden variables to an aged face. The middle
layer which has a high dimension is capable of modeling the complex dynamic aging pattern.
However, during the testing phase, the system requires the age of the input face which might be





Facial expressions are one of the –if not the– most prominent non-verbal signals for human
communication Vinciarelli et al. [2009]. The automatic recognition of facial expressions has
been studied for the last decades Zen et al. [2016]; Park et al. [2015]; Gong et al. [2009]; Zhang
et al. [2016]. Indeed, a plethora of discriminative approaches, aiming to learn the boundaries
between various categories in different video sequence representation spaces, were proposed to
tackle the recognition of facial expressions. Naturally, these approaches focus on recognizing
the dynamics of the different signals/expressions. Even if their performance is, specially lately,
very impressive, these methods do not posses the ability to reproduce the dynamics of the
patterns they accurately classify. How to generate realistic facial expressions is a scientific
challenge yet to be soundly addressed.
In particular, we are interested in in enforcing diversity when generating facial expressions,
for instance, posed vs. spontaneous smiles. This is motivated because people never smile twice
the same way, and therefore future intelligent agents must be able to automatically generate
smiles with differential traits, but still corresponding to the same category (e.g. posed). Fig-
ure 5.1, displays two image sequences of the same person spontaneously smiling. Importantly,
these videos are quite different (e.g. closed vs. open eyes and mouth). The underlying research
question is, given one single neutral face, can we generate diverse face expression videos con-
ditioned on a facial expression label?
Thanks to the proliferation of deep neural architectures, and in particular of generative
adversarial networks (GAN) Goodfellow et al. [2014]; Denton et al. [2015] and variational
auto-encoders (VAE) Kulkarni et al. [2015], the popularity of image generation techniques has
increased in the recent past. Roughly speaking, these methods are able to generate realistic
images from encoded representations that are learned in an automatic fashion. Remarkably, the
literature on video generation is far less populated and few studies addressing the generation
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Mode 1
Mode2
Figure 5.1: Two different sequences of spontaneous smiles and associated landmarks. While there is a
common average pattern, the changes from one sequence to another are clearly visible.
of videos Oh et al. [2015b]; Srivastava et al. [2015] or the generation of predicted actions in
videos Koppula and Saxena [2016] exist. In this context, it is still unclear how to generate
distinct video sequences given a single input image.
The dynamics of facial expressions, and of many other facial (static and dynamic) attributes
are encoded in the facial landmarks. For instance, it has been shown that landmarks can be
used to detect whether a person is smiling spontaneously or in a posed manner Dibeklioğlu
et al. [2012]. Action units (e.g. check raiser, upper lip raiser) are also closely related to both
facial expressions and facial landmarks King-Smith and Carden [1976]. Therefore, we adopt
facial landmarks as a compact representation of the facial dynamics and a good starting point
towards our aim. Figure 5.1 shows an example to further motivate the use of landmarks and to
illustrate the difficulty of the targeted problem. Indeed, in this figure we can see two examples
of spontaneous smiles and their associated landmarks. The differences are small but clear (e.g.
closed vs. open eyes). Therefore, it is insufficient to learn an “average” spontaneous smiling
sequence. We are challenged with the task of learning distinct landmark patterns belonging to
the same class. Thus, given a neutral face, the generation of diverse facial expression sequences
of a certain class is a one-to-many problem.
A technology able to generate different facial expressions of the same class would have
a positive impact in different fields. For instance, the face verification and facial expression
recognition systems would be more robust to noise and outliers, since there would be more
data available for training. In addition, systems based on artificial agents, impersonated by
an avatar, would clearly benefit from an expression generation framework able to synthesize
distinct image sequences of the same class. Such agents would be able to smile in different
ways, as humans do.
In this paper, we propose a novel approach for generating videos of smiling people given an
initial image of a neutral face. Specifically, we introduce a methodological framework which
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generates various image sequences (i) that correspond to the desired class of expressions (i.e.
posed or spontaneous smile), (ii) that look realistic and implicitly preserve the identity of the in-
put image and (iii) that have clearly visible differences between them. As previously explained,
we exploit facial landmarks since they encode the dynamics of facial expressions in an effective
manner. First, a compact representation of the landmark manifold is learned by means of a varia-
tional auto-encoder. This representation is further used to learn a conditional recurrent network
(LSTM) which takes as input the landmarks automatically extracted from the initial neutral
face and generates a sequence of landmark embeddings conditioned on a given facial expres-
sion. This sequence is then fed to a multi-mode recurrent landmark generator, which consists of
multiple LSTMs and is able to output a set of clearly distinct landmark embedding sequences.
Remarkably, the second generating layer does not require additional ground truth to be trained.
The input face image is then used for translating the generated landmark embedding sequences
into distinct face videos. The joint architecture is named Conditional Multi-Mode (CMM) re-
current network. We evaluate the proposed method on three public datasets: the UvA-NEMO
Smile Dibeklioğlu et al. [2012], the DISFA Mavadati et al. [2013] and DISFA+ Mavadati et al.
[2016].
Part of this work was previously published at Wei et al. [2018], and this paper contributes
with the following items. First, we present a in-depth description of the proposed approach,
providing all the architectural and implementation details of the method, with special emphasis
on guaranteeing the reproducibility of the experiments. Second, the related work has been
significantly expanded, including more recent publications on face image and video generation.
Finally, we extend the experimental evaluation provided in several directions: (i) we report the
performance of our method on challenging cases, i.e. faces wearing glasses, (ii) we provide
insights of the effect of the proposed pull-push loss, and (iii) with the help of an external face
recognition software, we also evaluate the ability of the proposed model to preserve the identity
of the input face, and show that our method successfully preserves the identity of the person in
the input image.
The rest of the paper is organized as follows. Section 5.2 briefly reviews the related works
on image and video generation. Section 5.3 introduces the architecture of the proposed method.
Section 5.4 shows the results of our extensive evaluation on various publicly available datasets.
Finally, in Section 5.5 conclusions are drawn.
5.2 Related Work
In this section we review previous works on image and video generation with deep generative
models, with special emphasis on recent methods focusing on faces.



























Multiple Mode Generated Landmark Sequences Multiple Mode Generated Expression Videos
Figure 5.2: Overview of the proposed framework. The input image is used together with the conditioning
label to generate a set of K distinct landmark sequences. These landmark sequences guide the neutral
face image to translate into face videos.
Image Generation. In the last few years Generative Adversarial Networks (GANs) Goodfel-
low et al. [2014] and Variational Auto-Encoders (VAE) Kulkarni et al. [2015] have become
extremely popular due to their effectiveness in generating visual contents. These models have
been exploited in several applications. For instance, GANs, and in particular conditional GANs
Mirza and Osindero [2014], have been used to generate images of fashion products Yoo et al.
[2016], to modify synthetic images turning them into realistic photos Bousmalis et al. [2017]
and for image colorization Isola et al. [2016]. Similarly, VAEs have been adopted for gener-
ating images of handwritten digits Salimans et al. [2015], pictures of house numbers Gregor
et al. [2015] and for future frame prediction Walker et al. [2016]. Besides works focusing on
applications, recent studies have also attempted to improve the original models. For instance,
GANs have been extended modifying the basic network architecture and/or the original loss,
as in CycleGAN Zhu et al. [2017a], DiscoGAN Kim et al. [2017], and Wasserstein GAN (W-
GAN) Arjovsky et al. [2017]. Similarly, many VAE-like models have been introduced, such as
Gaussian Mixture VAE Dilokthanakul et al. [2016], Hierarchical VAE Goyal et al. [2017] and
VAE-GAN Larsen et al. [2016].
Recent works have considered both GANs and VAEs models for image face generation. For
instance, Hou et al. Hou et al. [2017b] proposed a VAE equipped with a perceptual loss for
synthesizing faces with specific facial expressions. Similarly, Yan et al. Yan et al. [2016] ad-
dressed the problem of generating face images given some specific attributes (e.g. age, gender,
expressions, etc). A GAN-based model is proposed in Li et al. [2016] for transferring facial
attributes while preserving as much as possible information about identity. Karras et al. Karras
et al. [2017] introduced a new training methodology for GANs and generated high-resolution
face images.
Among previous research studies, the most related to ours are Bulat and Tzimiropoulos
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[2017] and Di et al. [2017], as both these works exploit face landmarks. In Bulat and Tz-
imiropoulos [2017] landmarks are employed for a different task to ours, i.e. face super-resolution.
In Di et al. [2017] a Gender Preserving Generative Adversarial Network (GP-GAN) is intro-
duced and facial landmarks are exploited for face generation.
However, while all these previous works have considered the problem of generating images,
in this paper we explicitly aim to synthesize face videos (e.g. of smiling people). More impor-
tantly, none of these models can solve the one-to-many problem. Given one input signal, these
models can only generate one corresponding image.
Video Generation. In the wake of the success achieved in image generation using GANs and
VAEs models, researchers have also started to explore deep networks to generate videos Zhou
and Berg [2016]; Vondrick et al. [2016]; Saito et al. [2017]; Oh et al. [2015a]. Recent ap-
proaches for video generation can be roughly divided in two categories. The first category
comprises methods which generate video sequences using spatio-temporal networks, such as to
synthesize all the frames simultaneously. For instance, Vondrick et al. Vondrick et al. [2016]
proposed a 3D deep convolutional generative adversarial networks and exploited this architec-
ture for future frame prediction tasks. Similarly, Saito et al. Saito et al. [2017] introduced a
Temporal Generative Adversarial Network (TGAN) to generate multiple video frames at the
same time. Differently from our approach, these methods are not conceived in order to in-
tegrate conditional labels or image priors as input. For instance, TGAN can only generate
random videos which looks realistic by sampling random vectors from a Gaussian distribution.
Furthermore, these approaches are typically associated to a poor image quality.
The second category of methods models temporal dependencies by taking advantage of
recurrent neural networks (RNNs) such as to generate images sequentially. For instance, in
Oh et al. [2015a] a convolutional long-short term memory (LSTM) network is used to predict
the future frames in Atari games conditioned on an action label. Tulyakov et al. Tulyakov
et al. [2017] proposed an approach which employs a gated recurrent (GRU) neural network
within an adversarial learning framework to generate videos. In these works, the images are first
embedded to a manifold space, and the videos can be represented by a trajectory in the manifold
space where each embedding point in the trajectory corresponds to one image. However, it is
usually very difficult to learn the compact manifold space as the real images are usually very
complex. Srivastava et al. Srivastava et al. [2015] successfully applied LSTMs for future frame
prediction tasks. However, this approach in Srivastava et al. [2015] requires a sufficient amount
of input frames (e.g., 10 images) to learn the video dynamics. In Kalchbrenner et al. [2016]
Video Pixel Network (VPN), a deep generative model encoding the four-dimensional structure
of video tensors, is introduced. However, the methods in Srivastava et al. [2015]; Kalchbrenner
et al. [2016] do not integrate any conditioning label. Therefore, these models could not be
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directly compared with ours.
Our work belongs to the second category. However, to the best of our knowledge, this is
the first study proposing a method able to generate multiple sequences given an input image
and a conditioning class label. Current video generation approaches only focus on creating a
single sequence and the problem of synthesizing visual contents in a one-to-many setting has
only recently been addressed in case of images Ghosh et al. [2017]. Furthermore, different
from previous studies (e.g. Tulyakov et al. [2017]), we investigate the use of landmark images
for face generation. We demonstrate that by operating on landmarks it is possible to better
capture the dynamics of facial expressions. This is intuitive, as the landmark manifold space
is relatively easier to learn with respect to that associated to the original face images. The
benefits of exploiting landmark information to generate smile sequences are demonstrate in the
experimental section.
5.3 Cond. Multi-Mode Generation
5.3.1 Overview
The proposed framework to generate facial expression sequences in diversity consists of three
blocks (see Fig. 5.2). The input consists of (i) a neutral face image and (ii) a given facial
expression class (e.g. spontaneous vs. posed smile). The output is a set of K face videos
each one containing a different facial expression sequence corresponding to the specified class.
First, the conditional recurrent landmark generator (purple box) receives a landmark image
computed from the input neutral face, encodes it into a compact representation and generates
a landmark sequence corresponding to the desired facial expression class. Second the multi-
mode recurrent landmark generator (turquoise box) receives this sequence and generates K
sequences of the same class with clearly distinct features. Finally, the landmark sequence to
video translation module (ocher box) receives these landmark sequences and the initial neutral
face image to produce the output facial expression videos. The entire architecture is named
Conditional Multi-Mode recurrent network. In the following we detail the three main blocks.
5.3.2 Conditional Recurrent Landmark Generator
The conditional recurrent landmark generator (magenta box in Fig. 5.4) receives a face image
and a conditioning facial expression label as inputs. We automatically extract the landmark
image from the face image and encode it using a standard VAE Kingma and Welling [2014]
into a compact embedding, denoted as h0 (details are in Section 5.3.5).
The structure of the conditional recurrent landmark generator is illustrated in Fig. 5.3. The
conditional recurrent landmark generator adopts a single layer LSTM which is connected with



















Figure 5.3: Internal structure of the conditional recurrent landmark generator. y0 denotes the initial input
face landmark image with neutral expression. xi, (i=1, 2, · · · ) represents the generated face landmark
images. The LSTM is the recurrent unit. At each time step the recurrent unit receives as input the
concatenation of ht 1 and the embedding of conditioning label c.
an encoder with a re-parameterization layer at the bottom and a decoder on the top (Fig.5.3). The
encoder and the decoder blocks are derived from the VAE (see Table 5.1). The input landmark
image is encoded to deterministic variables (µ0,  0) which represent a Gaussian distribution. A
sampled latent representation is obtained as µ0+ 0⇤✏0, by sampling ✏0 from a standard normal
distribution.
The conditional LSTM generates a sequence of T facial landmark embeddings h = (h1,
. . . , hT ). The conditional label c is encoded and provided as input at all time steps. The labels
are represented by hot vectors in which only one element corresponding to the label is set to 1,
while the others are set to 0.
As shown in Fig.5.3, at each step t the input to the recurrent module is the concatenation
of ht 1 with the embedding of the conditional label. The embedding sequence h is decoded
into a landmark image sequence, x = (x1, . . . , xT ), which is encouraged to be close to the
training landmark image sequence y by minimizing a loss. The loss of the conditional recurrent
landmark generator is the sum of two terms, i.e. L = LBCE +LKL. The first loss LBCE is defined
as the binary cross entropy loss and encourages the generated landmark images xnt to be similar
to the original ones ynt . ynt is a binary image, where the pixels corresponding to the landmark
positions are set to 1 and the others are set to 0. Given a training set of N sequences of length






ynt   log xnt +(1 ynt )  log(1 xnt ), (5.1)
where   and log denote the element-wise product and natural logarithm operations respec-
tively.1 Second, the KL divergence loss LKL forces the latent representations to follow a Gaus-
1To keep the notation simple, the addition over the pixels in the image is not explicit. In addition, the upper index denotes
correspondence to the n-th training sample.
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sian distribution. In order to optimize the KL divergence, a re-parameterization layer is imple-
mented on the top of the encoder. Therefore, instead of generating a vector of real values, the









j   log(( j)2)  1), (5.2)
where J represents the dimension of the latent vector and µj and  j are the means and standard
deviations learned by the encoder.
If one needs to generate face videos of a given class the presented deep network would
suffice. However, how could we generate diverse sequences of the same class given one single
input image? First, this would require recording several times the “same” facial expression of a
person with different patterns, which is particularly difficult for spontaneous facial expressions.
Second, a single conditional LSTM does not suffice for generating several distinct sequences:
a straightforward training would do nothing else but learn the average landmark sequence. The
module described in the next section is specifically designed to overcome these limitations.




























































Landmark Sequence to Video Translation
Figure 5.4: Detail of the conditional multi-mode recurrent network. The left block (magenta) encodes
the landmark image and generates a sequence of landmark embeddings according to the conditioning
label. The second block (turquoise) generates K different landmark embedding sequences. Finally, the
third block (ocher) translates each of the sequences into a face video.
As briefly discussed in the previous section, we would like to avoid recording several se-
quences of the same person, since it may be a tedious process and, more importantly, sponta-
neous facial expressions are scarce and hard to capture. Ideally, the network module used to
generate multiple modes should not require more supervision than the one already needed by
the previous module.
We designed the multi-mode recurrent landmark generator (turquoise box of Fig. 5.4) on
these grounds. It consists of K LSTMs, whose input is the sequence of embeddings gener-
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ated by the conditional LSTM: h1, . . . , hT and the output is a set of K generated sequences
{hk=(h1k, . . . , hTk)}Kk=1. In a nutshell, this is a one-to-many sequence mapping that has to be
learned in an unsupervised fashion. On the one side, we would like the sequences to exhibit
clearly distinct features. On the other side, the sequences must encode the desired facial expres-
sion. Intuitively, the method finds an optimal trade-off between pushing the sequences to be
distinct and pulling them towards a common pattern. While the differentiating characteristics
can happen at various instants in time, the common pattern must respect the dynamics of the
smile. This is why, as formalized in the following, the pushing happens over the temporally-
averaged sequences while the pulling is used on the mode/generator-wise averages.
Formally, we define (h1⇤, . . . , hT⇤) as the sequence of mode-wise averaged generated land-
mark encodings (horizontal turquoise arrows) and {h⇤k}Kk=1 as the set of temporally-averaged
landmark embedding sequences. With this notation, and following the intuition described in the
previous paragraph the push-pull loss is defined as follows. First, we impose a mean squared
error loss between the generator-wise average (h1⇤, . . . , hT⇤) and the sequence generated by




khnt   hnt⇤k2. (5.3)
Second, inspired by the multi-agent diverse GAN Ghosh et al. [2017], we use the cross-







where  k represents the k-th output of the discriminator (a fully connected layer followed by a
soft-max layer). Therefore, the overall architecture is GAN-flavored in the sense that the hier-
archical LSTMs are topped with a discriminator to differentiate between the various generators.
Importantly, this discriminative loss is complementary to the BCE. The entire loss pushes the
multiple sequences far away from each other while encouraging the overall system to behave
accordingly to the training data. In GAN, the generator and discriminator compete with each
other. Conversely, they work cooperatively in our module.
The K LSTM networks of the multi-mode recurrent landmark generator are distinct and
do not share any parameters. In addition to the loss from the conditional recurrent landmark
generator, a push Lpush and a pull Lpull losses are combined in a weighted sum:
Lpush +  Lpull, (5.5)
where   is a user-defined parameter. Here   controls the trade-off between pushing the se-
quences to be distinct and pulling them towards a common pattern. If   is too big, the differ-
ences between the sequences will be hardly noticeable and all the sequences will look alike. On
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the other side, if   is too small, the sequences will have too much flexibility and do not follow
the common pattern. In our experiments (Section 5.4) we observe that  =1 is a good trade-off
between generating diversity and keeping a common pattern. We also set K equal to 3, which
means we employ three LSTM branches on the top of the shared conditional LSTM. As dis-
cussed, the K LSTMs are distinct from each other, i.e. they have different parameters, but they
share the same input, i.e. the landmark embeddings generated by the conditional LSTM. For
these LSTMs, both the input and the output vectors in each recurrence have the same length.
We remark that the combination of the conditional and multi-mode landmark recurrent gen-
erators has several advantages. First, as already discussed, the multi-mode generator does not
require more ground truth than the conditional one. Second, thanks to the push-pull loss, the
generated sequences are pushed to be diverse while pulled to stay around a common pattern.
Third, while the conditional block is, by definition, conditioned by the label, the second block is
transparent to the input label. This is important on one hand because we do not have a specific
multi-mode recurrent landmark generator per conditional label, thus reducing the number of
network parameters and the amount of data needed for training. On the other hand, because by
training the multi-mode generator with data associated to different class labels, it will focus on
facial attributes that are not closely correlated with the conditioning labels, and one can expect
a certain generalization ability when a new facial expression is added in the system.
5.3.4 Landmark Sequence to Video Translation
The last module of the architecture is responsible for generating the face videos, i.e. for translat-
ing the facial landmark embeddings generated by the two first modules into image sequences.
In this module we translate the landmark embeddings generated by the previous block using
the landmark decoder described in Section 5.3.2. Next, after the facial landmark image de-
coder, we employ the U-Net like structure Isola et al. [2016] (see Fig.5.5 and Table 5.2) trained
in an adversarial setting to convert the landmark images to real face images given the initial
conditioning neutral face.
Let zn0 denote the input neutral face image associated to the n-th training sequence. Together
with the facial landmark images {yn = (yn1 , . . . , ynT )}Nn=1 already used to train the previous
modules, the dataset contains the face images (from which the facial landmarks are annotated)
denoted by {zn = (zn1 , . . . , znT )}Nn=1.
In order to train the translation module we employ a combination of a reconstruction loss
and an adversarial loss, since we want the generated images to be locally close to the ground-
truth and to be globally realistic. Let wnt (✓G) = G(ynt , zn0 ; ✓G) denote the face image generated
with the facial landmark image ynt and the neutral face image zn0 , with parameters ✓G . The





kznt   wnt (✓G)k1. (5.6)








log(1 D([zn0 , wnt (✓G)]; ✓D)), (5.7)
where ✓D are the parameters of the discriminator D. When the generator is fixed, the discrim-
inator is trained to maximize (5.7). When the discriminator is fixed, the generator is trained to
jointly minimize the adversarial and reconstruction losses with respect to ✓G:
N,TX
n,t=1
kznt   wnt (✓G)k1 + log(1 D([zn0 , wnt (✓G)]; ✓D)) (5.8)
Table 5.1: Structure of the encoder and decoder networks of the conditional recurrent landmark generator
ENCODER DECODER
Layer Conv1 Conv2 Conv3 Conv4 Conv µ Conv   ConvT5ConvT4ConvT3ConvT2 ConvT1
Kernel size 4x4 4x4 4x4 4x4 4x4 4x4 4x4 4x4 4x4 4x4 4x4
Stride, padding 2,1 2,1 2,1 2,1 1,0 1,0 1,0 2,1 2,1 2,1 2,1
Channels
(input,output)
1,64 64,128 128,256256,512512,100512,100100,512512,256256,128 128,64 64,1




















Furthermore, inspired by Yoo et al. [2016], we use the adversarial loss at the pixel-level of
the feature map. In other words, there is one label per pixel of the coarsest feature map, instead
of one label per image.
5.3.5 Implementation Details
In this section we discuss all the implementation and network architecture details of the pro-
posed model.
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Table 5.2: Structure of the generator in the landmark sequence to video translation network.
ENCODER DECODER
Layer Conv1 Conv2 Conv3 Conv4 Conv5 Conv6 ConvT6 ConvT5 ConvT4 ConvT3ConvT2ConvT1
Kernel size 4x4 4x4 4x4 4x4 4x4 4x4 4x4 4x4 4x4 4x4 4x4 4x4
Stride, padding 2,1 2,1 2,1 2,1 2,1 2,1 2,1 2,1 2,1 2,1 2,1 2,1
Channels
(input,output)
4,64 64,128 128,256256,512512,512512,512512,5121024,5121024,256512,128 256,64 128,3
























Encoder-Decoder of Face Landmark Images As shown in Fig. 5.4, in the first module, i.e. the
conditional landmark generator, the landmark-image is first encoded by an encoder and then
the embeddings are decoded by a decoder to reconstruct the landmark images. The Encoder-
Decoder for face landmark images consists of a symmetric convolutional structure with five
layers. As shown in Table 5.1, the first four layers of the encoder are Conv(4,2,1) (kernel
size, stride and padding) with 64, 128, 256 and 512 output channels respectively. All of them
have a Leaky ReLU layer (with slope set to 0.2) and, except for the first one, they use batch
normalization. The final layer models the mean and standard deviation of the VAE and are
two Conv(4,1,0) layers with 100 output channels each. After the sampling layer, there are the
symmetric five convolutional layers with the same parameters as the encoder and 512, 256, 128,
64, and 1 output channels. While the first four layers have a Leaky ReLU layer (with slope set
to 0.2) and use batch normalization, the last layer’s output is a sigmoid.
Recurrent Landmark Generator As shown in Fig. 5.4, a conditional LSTM is employed as
the conditional landmark generator. The input at each recurrence is the concatenation of the
encoded label and the hidden embeddings from the previous recurrence as shown in Fig. 5.3.
The labels are then encoded using two fully connected layers to obtain the corresponding em-
beddings. The first fully connected layer has an input and output dimensions of 2 and 20 and
it is followed by a ReLU layer. The input and output dimensions of the second fully connected
layer are 20 and 100. The dimension of the hidden embeddings is set to 100. The Multi-Mode
Recurrent Landmark Generator i.e., the second module in Fig. 5.4 is on the top of the condi-
tional LSTM. The top layer LSTM consists of K branches, each of which correspond to one
mode. Both the input and output dimensions of the LSTM of the multi-mode recurrent landmark
generator are set to 100.















Figure 5.5: Illustration of the generator network used in the landmark sequence to video translation
module. The figure reports the feature map size in each layer including the input and output layer. The
architecture is symmetric except for the input and output layer. Skip connections are used between the
encoder and decoder part.
Table 5.3: Structure of the discriminator in the landmark sequence to video translation network.
Layer Conv1 Conv2 Conv3 Conv4 Conv5
Kernel size 4x4 4x4 4x4 4x4 4x4
Stride, padding 2,1 2,1 2,1 1,1 1,1
Channels
(input,output)
6,64 64,128 128,256256,512 512,1
Map size ratio 1/2 1/4 1/8 1/8 1/8











Landmark Sequence to Video Translator The translator has an adversarial structure with one
generator and one discriminator. The generator of the adversarial translation structure is shown
in Table 5.2. The landmark guided image generator has a U-Net structure. U-Net consists of an
encoder and a decoder. All ReLus in the encoder is leaky and the slope is set to 0.2 for each of
them. The skip connection is built after the batch normalization layers from both the encoder
and decoder. For Conv1, the skip connection is added after the convolutional layer directly
since it does not have appending batch normalization layer right after it. The pixel value of the
images are processed to the range [-1,1]. Therefore, a hyperbolic tangent layer is added at the
top of the network to predict the target image.
The generator is a fully convolutional auto-encoder network with 6 Conv(4,2,1) layers with
64, 128, 256, 512, 512 and 512 output channels. The first five convolutional layers use a












Figure 5.6: Action unit dynamics in neutral-to-smile transitions: cheek raiser and lip corner puller.
Leaky ReLU, and except for the first, batch normalization. The last layer uses plain ReLU.
The decoder has the same structure as the encoder. All layers except the last one use ReLU
and batch normalization, and the last one uses a hyperbolic tangent. Notice that the number of
input channels is four (neutral face image plus facial landmark image) and the number of output
channels is three. The feature maps of the generator network is shown in Fig. 5.5.
As shown in Table 5.3, the discriminator of the adversarial translation structure has three
Conv(4,2,1) and two Conv(4,1,1) with 64, 128, 256, 512 and 1 output channels respectively.
While all except the last one are followed by a Leaky ReLU, only the three in the middle use
batch normalization. Recall that, since the input of the discriminator are image pairs, the input
number of channels is six.
5.3.6 Training Strategy
The training of the CMM architecture is done in three phases. First, we train the landmark
embedding VAE so as to reconstruct a set of landmark images {ynt }
N,T
n,t=1. This VAE is trained
for 50 epochs before the conditional LSTM is added. The second phase consists on fine-tuning
the VAE and training the first layer LSTM on the dataset of sequences of landmark images
{yn}Nn=1 for 20 epochs. The third stage consists on adding the multi-model recurrent landmark
generator. Therefore the VAE and LSTM are fine tuned at the same time the K different LSTMs
are learned from scratch. This phase includes the reconstruction, pull and push loss functions
previously defined and lasts 10 epochs. Finally, the landmark sequence to video translation
module is trained apart from the rest for 20 epochs.
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(a) Spontaneous Smile (b) Posed Smile
Figure 5.7: Landmark sequences generated with the first block of our CMM-Net. The associated face
images are obtained using the landmark sequence to video translation block. The left block corresponds
to generated spontaneous smiles, while the right block to posed smiles. The three row pairs correspond
to the UvA-NEMO, DISFA & DISFA+ datasets respectively. Images better seen at magnification.
5.4 Experimental Validation
In this section we first describe the experimental setup and the datasets used in our evaluation
and then we provide several qualitative and quantitative results, comparing our approach with
previous video generation methods.
5.4.1 Experimental Setup
Datasets
To demonstrate the effectiveness of the proposed approach we perform experiments on three
publicly available datasets, namely the UvA-NEMO Smile Dibeklioğlu et al. [2012], the DISFA Mava-
dati et al. [2013] and the DISFA+ Mavadati et al. [2016] databases.
The UvA-NEMO dataset Dibeklioğlu et al. [2012] contains 1240 videos, 643 corresponding
to posed smiles and 597 to spontaneous ones. The dataset comprises 400 subjects (215 male and
185 female) with different ages ranging form 8 to 76 (50 subjects wear glasses). The videos are
sampled at 50 FPS and frames have a resolution of 1920⇥1080 pixels, with an average duration
of 3.9 s. The beginning and the end of each video corresponds to a neutral expression.
The DISFA dataset Mavadati et al. [2013] contains videos with spontaneous facial expres-
sions. In the dataset there are 27 adult subjects (12 females and 15 males) with different eth-
nicities. The videos are recorded at 20 FPS and the image resolution is 1024⇥768 pixels.







Figure 5.8: Multi-mode generation example with a sequence of the UvA-NEMO dataset: landmarks
(left) and associated face images (right). The rows correspond to the original sequence, output of the
Conditional LSTM, and output of the Multi-Mode LSTM (last three rows).
While video sequences in the dataset depict people with several facial expressions, in this work
we only consider smile sequences and manually segmented the videos to isolate spontaneous
smiles, obtaining 17 videos in total. To gather the associated posed smiles, we also consider the
DISFA+ dataset Mavadati et al. [2016] which contains posed smile expression sequences for
nine individuals present in the DISFA dataset.
Preprocessing
The proposed CMM-Net framework requires training sequences of both posed and spontaneous
smiles, as well as the associated landmarks. To collect the training data we process the video se-
quences from the original datasets and extract the subsequences associated to smile patterns. To
automatically segment videos, we rely on Action Units (AUs) Tian et al. [2001] and we extract
the intensity variations of two AUs (specifically on the cheek raiser and lip corner puller AUs)
using the method in Baltrušaitis et al. [2015]. We choose the cheek raiser and lip corner puller
AUs since their intensity variations are very characteristic of the neutral-to-smile transition (see
Fig. 5.6).
We also perform face alignment on the extracted face sequences using OpenFace Baltrušaitis
et al. [2016], considering the center of the two eyes horizontally and the vertical line passing
through the center of the two eyes and the mouth. Our approach requires training sequences with
fixed length T . Therefore, to create our training videos we perform a preliminary analysis on the
original data and we observe that in the considered datasets, the average length of the neutral-to-
smile transition is T=32 frames, with tiny variations. Therefore, to obtain our training data we
sample T frames from the first phase of each video. If the number of video frames is less than
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(d) Posed Smile with Glasses(c) Spontaneous Smile with Glasses
Figure 5.9: Qualitative comparison. From top to bottom: original sequence, Video-GAN, CRA-Net and
CMM-Net. Video-GAN introduces many artifacts compared to the other two. CRA-Net learn the smile
dynamics, but fail to preserve the identity, as opposed to CMM-Net which produces realistic smiling
image sequences.
T , we pad the sequence with subsequent frames. To reduce the computational cost required
for training the proposed model we resize images to 64 ⇥ 64 pixels. We also process face
images and compute facial landmarks using Baltrusaitis et al. [2013]. Then we convert facial
landmarks into 64 ⇥ 64 binary images and consider only those images corresponding to the
extracted T = 32 frames of the neutral-to-smile transition.
For our evaluation we split the datasets into training and test set. In case of the UvA-NEMO
dataset we follow the splitting protocol of Dibeklioğlu et al. [2012] and use nine splits for
training and the 10-th for the test. For the paired DISFA-DISFA+ sequences, we randomly
select two thirds of the sequences for training and we use the rest for testing.
Baselines
Despite recent efforts, the literature on data-driven automatic video generation is still on its
infancy and no previous works have considered the problem of smile generation. Therefore,
we do not have direct methods to compare with. However, in order to evaluate the proposed
approach we compare with the Video-GAN model Vondrick et al. [2016], even if it has not been
specifically designed for face videos. Importantly, since one of the motivations of the present
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study is to demonstrate the importance of using facial landmarks, we also compare to a variant
of the proposed approach that learns an embedding from the face images directly, instead from
landmark images, and we call it conditional recurrent adversarial network (CRA-Net). The
CRA-Net has the same structure as the bottom layer conditional recurrent landmark generator.
The difference is that a discriminator is added on the top of the generated images to improve
the image quality. Other approaches for video generation as discussed in Section 5.2 cannot be








  = 0.1   = 1   = 10
Figure 5.10: The generated landmark sequences w.r.t. different   which is in charge of balancing the
trade-off between the push-pull loss.
In a first series of experiments we conduct a qualitative analysis of the video sequences
obtained with the proposed method. In particular, we first demonstrate that our Conditional
Recurrent Landmark Generator is able to synthesize landmark sequences corresponding to dif-
ferent conditioning labels. Figure 5.7 shows the landmark images obtained for the same neutral
face and different conditioning labels (i.e. spontaneous/posed). From these results, it is clear
that the generated landmarks (and associated face images) follow different dynamics depending
on the conditioning label.
To demonstrate the effectiveness of the proposed Multi-Mode Recurrent Landmark Gener-
ator block, we also show the results associated to generating multiple landmark sequences with
different styles. In this experiment we set K = 3. Given a neutral face, the associated landmark
image and the conditioning label, we can obtain 4 landmark sequences: the first is obtained
from the Conditional LSTM, while the others are generated through the K LSTMs correspond-
ing to different styles. An example of the generated landmark sequences for a posed smile is
shown in Fig. 5.8, together with the associated images recovered using the translation block.
Our results show that the landmark sequence generated by the Conditional LSTM is very sim-
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Table 5.4: Quantitative Analysis. The SSIM and Inception Score.
UvA-NEMO Spont. UvA-NEMO Posed DISFA Spont. DISFA+ Posed
Model IS  IS SSIM IS  IS SSIM IS  IS SSIM IS  IS SSIM
Original 1.419 - - 1.437 - - 1.426 - - 1.595 - -
Video GAN 1.576 0.157 0.466 1.499 0.062 0.450 1.777 0.351 0.243 1.547 0.048 0.434
CRA-Net 1.311 0.108 0.553 1.310 0.127 0.471 1.833 0.407 0.749 1.534 0.061 0.839
CMM-Net 1.354 0.065 0.854 1.435 0.002 0.827 1.447 0.021 0.747 1.533 0.062 0.810
ilar to the original sequence. Moreover, the landmark images corresponding to multiple styles
exhibit clearly distinct patterns, e.g. the subject smiles with a wide open mouth (3rd row), with
mouth closed (4th row) and with closed eyes (5th row).
Figure 5.9 reports generated sequences of different methods, to benchmark them with the
proposed CMM-Net. The first row shows results obtained with Video-GAN Vondrick et al.
[2016], the second row corresponds to CRA-Net, the third row is obtained with the proposed
CMM-Net, and the fourth row is the original image sequence. From the results, we can ob-
serve that the images generated by Video-GAN contain much more artifacts than the other two
methods. The images of CRA-Net are quite realistic, meaning that even without learning the
landmark manifold space the dynamics of the smile is somehow captured. However, we can
clearly see that the identity of the person is not well preserved, and therefore the sequences
look unrealistic. The CMM-Net decouples the person identity from the smile dynamics (thanks
to the translation and the recurrent blocks, respectively), and thus is able to generate smooth
smiling sequences that preserve the identity of the original face. Indeed, as shown in Fig. 5.5,
U-Net generates the target face by referring to the initial input face and the target landmark
image. Conversely, CRA-Net does not exploit the input neutral image, and therefore it is more
prone to identity losses.
To investigate the performance of our approach in more challenging situations, e.g. when
the person in the input face image is wearing glasses, we also report additional results. Fig-
ure 5.9 (c) and (d) show some examples. From the figure it is evident that the glasses are well
preserved when using the proposed CMM-Net, while they are missing and/or artifacts appear
in the sequences generated by the other methods. The ability to preserve details as the glasses
is attributed to the design of the proposed approach which benefit from an accurate video trans-
lator module. Indeed, thanks to the skip connections between the encoder and decoder (see
Figure 5.5), the overall method exploits features of the input face in the generation of the target
face. In this way, the textures and basic level features of the input face are preserved in the
target face.
Before analyzing the results of a quantitative evaluation of the proposed method, we report
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(a) UvA-NEMO Spontaneous Smile (b) UvA-NEMO Posed Smile (c) DISFA Spontaneous Smile (d) DISFA+ Posed Smile
Figure 5.11: The distance between the first frame and all the other frames (including the first frame) in
the video. x axis denotes the index of the frames and y axis represents the action unit score.
some results to further understand the importance of the proposed push-pull loss. Indeed, while
the reconstruction, KL divergence and adversarial losses are well studied in the literature, we are
interested in understanding the impact of the novel push-pull loss for multi-mode generation,
and in particular to perform a sensitivity analysis of the parameter  . To this aim, Figure 5.10
shows the generated landmark sequences when   is set to different values. We can observe that
when   is set to 0.1, the generated landmark sequences with different modes look distinct from
each other. However, we can also observe that sometimes these landmark sequences do not
follow the common smile patterns. For instance, when   = 0.1, the generated landmark images
in mode 1 have smile faces in the right beginning with raising brows and wide-open mouths.
However, the smile faces should emerge in the very last of the sequence, and the in-between
translating landmark images from neutral to smile are missing. When   = 10, the pull loss
plays a dominant role. Consequently, the generated landmark sequences look very similar to
each other. Moreover, the generated landmark images look a little bit blurry.
5.4.3 Quantitative Analysis
To complement the qualitative analysis of the proposed CMM-Nets, we conduct a quantitative
evaluation computing different objective measures of the reconstruction quality, performing a
user study and measuring the dynamics of the action units in the generated sequences.
Structure Similarity and Inception Scores
Structure similarity (SSIM) Wang et al. [2004] and inception score (IS) Salimans et al. [2016]
have been widely employed to measure the quality of the images synthesized with deep gen-






























































(a) UvA-NEMO Spontaneous Smile (b) UvA-NEMO Posed Smile (c) DISFA Spontaneous Smile (d) DISFA+ Posed Smile
Figure 5.12: Dynamics of the action units in neutral-to-smile sequences. x axis denotes the index of the
frames. y axis represents the intensity of the action unit.
the two scores for the benchmarked methods. The interpretation of the results in the table must
be done with care. Usually, and specially for SSIM, larger image similarity score corresponds
to more realistic images. However, high quality images do not always correspond to large IS
scores, as observed in Ma et al. [2017]; Shi et al. [2016]. Indeed, a generative model could
collapse towards low-quality images with large inception score. This effect is also observed in
our experiments if we put Table 5.4 and Figure 5.9 side to side. This is why we also report the
score difference between the generated sequence and the original sequence as  IS. Intuitively,
the smaller this difference is, the more similar is the quality of the generated images to the
quality of the original images. Overall, CMM-Net have the higher SSIM score and the smallest
difference in IS score. Indeed, while the difference with respect to CRA-Net is hardly notice-
able in SSIM for DISFA and DISFA+ as well as in  IS for DISFA+, the advantage of using
CMM-Net is evident in  IS for DISFA and for both measures over UvA-NEMO. As a general
observation, we would like to remark that, while SSIM and IS have been reported since they are
standard measures for assessing the performance of deep generative models, they do not reflect
the identity preservation through the sequence. Therefore we believe that the results of the user
study provided in Subsection 5.4.3 are more meaningful for comparing different methods, as
users are very sensitive to changes in identity.
Identity Preservation Verification
To evaluate whether the identity is preserved over the video frames, we relied on a pre-trained
face recognition model i.e., faceNet Schroff et al. [2015]. This model is trained using a triplet
loss, encouraging the face embeddings corresponding to the same identity to lie close by while
imposing the face embeddings associated to different identities to be far away from each other.
86 Smile Video Generation
Table 5.5: CMM-Net vs Video-GAN and CMM-Net vs CRA-Net: percentage (%) of the preferences of
the generated videos.
Models Spontaneous Smile Posed Smile






The distance between the face embeddings is employed for face recognition. In our experiments
we utilize the distance of the generated video frames with respect to the input image to verify
whether the face identity is preserved, and to which extent. Small distances mean that the
method preserves the identity.
For each generated spontaneous smile video of the UvA-NEMO dataset, we first computed
the distance between the faceNet embeddings of the first frame and other frames. Next, we
calculate the average distance and plotted the curve in Fig. 5.11 (a). Similarly, we can obtain
the average distance curve of all the posed smile videos, as shown in Fig. 5.11 (b). We also
did the same experiments for the videos in the DISFA and DISFA+ datasets and the results
are shown in Fig. 5.11 (c) and (d). As shown in Fig. 5.11, the distance between first frame and
generated frames grows almost monotonically with respect to the index of the generated frames,
meaning that the generated faces drive apart from its identity with time (for all the methods).
We also observe that the Video-GAN loses the identity much faster than CRA-Net, and that the
proposed CMM-Net model exhibits the least drift between the original image and the generated
images. This confirms the fact that our landmark to video translator helps preserving the identity
information. The underlying reason is that when we generate the smile face, we always refer to
the initial input neutral face. Conversely, the CRA-Net does not have such mechanism. Besides,
CRA-Net learns smile patterns using the face embeddings directly, therefore propagating the
error from the first frames to the rest of the frames.
User Study
To further demonstrate the validity of the proposed framework, we perform a user-study and
compare the videos generated by CMM-Net to the ones generated by Video GAN and CRA-
Net. The Video-GAN approach in Vondrick et al. [2016] can only generate videos given an
input frame but does not employ conditioning labels. In order to perform a comparison we
train two different models corresponding to the two different smiling labels. To compare with
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Table 5.6: Distance between the AU curves of different methods and those of the original sequences.
Model UvA-NEMO Spont.UvA-NEMO PosedDISFADISFA+
Video GAN 2.976 2.618 3.775 7.979
CRA-Net 4.452 9.783 2.400 9.931
CMM-Net 2.234 1.472 2.035 1.812
each of the baseline, we show a subject a pair of videos (one generated by our CMM-Net and
the other by the baseline method) and ask Which video looks more realistic?. We prepared 37
video pairs and invited 40 subjects to do the evaluation. We collected 1480 ratings for each
of the experiments. Table 5.5 shows the preferences expressed by the annotators (%) both for
spontaneous and posed smiles. The symbol ⇠ indicates that the two videos are rated as similar.
When we compare the CMM-Net with the Video GAN baseline (Table 5.5), most annotators
prefer the videos generated by our CMM-Net. This is not surprising: by visually inspecting the
frames we observe that several artifacts are present in the sequences generated with Video-GAN
(see Fig.5.9). Furthermore, comparing our approach with CRA-Net (Table 5.5), we still observe
that most annotators prefer images obtained with CMM-Net, confirming the benefit of adopting
landmark for face video generation.
Analyzing the Dynamics of AUs
In a final series of experiments we evaluate whether the AUs of the generated data have the
same dynamics as the original sequences. In detail, we measure the intensity of the cheek raiser
AU over the generated sequences using the videos from the testing set, smooth it with a 5-
frames long window and plot the average over the test set in Fig. 5.12. We clearly observe that
the curves closest to the original data are the ones associated to CMM-Net. This demonstrates
the advantage of using a landmark image embedding and proves that the multi-mode image
sequences have dynamics that are very similar to the real data. For Video-GAN, the generated
videos usually have poor quality making it hard to automatically compute the AU score. Thus,
the curves of Video-GAN always significantly deviate from the curve corresponding to the
original sequence. Table 5.6 shows the cumulative distance between the AU curves of different
models and those corresponding to the original sequences. The values reported in the table
further confirm the previous observations.
5.5 Conclusions
We proposed a novel approach for generating multiple video sequences of smiling people.
Specifically, we introduced a novel deep architecture which is able to synthesize distinct face
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videos of one person given a facial expression (e.g. posed vs. spontaneous smile). Differently
from previous works on face generation our framework decouples the information about the
facial expression dynamics, encoded into landmarks, and the face appearance. For generating
landmark sequences we proposed a two layer conditional recurrent network. The first layer net
generates a sequence of facial landmark embeddings conditioned on a given facial expression
label and an initial face landmark. The second layer is responsible for generating multiple land-
mark sequences starting from the output of the first layer. The landmark sequences are then
translated into face videos adopting a U-Net like architecture. The reported experiments on
two publicly available datasets demonstrate the effectiveness of our CMM-Net for generating
multiple smiling sequences. Future works will include the design of alternative solutions for the
landmark-to-image translation module, as well as the application of the proposed one-to-many
generation framework to other problems, such as human pose generation.
Chapter 6
Conclusion and Future Work
6.1 Conclusion
In this thesis, we address human behavior and face analysis problems, which are multi-view
action recognition, face alignment, face aging and smile video generation respectively.
• In Chapter 2, we tackle the multi-view action recognition problem by proposing a sparse
code filtering (SCF) framework which can mine the action patterns. First, a class-wise
sparse coding method is proposed to make the sparse codes of the between-class data
lie close by. Then we integrate the classifiers and the class-wise sparse coding process
into a collaborative filtering (CF) framework to mine the discriminative sparse codes and
classifiers jointly.
• In Chapter 3, we propose a novel Recurrent Convolutional Face Alignment method for
face alignment. We frame the standard cascaded alignment problem as a recurrent pro-
cess and learn all shape increments jointly, by using a recurrent neural network with the
gated recurrent unit. Importantly, by combining a convolutional neural network with a
recurrent one we alleviate hand-crafted features, widely adopted in the literature and thus
allowing the model to learn task-specific features. Moreover, both the convolutional and
the recurrent neural networks are learned jointly.
• In Chapter 4, we propose a Recurrent Face Aging (RFA) framework which takes as input
a single image and automatically outputs a series of aged faces. The hidden units in the
RFA are connected autoregressively allowing the framework to age the person by referring
to the previous aged faces. Since human face aging is a smooth progression, it is more
appropriate to age the face by going through smooth transitional states.
• In Chapter 5, we introduce a deep neural architecture named conditional multi-mode net-
work (CMM-Net) to generate diverse smile videos of the same person. The smile dynam-
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ics are captured thanks to an embedded landmark representations. A conditional recurrent
network is used to generate a sequence conditioned to a class label (e.g. posed smile).
This first sequence is then fed to the multi-mode recurrent landmark generator trained
to induce diversity and generate K different sequences of landmark images. Finally, the
landmark sequences are translated into video sequences.
To summarize, the contributions of this thesis are as follows:
• We explore several challenge problems, such as multi-view human action recognition,
human face alignment, aging and smile video generation.
• We develop several novel architectures, such as the collaborative dictionary learning, re-
current convolutional neural networks, and conditional multi-mode network.
• Our algorithms outperform other state-of-the-art algorithms in multi-view action recogni-
tion, face alignment and face aging problems.
• All the proposed algorithms are general framework, potentially applicable to other com-
puter vision and pattern recognition problems.
6.2 Future Works
In the future, we will continue our research with the following possible directions:
• Our models can be extended to other applications. For example, the face alignment
method can be also applied for human pose detection, and the smile video generation
can be also applied for human action video generation.
• Other methods, e.g. Reinforcement Learning (RL) framework can be explored to address
these applications, such as face alignment and the smile video generation.
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