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Abstract
In the present work, we study the uniqueness of entropy solutions for the Riemann and
Cauchy problems associated to the Suliciu relaxation system where the initial data satisfies
the conditions H1 and H2. Moreover, the solution is in L∞ space. Also, we show the explixit
solutions for the Cauchy problem and generalized Riemann problem.
When the condition H1 is not satisfied delta shock solutions are obtained for the Riemann
problem associated to the Suliciu relaxation system. To guarantee uniqueness of delta shock
solutions, we employ a generalization of the Rankine-Hugoniot condition together with a
suitable entropy condition.
Keywords: Uniqueness, Suliciu relaxation system, Cauchy and Riemann problems,
global weak solutions, delta shock solutions.
Resumen
En el presente trabajo se estudia la unicidad de soluciones entro´picas para los problemas
de Riemann y Cauchy asociados al sistema de relajacio´n de Suliciu donde el dato inicial
satisface las condiciones H1 y H2. Adema´s, la solucio´n se encuentran en el espacio L∞.
Tambie´n, se muestra las soluciones expl´ıcitas para el problema de Cauchy y el problema
generalizado de Riemann.
Cuando la condicio´n H1 no se satisface, soluciones delta choques solution son obtenidas
para el problema de Riemann asociado al sistema de relajacio´n de Suliciu. Para garanti-
zar unicidad de soluciones delta choques, se emplea una generalizacio´n de la condicio´n de
Rankine-Hugoniot junto con una condicio´n de entrop´ıa adecuada.
Palabras clave: Unicidad, sistema de relajacio´n de Suliciu, problemas de Cauchy y
Riemann, soluciones de´biles globales, soluciones delta choques.
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Notations
R the real line.
R
n the n−dimensional Euclidean space over R.
TV (U) is the total variation of U .
U an open and convex subset of Rn.
Ω stands for an open and convex subset of Rn.
Ω stands for its closure in Rn.
∂Ω stands for the boundary of Ω.
C(Ω) is the space of continuous functions on Ω.
C∞0 is the space of infinitely differentiable functions with compact support.
BM(R) is the space of bounded Borel measures on R.
Hs(R) is the Sobolev space.
H−s(R) is the dual space of the Sobolev space.
Introduction
Hyperbolic system models have many applications in physical systems that include effects of
fluid viscosity and viscoelasticity, motion of gases among other phenomena. Many practical
problems in science and engineering involve mathematical models based on this type of
system.
In one space dimensions, a first-order quasi-linear system of conservation laws is a system
of partial differential equations of the form
Ut + f(U)x = 0, t > 0, x ∈ R, (A)
where U(t, x) is a state vector with n values, U(t, x) ∈ Rn, and f = (f1, . . . , fn) is a smooth
map from Rn into itself. Sometimes, U is called conserved quantity while f is the flux [16,
29, 54, 77]. The case special when n = 1, we say that (A) is a scalar equation of conservation
law; we denote U(t, x) by u(t, x) and equation (A) by
ut + f(u)x = 0, t > 0, x ∈ R. (B)
One of the main aims in the theory of quasi-linear system of conservation laws is show
well-posedness of the Cauchy problem for nonlinear hyperbolic system of first-order partial
differential equations. In general, it is a open problem.
After 1950, research on the qualitative theory of the Cauchy problem for hyperbolic con-
servation laws began. Since classical solutions to the Cauchy problem generally break down
in finite time, one may establish the existence of global weak solutions [29]. In this sense,
the first result was found by Hopf in his classic paper ”The partial differential equation
ut + uux = µuxx”[43] which works the Cauchy problem associated to the Burgers equation
ut +
(
1
2
u2
)
x
= 0,
In 1957, Oleinik proved the existence and uniqueness of bounded weak solutions of the
Cauchy problem associated with the scalar equation of conservation law (B) which satisfy
the E−condition,
u(t, x+ a)− u(t, x)
a
≤ E
ct
.
In her work, Oleinik proved the existence of weak solutions for general flux function by
perturbation parabolic, i.e., she found weak solutions to the following equation
ut + f(u)x = µuxx,
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and showed that when µ tends to zero, the solutions uµ(t, x) converge to solutions u(t, x) of
the equation scalar (B). Moreover, Oleinik found that the suitable functions space for such
solutions is BV-space.
Kruzhkov in 1970, following previous works of Conway and Smoller [26] and Vol’pert [90],
proved the existence and uniqueness of bounded weak solutions of a scalar conservation law
when initial data u0 ∈ L∞. Kruzhkov considers the family of convex entropy-entropy flux
pairs (ηk, qk) with k ∈ R and where ηk and qk is given by
ηk(u) := |u− k| and qk(u) := sgn(u− k)(f(u)− f(k)).
Kruzhkov says that a function u ∈ L1loc(R+ × R) is a weak solution of the Cauchy problem{
ut + f(u)x = 0,
u(0, x) = u0(x),
if the following conditions are satisfied:∫ ∞
0
∫ ∞
−∞
{ φt(t, x)|u(t, x)− k|
+φx(t, x)sgn(u(t, x)− k)|f(u(t, x))− f(k)|} dxdt ≥ 0,
for every k ∈ R and every non-negative function φ ∈ C10(R+ × R) with φ(0, x) ≡ 0, and
l´ım
t→0
∫ R
−R
|u(t, x)− u0(x)|dx = 0, for every R ∈ R, t ∈ [0, T ] \ Ω̂
for T > 0 and for a set Ω̂ of measure zero so that u(t, x) is well defined almost everywhere as
a function of x for any fixed t ∈ [0, T ]\Ω̂ (see [50, 16, 1]). Kruzhkov’s weak solution coincides
with the Lax-Oleinik entropy solution provided that the flux is smooth and strictly convex.
The concept of hyperbolic systems was introduced by different works of subjects in natural
philosophy of L. Euler, specially in the work “Principes ge´ne´raux du mouvement des fluides”
published in “Me´moires de l’Academie des Sciences de Berlin” in 1757. This concept has be-
come the natural framework for the study of gas dynamics and, more generally, of continuum
physics [15, 29]. The systems of conservation laws are generally used in models which involve
conservation principles (physical laws), such as conservation of mass, conservation of mo-
mentum, and conservation of energy. Important examples of such systems are found in fluid
mechanics. Sir Isaac Newton, based on the observation, define: “a fluid is any body whose
parts yield to any force impressed on it, by yielding, are easily moved among themselves”.
Actually, a fluid can be defined as a substance that continually deforms under the action
of shear stress [25, 41]. The reaction to shear stress is the difference between a fluid from a
solid, i.e., a fluid is continuously and permanently deformed under shear stress while a solid
exhibits a finite deformation maintaining its shape thereafter. Moreover, the fluid commonly
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are divided into liquids and gases. A difference between the liquids and gases state is that gas
will occupy the whole volume while liquids has an almost fix volume. An important system
of conservation laws in fluid mechanics is the system of gas dynamics whose origins was the
result of several decades of intense work involving works of great figures as Isaac Newton,
Alexis Clairaut, Johann and Daniel Bernoulli, Leonhard Euler, Jean le Rond d’Alembert ,
Sir George G. Stokes, Bernhard Riemann, William John Macquorn Rankine, Pierre-Henri
Hugoniot, Ernst Mach, Ludwig Prandtl, Jacques Hadamard and many others.
During the Second World War was necessary invent airplanes capable of exceeding the speed
of sound. This need led to increase investment in projects with which the scientists were
able to understand the properties of the equations of gas dynamics, improve the theoretical
understanding of the shock phenomena and take up again studies carried out years ago,
based on theory of fluids and gases, such as the problem of turbulence studied by Burgers
in [17]. A study detailed of gas dynamics can be found in the classical book of Courant and
Friedrichs [27]. The equations of gas dynamics for an inviscid, non-heat conducting gas is
given by
ρt + (ρu)x = 0, conservation of mass,
(ρu)t + (ρu
2 + p)x = 0, conservation of momentum,[
ρ
(
1
2
u2 + ε
)]
t
+
[(
ρ
(
1
2
u2 + ε
)
+ p
)
u
]
x
= 0, conservation of energy,
where ρ is the density, v = 1
ρ
is the specific volume, u is the velocity, ε the internal energy,
E = 1
2
u2 + ε is the specific energy and p = p(E, v) is the pressure. The relation p = p(E, v)
is called the equation of state. The equation of state for a ideal gas is p = ρRT where R is
the gas constant and T is the temperature. For a perfect gas, an equation of state for the
speed of sound a is given by
a2 =
γp
ρ
where γ is the ratio of specific heats.
The conservation of energy was formulated by the first law of thermodynamics, but what we
have not considered yet is the second law, and its assertion about the behavior of the state
variable
S =
entropy
mass
.
In addition to conservation laws, any physical system must also satisfy the second law of
thermodynamics, which is stated in terms of entropy S or the specific entropy s [51]. The
analysis which led to the concept of entropy began with the work of Lazare Carnot in 1803.
The concept and name of entropy originated in the early 1850’s in the work of Rudolf Julius
Emanuel Clausius “Heat cannot pass by itself from a cold to a hot body”, developed the
thermodynamic definition of entropy and the basic ideas of the second law of thermodyna-
mics. The loss of uniqueness of solutions in the gas dynamics system caused by adopting the
concept of weak solutions leads to the need to formulate a criterion by which the physically
relevant weak solution can be selected from the set of all of the weak solutions.
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For the gas dynamics system, the second law of thermodynamics asserts that
TdS = dε+ pdv,
where T is the temperature and S the entropy. This implies the following conservation law
st + (us)x ≥ 0
in the sense of distributions and where s is the specific entropy. This is an entropy condition
for the gas dynamics system.
For a general system of conservation laws (A), Lax formulated that a weak solution is entropic
solution of this system if there are a real-valued and strictly convex function η = η(U) and
real-valued function q = q(U) such that
ηt(U) + qx(U) ≤ 0
holds in the sense of distributions, this being a criterion of admissibility of solutions. This
formulation of Lax’s entropic solution is a generalization of the entropy condition formulated
for the gas dynamics system, and has been helpful in the theory of uniqueness of solutions
to systems of conservation laws. We can mention other admissibility criteria of solutions as
the Lax shock inequality [52, Definition 7.1] and the extended entropy condition (E) of T.-P.
Liu [63]
It is well known that in general the problem of uniqueness of solutions for a system conser-
vation laws is very difficult. The pioneering works are due to Oleinik, Volpert, Kruzkov, Lax,
Liu, Dafermos and many others, weak or distributional solutions are not unique unless some
entropy condition is imposed. It is important to appoint the work of J. Glimm existence of
solutions of general systems of hyperbolic conservation laws. Glimm was able to prove the
global existence of general systems in one space dimension, with small BV data.
Some results for uniqueness of entropy solutions are found in the works of T-P. Liu for
Riemann problem and Cauchy problem for general systems 2 × 2 of conservation laws [60,
61, 64], and the work of B. Keyfitz and H. Kranzer [47]. For general systems of conservation
laws strictly hyperbolic of the Temple class with all fields are genuine nonlinear, A. Heibig
[42] showed the uniqueness of entropy solutions generalized previous work of Dafermos and
Geng [30]. However, the work of Heibig does not apply to strictly hyperbolic systems of the
Temple class with at least one linearly degenerate field [45, 11].
One of the most important results for the uniqueness of entropy solutions with bounded
variation to general systems of hyperbolic conservation laws was established in 1997 by
Bressan and LeFloch [14] which required a Tame Variation Condition. Uniqueness under
the Tame Oscillation Condition was established by Bressan and Goatin [12]. They built a
standard Riemann semi-group as the limit of approximate solutions given by the Glimm
scheme or front tracking. Other results of uniqueness are also discussed by LeFloch and Xin
[56], Chen and Frid [22], Chen, Frid and Li [23], and Neves and Serre [70].
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Generally, these results do not apply to all kinds of problems of Riemann and Cauchy
associated to the hyperbolic system of conservation laws and particularly those that relate
to problems with vacuum regions. Research on uniqueness of solutions including the vacuum,
we emphasize the works of Liu and Smoller [65], Liu and Yang [67], Liu, Xin and Yang [66],
Young [95, 94], Chen and Young [21] and, Jang and Masmoudi [44].
For pressureless gases system, the most natural entropy Lax condition is not sufficient for the
uniqueness (see for example the works of Brenier and Grenier [9] and E, Rykov, Sinai [35]).
With respect to this system, Huang and Wang showed the uniqueness of entropy solutions
including the vacuum. They conclude that to obtain a unique entropy solution, the solution
must satisfy the Oleinik entropy condition together with an energy condition. Moreover, they
show that the energy condition is necessary for the uniqueness of the entropy solution and
without the energy condition can be built at least two weak solutions satisfying the Oleinik
entropy condition with the same initial data.
In the present work, we study the uniqueness of entropy solutions for the Riemann and
Cauchy problems associated to the Suliciu relaxation system (1). The Suliciu relaxation sys-
tem (1) is of Temple class and therefore, it is also it is of Rich type but it is not diagonal, so
its analysis is not standard. We also note that, there are numerous studies on existence and
uniqueness for general Rich type and Temple class system [2, 3, 4, 16, 13, 42, 72, 75]. Howe-
ver, some of these results do not apply to (1) since it has all fields being linearly degenerate
and the initial data may have oscillations. Specifically, the Suliciu relaxation system has been
extensively studied, for instance in [5, 18, 19]. We also mention that, when dealing with the
system (1), one of the main difficulties is to obtain existence and uniqueness of solutions of
the Cauchy problem in presence of vacuum regions (regions where the layer deep ρ = 0).
The existence of global weak solutions including vacuum regions, was obtained in [68] using
the vanishing viscosity method in conjunction with a compensated compactness argument.
We think that there are other cases to research. In this work we obtain explicit solutions
for a Cauchy problem associated to the Suliciu relaxation system (1) with ρ0(x) ≥ ρ > 0
a.e. with a possibly oscillating initial data and motivated in the paper of E and Kohn [34],
we give a proof of uniqueness of entropic solutions. Concerning the uniqueness of entropic
solutions including vacuum, we show two entropy admissible solutions for the same initial
data, i.e., when considering the vacuum the classical entropy conditions are insufficient to
ensure uniqueness. Also, we construct the Riemann solution for the system focussing our
attention on delta shock waves of certain type. Now, we propose delta wave solutions type
for the Suliciu relaxation system. The existence and uniqueness of solutions involving delta
shock waves can be obtained by solving the generalized Rankine-Hugoniot relation under a
entropy condition [32, 58].
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1 Preliminaries
In this chapter, we describe the some properties of hyperbolic conservation laws and we
give some assumptions for the Suliciu relaxation system. There are many texts that give a
detailed treatment on the theory of hyperbolic conservation laws, by example can consult to
LeFloch [54], Serre [77, 78], Bressan [16], Dafermos [29] among many others.
1.1. Hyperbolic conservation laws
A system of conservation laws is a first order system of n equations in one-space dimension
in the form
Ut + f(U)x = 0, U(t, x) ∈ U , x ∈ R, t ≥ 0, (1-1)
where U is an open and convex subset of Rn and f : U → Rn is a smooth mapping called
the flux-function associated with (1-1). In the applications x and t correspond to space and
time coordinates, respectively. The dependent variable U is called the conservative variable.
To formulate the Cauchy problem for (1-1) one prescribes an initial condition at t = 0,
U(0, x) = U0(x), x ∈ R, (1-2)
where the function U0 : R→ U is given.
When initial data U0 consists of two constant states, i.e.,
U0(x) =
{
Ul, if x < 0,
Ur, if x > 0,
(1-3)
where Ul and Ur are constants, the Cauchy problem is called Riemann problem.
For n = 1, we say that (1-1) is a scalar equation of conservation law and we denote U(t, x)
by u(t, x), the equation (1-1) by
ut + f(u)x = 0, u(t, x) ∈ U , x ∈ R, t ≥ 0. (1-4)
If U ∈ C1 , the system (1-1) can be equivalently written as
Ut +Df(U)Ux = 0. (1.1’)
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Definition 1.1.1 (Hyperbolic system). We say that (1-1) is a hyperbolic system of partial
differential equations if the Jacobian matrix A(U) := Df(U) admits n real eigenvalues
λ1(U) ≤ λ2(U) ≤ · · · ≤ λn(U), U ∈ U , (1-5)
together with a basis of right-eigenvectors {rj(U)}nj=1.
The system is said to be strictly hyperbolic if its eigenvalues are distinct
λ1(U) < λ2(U) < · · · < λn(U), U ∈ U , (1-6)
Example 1. We give now some examples of hyperbolic conservation laws:
1. For a ∈ R, a linear scalar conservation law is the advection equation,
ut + aux = 0,
whose unique solution is u(t, x) = u0(x− at) for the initial data
u(0, x) = u0(x).
2. A common example of a nonlinear scalar conservation law is Burgers equation,
ut +
(
u2
2
)
x
= 0.
3. Let A be a diagonalizable matrix with real eigenvalues. When the flux in (1-1) is given
by f(U) = AU , we say that (1-1) is a linear system.
Theorem 1.1.1. For a linear system of the first order with constant coefficients, the
Cauchy problem is well-posed in L2 if and only if this system is hyperbolic.
The proof this fact can be found in [77].
4. The wave equation in divergence form is the linear system of conservation lawsu
v

t
+
cv
cu

x
= 0
where c is a positive constant.
5. The isentropic gas dynamics system{
ρt + (ρu)x = 0,
(ρu)t + (ρu
2 + P )x = 0,
(1-7)
where ρ is the density, u is the velocity and P = P (ρ) is the pressure. By physical
conditions, the pressure generally satisfies
P (0) = P ′(0) = 0, and P ′ > 0, P ′′ > 0 in ρ > 0.
A common choice is the polytropic pressure P (ρ) = κργ with κ > 0 and γ > 1.
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6. Another interesting example is Chaplygin gas system, that is the system (1-7) with
pressure given by P = P0 − a2ρ where P0 and a are two positive constants.
7. We consider the shallow water system{
ht + (hu)x = 0,
(hu)t + (hu
2 + h
2
2
g)x = 0,
(1-8)
where h denotes the height of the liquid surface, u is the velocity and g is the accele-
ration of gravity.
Definition 1.1.2. For each j = 1, . . . , n we say that the j−characteristic field of (1-1) is
genuinely nonlinear when
∇λj(U) · rj(U) 6= 0, U ∈ U , (1-9)
and linearly degenerate when
∇λj(U) · rj(U) = 0, U ∈ U . (1-10)
A scalar conservation law is genuinely nonlinear if f ′′(u) 6= 0 for all u ∈ U , and is linearly
degenerate iff f is affine. All wave families of linear systems are linearly degenerate.
1.1.1. Simple waves
Consider Ω open and convex subset of R+ × R and A(U) := Df(U) where f is the flux of
system (1-1).
Definition 1.1.3. A simple wave in Ω is a solution U of the system (1-1) of the form
U(t, x) = w(ϕ(t, x)), (1-11)
where w : I → Rn is a C1 curve defined on some real interval I, and ϕ : Ω→ I is a smooth
function.
Since both w and ϕ are C1,
Ut + A(U)Ux = [ϕt + A(U)ϕx]w˙(ϕ)
For U to be a solution of the system, we obtain
w˙(ξ) = rj(w(ξ)), ϕt + λj(w(ϕ))ϕx = 0
these relations are called j−simple wave.
For a genuinely nonlinear family there are two types of waves: rarefaction waves and shock
waves.
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The rarefaction waves are continuous waves of the form U(t, x) = w(x/t) satisfying
w˙(x/t) = rj(w(x/t)), λj(w(x/t)) = x/t,
where λj is increasing along the wave.
Given a fixed state Uf , the j-rarefaction wave curve Rj(σ)(Uf) is defined to be the trajectory
in Rn of the solution of {
d
dα
w(α) = rj(w(α)),
w(α0) = Uf .
Thus, Rj(σ)(Uf) is an integral curve of rj(U) through a given state Uf .
If the j-characteristic field λj(U) is genuinely nonlinear, λj(U) is strictly monotone along
the curve Rj(σ)(Uf ). In this way, we may divide Rj(σ)(Uf) as Rj(σ)(Uf) = R
+
j (σ)(Uf) ∪
R−j (σ)(Uf) where
R+j (σ)(Uf ) = {U ∈ Rj(σ)(Uf) : λj(U) ≥ λj(Uf )}, and
R−j (σ)(Uf ) = {U ∈ Rj(σ)(Uf) : λj(U) < λj(Uf )}.
The shock waves are solutions
U(t, x) =
{
Ul, if x < σjt,
Ur, if x > σjt,
satisfying the Rankine-Hugoniot jump condition
σj [U ] = [f(U)]
where [U ] = Ul − Ur, [f(U)] = f(Ul)− f(Ur) and σj is the shock speed.
Definition 1.1.4 (Lax shock condition). A solution U(t, x) of system (1-1) is admissible if
the left and right states Ul, Ur and the speed σ = σj(Ul, Ur) of jump satisfy
λj(Ul) ≥ σ ≥ λj(Ur), λj−1(Ul) < σ < λj+1(Ur), (1-12)
for some index j, 1 ≤ j ≤ n.
The inequalities (1-12), persist under small perturbations, i.e., |Ul−Ur| ≪ 1, can be written
in the form
λj−1(Ul) < σ < λj(Ul), λj(Ur) < σ < λj+1(Ur),
for j, 1 ≤ j ≤ n (see [52, Definition 7.1]).
Given a fixed point Uf , the Hugoniot curves H (Uf) is defined as
H (Uf ) = {U ∈ Rn : f(Uf)− f(U) = σ̂(Uf − U)}
for some σ̂ = σ̂(Uf , U) ∈ R. The Rankine-Hugoniot condition implies that Ur ∈ H (Ul) and
σj = σ̂(Ul, Ur).
H (Uf ) consists of the union of n smooth curves Hj(Uf), 1 ≤ j ≤ n, with the properties:
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a) The curve Hj(Uf) passes through Uf with tangent rj(Uf ).
b) The Hugoniot curve Hj(Uf) and the rarefaction curve Rj(σ)(Uf ) have second order
contact at U = Uf .
c) The shock speed σ̂(Uf , U) tends to the characteristic speed λj(Uf ) as U → Uf .
The proof of these properties may be found, for example, in [29, 77, 80].
Hj(Uf ) can be partitioned as Hj(Uf) = H
+
j (Uf) ∪H −j (Uf ) where
H
+
j (Uf) = {U ∈ H (j Uf ) : λj(U) ≥ λj(Uf)} and
H
−
j (Uf) = {U ∈ H (j Uf ) : λj(U) < λj(Uf )}.
Definition 1.1.5 (Weak solution). Given some initial data U0 ∈ L∞(R,U) we shall say that
U ∈ L∞(R+ × R,U) is a weak solution to the Cauchy problem (1-1) and (1-2) if∫ ∞
0
∫
R
(Uφt + f(U)φx) dxdt+
∫
R
U0φ(0, x) dxdt = 0 (1-13)
for every φ ∈ C10(R+ × R).
The interest of this definition is that it allows U to be a discontinuous.
Lemma 1.1.1. The function U defined by
U(t, x) =
{
Ul, if x < λt,
Ur, if x > λt,
where Ul and Ur are constants, is a solution of system (1-1) iff
λ(Ul − Ur) = f(Ul)− f(Ur).
We now consider a more general solution U(t, x) of system (1-1).
Theorem 1.1.2 (Rankine-Hugoniot jump condition [54]). Consider a piecewise smooth
function U : R+ × R→ U of the form
U(t, x) =
{
Ul(t, x), if x < ϑ(t),
Ur(t, x), if x > ϑ(t),
where, setting Ωl = {(t, x) : x < ϑ(t)} and Ωr = {(t, x) : x > ϑ(t)}, the functions
Ul : Ωl → U , Ur : Ωr → U and ϑ : R+ → R are continuously differentiable. Then, U is a
weak solution of (1-1) if and only if it is a solution in the usual sense in both regions where
it is smooth and, furthermore, the following Rankine-Hugoniot relation holds
−ϑ′(t)(Ul(t)− Ur(t)) + (f(Ul(t))− f(Ur(t))) = 0
along the curve ϑ for
Ul(t) = l´ım
ǫ→0+
Ul(t, ϑ(t)− ǫ) and Ur(t) = l´ım
ǫ→0+
Ur(t, ϑ(t) + ǫ).
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Definition 1.1.6. A j-Riemann invariant is a C1 real function Z on U such that
rj(U) · ∇Z(U) ≡ 0.
A system of conservation laws is of Temple class if there exists a system of coordinates
w = (w1, . . . , wn) consisting of Riemann invariants, and such that the level sets {U ∈ U :
wi(U) = constant} are hyperplanes [87]. For a Temple class system, Hugoniot curves and
rarefaction curves coincide [78].
For example, the Chromatography system [16, 76]u
v

t
+
 u1+u+v
v
1+u+v

x
= 0
for u, v > 0 is a Temple class system.
For a linearly degenerate family there is only one type of waves called contact discontinui-
ties. When the j-characteristic field is linearly degenerate, j-shocks are j-contact discon-
tinuities satisfying the Lax shock condition (1-12). In this case, Hj(Ul) = Rj(σ)(Ul) and
σ = σ̂(Ul, Ur) = λj(Ul) = λj(Ur). We denote by Jj the j-contact discontinuity.
If the system (1-1) is strictly hyperbolic and the j-characteristic field is genuinely nonlinear,
then in a small neighborhood of a given state Ul , the curve Ur ∈ R+j (σ)(Ul) is a rarefaction
wave, while Ur ∈ H −j (Ul) is a j-shock satisfying the Lax shock condition (1-12).
Parametrization of wave curves
For strictly hyperbolic system, one can find bases of right and left eigenvectors {rk(U)},
{lk(U)}, 1 ≤ k ≤ n, depending smoothly on U , normalized by
|rk| ≡ 1, li · rj =
{
1, if i = j,
0, if i 6= j,
for all U ∈ U . We denote by Ub =Wj(Ua) the j-simple wave passing from Ua to Ub. Now, we
parameterize the wave curve Wj(Ua), by Ub = Ψj(σ)(Ua) where σ := λj(Ub)− λj(Ua). Thus,
Ψj(σ)(Ua) =
{
Rj(σ)(Ua), if σ > 0,
Hj(Ua), if σ < 0.
For linearly degenerate fields, the orientation of the vector field rj can be selected arbitrarily.
For Ua ∈ U and ε = (ε1, . . . , εn) in a neighborhood of the origin in Rn, define the map
Φ(ε)(Ua) := Ψn(εn) ◦ · · · ◦Ψ1(ε1)(Ua).
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A solution of the Riemann problem (1-1)-(1-3) satisfies
Φ(ε)(Ul) = Ur. (1-14)
Conversely, if ε is a solution of (1-14) and if we define inductively
V0 = Ul, Vk = Ψk(εk)(Vk−1)
then Φ(ε)(Ul) = Vn = Ur.
Definition 1.1.7 (Mathematical entropies). A smooth function (η, q) : U → R2 is called
an entropy pair if any continuously differentiable solution of (1-1) satisfies the additional
conservation law
ηt(U) + qx(U) = 0. (1-15)
The functions η and q are called entropy and entropy-flux, respectively.
Definition 1.1.8. Let η be a convex entropy for the system (1-1), with entropy flux q. A
weak solution U is entropy admissible if
ηt(U) + qx(U) ≤ 0 (1-16)
in distribution sense.
1.2. The Suliciu relaxation system
The modeling of viscoelastic materials and fluids is important for many applications. In
particular, a viscoelastic fluid is a material that exhibits both viscous and elastic characte-
ristics upon deformation. Examples of viscoelastic fluids that are important for applications
are: latex paint, gelatin, unset cement, liquid acrylic, asphalt and biological fluids such as
synovial fluids, among others. In [6] the authors introduced a new system of conservation
laws that models shallow viscoelastic fluids. This new system is motivated by Bouchut and
Boyaval in [6, eq(5.6)] and is written as
ρt + (ρu)x = 0,
(ρu)t + (ρu
2 + π)x = 0,
(ρ π
s2
)t + (ρu
π
s2
+ u)x = 0,
st + usx = 0,
ct + ucx = 0,
where ρ denotes the layer depth of fluid, u is the horizontal velocity, s is related to the stress
tensor and it is a conserved quantity, π is the relaxed pressure and c > 0 is introduced in
order to parametrize the speeds. This system describes a simple model for a thin layer of
14 1 Preliminaries
non-Newtonian viscoelastic fluid over a given topography at the bottom when the movement
is driven by gravitational forces such as geophysical flows (mud flows, landslides, debris
avalanches).
In [68], since s is a conserved quantity, the authors consider the case s = const. > 0.
Additionally, we observe that the field c does not appear in the first four equations and, in
order to simplify even further, introduce the new variable v = π
s2
. After this observations,
the following simplified viscoelastic shallow fluid model is obtained,
ρt + (ρu)x = 0,
(ρu)t + (ρu
2 + s2v)x = 0,
(ρv)t + (ρuv + u)x = 0.
(1)
We refer to the system above as the Suliciu relaxation system [85, 5, 18]. This system can
be considered as a relaxation for the isentropic Chaplygin gas dynamics system{
ρt + (ρu)x = 0,
(ρu)t + (ρu
2 + P )x = 0,
where ρ and u, respectively, stand for the density and the velocity of the gas, while the
pressure P is given by the state equation P (ρ) = −s2
ρ
with s = constant > 0.
We note that the Suliciu relaxation system (1) is of Temple class and therefore, it is also of
Rich type but it is not diagonal, so its analysis is not standard. We also mention that, when
dealing with the system (1), one of the main difficulties is to obtain the existence and uni-
queness of solutions of Cauchy problems in the presence of vacuum regions, that is, regions
where the layer deep ρ = 0. The existence of global weak solutions including vacuum regions,
was obtained in [68] using the vanishing viscosity method in conjunction with a compensated
compactness argument. We also note that, there are numerous studies on existence and uni-
queness for general Rich type and Temple class system [2, 3, 4, 16, 13, 42, 72, 75]. However,
some of these results do not apply to (1) since it has all fields being linearly degenerate and
the initial data may have oscillations.
1.2.1. Properties of the Suliciu relaxation system and some
assumptions
The eigenvalues associated to the system (1) are given by,
λ1 = u− s
ρ
, λ2 = u and λ3 = u+
s
ρ
, (1-17)
where the corresponding Riemann invariants are
R1 = s
2v − su, R2 = v + 1
ρ
and R3 = s
2v + su. (1-18)
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From the expressions for the eigenvalues and the Riemann invariants we obtain
λ1 =
R3
s
− sR2, λ2 = 1
2s
(R3 − R1) and λ3 = sR2 − R1
s
.
From here we can see that system (1) is linearly degenerate. On the other hand, we have
that for each i, j, k ∈ {1, 2, 3} with j 6= i, k 6= i, it holds
∂
∂Rj
(
∂λi
∂Rk
λk − λi
)
=
∂
∂Rk
(
∂λi
∂Rj
λj − λi
)
. (1-19)
This means that system (1) is of Rich type. We recall that this classification is due to Serre
[76].
In this manuscript we focus on the study of the Suliciu relaxation system of conservation
laws (1) with bounded initial data
(ρ(0, x), u(0, x), v(0, x)) = (ρ0(x), u0(x), v0(x)), x ∈ R,
ρ0(x) ≥ ρ = const. > 0,
(1-20)
subject to the following conditions:
H1: The functions ρ0, u0 and v0 satisfy
c1 ≤ u0(x)− sv0(x) ≤ c2, c3 ≤ u0(x) + sv0(x) ≤ c4,
and v0(x) +
1
ρ0(x)
> c5,
(1-21)
where ci, i = 1, . . . , 5, are suitable constants satisfying
c5 − c4 − c1
2s
> 0. (1-22)
H2: The total variations of u0(x)− sv0(x) and u0(x) + sv0(x) are bounded.
The conditions H1 and H2 are somehow natural to impose since they ensure that ρ is positive
giving a physical meaning to the Suliciu relaxation system (1).
Lemma 1.2.1. Suppose that the initial data (ρ0, u0, v0) satisfies the condition H1, then
sup
x∈R
(
u0(x)− s
ρ0(x)
)
< ı´nf
x∈R
(
u0(x) +
s
ρ0(x)
)
. (1-23)
Proof. Suppose that (ρ0, u0, v0) satisfies the condition H1. Then,
sup
x∈R
(
u0(x)− s
ρ0(x)
)
≤ c4 − sc5 and sc5 + c1 ≤ ı´nf
x∈R
(
u0(x) +
s
ρ0(x)
)
.
As s > 0 and c5 − c4−c12s > 0, then
sc5 + sc5 > c4 − c1 or c4 − sc5 < sc5 + c1.
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1.2.2. Existence of solutions
Recently, in [68] the authors show the existence of solutions for the Cauchy problem (1)-
(1-20), for the case ρ0(x) ≥ 0, using the vanishing viscosity method and a compensated
compactness argument. The principal existence result is the next and your proof can be
found in [68].
Theorem 1.2.1. Suppose
(I) c1 ≤ u0(x) − sv0(x) ≤ c2, c3 ≤ u0(x) + sv0(x) ≤ c4, 1ρ0(x)+ε + v0(x) > c5 where ε is a
small positive constant and ci, i = 1, 2, . . . , 5 are suitable constants satisfying
c5 − c4 − c1
2s
> 0;
(II) the total variations of u0(x)− sv0(x) and u0(x) + sv0(x) are bounded,
then the Cauchy problem (1)-(1-20) has a bounded measurable solution (ρ, u, v), ρ ≥ 0 sa-
tisfying system (1) in the sense of distributions.
In [68] it is also shown that all entropies associated to (1) are of the form,
η(ρ, u, v) = ρ
(
F (u+ sv) +G(u− sv) +H(v + 1
ρ
)
)
, (1-24)
where F,G,H are arbitrary functions having entropy flux
q(ρ, u, v) = (ρu+ s)F (u+ sv) + (ρu− s)G(u− sv) + ρuH(v + 1
ρ
). (1-25)
Moreover, if the functions F,G y H are convex, then, the entropy is also convex (see [68,
Theorem 2]). Thus, from each convex pair (η, q) we have the following condition
ηt(ρ, u, v) + qx(ρ, u, v) = 0 (1-26)
in the sense of distributions.
2 Riemann problem for the Suliciu
relaxation system
For a system of conservation laws, the Riemann problem is a initial value problem in which
the initial condition consists of two constant states separated by a discontinuity at some
position x0 [88]. The pioneering work for this problem was obtained in 1860 and is due to
B. Riemann for isentropic Euler equations in gas dynamics. The Riemann’s work provides
the motivation for many of the ideas in the study of first order quasi-linear system of con-
servation laws, such as consider discontinuous solutions and impose conditions of entropy. A
detailed discussion on the Riemann problem for isentropic Euler equations in gas dynamics
can be found in the classical book of Courant and Friedrichs [27].
In 1957, Lax published the theory of small solutions to the Riemann problem for general
strictly hyperbolic system of conservation laws [52]. His work generalized many of the con-
cepts from fluid dynamics to general systems of hyperbolic conservation laws and established
concepts as genuine nonlinearity, linear degenerate, mathematical entropy condition, etc. Ot-
her works of great importance to the Riemann problem for hyperbolic conservation laws are
due to Oleinik [71], Lax [53], Smoller [83, 82], Wendroff [92], Tai-Ping Liu [60, 62] among
others.
The solution of the Riemann problem has many uses. One of the uses is in understanding the
wave structure of hyperbolic systems of conservation laws which is important for numerical
algorithms for solving or approximate the solutions of these type of equations. For example,
we cited the methods such as the of Godunov [38], the random choice [37] and the front
tracking [10, 73].
An other important use of the Riemann problem is to solve the Cauchy problem. One can use
the Riemann problem locally and reducing the Cauchy problem to a sequence of solutions of
local Riemann problems. In the random choice method and the special case the front trac-
king method [16, 74], the Riemann problem is used to develop a existence and uniqueness
theory for nonlinear system of conservation laws.
In this chapter, we study the solution for the Riemann problem associated with the Suli-
ciu relaxation system, in which the left and right constant states (ρl, ul, vl) and (ρr, ur, vr),
respectively, satisfy the conditions H1 and H2.
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2.1. Riemann problem
Consider the Riemann problem of the system (1) with initial data
(ρ, u, v)(0, x) =
{
(ρr, ur, vr), if x > 0,
(ρl, ul, vl), if x < 0,
(2-1)
where (ρl, ul, vl) and (ρr, ur, vr) are left and right constant states, respectively, and (ρ0, u0, v0)(x) =
(ρ, u, v)(0, x) satisfies the conditions H1 and H2.
First, observe that system (1) is equivalent to
ρt +mx = 0,
mt + (
m2
ρ
+ s2 n
ρ
)x = 0,
nt + (
mn
ρ
+ m
ρ
)x = 0,
(2-2)
with s = const. > 0, where m = ρu, n = ρv, and the initial data (2-1) is given by
(ρ,m, n)(0, x) =
{
(ρr, mr, nr), if x > 0,
(ρl, ml, nl), if x < 0,
(2-3)
with mr = ρrur, nr = ρrvr, ml = ρlul and nl = ρlvl.
The eigenvalues of the system (1), in the variables ρ,m, n, are given by
λ1 =
m− s
ρ
, λ2 =
m
ρ
, λ3 =
m+ s
ρ
, (2-4)
the right eigenvectors become
r1(ρ,m, n) =
(ρ,m− s, n+ 1)√
ρ2 + (m− s)2 + (n+ 1)2 , (2-5)
r2(ρ,m, n) =
(ρ,m, n)√
ρ2 +m2 + n2
and (2-6)
r3(ρ,m, n) =
(ρ,m+ s, n+ 1)√
ρ2 + (m+ s)2 + (n + 1)2
. (2-7)
From (2-5) we get that the 1-rarefaction curve can be found as,
dρ
dt
=
ρ√
ρ2 + (m− s)2 + (n+ 1)2 , ρ(0) = ρ0,
dm
dt
=
m− s√
ρ2 + (m− s)2 + (n+ 1)2 , m(0) = m0 and
dn
dt
=
n + 1√
ρ2 + (m− s)2 + (n+ 1)2 , n(0) = n0.
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That is, √
ρ2 + (m− s)2 + (n + 1)2 −
√
ρ20 + (m0 − s)2 + (n0 + 1)2 = t.
Therefore, the integral curves of the vector field r1 are given by straight lines in the direction
of the vector r1(ρ0, m0, n0) and goes trough the point (0, s,−1), that is,
ρ = ρ0 +
ρ0√
ρ20+(m0−s)2+(n0+1)2
t,
m = m0 +
m0−s√
ρ20+(m0−s)2+(n0+1)2
t,
m = m0 +
n0+1√
ρ20+(m0−s)2+(n0+1)2
t,
t ∈ R. (2-8)
Analogously, from (2-6) we can analyze the 2-rarefaction curve. In this case the integral
curves corresponding to the vector field r2 are given by straight lines going through the
origin in the direction of the vector r2(ρ0, m0, n0). Also, from (2-7) we can see that for the
3-rarefaction curve, the integral curves of the vector field r3, are give by straight lines trough
(0,−s,−1) that are parallel to r3(ρ0, m0, n0).
Thus, the i-rarefaction curve Ri(σ)(ρ,m, n) satisfies
Ri(σ)(ρ,m, n) = (ρ,m, n) + σri(ρ,m, n) for i = 1, 2, 3. (2-9)
This also may be deduced from self-similar solution
(ρ, u, v)(t, x) = (ρ, u, v)(ξ), ξ =
x
t
, (2-10)
for which system (1) becomes
−ξρξ + (ρu)ξ = 0,
−ξ(ρu)ξ + (ρu2 + s2v)ξ = 0,
−ξ(ρv)ξ + (ρuv + u)ξ = 0,
(2-11)
and initial data (2-1) changes to the boundary condition
(ρ, u, v)(−∞) = (ρl, ul, vl) and (ρ, u, v)(+∞) = (ρr, ur, vr). (2-12)
This is a two-point boundary value problem of first-order ordinary differential equations with
the boundary values in the infinity.
For smooth solution, (2-11) is reduced to
u− ξ ρ 0
0 ρ(u− ξ) 0
0 1 ρ(u− ξ)


ρ
u
v

ξ
= 0. (2-13)
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It provides either the general solutions (constant states)
(ρ, u, v) = constant (ρ > 0), (2-14)
or singular solutions
ξ = λ1 = u− s
ρ
, d
(
u− s
ρ
)
= 0 and d
(
v +
1
ρ
)
= 0,
ξ = λ2 = u, du = 0 and dv = 0,
ξ = λ3 = u+
s
ρ
, d
(
u+
s
ρ
)
= 0 and d
(
v +
1
ρ
)
= 0.
(2-15)
Integrating (2-15) from (ρl, ul, vl) to (ρ, u, v), one can get that
ξ = λ1 = u− s
ρ
, u− s
ρ
= ul − s
ρl
and v +
1
ρ
= vl +
1
ρl
,
ξ = λ2 = u, u = ul and v = vl,
ξ = λ3 = u+
s
ρ
, u+
s
ρ
= ul +
s
ρl
and v +
1
ρ
= vl +
1
ρl
.
(2-16)
Oberve that (2-16), in the variables ρ,m, n, its equivalent to (2-9).
For a bounded discontinuity at ξ = ω, the Rankine-Hugoniot conditions hold. That is,
−ω[ρ] + [ρu] = 0,
−ω[ρu] + [ρu2 + s2v] = 0,
−ω[ρv] + [ρuv + u] = 0,
(2-17)
where [q] = ql − q is the jump of q across the discontinuous line and ω is the velocity of the
discontinuity. From (2-17), we have
ω = u− s
ρ
, u− s
ρ
= ul − s
ρl
and v +
1
ρ
= vl +
1
ρl
,
ω = u, u = ul and v = vl,
ω = u+
s
ρ
, u+
s
ρ
= ul +
s
ρl
and v +
1
ρ
= vl +
1
ρl
.
(2-18)
From (2-16) and (2-18), we conclude that the rarefaction waves and the shock waves are coin-
cident, which correspond to contact discontinuities. Namely, for a given left state (ρl, ul, vl),
the contact discontinuity curves, which are the sets of states that can be connected on the
right by a 1-contact discontinuity J1, a 2-contact discontinuity J2 or a 3-contact discontinuity
J3, are as follows:
J1 : (ρ, u, v) := (ρ, ul − s/ρl + s/ρ, vl + 1/ρl − 1/ρ),
J2 : (ρ, u, v) := (ρ, ul, vl),
J3 : (ρ, u, v) := (ρ, ul + s/ρl − s/ρ, vl + 1/ρl − 1/ρ), ρ > 0.
(2-19)
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In the space (ρ > 0, u ∈ R, u ∈ R), through the point (ρl, ul, vl), we draw curves (2-19) which
are denoted by J1, J2 and J3 respectively. So, J1 has asymptotes ρ = 0 and (ρ, ul− s/ρl, vl+
1/ρl) for ρ ≥ 0, and J3 has asymptotes ρ = 0 and (ρ, ul + s/ρl, vl + 1/ρl).
In order to solve the Riemann problem (1)–(2-1), we consider left and right constant states
Ul = (ρl, ul, vl) and Ur = (ρr, ur, vr), respectively, such that the conditions H1-H2 are satis-
fied. Then there exists intermediate states, U∗ = (ρ∗, u∗, v∗) and U∗∗ = (ρ∗∗, u∗∗, v∗∗) such
that
U∗ = J1(σ1)(Ul), U∗∗ = J2(σ2)(U∗) and Ur = J3(σ3)(U∗∗),
for some σ1, σ2 y σ3.
Furthermore, from (2-9), the states U∗ y U∗∗ should satisfy
u∗ =
(
ul − s
ρl
)
+
s
ρ∗
, (2-20a)
v∗ =
(
vl +
1
ρl
)
− 1
ρ∗
, (2-20b)
u∗ = u∗∗, (2-20c)
v∗ = v∗∗, (2-20d)
u∗∗ =
(
ur +
s
ρr
)
− s
ρ∗∗
and (2-20e)
v∗∗ =
(
vr +
1
ρr
)
− 1
ρ∗∗
. (2-20f)
From equations (2-20d), (2-20b) and (2-20f) we have
1
ρ∗∗
− 1
ρ∗
=
(
vr +
1
ρr
)
−
(
vl +
1
ρl
)
. (2-21)
On the other hand, from (2-20c), (2-20a) and (2-20e), we have
1
ρ∗∗
+
1
ρ∗
=
1
s
{(
ur +
s
ρr
)
−
(
ul − s
ρl
)}
. (2-22)
From (2-21) y (2-22) we conclude that
1
ρ∗
=
1
2s
(λ3(Ur)− λ1(Ul))− 1
2
(R2(Ur)− R2(Ul)) , (2-23)
1
ρ∗∗
=
1
2s
(λ3(Ur)− λ1(Ul)) + 1
2
(R2(Ur)− R2(Ul)) . (2-24)
Thus, (2-20), (2-23) and (2-24) gives
u∗ =
1
2
{(ul + svl) + (ur − svr)} = u∗∗, (2-25)
v∗ =
1
2s
{(ul + svl)− (ur − svr)} = v∗∗. (2-26)
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Observe that by conditions H1 and H2 on Ul and Ur, we have that U∗ and U∗∗ also satisfies
H1 and H2. This guarantees that ρ∗ and ρ∗∗ are positive.
Thus, by conditions H1and H2, the solution of the Riemann problem is given by
(ρ, u, v)(t, x) =

(ρl, ul, vl), if
x
t
< λ1(Ul),
(ρ∗, u∗, v∗), if λ1(Ul) ≤ xt < λ2(U∗),
(ρ∗∗, u∗∗, v∗∗), if λ2(U∗∗) ≤ xt < λ3(Ur),
(ρr, ur, vr), if
x
t
≥ λ3(Ur).
(2-27)
Additionally, as usual, since the system is linearly degenerate, λ1(Ul) = λ1(U∗), λ2(U∗) =
λ2(U∗∗) and λ3(U∗∗) = λ3(Ur).
Lemma 2.1.1. Given left and right constant states (ρl, ul, vl) and (ρr, ur, vr), respectively,
such that they satisfy condition H1. Then,
ul − s
ρl
< ur +
s
ρr
. (2-28)
Proof. It is a consequence of Lemma 1.2.1.
In this way, the solution (ρ, u, v)(t, x) given by (2-27) is admissible in the sense of the Lax
shock condition (Definition 1.1.4), i.e.,
λ1(ρl, ul, vl) = λ1(ρ∗, u∗, v∗),
λ2(ρ∗, u∗, v∗) = λ2(ρ∗∗, u∗∗, v∗∗),
λ3(ρ∗∗, u∗∗, v∗∗) = λ3(ρr, ur, vr),
λ1(ρ∗, u∗, v∗) < σ˜ = u∗ = u∗∗ < λ3(ρ∗∗, u∗∗, v∗∗).
Now, the inequality (1-23) is an extension of (2-28), and we can see the expression (1-23)
as an admissibility criterion of solutions for the Cauchy problem associated to the Suliciu
relaxation system which will be studied in the next chapter.
Lemma 2.1.2. Given left and right constant states (ρl, ul, vl) and (ρr, ur, vr), respectively,
such that they satisfy conditions H1 and H2. Then, the following relation is satisfied
|R2(ρr, ur, vr)− R2(ρl, ul, vl)| < 1
s
(λ3(ρr, ur, vr)− λ1(ρl, ul, vl)). (2-29)
Proof. This result is a consequence of the positiveness of ρ∗ and ρ∗∗, and the equalities (2-23)
and (2-24).
Remark 1. Observe that if λ1(Ul) = λ3(Ur), then
s =
ml
ρl
− mr
ρr
1
ρr
+ 1
ρl
, (2-30)
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If we assume that ρr = ρl and nr = nl, then, (2-30) reduces to s =
ml−mr
2
. In this case
the Riemann problem does not have a solution since the lines R1(σ)(Ul) and R3(σ)(U∗∗) are
parallel.
The results of this section can be summarized in the following Theorem.
Theorem 2.1.1. Given left and right constant states (ρl, ul, vl) and (ρr, ur, vr), respectively,
such that they satisfy conditions H1 and H2. Then, there is a unique global solution to the
Riemann problem (1)–(2-1). Moreover, this solution is given by
(ρ, u, v)(t, x) =

(ρl, ul, vl), if x < λ1(ρl, ul, vl)t,
(ρ∗, u∗, v∗), if λ1(ρl, ul, vl)t < x < λ2(ρ∗∗, u∗∗, v∗∗)t,
(ρ∗∗, u∗∗, v∗∗), if λ2(ρ∗∗, u∗∗, v∗∗)t < x < λ3(ρr, ur, vr)t,
(ρr, ur, vr), if x > λ3(ρr, ur, vr)t,
(2-31)
where
1
ρ∗
=
1
2s
(ur − ul)− 1
2
(vr − vl) + 1
ρl
, (2-32)
1
ρ∗∗
=
1
2s
(ur − ul) + 1
2
(vr − vl) + 1
ρr
, (2-33)
u∗ =
1
2
{(ul + svl) + (ur − svr)} = u∗∗ and (2-34)
v∗ =
1
2s
{(ul + svl)− (ur − svr)} = v∗∗. (2-35)
2.2. Numerical test
In this section, we show numerical result using the Lax-Friedrichs method to verify as is the
form of the exact solution and obtain numerical evidence of the solution for the Riemann
problem of the Suliciu relaxation system. The Lax-Friedrichs method is based on subdividing
the spatial domain into intervals and keeping track of an approximation to the integral of
(ρ, u, v) over each of these volumes [57].
Consider the Riemann problem for the Suliciu relaxation system (2-2)–(2-3). We denote the
jth interval by γj = (xj−1/2, xj+1/2), V = (ρ,m, n) and F (V ) = (m,m2/ρ+s2v,mn/ρ+m/ρ).
Let Vkj the average value over the jth interval at time tk,
Vkj ≈
1
∆x
∫ xj+1/2
xj−1/2
V (x, tk) dx, (2-36)
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0 = t1
t2
t3
...
...
T = tM
x1 x2 xj−1 xj xj+1 xN
tk
Figure 2-1: Discrete mesh points for the computational domain.
where ∆x = xj+1/2 − xj−1/2 is the length of the interval γj.
Moreover, the approximation F kj−1/2 to the average flux along x = xj−1/2 is given by
F kj−1/2 ≈
1
∆t
∫ tk+1
tk
F (V (xj−1/2, t)) dt, (2-37)
where ∆t = tk − tk−1 is the length of time step.
The integral form of the conservation law (2-2) gives
d
dt
∫ xj+1/2
xj−1/2
V (x, t) dx = F (V (xj−1/2, t))− F (V (xj+1/2, t)), (2-38)
or ∫ xj+1/2
xj−1/2
V (x,tk+1) dx−
∫ xj+1/2
xj−1/2
V (x, tk) dx =∫ tk+1
tk
F (V (xj−1/2, t)) dt−
∫ tk+1
tk
F (V (xj+1/2, t)) dt.
(2-39)
Thus, we can approximate the exact solution of the Riemann problem of the Suliciu relaxa-
tion system by
Vk+1j = Vkj −
∆t
∆x
(F kj+1/2 − F kj−1/2). (2-40)
When the numerical flux F kj−1/2, is given by
1
2
[F (Vkj−1) + F (Vkj )]−
∆x
2∆t
(F (Vkj )− F (Vkj−1)) (2-41)
the approximation (2-40) is reduced to
Vk+1j =
1
2
(Vkj+1 + F (Vkj−1))−
∆t
2∆x
[F (Vkj+1)− F (Vkj−1)], (LxF)
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which is called the Lax-Friedrichs method.
The Lax-Friedrichs method (LxF) can convergent to the solution if the following condition
∆t
∆x
ma´x |dF | < 1 (CFL)
is satisfied and where dF denote the Jacobian matrix of the flux F . This condition is called
the CFL condition [28, 57, 69].
In the numerical test, with s = 1, we consider the initial data given by
(ρ0, u0, v0)(x) =
{
(2, 5
2
, 4), if x < 0,
(1
2
, 1, 3), if x > 0,
(2-42)
and the spatial discretization parameter for N = 5800 points and a constant CFL =
0,33333495. The numerical results at final time t = 0,2 are presented in Figures 2-2, 2-
3 and 2-4, respectively. The exact solution at time t is
(ρ, u, v)(t, x) =

(2, 5
2
, 4), if x < 2t,
(4, 9
4
, 17
4
), if 2t < x < 9
4
t,
(4
3
, 9
4
, 17
4
), if 9
4
t < x < 3t,
(1
2
, 1, 3), if x > 3t.
(2-43)
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Figure 2-2: Numerical solution of ρ. (a) The initial data ρ0(x) = ρ(0, x). (b) Numerical
solution of ρ at time t = 0,2.
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Figure 2-3: Numerical solution of u. (a) The initial data u0(x) = u(0, x). (b) Numerical
solution of u at time t = 0,2.
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Figure 2-4: Numerical solution of v. (a) The initial data v0(x) = v(0, x). (b) Numerical
solution of v at time t = 0,2.
2.3. Observations for the vacuum state
A problem of great interest is the study of the Riemann problem with vacuum regions. In
that sense, we want to highlight the works of Liu and Smoller [65] for the isentropic gas
dynamics, and Young [94] for the p−system.
In [65] the authors consider the Riemann problem of the isentropic gas dynamics system
(1-7) with initial data given by
(ρ0, u0)(x) =
{
(ρl, ul), if x < 0,
(0, ur), if x > 0,
(2-44)
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and satisfying the following condition∫ ρ0
0
1
ξ
√
P ′(ξ)dξ <∞, (2-45)
for any ρ0 > 0.
The eigenvalues associated to the system (1-7) are given by,
µ1 = u−
√
P ′(ρ) and µ2 = u+
√
P ′(ρ)
with corresponding right eigenvectors
(1, u−
√
P ′(ρ)) and (1, u+
√
P ′(ρ)). (2-46)
Given a fixed state (ρa, ua), the rarefaction wave curves are given by
R1 = {(ρ, u) : u = ua −
∫ ρ
ρa
1
ξ
√
P ′(ξ)dξ, ρa ≥ ρ ≥ 0} (2-47)
and
R2 = {(ρ, u) : u = ua +
∫ ρ
ρa
1
ξ
√
P ′(ξ) dξ, ρ ≥ ρa ≥ 0} (2-48)
while the shock waves by
S1 = {(ρ, u) : u = ua −
√
(ρ− ρa)(P (ρ)− P (ρa))
ρρa
, ρ ≥ ρa > 0} (2-49)
and
S2 = {(ρ, u) : u = ua −
√
(ρ− ρa)(P (ρ)− P (ρa))
ρρa
, ρa ≥ ρ > 0}. (2-50)
ρ
u
(ρa, ua)ua
ρa
R1
R2
S1
S2
Figure 2-5: Rarefaction and shock waves for the isentropic gas dynamics system.
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Observe that the condition (2-45) ensures that the rarefaction wave curves meet the line
ρ = 0. Thereby, the vacuum can be connected to a rarefaction wave of either family, provided
that (2-45) holds.
Moreover, the vacuum cannot be adjacent to a shock wave. By the Rankine-Hugoniot con-
ditions for (1-7), {
σ∗(ρa − ρ) = ρaua − ρu,
σ∗(ρaua − ρu) = ρau2a − ρu2 + P (ρa)− P (ρ),
where σ∗ is the shock speed. Assume that ρa 6= 0 and ρ = 0, then, if |u| <∞, the Rankine-
Hugoniot conditions become {
σ∗ρa = ρaua,
σ∗(ρaua) = ρau2a + P (ρa),
and since ρa 6= 0, P (ρa) = 0 or that ρa = 0 by (1-7). So, |u| = ∞, i.e., the shock curve can
never meet the line ρ = 0.
Liu and Smoller, to solve the problem (1-7)–(2-44), construct the R1 curve through (ρl, ul)
and denote by (0, u) the point where this curve meets ρ = 0. Now, they consider the Riemann
problem for the isentropic gas dynamics (1-7) with initial data{
(ρl, ul), if x < 0,
(ε, uε), if x > 0.
(2-51)
where ε > 0 near to zero, uε near to ur and they analyzed the following cases:
Case 1 (u > ur): In this case the problem is solved by an R1 rarefaction wave followed by an
S2 shock. In this case, they have (ε, uε)→ (0, ur) and (ρ∗, u∗)→ (0, u).
ρ
u
(ρl, ul)
(ρ∗, u∗)
(ε, uε)
(0, u)
(0, ur) R1
S2
Figure 2-6: Rarefaction R1 and shock S2.
Case 2 (u ≤ ur): In the region u ≤ x/t ≤ ur, they define u(t, x) = x/t. In this case, the solution
consists of an R1 rarefaction wave connecting the state ρl, ul to the state (0, u).
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ρ
u
(ρl, ul)
(ρ∗, u∗)
(ε, uε)(0, ur)
(0, u)
R1
R2
Figure 2-7: Rarefaction R1 and rarefaction R2.
Unfortunately, for the Suliciu relaxation system, we do not have a condition to ensure that
contact discontinuity J1 or J3 meets the plane ρ = 0, since the contact discontinuity J1 and
J3 are asymptotic to the vacuum region.
Thereby, the analysis due to Liu and Smoller is not easy to use in the Suliciu relaxation
system. To see this, we consider the following initial data
(ρε0, u
ε
0, v
ε
0)(x) =
{
(ε, ul, vl), if x < 0,
(ρr, ur, vr), if x > 0.
(2-52)
For every ε > 0, the solution is
(ρε, uε, vε)(t, x) =

(ε, ul, vl), if x < (ul − s/ε)t,
( ε
1+ε(vl−v∗) , u∗, v∗), if (ul − s/ε)t < x < u∗,
( ρr
1+ρr(vr−v∗) , u∗, v∗), if u∗t < x < (ur + s/ρr)t,
(ρr, ur, vr), if x > 0,
(2-53)
with u∗ = 12{(ul + svl) + (ur − svr)} = u∗∗ and v∗ = 12s{(ul + svl)− (ur − svr)} = v∗∗. Now,
observe that when ε → 0, the solutions (ρε, uε, vε)(t, x) does not converge to a solution of
the Riemann problem associated to the system (1) with initial data{
(0, ul, vl), if x < 0,
(ρr, ur, vr), if x > 0.
(2-54)
According to the above analysis, the problem of Riemann for Suliciu relaxation system which
includes vacuum states can not be resolved. In [5], the author studies the Suliciu relaxation
system adapted to vacuum. Bouchut consider the case when s is nonconstant in (1) and
choose to solve
st + usx = 0.
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In this case the Suliciu relaxation adapted to vacuum consists of studying the following
system 
ρt + (ρu)x = 0,
(ρu)t + (ρu
2 + π)x = 0,
(ρ π
s2
)t + (ρu
π
s2
+ u)x = 0,
(ρs)t + (ρsu)x = 0,
(2-55)
with initial data
(ρ0, u0, v0, s0)(x) =
{
(ρl, ul, vl, sl), if x < 0,
(ρr, ur, vr, sr), if x > 0,
(2-56)
and sl 6= sr. For the study of vacuum states, the initial data must satisfy special conditions
such as sl
ρl
= sr
ρr
= a > 0. In general, the Riemann problem (2-55)–(2-56) with vacuum states
does not always have solution.
3 A Cauchy problem for the Suliciu
relaxation system
In this chapter we obtain explicit solutions for the Cauchy problem associated to Suliciu
relation system with initial data (1-20) subject to the conditions H1 and H2. For this purpose,
we used the results given by Wagner [91], E and Kohn [34], Li, Peng and Ruiz [59] and Peng
[72]. In this section we obtain results of uniqueness in L∞ for problem (1)–(1-20).
3.1. Uniqueness and explicit solutions
The following theorem is proved using the idea due to E and Kohn [34, Lemma 1].
Theorem 3.1.1. Let (ρ1, u1, v1), (ρ2, u2, v2) ∈ L∞(R+×R) be two weak solutions of Suliciu
relaxation system(1). Let ρ0(x), u0(x), v0(x) ∈ L∞(R) be such that ρ0(x) ≥ ρ > 0, and the
conditions H1 and H2 are satisfied. Suppose that for any C1 function φ(x) with compact
support,
l´ım
t→0+
∫
R
ρi(t, x)φ(x) dx =
∫
R
ρ0(x)φ(x) dx,
l´ım
t→0+
∫
R
ρi(t, x)ui(t, x)φ(x) dx =
∫
R
ρ0(x)u0(x)φ(x) dx,
l´ım
t→0+
∫
R
ρi(t, x)vi(t, x)φ(x) dx =
∫
R
ρ0(x)v0(x)φ(x) dx, for i = 1, 2.
Then ρ1 = ρ2, u1 = u2 and v1 = v2 almost everywhere.
Proof. Consider y1(t, x) a solution of
∂y1
∂x
= ρ1(t, x),
∂y1
∂t
= −ρ1(t, x)u1(t, x). (3-1)
A solution for (3-1) exists because the consistency condition is the first equation of (1). Let
y1(0, x) =
∫ x
0
ρ0(ξ) dξ, (3-2)
then y1 is unique and by the conditions H1 and H2, the map (t, x) → (t, y1(t, x)) is a
bi-Lipschitz homeomorphism of R+ × R onto itself. Observe that
ω1(t, y1) =
1
ρ1(t, x)
, ν1(t, y1) = u1(t, x), κ
1(t, y1) = v1(t, x),
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is a weak solution of 
ω1t + κ
1
t = 0,
ν1t + s
2κ1y1 = 0,
κ1t + ν
1
y1 = 0.
(3-3)
Let ψ(y) be a continuous function with compact support. Then∫
ψ(y)ω1(t, y) dy =
∫
ψ(y1(t, x))ω
1(t, y1(t, x))
∂y1
∂x
dx
=
∫
ψ(y1(t, x)) dx,
thereby
l´ım
t→0+
∫
ψ(y)ω1(t, y) dy =
∫
ψ(y1(0, x)) dx.
Similarly,
l´ım
t→0+
∫
ψ(y)ν1(t, y) dy =
∫
ψ(y1(0, x))ρ0(x)u0(x) dx,
l´ım
t→0+
∫
ψ(y)κ1(t, y) dy =
∫
ψ(y1(0, x))ρ0(x)v0(x) dx.
Now, we can do a transformation for (ρ2, u2, v2). If y2(t, x) solve
∂y2
∂x
= ρ2(t, x),
∂y2
∂t
= −ρ2(t, x)u2(t, x), y2(0, x) =
∫ x
0
ρ0(ξ) dξ,
and choosing
ω2(t, y2) =
1
ρ2(t, x)
, ν2(t, y2) = u2(t, x), κ
2(t, y2) = v2(t, x).
Also (ω2, ν2, κ2) is a weak solution of
ω2t + κ
2
t = 0,
ν2t + s
2κ2y2 = 0,
κ2t + ν
2
y2
= 0,
(3-4)
with
l´ım
t→0+
∫
ψ(y)ω2(t, y) dy =
∫
ψ(y2(0, x)) dx,
l´ım
t→0+
∫
ψ(y)ν2(t, y) dy =
∫
ψ(y2(0, x))ρ0(x)u0(x) dx,
l´ım
t→0+
∫
ψ(y)κ2(t, y) dy =
∫
ψ(y2(0, x))ρ0(x)v0(x) dx.
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Since (ρ1, u1, v1) and (ρ2, u2, v2) have the same initial data, y1(0, x) = y2(0, x) and from
the dummy variables y1 and y2, (ω
1, ν1, κ1) and (ω2, ν2, κ2) solve the same linear hyperbolic
equation with the same initial condition. Therefore ω1(t, y) = ω2(t, y), ν1(t, y) = ν2(t, y) and
κ1(t, y) = κ2(t, y) for all (t, y) ∈ R+ × R.
To conclude that ρ1 = ρ2, u1 = u2 and v1 = v2 we must show that y1(t, x) = y2(t, x).
The Jacobian of the map (t, y1)→ (t, x) is the inverse of that of the map (t, x)→ (t, y1), so
∂x
∂y1
= ω1(t, y1),
∂x
∂t
= ν1(t, y1), x(0, y1) = [y1(0, x)]
−1 ,
A similar relation holds for y2. Since ω
1 = ω2, ν1 = ν2 and κ1 = κ2, we see that x(t, y1) =
x(t, y2), and it follows that yl = y2.
Remark 2. We note that (3-1) and (3-2) is equivalent to the Euler-Lagrange (E-L) transfor-
mation used by Peng in [72] to find explicit solutions for Rich type n-dimensional systems.
The Euler-Lagrange (E-L) transformation (t, x)→ (t, y) = (t, Y (t, x)) defined by
dy = ρ dx− ρu dt and Y (0, x) = Y0(x) def=
∫ x
0
ρ0(ξ) dξ.
In Lagrangian coordinates, the system (1) becomes
ωt − νy = 0,
νt + s
2κy = 0,
κt + νy = 0,
(3-5)
where ω denotes the quantity 1
ρ
in Lagrangian coordinates, that is, ω(t, y) = 1
ρ(t,x)
, and we
also have ν(t, y) = u(t, x) and κ(t, y) = v(t, x).
The eigenvalues associated to (3-5) are given by
λ˜1 = −s, λ˜2 = 0, λ˜3 = s, (3-6)
and the the corresponding Riemann invariants are given by
R1 = s
2κ− sν, R2 = ν + ω, and R3 = s2κ− sν. (3-7)
In Lagrangian coordinates the entropy condition (1-26) transforms into
η˜t(ω, ν, κ) + q˜x(ω, ν, κ) = 0, (3-8)
for each η˜ with
η˜(ω, ν, κ) = F (ν + sκ) +G(ν − sκ) +H(ω + κ),
q˜(ω, ν, κ) = sF (ν + sκ)− sG(ν − sκ),
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where F,G,H are (arbitrary) convex functions.
The initial conditions (1-20) becomes{
(ω(0, y), ν(0, y), κ(0, y)) = (ω0(y), ν0(y), κ0(y)), y ∈ R,
ω0(y) ≥ ω > 0.
(3-9)
Due to the fact that system (3-5) is linear, the explicit solution of the corresponding Cauchy
problem (3-5)–(3-9) is
ω(t, y) = ω0(y) + κ0(y)− κ(t, y),
ν(t, y) =
1
2
(ν0(y + st) + ν0(y − st))− s
2
(κ0(y + st)− κ0(y − st)),
κ(t, y) =
1
2
(κ0(y + st) + κ0(y − st))− 1
2s
(ν0(y + st)− ν0(y − st)).
(3-10)
Moreover, by condition H1 we obtain that
c1 ≤ ν(t, y)− sκ(t, y) ≤ c2, c3 ≤ ν(t, y) + sκ(t, y) ≤ c4,
ω(t, y) + κ(t, y) > c5,
and since ρ0(x) ≥ ρ = const. > 0 by (1-20), we have that ω(t, y) ≥ ω > 0, ensuring that
the function y 7→ X(t, y) is invertible and bi-Lipschitzian from R to R for all t ≥ 0, and by
[91, 72], we also have uniqueness of the entropy solution of (1)–(1-20) if and only if we have
uniqueness of the entropy solution of (3-5)–(3-9).
Therefore, we consider X0 = Y
−1
0 . Then, the unique function x = X(t, y) that satisfies
X(0, y) = X0(y) is given by
X(t, y) =
1
2s
∫ y+st
y−st
u0(X0(ξ)) dξ +
∫ y
0
(
v0(X0(ξ)) +
1
ρ0(X0(ξ))
)
dξ−
− 1
2
∫ y+st
0
v0(X0(ξ)) dξ − 1
2
∫ y−st
0
v0(X0(ξ)) dξ.
(3-11)
From the above, we obtain the following Theorem.
Theorem 3.1.2. Assume that ρ0, u0, v0 ∈ L∞(R) with ρ0(x) ≥ ρ > 0 a.e., the conditions H1
and H2 hold. Then, the Cauchy problem (1)–(1-20) has an unique global entropy admissible
solution (ρ, u, v) ∈ L∞(R+ × R) that satisfy the entropy condition (1-26) for all pair (η, q)
defined in (1-24)–(1-25). Moreover, this solution is given by
ρ(t, x) =
ρ0(X0(Y (t, x)))
1 + ρ0(X0(Y (t, x))) [v0(X0(Y (t, x)))− v(t, x)] ,
u(t, x) =Γ+u0(t, x)− sΓ−v0(t, x) and
v(t, x) =Γ+v0(t, x)−
1
s
Γ−u0(t, x),
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where
Γ±g0(t, x) =
1
2
[g0(X0(Y (t, x) + st))± g0(X0(Y (t, x)− st))] .
Now we apply our result to a particular example, which behaves as the advection equation.
Example 2. We consider the initial data u0(x) = u and v0(x) = v as being constant
functions, and ρ0(x) > 0 a.e. as a bounded function.
By the E-L transformation,
Y0(x) =
∫ x
0
ρ0(ξ) dξ and consider X0 = Y
−1
0 .
Then
X(t, y) = X0(y) + ut and Y (t, x) = Y0(x− ut).
In this way the solution of the Cauchy problem is given by
ρ(t, x) = ρ0(x− ut), u(t, x) = u, v(t, x) = v.
Remark 3. The condition ρ0(x) > 0 a.e. is of great importance for the result of uniqueness.
For example, consider ρ(t, x) ≡ 0, then ρ(0, x) = ρ0(x) = 0. In this case, u(t, x) = φ(t)
and v(t, x) = ϕ(t) and the Cauchy problem associated to the system (1) with initial data
u0(x) = φ(0), v0(x) = ϕ(0) does not have a unique solution.
Example 3 (Non uniqueness of solutions). In this example, we consider the Cauchy problem
associated to the system (1) with s = 1 and initial data
ρ0(x) =

0, if x < −1,
1, if − 1 < x < 1,
0, if x > 1,
u0(x) = 1,
v0(x) = 2.
(3-12)
The solution of the problem is given by
ρ1(t, x) = ρ0(x− t), u1(t, x) = 1, v1(t, x) = 2. (3-13)
Another solution is expressed by
ρ2(t, x) =

0, if x < t− 1,
1, if t− 1 < x < t + 1,
1
2
, if t+ 1 < x < 2t+ 1,
0, if x > 2t + 1,
u2(t, x) = 1,
v2(t, x) = 2.
(3-14)
Furthermore, the solutions (3-13) and (3-14) are entropy admissibles.
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Remark 4. Consider the Riemann problem for the Suliciu relaxation system in Lagrangian
coordinates (3-5) with initial data
(ω, ν, κ)(0, y) =
{
(ωl, νl, κl), if y < 0,
(ωr, νr, κr), if y > 0,
(3-15)
where (ω, ν, κ)(0, y) satisfies the following conditions:
H1’) The functions ω(0, y), ν(0, y) and κ(0, y) satisfy
c1 ≤ ν(0, y)− sκ(0, y) ≤ c2, c3 ≤ ν(0, y) + sκ(0, y) ≤ c4,
and κ(0, y) + ω(0, y) > c5
(3-16)
where ci , i = 1, . . . , 5, are suitable constants satisfying
c5 − c4 − c1
2s
> 0.
H2’) The total variations of ν(0, y)− sκ(0, y) and ν(0, y) + sκ(0, y) are bounded.
In this case, the solution is given by
(ω, ν, κ)(t, y) =

(ωl, νl, κl), if y < −st,
(ω∗, ν∗, κ∗), if − st < y < 0,
(ω∗∗, ν∗∗, κ∗∗), if 0 < y < st,
(ωr, νr, κr), if y > st,
(3-17)
with
ω∗ =
1
2s
(νr − νl)− 1
2
(κr − κl) + ωl,
ω∗∗ =
1
2s
(νr − νl) + 1
2
(κr − κl) + ωr,
ν∗ =
1
2
{(νl + sκl) + (νr − sκr)} = ν∗∗ and
κ∗ =
1
2s
{(νl + sκl)− (νr − sκr)} = κ∗∗.
Now, for the interaction elementary waves we consider the Suliciu relaxation system in
Lagrangian coordinates (3-5) with initial data
(ω, ν, κ)(0, y) =

(ωl, νl, κl), if y < a,
(ωm, νm, κm), if a < y < b,
(ωr, νr, κr), if y > b,
(3-18)
with a < b and (ω, ν, κ)(0, y) satisfying the conditions H1’ and H2’.
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a+b
2
t1
t2
t3
t4
[l] [r][m]
⊕1
⊞1 ⊗1
⊠1
⊕2 ⊠2
⊕3
⊞3 ⊗3
⊠3
⊕4 ⊠4
⊕5
⊞5 ⊗5
⊠5
y
t
←−y 1
a
−→y 2←−y 2
b
−→y 1
←−y 3 −→y 3
←−y 4 −→y 4
←−y 5 −→y 5
Figure 3-1: Interaction of elementary waves for the Suliciu relaxation system in Lagrangian
coordinates.
In the Figure 3-1, the intermediate states are denoted by ⊕k, ⊞k, ⊗k and ⊠k. Here, the
subscripts represent the k−interaction, ⊕ or ⊗ the first intermediate state while ⊞ or ⊠ for
the second intermediate state in each Riemann problem. For example, for 0 < t < t1 the
1−interaction of elementary waves is given by

(ωl, νl, κl) = [l], if y <
←−y1(t),
(ω∗, ν∗, κ∗) = ⊕1, if ←−y1(t) < y < a,
(ω∗∗, ν∗∗, κ∗∗) = ⊞1, if a < y <
−→y2(t),
(ωm, νm, κm) = [m], if y >
−→y2(t),
(3-19)
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and 
(ωm, νm, κm) = [m], if y <
←−y2(t),
(ω˜∗, ν˜∗, κ˜∗) = ⊗1, if ←−y2(t) < y < b,
(ω˜∗∗, ν∗∗, κ˜∗∗) = ⊠1, if b < y <
−→y1(t),
(ωr, νr, κr) = [r], if y >
−→y1(t),
(3-20)
where ←−y1(t) = −st + a, ←−y2(t) = −st + b, −→y1(t) = st + b and −→y2(t) = st + a. Moreover, for
k = 1, 2, . . . ,
tk = k
(
b− a
2s
)
,
←−yk(t) = −st + (2− k)a+ (k − 1)b and
−→yk(t) = st+ (k − 1)a+ (2− k)b.
(3-21)
Let (t, y) be a point in R+ × R. Consider the Riemann problem for the Suliciu relaxation
system (3-5) with initial data
(ω, ν, κ)(t, y) =
{
V− = (ω−, ν−, κ−), if y < y,
V+ = (ω+, ν+, κ+), if y > y.
(3-22)
For t > t, the solution for the Riemann problem (3-5)–(3-22) is given by
(ω, ν, κ)(t, y) =

V− = (ω−, ν−, κ−), if y < −s(t− t) + y,
V∗ = (ω∗, ν∗, κ∗), if − s(t− t) + y < y < y,
V∗∗ = (ω∗∗, ν∗∗, κ∗∗), if y < y < s(t− t) + y,
V+ = (ω+, ν+, κ+), if y > s(t− t) + y.
(3-23)
To solve the Riemann problem (3-5)–(3-18), we consider two problems. In the first problem,
we choose V− = (ωl, νl, κl), V+ = (ωm, νm, κm) and using (3-23) is obtained the first solution.
In the second, we choose V− = (ωm, νm, κm), V+ = (ωr, νr, κr) and once again by (3-23)
is obtained the other solution. Observe that the states of the first Riemann problem are
separated by the lines ←−y1 = −st + a, y = a and −→y2 = st + a, while the states of second
problem by←−y2 = −st+b, y = b and −→y1 = st+b. But the lines −→y2 and←−y2 intersect at t1 = b−a2s
and y1 =
a+b
2
.
Appears here a new Riemann problem with a second intermediate state of first Riemann
problem and a first intermediate state of the second Riemann problem. Now, we choose
V− = ⊞1, V+ = ⊗1 and once again by (3-23) is obtained the solution for t > t1.
In general, for ti = i
(
b−a
2s
)
, i = 1, 2, . . . , we have the following situations:
1. The Riemann problem with initial data V− = ⊞2i−1 and V+ = ⊗2i−1, i = 1, 2, . . . .
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In this case, for t2i−1 < t < t2i the solution is given by
(ω, ν, κ)(t, y) =

⊞2i−1, if y < −s(t− t2i−1) + a+b2 ,
⊕2i, if − s(t− t2i−1) + a+b2 < y < a+b2 ,
⊠2i, if
a+b
2
< y < s(t− t2i−1) + a+b2 ,
⊗2i−1, if y > s(t− t2i−1) + a+b2 ,
(3-24)
2. a) The Riemann problem with initial data V− = ⊕2i−1 and V+ = ⊕2i, i = 1, 2, . . . .
For t2i < t < t2i+1 the solution is given by
(ω, ν, κ)(t, y) =

⊕2i−1, if y < −s(t− t2i) + a,
⊕2i+1, if − s(t− t2i) + a < y < a,
⊞2i+1, if a < y < s(t− t2i) + a,
⊕2i, if y > s(t− t2i) + a,
(3-25)
b) The Riemann problem with initial data V− = ⊠2i and V+ = ⊠2i−1, i = 1, 2, . . . .
For t2i < t < t2i+1 the solution is given by
(ω, ν, κ)(t, y) =

⊠2i, if y < −s(t− t2i) + b,
⊗2i+1, if − s(t− t2i) + b < y < b,
⊠2i+1, if b < y < s(t− t2i) + b,
⊠2i−1, if y > s(t− t2i) + b.
(3-26)
Now, this analysis allows us to formulate the following front tracking scheme for the Suliciu
relaxation system (1) in Eulerian coordinates.
Front Tracking scheme
We now describe the front tracking scheme for Suliciu relaxation system (1) with initial
condition in L1∩L∞ , sufficiently small total variation, and ρ > 0. We denote by U (t, x) the
vector (ρ(t, x), u(t, x), v(t, x)), the notation U0(x) for the initial data (ρ(0, x), u(0, x), v(0, x))
and denote (ρ+, u+, v+) and (ρ−, u−, v−) by U+ and U− , respectively. Let ǫ be a small positive
number. The ǫ−approximate front tracking solution U ǫ(t, x) is constructed following Bressan
[16]:
(1) Approximate the initial data by a step function U ǫ0 (x) so that
Tot.V ar.{U ǫ0 } ≤ Tot.V ar.{U0} ≤ θ0 and ‖U ǫ0 −U0‖L1 < ǫ.
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(2) Let x1 < · · · < xN be the points of discontinuity of U ǫ0 (x). For each j = 1, . . . , N , we
solve the Riemann problem with UL = U (0, xj−), UR = U (0, xj+) and approximate
the solution with piecewise constant function. The approximate solution U ǫ can then
be prolonged until a time t1 . We can repeat the construction as long as the number
of jump discontinuities does not diverge within a finite time.
(3) For a point (t, x) we consider the Riemann problem for (1) with initial data{
U−, if x < x,
U+, if x > x.
(3-27)
Given state W ∈ R3, we consider the curve J(σ)(W ) which is a contact discontinuity.
For Riemann solver, we consider the states W0, W1, W2, W3 and parameter values σ1,
σ2, σ3 such that
W0 = U−, W3 = U+, Wi = Ji(σi)(Wi−1) for i = 1, 2, 3.
Define
xi(t) = λi(Wi−1,Wi)(t− t) + x, i = 1, 2, 3,
where λi(Wi−1,Wi) is the Rankine-Hugoniot speed of a jump connecting Wi−1 with
Wi. We can define an approximate solution to this Riemann problem by
U−, if x < x1(t),
W1, if x1(t) < x < x2(t),
W2, if x2(t) < x < x3(t),
U+, if x > x3(t).
(3-28)
The method is used at time t = 0 and at every interaction between two contact
discontinuities.
Also, we make a comment on the Chaplygin gas system.
Remark 5. Consider the Suliciu relaxation system (1) and initial data (1-20) with
v0(x) = − 1
ρ0(x)
and satisfying the conditions H1 and H2. The Theorem 3.1.2 implies an unique global ad-
missible solution and that
v(t, x) = − 1
ρ(t, x)
. (3-29)
In this sense, the Suliciu relaxation system (1) is reduced to{
ρt + (ρu)x = 0,
(ρu)t + (ρu
2 − s2
ρ
)x = 0,
(3-30)
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which is called the Chaplygin gas system. This system was introduced by Chaplygin [20]
as a suitable mathematical approximation for calculating the lifting force on a wing of an
airplane in aerodynamics. The same model was rediscovered later by Tsien [89] and von
Karman [46]. The negative pressure following from the equation of state could also be used
for the description of certain effects in deformable solids [84]. The Chaplygin gas occurs in
certain theories of cosmology and has been advertised as a possible model for dark energy
[39, 79].
Consider the initial data
(ρ, u)(0, x) = (ρ0, u0)(x), x ∈ R,
ρ0(x) ≥ ρ = const. > 0 a.e.,
(3-31)
satisfying the following conditions
(A) c1 ≤ u0(x) − sρ0 ≤ c2 and c3 ≤ u0(x) + sρ0 ≤ c4 where ci, i ∈ {1, 2, 3, 4}, are suitable
constants satisfying c3−c2
2s
> 0;
(B) The total variations of u0(x)− sρ0 and u0(x) + sρ0 are bounded.
Again by Theorem 3.1.2, we have the following result.
Theorem 3.1.3. Assume that ρ0, u0 ∈ L∞(R) with ρ0 ≥ ρ = const. > 0 a.e. satisfying the
conditions A and B. Then, the Cauchy problem for the Chaplygin gas system (3-30)–(3-31)
has an unique global entropy admissible solution (ρ, u) ∈ L∞(R+ × R).
Moreover, this solution is given by
ρ(t, x) =
s
Γ−u0(t, x) + sΓ
+
1/ρ0
(t, x)
and u(t, x) = Γ+u0(t, x) + sΓ
−
1/ρ0
(t, x)
where Γ±h0(t, x) =
1
2
[h0(X0(Y (t, x) + st))± h0(X0(Y (t, x)− st))],
X−10 (x) =
∫ x
0
ρ0(ξ)dξ
and Y (t, x) is the inverse map of
X(t, y) =
1
2s
∫ y+st
y−st
u0(X0(ξ))dξ +
1
2
∫ y+st
0
dξ
ρ0(X0(ξ))
+
∫ y−st
0
dξ
ρ0(X0(ξ))
.
This theorem also includes the Riemann problem. Consider the Chaplygin gas system (3-30)
with initial data
(ρ0, u0)(x) =
{
(ρl, ul), if x < 0,
(ρr, ur), if x > 0,
(3-32)
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where (ρ0, u0)(x) satisfies the conditions A and B. Then the solution is given by
(ρ0, u0)(x) =

(ρl, ul), if x <
(
ul − sρl
)
t,
(ρ∗, u∗), if
(
ul − sρl
)
t < x <
(
ur +
s
ρr
)
t,
(ρr, ur), if x >
(
ur +
s
ρr
)
t,
(3-33)
with
ρ∗ =
2s
(ur − ul) + s
(
1
ρr
+ 1
ρl
) and
u∗ =
1
2
{(
ul − s
ρl
)
+
(
ur +
s
ρr
)}
.
3.2. Generalized Riemann problem for the Suliciu
relaxation system
The solutions for the Suliciu relaxation system (1)–(1-20), although in the Theorem 3.1.2
we have explicit solutions, generally they are difficult to construct. In this section, we show
explicitly the solution of the generalized Riemann problem to better understand the explicit
solutions. First, we consider the generalized Riemann problem for the Suliciu relaxation sys-
tem in Lagrangian coordinates and we calculate the first-order expansion given by LeFloch
and Raviart [55, 7] to verify our results. After, we show the explicit solution for the generali-
zed Riemann problem in Eulerian coordinates and since the solution has a similar structure
as the classical Riemann problem, we give an example for the interaction of elementary
waves.
3.2.1. Generalized Riemann problem in Lagrangian coordinates
Consider the Suliciu relaxation system in Lagrangian coordinates (3-5) with initial data
(ω, ν, κ)(0, y) =
{
(ωL, νL, κL)(y), if y < 0,
(ωR, νR, κR)(y), if y > 0,
(3-34)
where ωi(y), νi(y), κi(y), for i = L,R, are piecewise smooth functions but discontinuous at
y = 0. Moreover, we consider that the initial data (ω, ν, κ)(0, y) satisfy conditions H1’ and
H2’. Let (ω0i , ν
0
i , κ
0
i ) = (ωi, νi, κi)(0) for i = L,R. Then, by the results of the Chapter 2, the
classical Riemann problem for (3-5) with initial data
(ω, ν, κ)(0, y) =
{
(ω0L, ν
0
L, κ
0
L), if y < 0,
(ω0R, ν
0
R, κ
0
R), if y > 0,
(3-35)
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has an entropy weak solution (ω0, ν0, κ0)(t, y) which is self-similar and consists of four cons-
tant states separated by contact discontinuities,
(ω0, ν0, κ0)(t, y) =

(ω0L, ν
0
L, κ
0
L), if y < −st,
(ω0∗, ν
0
∗ , κ
0
∗), if − st < y < 0,
(ω0∗∗, ν
0
∗∗, κ
0
∗∗), if 0 < y < st,
(ω0R, ν
0
R, κ
0
R), if y > st.
(3-36)
On the other hand, the solution of generalized Riemann problem is
(ω, ν, κ)(t, y) =

(ωL, νL, κL)(t, y), if y < −st,
(ω∗, ν∗, κ∗)(t, y), if − st < y < 0,
(ω∗∗, ν∗∗, κ∗∗)(t, y), if 0 < y < st,
(ωR, νR, κR)(t, y), if y > st,
(3-37)
where for i = L or R,
ωi(t, y) = ωi(y) + κi(y)− κi(t, y),
νi(t, y) = (νi(y + st) + νi(y − st))/2− s(κi(y + st)− κi(y − st))/2,
κi(t, y) = (κi(y + st) + κi(y − st))/2− (νi(y + st)− νi(y − st))/2s,
and
ω∗(t, y) = (νR(t, y)− νL(t, y))/2s− (κR(t, y)− κL(t, y))/2 + ωL(t, y),
ω∗∗(t, y) = (νR(t, y)− νL(t, y))/2s+ (κR(t, y)− κL(t, y))/2 + ωR(t, y),
ν∗(t, y) = (νR(t, y) + νL(t, y))/2− s(κR(t, y)− κL(t, y))/2 = ν∗∗(t, y),
κ∗(t, y) = (κR(t, y) + κL(t, y))/2− (νR(t, y)− νL(t, y))/2s = κ∗∗(t, y).
Asymptotic expansion of LeFloch-Raviart
For smooth solutions of the generalized Riemann problem, we consider the Taylor expansions
ωi(y) = ω
0
i +
∑∞
j=1 ω
j
i y
j, νi(y) = ν
0
i +
∑∞
j=1 ν
j
i y
j and κi(y) = κ
0
i +
∑∞
j=1 κ
j
iy
j, i = L or R.
Then, by the asymptotic expansion of LeFloch-Raviart, for the first-order, we obtain that
ωi(t, y) ≈ ω0i + (yω1i + tν1i ),
νi(t, y) ≈ ν0i + (yν1i − s2tκ1i ),
κi(t, y) ≈ κ0i + (yκ1i − tν1i ), for i = L or R,
(3-38)
ω∗(t, y) ≈ ω0∗ + y(ω1L + κ1L)− Φ−(t, y)/s, (3-39)
ω∗∗(t, y) ≈ ω0∗∗ + y(ω1R + κ1R)− Φ−(t, y)/s, (3-40)
ν∗(t, y) = ν∗∗(t, y) ≈ ν0∗ + Φ+(t, y), (3-41)
κ∗(t, y) = κ∗∗(t, y) ≈ κ0∗ + Φ−(t, y)/s, (3-42)
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where
Φ±(t, y) =
[
(y − st)(ν1L + sκ1L)± (y + st)(ν1R − sκ1R)
]
/2.
Note that for smooth solutions, the first-order of exact solution evaluated in y = 0, (ω, ν, κ)(t, 0),
coincides with the expansion of Lefloch-Raviart.
Example 4. For s > 1, consider the generalized Riemann problem for (3-5) with initial data
(ω, ν, κ)(0, y) :=
{
(2, 0, 1), if y < 0,
(1, cos(y), sin(y)), if y > 0,
(3-43)
By LeFloch-Raviart expansion, for first order we obtain
ωR(t, y) ≡ 1,
ωL(t, y) ≡ 2,
νR(t, y) ≈ 1− s2t,
νL(t, y) ≡ 0,
κR(t, y) ≈ y,
κL(t, y) ≡ 1,
(3-44)
ω∗(t, y) ≈ (5s+ 1)/2s− (y + st)/2,
ω∗∗(t, y) ≈ (s+ 1)/2 + (y − st)/2,
ν∗(t, y) = ν∗∗(t, y) ≈ (s+ 1)/2− s(y + st)/2,
κ∗(t, y) = κ∗∗(t, y) ≈ (s− 1) + s(y + st)
2s
.
(3-45)
The exact solution of generalized Riemann problem satisfies
ωL(t, 0) ≡ 2, νL(t, 0) ≡ 0, κL(t, 0) ≡ 1, ωR(t, 0) ≡ 1, κR(t, 0) ≡ 0,
νR(t, 0) = cos(st)− s sin(st) = 1− s2t+O((st)2),
ω∗(t, 0) =
5s+ 1
2s
− s
2
t +O(st2), ω∗∗(t, 0) = s+ 1
2
− s
2
t +O(st2),
ν∗(t, 0) =
s+ 1
2
− s
2
2
t +O((st)2), κ∗(t, 0) = s− 1
2s
+
s
2
t +O(st2).
(3-46)
3.2.2. Generalized Riemann problem in Eulerian coordinates
Now, we consider the Suliciu relaxation system in Eulerian coordinates (1) with initial data
(ρ, u, v)(0, x) =
{
(ρl, ul, vl)(x), if x < 0,
(ρr, ur, vr)(x), if x > 0,
(3-47)
with ρi(x), ui(x), vi(x), for i = l, r, are piecewise smooth functions but discontinuities at
x = 0. We suppose that initial data (3-47) satisfies the conditions H1 and H2.
The solution of generalized Riemann problem is of the form
(ρ, u, v)(t, x) =

(ρl, ul, vl)(t, x), if x < x1(t),
(ρ∗, u∗, v∗)(t, x), if x1(t) < x < x2(t),
(ρ∗∗, u∗∗, v∗∗)(t, x), if x2(t) < x < x3(t),
(ρr, ur, vr)(t, x), if x > x3(t).
(3-48)
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where each component is given by
ρi(t, x) =
1
1
ρi(X0(Y (t,x)))
+ vi(X0(Y (t, x)))− vl(t, x)
,
ui(t, x) = Γ
+
ui
(t, x)− sΓ−vi(t, x),
vi(t, x) = Γ
+
vi
(t, x)− 1
s
Γ−ui(t, x),
(3-49)
X0, Y0, Xand Y defined in the equation (3-11), and the intermediate states are
1
ρ∗(t, x)
=
1
ρl(t, x)
+
ur(t, x)− ul(t, x)
2s
− vr(t, x)− vl(t, x)
2
,
1
ρ∗∗(t, x)
=
1
ρr(t, x)
+
ur(t, x)− ul(t, x)
2s
+
vr(t, x)− vl(t, x)
2
,
u∗(t, x) =
ur(t, x) + ul(t, x)
2
− svr(t, x)− vl(t, x)
2
=
1
2
[(ur(t, x)− svr(t, x)) + (ul(t, x) + svl(t, x))] = u∗∗(t, x),
v∗(t, x) =
vr(t, x) + vl(t, x)
2
− ur(t, x)− ul(t, x)
2s
= v∗∗(t, x).
(3-50)
Moreover, the k-th contact discontinuity x = xk(t), k = 1, 2, 3, satisfies
dx1(t)
dt
= ul(t, x1(t))− sρl(t,x1(t)) = u∗(t, x1(t))−
s
ρ∗(t,x1(t))
,
x1(0) = 0,
x′1(0) = ul(0, 0)− sρl(0,0) ,
(3-51)

dx2(t)
dt
= u∗(t, x2(t)) = u∗∗(t, x2(t)),
x2(0) = 0,
x′2(0) = u∗(0, 0),
(3-52)

dx3(t)
dt
= ur(t, x3(t)) +
s
ρr(t,x3(t))
= u∗∗(t, x3(t)) + sρ∗∗(t,x3(t)) ,
x3(0) = 0,
x′3(0) = ur(0, 0) +
s
ρr(0,0)
,
(3-53)
3.2.3. Example of a interaction of waves
Now, we are interested in the interaction of elementary waves for the generalized Riemann
problem associated to the Suliciu relaxation system (1). In this sense, we consider (1) with
initial data
(ρ0, u0, v0)(x) =

(ρl, ul, vl), if x < 0,
(ρm(x), um, vm), if 0 < x < b,
(ρr, ur, vr), if x > b,
(3-54)
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x
t
x1(t)
x2(t)
x3(t)
(ρl, ul, vl)(t, x)
(ρ∗, u∗, v∗)(t, x)
(ρ∗∗, u∗∗, v∗∗)(t, x)
(ρr, ur, vr)(t, x)
Figure 3-2: The solution for the generalized Riemann problem.
where ρl, ρr, ui, vi, i = l, m or r, are constants and ρm(x) = e
x.
Moreover, we assume that the initial data satisfies the conditions H1 and H2.
Thereby, the solution on the left, right and middle states is given by
ρl(t, x) = ρl,
ρm(t, x) = e
x−umt,
ρr(t, x) = ρr,
ul(t, x) = ul,
ul(t, x) = um,
ur(t, x) = ur,
vl(t, x) = vl,
vl(t, x) = vm,
vr(t, x) = vr,
(3-55)
and intermediate states by
ρ∗(t, x) = 11
ρl
+
um−ul
2s
− vm−vl
2
= ρ∗,
ρ∗∗(t, x) = 11
ex−umt
+
um−ul
2s
+
vm−vl
2
,
u∗(t, x) =
um+ul
2
− svm−vl
2
= u∗∗(t, x) and
u∗(t, x) =
vm+vl
2
− um−ul
2s
= u∗∗(t, x).
(3-56)

ρ˜∗(t, x) =
1
1
ex−umt
+ur−um
2s
− vr−vm
2
,
ρ˜∗∗(t, x) = 11
ρr
+ur−um
2s
+ vr−vm
2
= ρ˜∗∗,
u˜∗(t, x) = ur+um2 − svr−vm2 = u˜∗∗(t, x) and
v˜∗(t, x) = vr+vm2 − ur−um2s = u˜∗∗(t, x).
(3-57)
Also, the curves xi = xi(t), x˜i = x˜i(t) for i = 1, 2, 3, are
x1(t) =
(
ul − s
ρl
)
t,
x2(t) =
(
um + ul
2
− svm − vl
2
)
t,
x3(t) = umt+ ln(st + 1),
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and
x˜1(t) = umt+ ln(e
b − st),
x˜2(t) =
(
ur + um
2
− svr − vm
2
)
t + b,
x˜3(t) =
(
ur +
s
ρr
)
t+ b.
x
t x1(t) x2(t)
x3(t)
Figure 3-3: The curves xi = xi(t) in the plane t− x.
x
t
x˜1(t) x˜2(t)
x˜3(t)
Figure 3-4: The curves x˜i = x˜i(t) in the plane t− x.
Now, we observe that the curves x3 = x3(t) and x˜1 = x˜1(t) intersect at point (t1, x1) defined
by t1 =
eb−1
2s
,
x1 = um
eb−1
2s
+ ln
(
eb+1
2
)
= umt0 + ln
(
eb+1
2
)
.
(3-58)
Following the way of getting the interaction of elementary waves, we propose to solve the
following Riemann problem associated to the Suliciu relaxation system (1) with initial data{
(ρ∗∗, u∗∗, v∗∗)(t1, x), if x < x1,
(ρ˜∗, u˜∗, v˜∗)(t1, x), if x > x1,
(3-59)
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x
t
x3(t)x˜1(t)
t1
x1
Figure 3-5: Point of intersection (t1, x1) of the curves x3(t) and x˜1(t).
where t1 and x1 is given by (3-58).
For time t > t1, we must find the solution in four new regions until some time t2 as shown
in Figure 3-6.
x
t x1(t)
x2(t)
x˜2(t)
x˜3(t)t1
t2
x1
x̂1(t)
x̂2(t)
x̂3(t)
A
B C
D
Figure 3-6: Regions A, B, C and D.
In the region A,
A = {(t, x) : t1 < t < t2, x2(t) < x < x̂1(t) and x2(t2) = x̂1(t2)},
we obtain that
1
ρ∗∗(t, x)
=
1
ex−umt1−u∗(t−t1)
+ C1,
u∗∗(t, x) =
um + ul
2
− svm − vl
2
= u∗ = u∗∗,
v∗∗(t, x) =
vm + vl
2
− um − ul
2s
= v∗ = v∗∗.
(3-60)
Moreover, the curve x̂1 = x̂1(t) is
x̂1(t) =
umt1 + u∗(t− t1) + ln
(
1+eC1s(t−t1)(C1ex1−umt1−1)
C1
)
, if C1 6= 0,
umt1 + u∗(t− t1) + ln (ex1−umt1 − s(t− t1)) , if C1 = 0,
(3-61)
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where
C1 =
um − ul
2s
+
vm − vl
2
. (3-62)
In the region D,
D = {(t, x) : t1 < t < t3, x̂3(t) < x < x˜2(t) and x˜2(t3) = x̂3(t3)},
we obtain that
1
ρ˜∗(t, x)
=
1
ex−umt1−u˜∗(t−t1)
+ C2,
u˜∗(t, x) =
ur + um
2
− svr − vm
2
= u˜∗ = u˜∗∗,
v˜∗(t, x) =
vr + vm
2
− ur − um
2s
= v˜∗ = v˜∗∗.
(3-63)
and the curve x̂3 = x̂3(t) is
x̂3(t) =
umt1 + u˜∗(t− t1) + ln
(
eC2s(t−t1)(C2ex1−umt1+1)−1
C2
)
, if C2 6= 0
umt1 + u˜∗(t− t1) + ln (s(t− t1) + ex1−umt1) , if C2 = 0,
(3-64)
with
C2 =
ur − um
2s
− vr − vm
2
. (3-65)
In the region B and C, we obtain that
1
ρ̂∗(t, x)
=
1
ex−umt1−u∗(t−t1)
+ C1 +
u˜∗ − u∗
2s
− v˜∗ − v∗
2
,
1
ρ̂∗∗(t, x)
=
1
ex−umt1−u˜∗(t−t1)
+ C1 +
u˜∗ − u∗
2s
+
v˜∗ − v∗
2
,
û∗(t, x) =
u˜∗ + u∗
2
− sv˜∗ − v∗
2
= û∗∗(t, x),
v̂∗(t, x) =
v˜∗ + v∗
2
− u˜∗ − u∗
2s
= v̂∗∗(t, x).
(3-66)
and where the curve x̂2 = x̂2(t) is
x̂2(t) = x1 +
(
u˜∗ + u∗
2
− sv˜∗ − v∗
2
)
(t− t1). (3-67)
Observe that, at time t2 the curves x2(t) and x̂1(t) intersect and should be considered a new
Riemann problem for the Suliciu relaxation system with inicial data{
(ρ∗, u∗, v∗)(t2, x), if x < x2,
(ρ̂∗, û∗, v̂∗)(t2, x), if x > x2.
(3-68)
In each new intersection, we obtain a Riemann problem which can be solve of natural form.
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Finally, note that the Figures 3-3 – 3-6, of previous example, correspond to the initial data
(ρ0, u0, v0)(x) =

(1, 3, 7
2
), if x < 0,
(ex, 5
2
, 4), if 0 < x < ln(4),
(1
2
, 7
2
, 3), if x > ln(4).
4 Delta shock solution for the Suliciu
relaxation system
There are nonclassical situations where the Cauchy problem (or Riemann problem) for a
system of conservation laws either does not possess a weak solution in L∞. In order to solve
the Cauchy problem in these nonclassical situations, it is necessary to seek solutions in other
sense.
In 1977, Korchinski [49] in his PhD thesis considered the Riemann problem for system{
ut +
(
1
2
u2
)
x
= 0,
vt +
(
1
2
uv
)
x
= 0.
(4-1)
Motivated by his numerical results, he constructed the unique Riemann solution using gene-
ralized delta functions to prove singular shocks satisfying (4-1) in the sense of distributions.
In 1994, Tan, Zhang and Zheng in [86] established the existence, uniqueness and stability of
delta shock waves to some viscous perturbations in the reduced one-dimensional system{
ut + (u
2)x = 0,
vt + (uv)x = 0.
(4-2)
and referred to such solutions as delta shock waves. A delta-shock wave is a generalization of
an ordinary shock wave. From the physical point of view, a delta shock waves are interpreted
as the process of formation of the galaxies in the universe, or the process of concentration
of particles (mass) [93]. Other works in this sense are due to Ercole [36] who obtained a
delta shock solution as a limit of smooth solutions by the vanishing viscosity method. Sheng
and Zhang [81] discussed the Riemann problem for the pressureless gases system. In 2005,
Brenier [8] considered the Riemann problem for the Chaplygin gas system. Other works for
the Chaplygin gas system can be found in [40, 24, 48].
Finally, recent work on delta shocks for general hyperbolic conservation laws are due to Dani-
lov and Mitrovic [31, 32] where they described delta shock wave generation from continuous
initial data by using smooth approximations in the weak sense. An interesting work on new
developments of delta shock waves, its applications and historical notes is [93].
In this chapter, we show existence and uniqueness of delta shock wave for the Suliciu relaxa-
tion system which is an example of delta shock for a 3×3 hyperbolic system of conservation
laws.
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4.1. Delta shock solution
Recently, Lu et al. [68] showed existence of solutions for the Cauchy problem associated to
the Suliciu relaxation system (1) with initial data (1-20) satisfying the conditions H1 and H2.
Now, we show the existence and uniqueness of solutions for the Riemann problem associated
with the Suliciu relaxation system, in which the left and right constant states (ρl, ul, vl)
and (ρr, ur, vr) satisfies condition H2, but unlike chapter 2, the states satisfy λ1(ρl, ul, vl) ≥
λ3(ρr, ur, vr), i.e., they do not satisfy condition H1 globally. In this way, we have the following
situations:
1. (ρl, ul, vl) and (ρr, ur, vr) satisfy locally the condition H1, i.e.,
(ρl, ul, vl) satisfy
α1 ≤ ul − svl ≤ α2, α3 ≤ ul − svl ≤ α4 and vl + 1
ρl
> α5
where αi, i = 1, . . . , 5, are suitable constants satisfying
α5 − α4−α12s > 0,
(ρr, ur, vr) satisfy
β1 ≤ ur − svr ≤ β2, β3 ≤ ur − svr ≤ β4 and vr + 1
ρr
> β5
where βi, i = 1, . . . , 5, are suitable constants satisfying
β5 − β4−β12s > 0.
Let c1 = mı´n{α1, β1} and c4 = ma´x{α1, β1}. Then there are ci, i = 1, . . . , 4 such
that
c1 ≤
ul − svlur − svr
 ≤ c2 and c3 ≤
ul + svlur + svr
 ≤ c4,
but is not possible to find a constant c5 such that c5 − c4−c12s > 0.
2. Only (ρr, ur, vr) satisfy locally the condition H1, i.e., (ρl, ul, vl) satisfy
β1 ≤ ul − svl ≤ β2, β3 ≤ ul − svl ≤ β4 and vl + 1
ρl
> β5
where βi, i = 1, . . . , 5, are suitable constants satisfying β5 − β4−β12s ≤ 0.
3. Only (ρl, ul, vl) satisfy locally the condition H1, i.e., (ρr, ur, vr) satisfy
β1 ≤ ur − svr ≤ β2, β3 ≤ ur − svr ≤ β4 and vr + 1
ρr
> β5
where βi, i = 1, . . . , 5, are suitable constants satisfying β5 − β4−β12s ≤ 0.
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4. Neither (ρl, ul, vl) nor (ρr, ur, vr) satisfy the local condition.
De la cruz et al. [33] studied the first case. The idea used by the authors in [33] can be
extended for the other cases.
Denote by BM(R) the space of bounded Borel measures on R, and then the definition of a
measure solution of Suliciu relaxation system in BM(R) can be given as follows.
Definition 4.1.1. A triple (ρ, u, v) constitutes a measure solution to the Suliciu relaxation
system, if it holds that
a) ρ ∈ L∞((0,∞), BM(R)) ∩ C((0,∞), H−s(R)),
b) u ∈ L∞((0,∞), L∞(R)) ∩ C((0,∞), H−s(R)),
c) v ∈ L∞loc((0,∞), L∞loc(R)) ∩ C((0,∞), H−s(R)), s > 0,
d) u and v are measurable with respect to ρ at almost for all t ∈ (0,∞),
and 
I1 =
∫∞
0
∫
R
(φt + uφx) dρdt = 0,
I2 =
∫∞
0
∫
R
u(φt + uφx) dρdt+
∫∞
0
∫
R
s2vφx dxdt = 0,
I3 =
∫∞
0
∫
R
v(φt + uφx) dρdt+
∫∞
0
∫
R
uφx dxdt = 0,
(4-3)
for all test function φ ∈ C∞0 (R+ × R).
Definition 4.1.2. A two-dimensional weighted delta function w(s)δL supported on a smooth
curve L parameterized as t = t(s), x = x(s) (c ≤ s ≤ d) is defined by
〈w(s)δL, φ(t, x)〉 =
∫ d
c
w(s)φ(t(s), x(s)) ds (4-4)
for all φ ∈ C∞0 (R2).
Definition 4.1.3. A triple distribution (ρ, u, v) is called a delta shock wave if it is represented
in the form
(ρ, u, v)(t, x) =

(ρl, ul, vl)(t, x), x < x(t),
(w(t)δ(x− x(t)), uδ(t), g(t)), x = x(t),
(ρr, ur, vr)(t, x), x > x(t),
(4-5)
and satisfies Definition 4.1.1, where (ρl, ul, vl)(t, x) and (ρr, ur, vr)(t, x) are piecewise smooth
bounded solutions of the Suliciu relaxation system (1).
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We set dx
dt
= uδ(t) since the concentration in ρ need to travel at the speed of discontinuity.
Hence, we say that a delta shock wave (4-5) is a measure solution to the Suliciu relaxation
system (1) if and only if the following relation holds,
dx(t)
dt
= uδ(t),
dw(t)
dt
= −[ρ]uδ(t) + [ρu],
dw(t)uδ(t)
dt
= −[ρu]uδ(t) + [ρu2 + s2v],
dw(t)g(t)
dt
= −[ρv]uδ(t) + [ρuv + u].
(4-6)
In fact, for any test function φ ∈ C∞0 (R+ × R), from (4-3), we obtain
I1 =
∫ ∞
0
∫
R
(φt + uφx) dρdt =
∫ ∞
0
{
−uδ(t)[ρ] + [ρu]− dw(t)
dt
}
φ dt,
I2 =
∫ ∞
0
∫
R
u(φt + uφx) dρdt+
∫ ∞
0
∫
R
s2vφx dxdt
=
∫ ∞
0
{
−uδ(t)[ρu] + [ρu2 + s2v]− dw(t)uδ(t)
dt
}
dt, and
I3 =
∫ ∞
0
∫
R
v(φt + uφx) dρdt+
∫ ∞
0
∫
R
uφx dxdt
=
∫ ∞
0
{
−uδ(t)[ρv] + [ρuv + u]− dw(t)g(t)
dt
}
φ dt.
Relations (4-6) are called the generalized Rankine-Hugoniot condition. It reflects the exact
relationship among the limit states on two sides of the discontinuity, the weight, propagation
speed and the location of the discontinuity. In addition, to guarantee uniqueness, the delta
shock wave should satisfy the admissibility (entropy) condition
λ3(ρr, ur, vr) ≤ uδ(t) ≤ λ1(ρl, ul, vl). (4-7)
Now, the generalized Rankine-Hugoniot condition is applied to the Riemann problem (1)–
(2-1) with left and right constant states U− = (ρ−, u−, v−) and U+ = (ρ+, u+, v+), respecti-
vely, satisfying the condition H2, the fact λ3(ρ+, u+, v+) ≤ λ1(ρ−, u−, v−) and
1
2
(λ1(U−)− λ3(U+))2 ≥
ma´x
{
− s
2
ρ+
(R2(U+)− R2(U−)), s
2
ρ−
(R2(U+)−R2(U−))
}
.
(4-8)
Thereby, the Riemann problem is reduced to solving (4-6) with initial data
t = 0, x(0) = 0, w(0) = 0, g(0) = 0, (4-9)
under entropy condition
u+ +
s
ρ+
≤ uδ(t) ≤ u− − s
ρ−
. (4-10)
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From (4-6) and (4-9), it follows that
w(t) = −[ρ]x(t) + [ρu]t,
w(t)uδ(t) = −[ρu]x(t) + [ρu2 + s2v]t, and
w(t)g(t) = −[ρv]x(t) + [ρuv + u]t.
(4-11)
Multiplying the first equation in (4-11) by uδ(t) and then subtracting it from the second one,
we obtain that
[ρ]x(t)uδ(t)− [ρu]uδ(t)t− [ρu]x(t) + [ρu2 + s2v]t = 0, (4-12)
that is,
d
dt
(
[ρ]
2
x2(t)− [ρu]x(t)t+ [ρu
2 + s2v]
2
t2
)
= 0, (4-13)
which is equivalent to
[ρ]x2(t)− 2[ρu]x(t)t + [ρu2 + s2v]t2 = 0. (4-14)
From (4-14), one can find uδ(t) := uδ is a constant and x(t) = uδt. Then, (4-14) can be
rewritten
[ρ]u2δ − 2[ρu]uδ + [ρu2 + s2v] = 0. (4-15)
When [ρ] = ρ−−ρ+ = 0, the situation is very simple and one can easily calculate the solution
uδ =
u−+u+
2
+ s2 [v]
2ρ−[u]
,
x(t) = uδt,
w(t) = ρ−(u− − u+)t,
g(t) = [ρuv+u]−uδ
[ρu]
,
(4-16)
which obviously satisfies the entropy condition (4-10). From condition (4-8),
s2
[v]
ρ−
≤ 1
2
(λ1(U−)− λ3(U+))2 < 1
2
[u](λ1(U−)− λ3(U+))
and
uδ −
(
u− − s
ρ−
)
=
u− + u+
2
+ s2
[v]
2ρ−[u]
−
(
u− − s
ρ−
)
=
1
2
((
u+ +
s
ρ−
)
−
(
u− − s
ρ−
)
+ s2
[v]
ρ−[u]
)
≤ 0.
Similarly, we can deduce that
uδ −
(
u+ +
s
ρ−
)
=
u− + u+
2
+ s2
[v]
2ρ−[u]
−
(
u+ +
s
ρ−
)
=
1
2
((
u− − s
ρ−
)
−
(
u+ +
s
ρ−
)
+ s2
[v]
ρ−[u]
)
≥ 0,
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because
−s2 [v]
ρ−
≤ 1
2
(λ1(U−)− λ3(U+))2 < 1
2
[u](λ1(U−)− λ3(U+)).
When [ρ] = ρ− − ρ+ 6= 0, the discriminant of the quadratic equation (4-15) is
∆ = 4[ρu]2 − 4[ρ][ρu2 + s2v] = ρ−ρ+[u]2 − s2[ρ][v] > 0 (4-17)
and then we can find
uδ =
[ρu]−
√
[ρu]2−[ρ][ρu2+s2v]
[ρ]
,
x(t) =
[ρu]−
√
[ρu]2−[ρ][ρu2+s2v]
[ρ]
t,
w(t) =
√
[ρu]2 − [ρ][ρu2 + s2v]t,
g(t) =
−[ρu][ρv]+[ρv]
√
[ρu]2−[ρ][ρu2+s2v]+[ρ][ρuv+u]
[ρ]
√
[ρu]2−[ρ][ρu2+s2v]
t,
(4-18)
or, 
uδ =
[ρu]+
√
[ρu]2−[ρ][ρu2+s2v]
[ρ]
,
x(t) =
[ρu]+
√
[ρu]2−[ρ][ρu2+s2v]
[ρ]
t,
w(t) = −√[ρu]2 − [ρ][ρu2 + s2v]t,
g(t) =
−[ρu][ρv]−[ρv]
√
[ρu]2−[ρ][ρu2+s2v]+[ρ][ρuv+u]
[ρ]
√
[ρu]2−[ρ][ρu2+s2v]
t.
(4-19)
Next, with the help of the entropy condition (4-10), we will choose the admissible solution
from (4-18) and (4-19). Observe that by the entropy condition and since the system is strictly
hyperbolic, we have that
u+ − s
ρ+
< u+ < u+ +
s
ρ+
≤ u− − s
ρ−
< u− < u− +
s
ρ−
.
Observe that,
−[ρ]λ1(ρ−, u−, v−) + [ρu] = ρ+
((
u− − s
ρ−
)
−
(
u+ − s
ρ+
))
> 0,
−[ρ]λ3(ρ+, u+, v+) + [ρu] = ρ−
((
u− +
s
ρ−
)
−
(
u+ +
s
ρ+
))
> 0,
[ρ](λ1(ρ−, u−, v−))
2 − 2[ρu]λ1(ρ−, u−, v−) + [ρu2] + s2[v] =
−ρ+
(
u− − u+ − s
ρ−
)2
+
s2
ρ−
+ s2[v] ≤ 0,
[ρ](λ3(ρ+, u+, v+))
2 − 2[ρu]λ3(ρ+, u+, v+) + [ρu2] + s2[v] =
ρ−
(
u− − u+ − s
ρ+
)2
− s
2
ρ+
+ s2[v] ≥ 0,
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then, for the solution given in (4-18), we have
uδ−λ1(ρ−, u−, v−) =
[ρ](λ1(ρ−, u−, v−))2 − 2[ρu]λ1(ρ−, u−, v−) + [ρu2] + s2[v]
(−[ρ]λ1(ρ−, u−, v−) + [ρu]) +
√
[ρu]2 − [ρ][ρu2 + s2v] ≤ 0
and
uδ−λ3(ρ+, u+, v+) =
[ρ](λ3(ρ+, u+, v+))
2 − 2[ρu]λ3(ρ+, u+, v+) + [ρu2] + s2[v]
(−[ρ]λ3(ρ+, u+, v+) + [ρu]) +
√
[ρu]2 − [ρ][ρu2 + s2v] ≥ 0,
which imply that the entropy condition (4-10) is valid. When λ1(ρ−, u−, v−) = λ3(ρ+, u+, v+),
we have trivially that λ1(ρ−, u−, v−) = uδ = λ3(ρ+, u+, v+).
Now, for the solution (4-19), when ρ− < ρ+ we have
uδ − λ3(ρ+, u+, v+) = −[ρ]λ3(U+) + [ρu] +
√
[ρu]2 − [ρ][ρu2 + s2v]
[ρ]
=
ρ−(λ3(U−)− λ3(U+)) +
√
[ρu]2 − [ρ][ρu2 + s2v]
[ρ]
< 0,
and when ρ− > ρ+, that
uδ − λ1(ρ−, u−, v−) = −[ρ]λ1(U−) + [ρu] +
√
[ρu]2 − [ρ][ρu2 + s2v]
[ρ]
=
ρ+(λ1(U−)− λ1(U+)) +
√
[ρu]2 − [ρ][ρu2 + s2v]
[ρ]
> 0.
showing that the solution (4-19) does not satisfy the entropy condition (4-10).
Thus we have proved the following result.
Theorem 4.1.1. Given left and right constant states (ρl, ul, vl) and (ρr, ur, vr), respectively,
such that satisfy the condition H2, λ1(ρl, ul, vl) ≥ λ3(ρr, ur, vr) and (4-8), that is,
1
2
(λ1(Ul)− λ3(Ur))2 ≥ ma´x
{
−s
2
ρr
(R2(Ur)−R2(Ul)), s
2
ρl
(R2(Ur)− R2(Ul))
}
.
Then, the Riemann problem (1)–(2-1) admits a unique entropy solution in the sense of
measures. This solution is of the form
(ρ, u, v)(t, x) =

(ρl, ul, vl), if x < uδt,
(w(t)δ(x− uδt), uδ, g(t)), if x = uδt,
(ρr, ur, vr), if x > uδt,
(4-20)
where uδ, w(t) and g(t) are show in (4-16) for [ρ] = 0 or (4-18) for [ρ] 6= 0.
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Finally, if in (2-23) we suppose that ρ∗ tends to infinity, then
1
s
(λ3(Ur)− λ1(Ul))− (R2(Ur)− R2(Ul)) = 0. (4-21)
Simlarly, if ρ∗∗ tends to infinity, then
1
s
(λ3(Ur)− λ1(Ul)) + (R2(Ur)− R2(Ul)) = 0. (4-22)
Thereby, if the initial data satisfies (4-21) or (4-22), then the Riemann problem (1)–(2-1)
admits a delta shock solution.
We began by analyzing the case in (4-21). Assume left and right constant states (ρl, ul, vl)
and (ρr, ur, vr), respectively, such that satisfy the condition H2, λ1(ρl, ul, vl) ≥ λ3(ρr, ur, vr)
and (4-21).
It is easy to see that if λ1(ρl, ul, vl) = λ3(ρr, ur, vr), then, the inequality (4-8) is trivially
satisfied. Suppose that λ1(ρl, ul, vl) > λ3(ρr, ur, vr). Then, λ3(ρr, ur, vr) < λ3(ρl, ul, vl) , and
so
λ3(ρr, ur, vr)− λ1(ρl, ul, vl) < 2s
ρl
,
meaning that (4-8) is satisfied. The analysis is similar for (4-22).
4.2. Numerical test
In this section, we show numerical evidence of delta shock solution for the Suliciu relaxation
system using, once again, the Lax-Friedrichs method.
In the numerical test, with s = 1, we consider the initial data given by
(ρ0, u0, v0)(x) =
{
(9, 5, 14/5), if x < 0,
(1, 3, 2), if x > 0.
(4-23)
and the spatial discretization parameter for N = 1780 points and a constant CFL =
0,1969889. The numerical results at final time t = 0,1 are presented in Figures 4-1, 4-2
and 4-3. The exact solution at time t is
(ρ, u, v)(t, x) =

(9, 5, 14/5), if x < uδt,
(Atδ(x− uδt), uδ, Bt), if x = uδt,
(1, 3, 2), if x > uδt,
(4-24)
with uδ =
21
√
5−
√
37
4
√
5
, A = 2
√
37√
5
and B =
√
5+29
√
37
10
√
37
.
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Figure 4-1: Numerical solution of ρ. (a) The initial data ρ0(x) = ρ(0, x). (b) Numerical
solution of ρ at time t = 0,1.
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Figure 4-2: Numerical solution of u. (a) The initial data u0(x) = u(0, x). (b) Numerical
solution of u at time t = 0,1
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Figure 4-3: Numerical solution of v. (a) The initial data v0(x) = v(0, x). (b) Numerical
solution of v at time t = 0,1
5 Conclusion
In this work, we showed uniqueness of solutions for the Riemann problem associated to the
Suliciu relaxation system (1). We think it was very important the study of the Riemann pro-
blem because we obtained more information of the solution. We note that when the initial
data satisfies the conditions H1 and H2 the solution is in L∞ space, whereas when the con-
dition H1 is not satisfied delta shock solution is obtained. To guarantee uniqueness of delta
shock solutions, we employ a generalization of the Rankine-Hugoniot condition together with
a suitable entropy condition.
Also, we showed the uniqueness of solutions for the Cauchy problem of the Suliciu relaxation
system (1)–(1-20) and we gave the explicit solutions. Even with the explicit solutions, it is
generally difficult to construct a solution for a particular initial data. For additional infor-
mation about the behavior of the solution, we solve the generalized Riemann problem and
and show a small example of the interaction of the elementary waves.
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