Quadric surfaces commonly exist in natural objects and artificial components. It is widely needed to evaluate the form quality of a measured data set, but the mostly used least squares method will lead to over-estimation and its results are not consistent with the definitions in ISO standards. In this paper a shape recognition approach is presented to determine the surface type and shape parameters from the general implicit quadratic function. Then a self-adaptive differential evolution algorithm is utilized to perform minimum zone evaluation for generic quadrics. The maximal orthogonal distance from the data points to the associated surface is taken as the target to be optimized. Finally experimental examples are presented to verify the developed algorithm.
Introduction
Quadric surfaces are used very extensively in engineering. It has been reported that approximately 85% of manufactured objects can be well-modelled with quadric surfaces, such as sphere, cylinder, cone and paraboloid [1] .
The evaluation of the form errors of quadric surfaces is among the most important problems in computational metrology. Most current commercial software applies the least squares method for this purpose due to its ease of implementation and the unbiasedness of its solution for uncorrelated Gaussian distributed noise [2] . However it is likely to overestimate the form tolerance and lead to unnecessary rejections, therefore its solution is only an approximate one, not the optimum. According to ISO 1101 [3] , a geometrical tolerance applied to a feature defines the tolerance zone within which that feature shall be contained. This means, taking the cylinder as an example, the cylindricity tolerance is a permissible deviation zone bounded by two coaxial cylinders within which the measured data must lie in between. Here we only consider the symmetric tolerances, i.e. the allowable deviations on both sides of the nominal surface (datum) are equal. Defining a sphere whose centre travels on the nominal surface, the space covered by this moving sphere is regarded as the tolerance zone. Consequently the width of the zone is defined as the diameter of the sphere, as shown in Fig. 1 , Obviously, the evaluation of minimum zone form error is equivalent to minimize the maximum orthogonal distance from the data points to the nominal surface, as suggested by ISO 5459-3 [4] ,
where q i is the projection point of an arbitrary measured point p i onto the nominal surface. If the nominal function is moved to a non-standard position, the representation will become rather complicated. It is proved that moving the measurement data is equivalent to moving the datum, and their evaluation results are the same [5] . As a consequence transformations are always performed on the measurement data.
This minimax problem is not continuously differentiable, thus very difficult to be solved. This paper presents a heuristic optimization algorithm, called self-adaptive differential evolution (SADE), to conduct minimum zone evaluation of general quadric surfaces. This method shows great superiorities on stability and accuracy, and makes a good balance between exploration and exploitation. Some previous work is surveyed in section 2. To supply an approximate solution for the optimization program, Section 3 describes the shape recognition to initialize the shape parameters and move the data to a standard position. Section 4 discusses to calculate the orthogonal distance from a point to quadric surfaces. Then optimization using SADE follows, as illustrated in Section 5. Experimental verification and validation are given in Section 6 and this paper is summarized in Section 7.
Review of related work
Minimum zone evaluations of straightness, flatness, roundness and sphericity are linear or quadratic programming problems, and various algorithms have been well developed in literature, e.g. exchange algorithm [6, 7] , support vector machine [8] , simplex method [9] and computational geometry methods [10, 11, 12] . But the minimum zone evaluation of generic quadric surfaces is a highly nonlinear programming problem and these algorithms cannot be applied directly. Some researchers attempted to approximate the cylinder/cone iteratively and then solve a sequence of linear programs [13, 14] , but these methods prone to sub-optimal solutions. Lai and Chen [15] converted a cylinder into a plane and obtained appropriate control points. The cylindricity is calculated by implementing a series of inverse transformations.
In recent years heuristic optimizers have been employed to solve the minimum zone problems. Lai et al. [16] and Liu et al. [17] used genetic algorithms to evaluate the cylindricity and conicity errors, respectively, while Wen and Song adopted an immune evolutionary algorithm for the sphericity error [18] . The particle swarm optimization technique was used by [19, 20] . The particle swarm optimization method is prone to stagnating at sub-optimal solutions. On the contrary, evolutionary algorithms are able to search the variable space more amply, but normally have a slower convergence rate. Recently, Huang and Lee evaluated the conicity error using minimum potential energy algorithms [21] , which are very elaborate.
As for the least squares fitting of quadric surfaces, a lot of research has been carried out, e.g. [22, 23, 24] . So far, little work has been done to systematically study the minimum zone evaluation of generic quadrics.
Shape recognition
The general function of a quadric surface is given as,
with {a, b, c, d, e, f, g, h, i, j} denoting the coefficients.
The most straightforward way to fit data P = {p i } by quadric functions is to minimize ∑ N i=1 Q 2 (p i ) in the sense of linear least squares. In order to avoid trivial solutions, an eigen-decomposition method can be applied [25] . Then the specific surface type and rough position are restored as follows.
The general function of quadrics in Eq. (2) can be rewritten as,
(3) into a standard form so that the cross terms can be eliminated. According to the spectral theorem, the eigenvectors of a real symmetric matrix compose an orthogonal space and all its eigenvalues are real [26] . So that we implement eigen-decomposition onto the quadric form,   a d/2 e/2
We enforce its determinant be positive, so that U can be regarded as a rotation matrix in the 3-D Euclidean space and the coordinate system will not be reflected from right-handed to left-handed. Assuming
It is rewritten as,
The following standard form emerges when σ 1 σ 2 σ 3 ̸ = 0,
The parameters σ 1 , σ 2 and σ 3 are used to recognize the surface shape. If σ 2 < 0, we can change the signs of all the coefficients in Eq. (2) to make σ 2 > 0 and the surface shape will not be affected.
(2) If any one of the three shape parameters vanishes, say σ 3 = 0, Eq. (4) will be in the form of,
If σ 2 = 0 , the function can be processed in the same manner.
(3) If only one of the three semi-axis lengths is nonzero, it could only be
The data will be rotated further about the x axis with a matrix
To make the representations unique, the coefficients in Eqs. (4, 5, 6) are scaled by appropriate positive factors to convert them into standard functions of the corresponding quadric shapes.
The relationships between surface types and shape parameters in different cases are summarized in Table 1 [27] .
Due to the existence of measurement noise in the data, tolerances should be allowed in the determination of the surface types and shape parameters. If the surface type is known before, this procedure can also be used to obtain the approximate shape parameters and move the data to a standard position. Table 1 has another two columns for the degrees of freedom in rotation and translation, respectively. If a surface is rotationally symmetric about an 
hyperbolic cylinder 0 1 axis or translationally symmetric along a direction, this motion variable will be discarded during optimization.
In the standard handbook [28] real quadric surfaces are classified into 12 categories. Here we undertake classification more meticulously. Not only the signs, but also the relationship between the values of the shape parameters σ 1 , σ 2 and σ 3 are considered, because this is directly related with the number of variables (degrees of freedom) in the optimization program.
Calculating the orthogonal distance from a point to quadric surfaces
The orthogonal distance from a point p to the quadric surface Q(x) = 0 is defined as e = ∥p − q∥, with q denoting the projection point of p on the surface. In practice, the distance is regarded to be signed, and its sign is the same with Q(p). For standard geometries like planes, spheres, cylinders and cones, e and q are quite straightforward to obtain. But for a generic quadric surface, this is not so easy. Obviously, the vector pq is parallel with the gradient ∇Q(q) and both of them are perpendicular to the quadric surface. Hence q is solved from
using the Gauss-Newton or Levenberg-Marquardt algorithm. But this method is time consuming, especially when there are many data points. Consequently at the first tens of iterations of the optimization program, the distance is approximated with [25] 
As the motion and shape parameters have been approximately identified using linear least squares, the distance e i will not be very large, i.e. p is reasonably near to the associated surface. Thus this approximation is acceptable. At the final iterations, the orthogonal distance is in turn calculated from Eq. (7) .
As a consequence the minimum zone error is,
A self-adaptive differential evolution algorithm
Inspired by the natural evolution of biological species, Holland proposed a popular algorithm called the genetic algorithm (GA) [29] . In 1995, Price and Storn replaced the classical crossover and mutation operators in genetic algorithms by a differential operator, which leads to an algorithm called differential evolution (DE) [30] . Compared to GA, DE is more simple but performs better on many numerical optimization problems [31] .
At each generation, a Donor vector v i is generated for each individual of the population (called genome or chromosome) {y i |i = 1, · · · , N }. It is the method of creating this Donor vector that demarcates between various DE schemes. Price et al. suggested 10 mutation schemes [31] . Two mutation schemes 'DE/rand/1/bin' and 'DE/current to best/2/bin' are applied in this paper [32] ,
where r, s and t are integers randomly selected from the range [1, N ] (excluding i). F ∈ [0, 2] is used to scale the differential vector. These two strategies are used very commonly in literature and perform well on problems with distinct characteristics. 'DE/rand/1/bin' demonstrates good diversity while 'DE/current to best/2/bin' shows good convergence property. Here p ∈ [0, 1) is a user-set parameter.
After the mutation phase, a 'binomial' crossover operation is applied,
where CR ∈ [0, 1) is a user specified crossover constant and j rand is a randomly chosen integer in [1, N ] to ensure that the trial vector u i will differ from y i by at least one parameter. The subscript j refers to the jth dimension. rand[0, 1] is a random number uniformly generated in [0, 1]. Then a selection operation follows,
with k and k+1 denoting the individuals in the kth and (k+1)th generations, respectively and g representing the objective function to be minimized. The optimal configuration, i.e. the values of F , CR and p, is very problemdependant. To obtain relatively good performance in different situations, a self-adaptive differential evolution (SADE) is employed here [33] .
This technique assigns different crossover constants {CR i , i = 1, 2, · · · , N } and scale factors {F i , i = 1, 2, · · · , N } for the individuals and updates them according to the fitness information (objective functions),
Traditionally the individuals are initialized using uniform pseudo-random numbers within the variable space. The random number sequences have a discrepancy of order [log(log N ] 1/2 and do not achieve the lowest possible discrepancy, thus the random points cannot evenly cover the whole space, as illustrated in Fig. 2(a) . The discrepancy is used to measure the sample point equidistribution, i.e. how uniformly distributed the point set is [34] . Various low discrepancy sequences have been proposed. Among them, the Hammersley sequence shows remarkable superiority on ease of implementation [35] . Thus it is adopted to generate initial population.
Each nonnegative integer i can be expanded by a prime base p, i = a 0 + a 1 p + a 2 p 2 + · · · + a r p r with 0 ≤ a j < p, j = 1, 2, · · · , r. A function Φ p is defined for i as,
It can be proved that for any i ≥ 0 and p ≥ 2, 0 ≤ Φ p (i) < 1 always holds true.
A series of prime numbers p 1 < p 2 < · · · < p D−1 determine a sequence of functions {Φ p 1 , Φ p 2 , · · · , Φ p D−1 }. Then a D−dimensional Hammersley point is defined as,
With p increasing, the point distribution becomes more and more regular [34] . To make the prime numbers as small as possible, we set p j = j + 1, j = 1, · · · , D − 1.
The pseudocode for the SADE program is shown in Algorithm 1.
Experimental validation
The validity of the developed algorithm is verified with the cone data given by [36] , as listed in Table A. 3. The signed distances {e i } from the data points to the associated cone surface are also presented. In the program, the control parameters τ 1 and τ 2 in Eqs. (13, 14) are set to be 0.1 [33] . Actually, the performance of the program is not sensitive to them. The Input: X, y 0 // X:data points, y 0 :rough guess of solution Initialize population Y and parameters p, {F i } and {CR i }; Evaluate fitness {f (y i )}; t = 0; // generation number for SADE while t < t max do t + +;
Determine f m and f a ; for i = 1 to N do Mutation of y i using Eq (10); Crossover and selection of y i using Eqs (11) and (12); Update global optimum p g ; Adapt F i and CR using Eqs (13) and (14); end if termination condition satisfied then Break; end end Output: p g Algorithm 1: A SADE algorithm parameter p in Eq. (10) is updated as p = 0.382 + 0.618k/K max . Here k and K max are the current generation and the maximal allowable generation number, respectively. We set K max = 400. At the beginning the individuals have more opportunities to use 'DE/current to best/2/bin', and in the later generations tend to 'DE/rand/1/bin'. The maximum projection distance at each generation is stored. When the change of the form error during 20 generations is smaller than a user-set threshold, i.e. the program converges, the optimization process is terminated. Here we set the threshold to be 1e-7. Fig. 3 shows the variation of the objective function. It can be found that the program stabilizes after 170 generations and has a relatively fast convergence rate compared to other heuristic optimization methods. In fact, no heuristic optimization methods can guarantee global convergence. To examine the reliability of the associated results, the program was run 500 times and the standard deviation of the minimum zone form error is 5.44e-6, which is much lower than the uncertainties of CMMs and sufficient for most practical applications. If we alter the termination condition, the uncertainty of the optimization result can be reduced further.
The calculated form error is E = 2 max i |e i | = 2 × 0.0016 = 0.0032. It is consistent with the results of [36] and [21] .
To demonstrate the usability of this algorithm for generic quadrics, three shapes are employed: ellipsoid ax 2 + by 2 + cz 2 = 1, hyperbolic paraboloid ax 2 − bz 2 − y = 0 and parabolic cylinder x 2 + ay = 0. The corresponding data sets are listed in Tables A.4, A.5 and A.6. After optimization, the obtained form errors and shape parameters are given in Table 2 . For the purpose of comparison, the evaluation results of the orthogonal distance least squares fitting algorithm [24] are also presented (denoted with E LS ). 
Conclusions
This paper presents a powerful method to evaluate the minimum zone form errors of quadrics, whose optimization target is consistent with the definitions in ISO 1101. Firstly the surface type and shape parameters are identified, so that a good initial guess can be supplied. In this way the number of variables and the range of the variable space can be effectively decreased, which in turn improves the stability and efficiency of the subsequent optimization program. A self-adaptive differential evolution algorithm is employed and its control parameters are updated according to the objective function of each individual during optimization. In this way the program can be made very flexible and behave very well in different situations. Experimental examples show that this algorithm can achieve very high accuracy and stability for different generic quadrics. In fact its utilization can be extended to more complex surfaces. Therefore this method could be used for online inspection in high precision manufacturing or characterization on coordinate measuring machines. 
