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NONLINEAR ELLIPTIC PROBLEMS WITH DYNAMICAL
BOUNDARY CONDITIONS OF REACTIVE AND
REACTIVE-DIFFUSIVE TYPE
CIPRIAN G. GAL AND MARTIN MEYRIES
Abstract. We investigate classical solutions of nonlinear elliptic equations
with two classes of dynamical boundary conditions, of reactive and reactive-
diffusive type. In the latter case it is shown that well-posedness is to a large
extent independent of the coupling with the elliptic equation. For both types
of boundary conditions we consider blow-up, global existence, global attractors
and convergence to single equilibria.
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2 CIPRIAN G. GAL AND MARTIN MEYRIES
1. Introduction
The prototype of the elliptic-parabolic initial-boundary value problems that we
consider in this article is
(1.1)

λu− d∆u = f(u) in (0, T )× Ω,
∂tuΓ − δ∆ΓuΓ + d∂νu = g(uΓ) on (0, T )× Γ,
u|Γ = uΓ on (0, T )× Γ,
uΓ|t=0 = u0 on Γ.
We assume that Ω ⊂ Rn is a bounded domain with smooth boundary Γ = ∂Ω,
that d > 0, δ ≥ 0 and f, g ∈ C∞(R). Further, ∆Γ is the Laplace-Beltrami operator
and ∂ν is the outer normal derivative on Γ. It is throughout assumed that f is
globally Lipschitz continuous and that λ is sufficiently large, in dependence on f .
Depending on δ, two classes of boundary conditions are modelled by (1.1). For
δ > 0 we have boundary conditions of reactive-diffusive type, and for δ = 0 the
boundary conditions are purely reactive.
The motivation to consider (1.1) comes from physics. The function u represents
the steady state temperature in a body Ω such that the rate at which u evolves
through the boundary Γ is proportional to the flux on the boundary, up to some
correction δ∆ΓuΓ, δ ≥ 0, which from a modelling viewpoint, accounts for small
diffusive effects along Γ. Moreover, the heat source on Γ acts nonlinearly through
the function g. Problem (1.1) is also important in conductivity (see, e.g., [18]) and
harmonic analysis due to its connection to the following eigenvalue problem
(1.2) ∆u = 0 in Ω, −δ∆ΓuΓ + ∂νu = ξuΓ on Γ,
which was introduced by Stekloff [34] (initially) in the case δ = 0. This connection
arises because the linear problem associated with (1.1) (i.e., by letting λ = 0, f ≡ 0
and g ≡ 0) can be solved by the Fourier method in terms of the eigenfunctions of
(1.2) (see [38], which also includes the case δ > 0; cf. also [39] for δ = 0). The
solvability of the linear problem (assuming δ = 0) was also investigated by Hinter-
mann [20] by means of the theory of pseudo-differential operators, and by Gro¨ger
[18] and Showalter [33], by applying the theory of maximal monotone operators in
the Hilbert-space setting (see, also, [13]). It turns out that this connection is also
essential for solvability of the nonlinear problem (1.1).
The mathematical study of the prototype (1.1) has a long-standing history. In
[23] J.-L. Lions considered the special case δ = λ = 0, f ≡ 0 and g (s) = − |s|p s,
p > 0. By standard compactness methods, he proved existence and uniqueness of
global solutions for initial datum u0 ∈ H1/2 (Γ) in this special case. Problem (1.1)
was investigated in the general case by Escher [8, 9] for nontrivial functions f, g,
by also treating systems of elliptic equations, but always in the case δ = 0. His
papers deal with classical solvability and global existence for smooth initial data. In
particular, global existence of classical solutions was shown assuming f is globally
Lipschitz and that g (s) s ≤ 0, for all s ∈ R. Constantin, Escher and Yin [5, 44]
established, in the case δ = λ = 0 and f ≡ 0, some natural structural conditions for
the function g so that global existence of classical solutions holds. Their approach
is based on global existence criteria for ODEs. Boundedness of the global solutions
for (1.1) was shown by Fila and Quittner [12] in the case when δ = λ = 0, f ≡ 0
and g is a superlinear subcritical nonlinearity. They have also proved that blow-up
in finite time occurs for (1.1) if g (s) = |s|p−1 s − as, p > 1, a ≥ 0 and if the
initial datum u0 is ”large” enough [12, Section 3]. Blow-up phenomena for smooth
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solutions of (1.1), when δ = 0 and f ≡ 0, was also observed by Kirane [21] under
some general assumptions on g, i.e., when g(s) > 0, for all s ≥ s0, and∫ ∞
s0
dξ
g(ξ)
<∞.
A version of the problem (1.1) for which the dynamic boundary condition is replaced
by
|∂tuΓ|m−1 ∂tuΓ + d∂νu = |uΓ|p−1 uΓ on Γ× (0, T ) ,
for some m ≥ 1 and p ≥ 1 was investigated by Vitillaro [39] for initial data u0 ∈
H1/2 (Γ) and f ≡ 0. He mainly devotes his attention to proving the local and
the global existence as well as blow-up of solutions for m ≥ 1, especially, in the
nonlinear case when m 6= 1. Finally, it is interesting to note that, in the case when
f 6= 0 but f is not globally Lipschitz, global non-existence without blow-up and
non-uniqueness phenomena for (1.1) can occur (see [11]).
All the papers quoted so far deal only with classical issues, such as global
existence, uniqueness and blow-up phenomena for (1.1) when δ = 0. Concerning
further regularity and longtime behavior of solutions, as time goes to infinity, not
much seems to be known. This seems to be due to the fact that the gradient
structure of (1.1) has not been exploited before. This issue is intimately connected
with a key result on smoothness in R+ × Ω of solutions for (1.1) even when f 6= 0
(see Proposition 5.2), which is essential to the study of the asymptotic behavior of
the system, in terms of global attractors and ω-limit sets.
The main novelties of the present paper with respect to previous results on (1.1)
are the following:
(i) The local well-posedness results are extended to the case δ > 0. In fact, we
will consider a more general class of elliptic problems with quasilinear, nondegen-
erate dynamic boundary conditions of reactive-diffusive type. More precisely, we
consider the following generalization of the prototype model (1.1),
(1.3)

λu+Au = f(u) in (0, T )× Ω,
∂tuΓ + C(uΓ)uΓ + B(u) = g(uΓ) on (0, T )× Γ,
uΓ|t=0 = u0 on Γ,
where
Au = −div(d∇u), C(uΓ)uΓ = −divΓ(δ(·, uΓ)∇ΓuΓ),
such that d ∈ C∞(Ω), δ ∈ C∞(Γ× R) with d ≥ d∗ > 0 and δ ≥ δ∗ > 0. Moreover,
∇Γ is the surface gradient and divΓ is the surface divergence. Here and in the
sequel we always assume that u|Γ = uΓ. The nonlinear map B in (1.3) couples the
equations in the domain Ω and on the boundary Γ in a (possibly) nontrivial way.
We do not impose any further structural conditions for B and g other than they
must be of order strictly lower than two and satisfy a local Lipschitz condition.
One example for B we have in mind is B(u) = bν · (∇u)|Γ, with no sign restriction
on b ∈ C∞(Γ). We prove that for sufficiently large λ and a globally Lipschitz
function f the problem (1.3) generates a (compact) local semiflow of solutions
for u0 ∈ Xδ := W 2−2/p,p(Γ), p ∈ (n+ 1,∞), δ > 0, and establish some further
regularity properties for the local solution u = u(·;u0). For the notion of local
semiflow, we refer the reader to Section 2.2.
The independence of the well-posedness of the coupling was first observed by
Vazquez and Vitillaro [38] for a linear model problem with C = −∆Γ and B = −∂ν
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in a Hilbert space setting. Our approach to the quasilinear problem is based on
maximal Lp-regularity properties of the corresponding linearized dynamic equation
on the boundary. In Section 3 these will be verified for a general class of elliptic
boundary differential operators using localization techniques. The global Lipschitz
condition on f allows to solve the elliptic equation on Ω and to rewrite (1.3) as an
initial-value problem for uΓ on Γ, which can be treated with the general theory of
[22]. The fact that the concrete form of the coupling B is inessential is a consequence
of the fact that maximal regularity is invariant under lower order perturbations.
For the precise statements of these results we refer the reader to Section 4.
The corresponding result for boundary conditions of purely reactive type, i.e.,
C ≡ 0 and B = d∂ν in (1.3), was shown in [8]. There the result is based on the
generation properties of the Dirichlet-Neumann operator and thus, the solutions
enjoy worse regularity properties up to t = 0. In addition to this we establish the
compactness of the solution semiflow on X0 := W 1−1/p,p(Γ), p ∈ (n,∞), in this
case (see Section 4.3).
(ii) The blow-up results for problem (1.1), from [21] and [40], are also extended
to the case when δ > 0 and f 6= 0. Our approach is based on the method of
subsolutions and a comparison lemma, and is inspired by [3] and [32] (see Section
5.2). We further show global existence of solutions of (1.1) under the natural
assumption that g(ξ)ξ ≤ cg(|ξ|2 + 1) for all ξ ∈ R by performing a Moser-Alikakos
iteration procedure as in [14, 27]. Here an inequality of Poincare´-Young type allows
to connect the structure of the elliptic equation with that of the dynamic equation
on Γ (see Section 5.3).
(iii) We prove the smoothness of solutions of (1.1) in both space and time ex-
ploiting a variation of parameters formula for the trace uΓ and the implicit function
theorem, which is entirely new (see Section 5.1). Consequently, taking advantage
of this smoothness, we can show that (1.1) has a gradient structure, and as a result
establish the existence of a finite-dimensional global attractor in the phase space
Xδ for both types of boundary conditions. Here the main assumption is that the
first eigenvalue of a Stekloff-like eigenvalue problem (similar to (1.2)) is positive
(see Section 5.4).
(iv) The ω-limit sets of (1.1) can exhibit a complicated structure if the functions
f, g are non-monotone and, a fortiori, the same is true for the global attractor. In-
deed, when f, g are non-monotone (i.e., the related potentials F (s) =
∫ s
0
f (y)dy,
G (s) =
∫ s
0 g (y) dy are non-convex) this can happen if the stationary problem asso-
ciated with (1.1) possesses a continuum of nonconstant solutions. Some examples
which show that the ω-limit set can be a continuum are provided in [29]. However,
assuming the nonlinearities f, g to be real analytic, we prove the convergence of a
given trajectory u = u(t;u0), u0 ∈ Xδ, as time goes to infinity, to a single equi-
librium of (1.1). This shows, in a strong form, the asymptotic stability of u(t;u0)
for an arbitrary (but given) initial datum u0 ∈ Xδ. This type of result exploits a
technique which is based on the so-called  Lojasiewicz-Simon inequality (see Section
5.5; cf. also [35, 43]).
Finally, it is worth mentioning that most of our results can be also extended to
systems of nonlinear elliptic equations subject to both types of boundary conditions.
The plan of the paper goes as follows. In Section 2, we introduce the functional
analytic framework associated with (1.1) and (1.3), respectively. In Section 3, max-
imal Lp-regularity theory is developed for elliptic boundary differential operators
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of second order. Then, in Section 4 (and corresponding subsections) we prove (lo-
cal) well-posedness results for (1.3) and establish the existence of a compact (local)
semiflow on the corresponding phase spaces. The final Section 5 is further divided
into five parts: the first part provides the key result which shows the smoothness
of solutions in both space and time, while the second and third parts deal with
blow-up phenomena and global existence, respectively. Finally, the last two subsec-
tions deal with the asymptotic behavior as time goes to infinity, in terms of global
attractors and convergence of solutions to single equilbria.
2. Preliminaries
2.1. Function spaces. We briefly describe the function spaces that are used in
the paper. Details and proofs can be found in [25, 37].
Throughout, all function spaces under consideration are real. Let p ∈ [1,∞]. If
Ω ⊆ Rn is open, we denote by Lp(Ω) the usual Lebesgue spaces. Now let Ω have
a (sufficiently) smooth boundary. Then for s ≥ 0 and p ∈ [1,∞) we denote by
Hs,p(Ω) the Bessel-potential spaces and by W s,p(Ω) the Slobodetskij spaces. One
has Hs,2(Ω) = W s,2(Ω) for all s, but for p 6= 2 the identity Hs,p(Ω) = W s,p(Ω)
is only true if s ∈ N0. If s ∈ N0, then Hs,p(Ω) and W s,p(Ω) coincide with the
usual Sobolev spaces. In the case of noninteger differentiability, for our purposes it
suffices to consider these spaces as interpolation spaces. If s = [s] + s∗ /∈ N0 with
[s] ∈ N0 and s∗ ∈ (0, 1), then
(2.1) Hs,p = [H [s],p, H [s]+1,p]s∗ , W
s,p = (W [s],p,W [s]+1,p)s∗,p,
where [·, ·]s∗ and (·, ·)s∗,p denote complex and real interpolation, respectively. More-
over,Hs,p = [Lp, H2,p]s/2 for s ∈ (0, 2) andW s,p(Ω) = (Lp,W 2,p)s/2,p for s ∈ (0, 2),
s 6= 1. A useful tool are interpolation inequalities. We shall make particular use of
(2.2) ‖u‖Hs,p ≤ ‖u‖1−s/2Lp ‖u‖s/2H2,p , ‖u‖W s,p ≤ C ‖u‖1−s/2Lp ‖u‖s/2W 2,p ,
which is valid for all u ∈ H2,p =W 2,p.
The corresponding function spaces over the boundary Γ = ∂Ω of a bounded
smooth domain Ω ⊂ Rn are defined via local charts. Let gi : Ui ⊂ Rn−1 → Γ be
a finite family of parametrizations such that
⋃
i gi(Ui) covers Γ, and let {ψi} be a
partition of unity for Γ subordinate to this cover. Then for s ≥ 0 we have
Hs,p(Γ) =
{
u ∈ Lp(Γ) : (ψiu) ◦ gi ∈ Hs,p(Rn−1) for all i
}
,
and an equivalent norm is given by ‖u‖Hs,p(Γ) =
∑
i ‖(ψiu) ◦ gi‖Hs,p(Rn−1). The
spaces W s,p(Γ) are defined in the same way, replacing H by W . In this way the
properties of the spaces over Ω described above carry over to the spaces over Γ.
For p ∈ (1,∞) and s > 1/p the trace tr u = u|Γ extends to a continuous operator
tr : Hs,p(Ω)→W s−1/p,p(Γ).
Here we exclude the case s− 1/p ∈ N for p 6= 2.
2.2. Semiflows. Let X be a Banach space and let t+ : X → (0,∞] be lower
semicontinuous. Then we call a map
S :
⋃
x∈X
[0, t+(x))× {x} → X
a local semiflow on X if for all x ∈ X it holds that S(·;x) : [0, t+(x)) → X is
continuous, if S(t, ·) : Br(x) ⊂ X → X is continuous for t < t+(x) and sufficiently
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small r > 0, if S(0; ·) = idX , S(t + s;x) = S(t;S(s;x)) and if t+(x) < ∞ implies
that ‖S(t;x)‖X →∞ as t→ t+. In addition we call S compact, if for all bounded
sets M ⊂ X with t+(M) ≥ T > 0 and all t ∈ (0, T ) it holds that S(t;M) is
relatively compact in X .
If t+(x) = ∞ for all x ∈ X , then we call S a global semiflow. In this case our
notion of a semiflow coincides with the one in [4].
Note that, in contrast to parts of the literature, we include the condition for
global existence (i.e., t+ =∞) already in the definition of a local semiflow.
3. Maximal Lp-regularity for boundary differential operators
In this section we show maximal Lp-regularity for elliptic boundary differential
operators of second order.
3.1. Boundary differential operators. Throughout, let Ω ⊂ Rn be a bounded
domain with smooth boundary Γ = ∂Ω. We describe our notion of a differential
operator on Γ with possibly nonsmooth coefficients.
Let (0, T ) be a finite or infinite time interval. We call a globally defined, linear
map C : (0, T )×C∞(Γ)→ L1(Γ) a (non-autonomous) boundary differential operator
of order k ∈ N, if for all t ∈ (0, T ) and all parametrizations g : U ⊂ Rn−1 → Γ it
holds
(C(t, ·)u) ◦ g(x) =
∑
|γ|≤k
cgγ(t, x)D
γ
n−1(u ◦ g)(x), x ∈ U,
with local coefficients cgγ(t, ·) ∈ L1(U) and Dn−1 = −i∇n−1. The coefficients do
not have to be globally defined and may in fact depend on the parametrization g.
The examples we have in mind are the Laplace-Beltrami operator ∆Γ = divΓ∇Γ,
which is in coordinates given by
(∆Γu) ◦ g = 1√|G|
n−1∑
i,j=1
∂i(
√
|G|gij∂j(u ◦ g)),
and, for a tangential vector field V on Γ, a surface convection term V∇Γ, i.e.,
(V∇Γu) ◦ g =
n−1∑
i,j=1
gij(V · ∂ig)∂j(u ◦ g).
Here G−1 = (gij)i,j is the inverse of the fundamental form G corresponding to g.
As in the euclidian case, the regularity of the local coefficients cgγ decides on
which scale of function spaces over Γ the operator C(t, ·) acts. For instance, if
cgγ(t, ·) ∈ L∞(U) for all parametrizations g and all γ, then we obtain for all p ∈
[1,∞] an estimate
‖C(t, ·)u‖Lp(Γ) ≤ C ‖u‖Wk,p(Γ), u ∈ C∞(Γ).
In this case C(t, ·) extends uniquely to a bounded linear map W k,p(Γ)→ Lp(Γ), or
to a closed operator on Lp(Γ) with domain W k,p(Γ). Of course, in view of Sobolev
embeddings, for such an extension the regularity of the coefficients can be lowered
in many cases.
Finally, structural conditions like ellipticity of a boundary differential operator
C can also be imposed to hold locally with respect to all parametrizations, see e.g.
condition (E) below.
ELLIPTIC PROBLEMS WITH DYNAMICAL BOUNDARY CONDITIONS 7
3.2. Maximal Lp-regularity. Let C be a boundary differential operator of order
k = 2. Consider for a finite time interval (0, T ) the inhomogeneous Cauchy problem
∂tu+ C(t, x)u = g(t, x) on (0, T )× Γ, u|t=0 = u0 on Γ.
For p ∈ (1,∞) we take g ∈ Lp((0, T )× Γ) and are thus looking for solutions u that
belong to the space
E(Γ) :=W 1,p(0, T ;Lp(Γ)) ∩ Lp(0, T ;W 2,p(Γ)).
We want that for all parametrizations g : U → Γ and all |γ| ≤ 2 the terms cgγDγn−1
arising in the local representation of C are continuous from E(U) to Lp((0, T ) ×
U). Then in particular C : E(Γ) → Lp((0, T ) × Γ) is continuous. Using Sobolev
embeddings and Ho¨lder’s inequality, it can be shown as in [27, Lemma 1.3.15] that
the following assumptions are sufficient for this purpose.
(R) Let g : U → Γ be any parametrization of Γ. Then for |γ| = 2 it holds
cgγ ∈ BUC([0, T ]×U), and in case |γ| < 2 one of the following conditions is
valid: either p > n+1 and cgγ ∈ Lp((0, T )×U), or there are rγ , sγ ∈ [p,∞)
with 1sγ +
n−1
2rγ
< 1− |γ|2 such that cgγ ∈ Lsγ (0, T ;Lrγ (U)).
As structural conditions for C we assume local parameter-ellipticity (cf. [6] for
the euclidian case). Observe that this is a condition only for the highest order
coefficients.
(E) For all parametrizations g : U → Γ, all t ∈ [0, T ], x ∈ U and ξ ∈ Rn−1
with |ξ| = 1 it holds that ∑|γ|=2 cgγ(t, x)ξγ > 0.
Example 3.1. Let Cu = −divΓ(δ∇Γu) for a C1-function δ : (0, T ) × Γ → R with
δ ≥ δ∗ > 0. Then C satisfies (E).
Our maximal Lp-regularity result is now as follows.
Theorem 3.2. Let p ∈ (1,∞) and T ∈ (0,∞). Assume that Ω ⊂ Rn is a bounded
domain with smooth boundary Γ = ∂Ω, and that C is a differential operator on Γ
of second order satisfying (R) and (E). Then there is a unique solution
u ∈ E(Γ) =W 1,p(0, T ;Lp(Γ)) ∩ Lp(0, T ;W 2,p(Γ))
of the problem
(3.1)
{
∂tu+ C(t, x)u = g(t, x) on (0, T )× Γ,
u|t=0 = u0 on Γ,
if and only if the data is subject to
g ∈ Lp((0, T )× Γ), u0 ∈W 2−2/p,p(Γ).
Given T0 > 0, there is a constant C, which is independent of the data and T ∈
(0, T0), such that
(3.2) ‖u‖E(Γ) ≤ C
(‖g‖Lp((0,T )×Γ) + ‖u0‖W 2−2/p,p(Γ)) .
Moreover, in the autonomous case, i.e., if C is independent of t, then −C generates
an analytic C0-semigroup on L
p(Γ).
Proof. Step 1. If u ∈ E(Γ) solves (3.1), then g ∈ Lp((0, T ) × Γ) follows from
(R), and further u0 ∈ W 2−2/p,p(Γ) is a consequence of e.g. [28, Theorem 4.2].
Next, assume that a unique solution of (3.1) exists for all given data. Then the
corresponding solution operator is continuous Lp((0, T )×Γ)×W 2−2/p,p(Γ)→ E(Γ)
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due to the open mapping theorem. This gives (3.2). The uniformity of the constant
with respect to T ∈ (0, T0) follows from an extension-restriction argument and the
uniqueness of solutions. Further, in this case the generator property of −C follows
from [7, Corollary 4.4], and the strong continuity of the semigroup is a consequence
of the density of W 2,p(Γ) in Lp(Γ).
We thus have to show the unique solvability of (3.1) in E(Γ) for all data g ∈
Lp((0, T ) × Γ) and u0 ∈ W 2−2/p,p(Γ). A compactness argument shows that it
suffices to do this for one (possibly small) T > 0, which is independent of the data.
Step 2. Choose a finite number of parametrizations gi with domains Ui such that⋃
i gi(Ui) covers Γ, and a partition of unity {ψi} for Γ subordinate to this cover.
Then u ∈ E(Γ) solves (3.1) if and only if for all i, the function vi := (ψiu)◦gi solves
(3.3) ∂tvi + Cgivi = gi, on (0, T )× Ui, vi|t=0 = v0i , on Ui.
Here the local operator Cgi is given by
Cgi(t, x) =
∑
|γ|≤2
cgiγ (t, x)D
γ , (t, x) ∈ (0, T )× Ui,
and the transformed data is given by
gi := (ψig + [C, ψi]u) ◦ gi, v0i := (ψiu0) ◦ gi,
where [·, ·] denotes the commutator bracket, i.e., [C, ψi]u = C(ψiu)− ψiCu.
Identifying vi, gi and v
0
i with their trivial extensions to R
n−1, we obtain
vi ∈ E(Rn−1), gi ∈ Lp((0, T )× Rn−1), v0i ∈W 2−2/p,p(Rn−1).
We extend the top order coefficients c
gi
γ , |γ| = 2, to coefficients ciγ ∈ BUC([0, T ]×
R
n−1), using only values from the image of c
gi
γ (assuming e.g. Ui to be ball and
reflecting on ∂Ui). By continuity of the c
gi
γ , the oscillation of the extend top order
coefficients becomes small if the diameter of the Ui is small. The lower order
coefficients c
gi
γ , |γ| < 2, are trivially extended to ciγ on (0, T )×Rn−1. The extended
coefficients ciγ , |γ| ≤ 2, induce a differential operator Ci(t, x) acting on functions
over (0, T ) × Rn−1, which satisfies (R) and (E) for Γ = Rn−1. Note in particular
that (E) is a pointwise condition. The (trivial extension of) vi solves the full space
problem
(3.4) ∂tw + Ci(t, x)w = gi on (0, T )× Rn−1, w|t=0 = v0i on Rn−1.
It is well-known that there is a solution operator Si(gi, vi0) for (3.4), which is con-
tinuous
Si : Lp((0, T )× Rn−1)×W 2−2/p,p(Rn−1)→ E(Rn−1).
We refer to [27, Proposition 2.3.2] for the case of top order coefficients with small
oscillation, which applies to the present case. Hence
vi = Si(gi, v0i )|Ui .
Step 3. Take φi ∈ C∞(Γ) with φi ≡ 1 on suppψi and suppφi ⊂ gi(Ui). On the
complete metric space
Yu0 := {u ∈ E(Γ) : u|t=0 = u0} ,
which is nonempty by [28, Lemma 4.3], we define the map Sg,u0 by
Sg,u0 (u) :=
∑
i
φiSi
(
(ψig + [C, ψi]u) ◦ gi, (ψiu0) ◦ gi
)|Ui ◦ g−1i .
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Since Si(gi, v0i )|t=0 = v0i , we have that Sg,u0 is a self-mapping on Yu0 . We show
that it is a strict contraction if T is sufficiently small. For u, v ∈ Yu0 we have
‖Sg,u0(u)− Sg,u0 (v)‖E(Γ) ≤ C
∑
i
‖Si ([C, ψi](u− v) ◦ gi, 0) ‖E(Rn−1)
≤ C
∑
i
‖[C, ψi](u− v) ◦ gi‖Lp((0,T )×Rn−1).(3.5)
Since [C, ψi](u− v) ◦ gi involves at most the first derivatives of (u− v) ◦ gi, we have
for arbitrary η > 0 that
‖[C, ψi](u− v) ◦ gi‖Lp((0,T )×Rn−1) ≤ C ‖(u− v) ◦ gi‖Lp(0,T ;W 1,p(Rn−1))
≤ η‖u− v‖Lp(0,T ;W 2,p(Γ))
+ Cη‖u− v‖Lp((0,T )×Rn−1)
≤ (η + CηT )‖u− v‖E(Γ),(3.6)
using the interpolation inequality for W 1,p(Γ), Young’s inequality and Poincare’s
inequality for Lp(0, T ;Lp(Γ)) (see [28, Lemma 2.12]).
Thus if η and T are sufficiently small, then Sg,u0 has a unique fixed point on Yu0 .
Observe that this is true for all g and u0, and that the choice of T is independent
of g and u0. The considerations in Step 2 show that every solution of (3.1) is
necessarily a fixed point of Sg,u0 . We have thus already shown that solutions of
(3.1) are unique. However, due to the nonempty intersections of the gi(Ui), the
fixed point does in general not solve (3.1).
Step 4. To find g∗ ∈ Lp((0, T )×Γ) for which Sg∗,u0 solves (3.1) for given g and
u0 we consider the fixed point map F , defined by
F : Lp((0, T )× Γ)×W 2−2/p,p(Γ)→ E(Γ), Sh,v0 (F(h, v0)) = F(h, v0).
For h ∈ Lp((0, T )× Γ) and u0 ∈W 2−2/p,p(Γ) we have F(h, u0)|t=0 = u0 and
(3.7) (∂t + C)F(h, u0) = h+Kh,
with the error term
Kh :=
∑
i
[C, φi]Si
(
(ψih+ [C, ψi]F(h, u0)) ◦ gi, (ψiu0) ◦ gi
)|Ui ◦ g−1i .
We use again the contraction principle to show that the map h 7→ g−Kh has a fixed
point g∗ on Lp((0, T )×Γ). Then F(g∗, u0) solves (3.1) for given g ∈ Lp((0, T )×Γ)
by (3.7).
First note that K maps Lp((0, T )× Γ) into itself by construction. For h1, h2 ∈
Lp((0, T )×Γ) we have that F(h1, v0)−F(h2, v0) = F(h1−h2, 0), since this difference
is the unique solution of (3.1) with inhomogeneity h1 − h2 and trivial initial value.
We thus obtain as above that
‖Kh1−Kh2‖Lp((0,T )×Γ)
≤ C
∑
i
‖Si
(
(ψi(h1 − h2) + [C, ψi]F(h1 − h2, 0)) ◦ gi, 0
)‖Lp(0,T ;W 1,p(Rn−1))
≤ (η + CηT )
∑
i
‖Si
(
(ψi(h1 − h2) + [C, ψi]F(h1 − h2, 0)) ◦ gi, 0
)‖E(Γ)
≤ C(η + CηT )
(‖h1 − h2‖Lp((0,T )×Γ) + ‖[C, ψi]F(h1 − h2, 0)‖Lp((0,T )×Γ)) ,
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where η > 0 is arbitrary. Therefore K is a strict contraction for sufficiently small η
and T if the second summand above satisfies
(3.8) ‖[C, ψi]F(h1 − h2, 0)‖Lp((0,T )×Γ) ≤ C ‖h1 − h2‖Lp((0,T )×Γ),
with a constant C independent of T . To see this we estimate for h ∈ Lp((0, T )×Γ)
‖F(h, 0)‖E(Γ) = ‖Sh,0(F(h, 0))‖E(Γ)
≤ ‖Sh,0(F(h, 0))− Sh,0(0)‖E(Γ) + ‖Sh,0(0)‖E(Γ)
≤ (ε+ CεT )‖F(h, 0)‖E(Γ) + C‖h‖Lp((0,T )×Γ)
for given ε > 0 by (3.5) and (3.6). In this inequality, if ε and T are sufficiently
small, then we may absorb (ε+CεT )‖F(h, 0)‖E(Γ) into the left-hand side to obtain
‖F(h, 0)‖E(Γ) ≤ C‖h‖Lp((0,T )×Γ).
Now (3.8) follows from
‖[C, ψi]F(h1 − h2, 0)‖Lp((0,T )×Γ) ≤ C ‖F(h1 − h2, 0)‖E(Γ),
which finishes the proof. 
4. Well-posedness and compactness of the solution semiflows
4.1. Dirichlet problems. Let Ω ⊂ Rn be a bounded domain with smooth bound-
ary Γ. We assume that the operator A is given by
(4.1) Au = −div(d∇u), d ∈ C∞(Ω,R), d ≥ d∗ > 0,
where d∗ is a constant. We first consider the linear inhomogeneous Dirichlet prob-
lem
(4.2)
{
λv +Av = f in Ω,
v|Γ = g on Γ.
We denote tr u = u|Γ for the trace on Γ. It follows from classical Agmon-Douglis-
Nirenberg theory that there is λD ≥ 0 such that for all λ ≥ λD it holds that
(λ+A, tr) : H2,p(Ω)→ Lp(Ω)×W 2−1/p,p(Γ)
is a continuous isomorphism. For instance, if A = −d∆ for a constant d > 0, then
one can take λD = 0. The corresponding inverse, which is denoted by
Rλ := (λ +A, tr)−1,
enjoys the following properties.
Lemma 4.1. Let A be given by (4.1) and p ∈ (1,∞). Then for all θ ∈ (1/2p, 1],
θ 6= 1/2 + 1/2p, and λ ≥ λD the operator Rλ extends to a continuous map
Rλ : Lp(Ω)×W 2θ−1/p,p(Γ)→ H2θ,p(Ω).
There are constants CD (independent of λ) and Cλ such that
‖Rλ(f, g)‖H2θ,p(Ω) ≤ CDλ−(1−θ)‖f‖Lp(Ω) + Cλ‖g‖W 2θ−1/p,p(Γ).
Here we exclude θ = 1/2 + 1/2p to avoid the terminology of Besov spaces.
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Proof. The properties of the extension of Rλ are proved in [9, Eq. (12)] and are
based on the Lions-Magenes extension of (λ+A, tr), see [24]. Moreover, it is shown
in [2, Theorem 12.2] that
‖Rλ(f, 0)‖H2,p(Ω) ≤ C‖f‖Lp(Ω), ‖Rλ(f, 0)‖Lp(Ω) ≤ Cλ−1‖f‖Lp(Ω),
for all λ ≥ λD. Now the second statement follows from complex interpolation. 
Let us now consider the nonlinear Dirichlet problem
(4.3)
{
λu+Au = F (u) in Ω,
u|Γ = uΓ on Γ,
where the boundary data uΓ is given. For p ∈ (1,∞) and θ ∈ (0, 1) we assume that
(4.4) F : H2θ,p(Ω)→ Lp(Ω) is globally Lipschitzian with constant cF ≥ 0.
Example 4.2. Let F be the superposition operator induced by a globally Lips-
chitzian f : R×Rn → R, i.e., F (u)(x) = f(u(x),∇u(x)). Then F satisfies (4.4) for
all p and θ ≥ 12 . If F is induced by a function that is not globally Lipschitzian,
then (4.4) cannot hold.
Definition 4.3. Let p ∈ (1,∞) and θ ∈ (1/2p, 1] with θ 6= 1/2 + 1/2p. For
uΓ ∈ W 2θ−1/p,p(Γ), we call u ∈ H2θ,p(Ω) a solution of (4.3) if
(4.5) u = Rλ(F (u), uΓ).
If θ = 1, then such u is a strong solution, meaning that it satisfies (4.3) almost
everywhere in Ω in the sense of weak derivatives.
Lemma 4.4. Let p ∈ (1,∞), θ ∈ (1/2p, 1) with θ 6= 1/2 + 1/2p and assume (4.1)
and (4.4). Then there is λ∗ ≥ λD such that for all λ ≥ λ∗ the following holds. For
all uΓ ∈ W 2θ−1/p,p(Γ) there is a unique solution u = Dλ(uΓ) of (4.3) in the sense
of (4.5), and the solution operator
Dλ :W 2θ−1/p,p(Γ)→ H2θ,p(Ω)
is globally Lipschitz continuous. If F ∈ Ck(H2θ,p(Ω), Lp(Ω)) for k ∈ N∪{∞}, then
Dλ ∈ Ck(W 2θ−1/p,p(Γ), H2θ,p(Ω)).
Proof. For uΓ ∈ W 2θ−1/p,p(Γ) the map u 7→ Rλ(u, uΓ) is a strict contraction on
H2θ,p(Ω) if λ∗ is sufficiently large, since
‖Rλ(u, uΓ)−Rλ(v, uΓ)‖H2θ,p(Ω) = ‖Rλ(F (u)− F (v), 0)‖H2θ,p(Ω)
≤ CDλ−(1−θ)∗ cF ‖u− v‖H2θ,p(Ω)
for u, v ∈ H2θ,p(Ω) by Lemma 4.1 and (4.4). The resulting unique fixed point is the
unique solution of (4.5). The global Lipschitz continuity of the solution operator
Dλ follows from
‖Dλ(uΓ)−Dλ(vΓ)‖H2θ,p(Ω)
= ‖Rλ(F (Dλ(uΓ))− F (Dλ(vΓ)), uΓ − vΓ)‖H2θ,p(Ω)
≤ CDλ−(1−θ)∗ cF ‖Dλ(uΓ)−Dλ(vΓ)‖H2θ,p(Ω) + Cλ‖uΓ − vΓ‖W 2θ−1/p,p(Γ),
and from CDλ
−(1−θ)
∗ cF < 1. Finally, suppose that F ∈ Ck and consider the map
F : H2θ,p(Ω)×W 2θ−1/p,p(Γ)→ H2θ,p(Ω), F(u, uΓ) = u−Rλ(F (u), uΓ).
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The unique zero of F(·, uΓ) is Dλ(uΓ). We have F ∈ Ck, and for h ∈ H2θ,p(Ω) it
holds D1F(u, uΓ)h = h−Rλ(F ′(u)h, 0). As above we can estimate
‖Rλ(F ′(u)h, 0)‖H2θ,p(Ω) ≤ CDλ−(1−θ)∗ cF ‖h‖H2θ,p(Ω),
which yields thatD1F(u, uΓ) is invertible for all (u, uΓ) if λ∗ is large. Thus Dλ ∈ Ck
by the implicit function theorem. 
Remark 4.5. The number λ∗ can be chosen such that λ∗ > max{λD, (CDcF ) 11−θ }.
It tends to infinity as the global Lipschitz constant of F tends to infinity.
4.2. Quasilinear boundary conditions of reactive-diffusive type. We con-
sider the following class of elliptic problems with quasilinear, nondegenerate dy-
namic boundary conditions of reactive-diffusive type,
(4.6)

λu+Au = F (u) in (0, T )× Ω,
∂tuΓ + C(uΓ)uΓ + B(u) = G(uΓ) on (0, T )× Γ,
uΓ|t=0 = u0 on Γ.
This is a generalization of the prototype model (1.1) from the introduction.
We assume that A is as above and that F satisfies (4.4) with θ = 1 − 1/(2p).
The nonlinear boundary differential operator C is given by
(4.7) C(uΓ)vΓ = −divΓ
(
δ(·, uΓ)∇ΓvΓ
)
, δ ∈ C∞(Γ× R,R), δ ≥ δ∗ > 0,
where δ∗ is a constant. The nonlinear map B couples the equations in the domain
and on the boundary in a nontrivial way. Given p ∈ (1,∞), we assume that
(4.8) B : H2−1/p,p(Ω)→ Lp(Γ) is locally Lipschitzian.
We do not impose any further structural condition for B. In fact, it could vanish
identically.
Example 4.6. The prototype for B is B(u) = Bν·(∇u)|Γ for someB ∈ C∞(Γ,Rn×n),
which satisfies (4.8) if p > 2. For B = ±id one obtains B = ±∂ν. In the semilinear
case one can also allow p ≤ 2 for such B, see Proposition 4.11 below.
Next, for the boundary nonlinearity G we assume
G :W 2−2/p,p(Γ)→ Lp(Γ) is locally Lipschitzian.(4.9)
Example 4.7. If G(uΓ)(x) = g(uΓ(x)) and g : R → R is locally Lipschitzian, then
G satisfies (4.9) if p > n+12 . If g depends in addition on ∇ΓuΓ, then p > n + 1 is
required. These assertions are easily verified using Sobolev’s embeddings. If g is
polynomial, then the values of p can be lowered.
We are now ready to precisely state what we mean by a strong solution to
problem (4.6).
Definition 4.8. A function u is said to be a strong solution of (4.6) if it is a
strong solution of the elliptic equation almost everywhere in (0, T ) and if its trace
uΓ is a strong solution of the parabolic equation on (0, T )× Γ.
We have the following local well-posedness result for (4.6).
Theorem 4.9. Let p ∈ (n + 1,∞) and assume (4.1), (4.4) with θ = 1 − 1/(2p),
(4.7), (4.8) and (4.9). Then there is λ∗ such that for all λ ≥ λ∗ the following holds
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true. The problem (4.6) generates a compact local semiflow of strong solutions on
W 2−2/p,p(Γ). For all T ∈ (0, t+(u0)) a solution u = u(·, u0) enjoys the regularity
u ∈ C([0, T ];H2−1/p,p(Ω)) ∩ Lp(0, T ;W 2,p(Ω)),
uΓ ∈W 1,p(0, T ;Lp(Γ)) ∩ Lp(0, T ;W 2,p(Γ)).
Remark 4.10.
(1) The corresponding result for boundary conditions of purely reactive type,
i.e., C ≡ 0 and B = d∂ν , was shown in [8]. There the result is based on
the generation properties of the Dirichlet-to-Neumann operator and thus
requires a good sign of the normal derivative. Moreover, the solutions
enjoy worse regularity properties up to t = 0. In presence of the surface
diffusion operator C, local well-posedness becomes essentially independent
of the lower order coupling B. The latter was already observed in [38] for
a linear problem in the special case B = −∂ν .
(2) The proof shows that one can take λ∗ = max{λD, (CDcF )p}. If F is not
globally Lipschitzian, then nonexistence, nonuniqueness and noncontinua-
tion phenomena can occur (see [11]).
Proof of Theorem 4.9. Step 1. Let Dλ : W 2−2/p,p(Γ) → H2−1/p,p(Ω) be the so-
lution operator from Lemma 4.4 for the nonlinear Dirichlet problem (4.3). Given
u0 ∈ W 2−2/p,p(Γ), we consider the quasilinear evolution equation
(4.10)
{
∂tuΓ + C(uΓ)uΓ = G(uΓ)− B(Dλ(uΓ)) on (0, T )× Γ,
uΓ|t=0 = u0 on Γ.
for uΓ. We verify the conditions of [22, Theorems 2.1 and 3.1, Corollary 3.2] to
apply the abstract results on local well-posedness provided there.
By assumption and the Lipschitz continuity of Dλ, the map uΓ 7→ G(uΓ) −
B(Dλ(uΓ)) is locally Lipschitzian W 2−2/p,p(Γ)→ Lp(Γ). Next we rewrite the lead-
ing term C(uΓ)uΓ into
C(uΓ)uΓ = −δ(·, uΓ)∆ΓuΓ −∇Γ(δ(·, uΓ))∇Γu.
For the first term we have
‖δ(·, uΓ)∆ΓwΓ − δ(·, vΓ)∆ΓwΓ‖Lp(Γ) ≤ ‖δ(·, uΓ)− δ(·, vΓ)‖L∞(Γ)‖wΓ‖W 2,p(Γ).
The superposition operator induced by δ is locally Lipschitzian as a map C(Γ) →
C(Γ), and since p > n+12 we have that W
2−2/p,p(Γ) →֒ C(Γ). Therefore uΓ 7→
−δ(·, uΓ)∆Γ is locally Lipschitzian as a map W 2−2/p,p(Γ) → L(W 2,p(Γ), Lp(Γ)).
Further, for each uΓ ∈W 2−2/p,p(Γ) the function −δ(·, uΓ) belongs to C(Γ). Hence
by Theorem 3.2, the operator−δ(·, uΓ)∆Γ with domainW 2,p(Γ) on Lp(Γ) enjoys the
property of maximal Lp-regularity. Finally, if p > n+1 thenW 2−2/p,p(Γ) →֒ C1(Γ),
and this implies that uΓ 7→ ∇Γ(δ(·, uΓ))∇Γu is locally Lipschitzian W 2−2/p,p(Γ)→
Lp(Γ).
It thus follows from the results of [22] that (4.10) generates a local solution
semiflow on W 2−2/p,p(Γ), such that
uΓ ∈W 1,p(0, T ;Lp(Γ)) ∩ Lp(0, T ;W 2,p(Γ)) ∩ C([0, T ];W 2−2/p,p(Γ))
for each T ∈ (0, t+(u0)). Hence u := Dλ(uΓ) solves (4.6), as described in Definition
4.8, by the Lemmas 4.1 and 4.4. In this way the semiflow for (4.10) becomes a
semiflow for (4.6).
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Step 2. It remains to show the compactness of the semiflow generated by (4.6).
To this end we modify the arguments of [22, Section 3] appropriately. We will use
the notion and properties of the weighted spaces Lpµ used in [22], which are given
by
Lpµ(0, T ;E) :=
{
v : (0, T )→ E : ‖v‖p
Lpµ(0,T ;E)
:=
∫ T
0
tp(1−µ)|v(t)|pE dt < +∞
}
,
for some p ∈ (1,∞), µ ∈ (1/p, 1], and a Banach space E with norm | · |E . The
corresponding Sobolev spaces W 1,pµ (0, T ;E) are defined by
W 1,pµ (0, T ;E) := {v ∈ Lpµ(0, T ;E) : ∃ v′ ∈ Lpµ(0, T ;E)}.
Let us now return to the proof. By assumption there exists a number µ ∈
(1/p, 1) with 2µ− 2/p > 1 + n−1p . The same arguments as above show that uΓ 7→
−δ(·, uΓ)∆Γ is locally Lipschitzian W 2µ−2/p,p(Γ) → L(W 2,p(Γ), Lp(Γ)), and the
lower order nonlinearities are locally Lipschitzian W 2µ−2/p,p(Γ)→ Lp(Γ). Thus by
[22, Theorem 2.1], for each v0 ∈ W 2µ−2/p,p(Γ) there are r, T > 0 and a continuous
map
Φ : Br(v0) ⊂W 2µ−2/p,p(Γ)→W 1,pµ (0, T ;Lp(Γ)) ∩ Lpµ(0, T ;W 2,p(Γ))
such that uΓ = Φ(u0) solves (4.10) on (0, T ).
Now let M be a bounded subset of W 2−2/p,p(Γ) such that t+(M) ≥ T > 0.
Then M is relatively compact in W 2µ−2/p,p(Γ). Hence finitely many balls Bri ⊂
W 2µ−2/p,p(Γ) suffice to cover M , with corresponding solution maps Φi and times
Ti as above. Let T0 = minTi, and take 0 < t ≤ T0. Then we have u(t;M) =⋃
i trtΦi(Bi∩M). By the continuity of Φi, the set Φi(Bi∩M) is relatively compact
in W 1,pµ (0, T0;L
p(Γ)) ∩ Lpµ(0, T0;W 2,p(Γ)). Moreover, the trace trt at time t is
continuous from the latter space into the higher regularity space W 2−2/p,p(Γ), due
to the fact that the weight tp(1−µ) only has an effect at t = 0 (see [30, Proposition
3.1] and [28, Theorem 4.2]). Thus u(t;M) is relatively compact in W 2−2/p,p(Γ).
Finally, in case T0 < t ≤ T we obtain the relative compactness of u(t;M) from
u(t;M) = u(t−T0;u(T0;M)) and the continuity of u(t−T0; ·) on W 2−2/p,p(Γ). 
Things are simpler in the semilinear case.
Proposition 4.11. Let p ∈ (1,∞) and assume (4.1) and (4.7), where δ is inde-
pendent of uΓ. Suppose that there is θ ∈ (1/2p, 1) such that
F : H2θ,p(Ω)→ Lp(Ω), G :W 2θ−1/p,p(Γ)→ Lp(Γ), B : H2θ,p(Ω)→ Lp(Γ),
where F is globally Lipschitzian and G,B are Lipschitzian on bounded sets. Then
there is λ∗ such that for all λ ≥ λ∗ the following holds. For all σ ∈ (θ, 1) the problem
(4.6) generates a compact local semiflow of strong solutions on W 2σ−1/p,p(Γ). A
solution u = u(·;u0) enjoys the regularity
u ∈ C([0, t+);H2σ,p(Ω)) ∩ C(0, t+;W 2,p(Ω)),
uΓ ∈ C([0, t+);W 2σ−1/p,p(Γ)) ∩ C1(0, t+;Lp(Γ)) ∩ C(0, t+;W 2,p(Γ)).
Proof. The reformulation (4.10) of (4.6) is now an abstract semilinear problem.
Since W 2,p(Γ) →֒ Lp(Γ) is compact, the assertions follow from Theorem 3.2, the
Lemmas 4.1 and 4.4, and e.g. [4, Theorems 2.1.1 and 3.2.1, Corollary 2.3.1]. 
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4.3. Compactness in the purely reactive case. We complement the results
in [8, 9] concerning compactness of the solution semiflow. We consider problems of
type
(4.11)

λu− div(d∇u) = f(u) in (0, T )× Ω,
∂tuΓ + d∂νu = g(uΓ) on (0, T )× Γ,
uΓ|t=0 = u0 on Γ.
Throughout this subsection we assume that
(4.12) d ∈ C∞(Ω), d ≥ d∗ > 0, f, g ∈ C∞(R), |f ′| ≤ cf .
The results of [8, Theorem 6.2] and [9, Theorem 2] can be summarized as follows.
Proposition 4.12. Assume (4.12). Then for p ∈ (n,∞) there is λ∗ such that for
all λ ≥ λ∗ the problem (4.11) generates a local semiflow of classical solutions on
W 1−1/p,p(Γ). A solution u enjoys the regularity
u ∈ C([0, t+);W 1,p(Ω)) ∩ C1(0, t+;C∞(Γ)) ∩C(0, t+;C∞(Ω)).
For sufficiently large λ we define the Dirichlet-Neumann operator Nλ by
NλuΓ := d∂νRλ(0, uΓ),
where Rλ is from Lemma 4.1. The following generator properties of Nλ are shown
in [8, Theorem 1.5] (see also [9, Theorem 3] and [10, Section 6]).
Proposition 4.13. Let d ∈ C∞(Ω) with d ≥ d∗ > 0, and let λ be sufficiently
large. Then for all p ∈ (1,∞) and θ ≥ 0 the operator −Nλ with domain W θ+1,p(Γ)
generates an analytic C0-semigroup on W
θ,p(Γ).
Now we prove the compactness of the semiflow generated by (4.11).
Proposition 4.14. For each p ∈ (n,∞), the local solution semiflow from Propo-
sition 4.12 is compact.
Proof. Using the solution operator Dλ from Lemma 4.4 for the nonlinear Dirichlet
problem (4.3), the regularity of the solutions allows rewrite (4.11) into
(4.13)
{
∂tuΓ +NλuΓ = g(uΓ)− d∂νRλ(f(Dλ(uΓ)), 0) on (0, T )× Γ,
uΓ|t=0 = u0 on Γ,
which is a semilinear problem for uΓ. Let M ⊂ W 1−1/p,p(Γ) be bounded with
t+(M) ≥ T > 0. Fix t ∈ (0, T ). Note that D(Nα2λ ) →֒ W s,p(Γ) →֒ D(Nα1λ ) for
α2 > s > α1 ≥ 0. If α is sufficiently close to 1 − 1/p, then Sobolev’s embedding
implies that uΓ 7→ g(uΓ) is Lipschitzian on bounded sets as a map D(Nαλ ) →
Lp(Γ). Using the Lemmas 4.1 and 4.4 and the Lipschitz properties of f and Dλ,
for uΓ, vΓ ∈ D(Nαλ ) and η ∈ (0, α) we estimate
‖d∂νRλ(f(Dλ(uΓ))− f(Dλ(vΓ)), 0)‖Lp(Γ) ≤ C‖f(Dλ(uΓ))− f(Dλ(vΓ))‖Lp(Ω)
≤ C‖uΓ − vΓ‖Wη,p(Γ)
≤ C‖uΓ − vΓ‖D(Nαλ ).
Hence uΓ 7→ d∂νRλ(f(Dλ(uΓ)), 0) is globally Lipschitzian as a map D(Nαλ ) →
Lp(Γ). Therefore [4, Proposition 3.2.1] applies to (4.13), and we obtain that
uΓ(t;M) is bounded in D(Nαλ ) for all α ∈ (0, 1). Since W 1,p(Γ) →֒ Lp(Γ) is
compact, we conclude that uΓ(t;M) is relatively compact in W
1−1/p,p(Γ). 
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5. Qualitative properties of classical solutions
In this section we study the qualitative properties of solutions of the semilinear
problem
(5.1)

λu− div(d∇u) = f(u) in (0, T )× Ω,
∂tuΓ − divΓ(δ∇ΓuΓ) + d∂νu = g(uΓ) on (0, T )× Γ,
uΓ|t=0 = u0 on Γ,
where we assume throughout that λ ≥ λ∗ is sufficiently large (in dependence on the
other parameters). We treat the two types of boundary conditions simultaneously
and assume that
(5.2)
{
d ∈ C∞(Ω), d ≥ d∗ > 0, f, g ∈ C∞(R), |f ′| ≤ cf , p ∈ (n,∞),
δ ∈ C∞(Γ), and either δ ≥ δ∗ > 0 or δ ≡ 0.
The local well-posedness of (5.1) is provided by the Propositions 4.11 and 4.12. To
simplify the notation we set
Xδ :=W 2−2/p,p(Γ) if δ ≥ δ∗, Xδ :=W 1−1/p,p(Γ) if δ ≡ 0,
for the corresponding phase spaces. We will make essential use of the fact that by
the Propositions 4.11 and 4.12, for both types of boundary conditions the trace uΓ
of a strong resp. classical solution of (5.1) satisfies
(5.3)
{
∂tuΓ + CuΓ +NλuΓ = g(uΓ)− d∂νRλ(f(Dλ(uΓ)), 0) on (0, T )× Γ,
uΓ|t=0 = u0 on Γ,
where CuΓ = −divΓ(δ∇ΓuΓ), Nλ is the Dirichlet-Neumann operator, Rλ is from
Lemma 4.1 and Dλ is from Lemma 4.4.
By Theorem 3.2 and Proposition 4.13, the operators C and Nλ are both the neg-
ative generators of an analytic C0-semigroup on L
p(Γ). Therefore we may represent
uΓ by the variation of constants formula with an inhomogeneity as above.
5.1. Classical solutions. We show the smoothness of solutions in space and
time. Besides its own interest, this will become important to apply the comparison
result Lemma 5.3 below and to show that (5.1) is of gradient structure (see Section
5.4).
The key to smoothness in time is the following.
Lemma 5.1. Suppose that (5.2) holds, and that ϕ ∈ C∞(0, T ;W 1−1/p,p(Γ)). For
each t ∈ (0, T ), denote by u = u(t, ·) the unique solution of
(5.4)
{
λu− div(d∇u) = f(u) in Ω,
u|Γ = ϕ(t) on Γ,
i.e., u = Rλ(f(u), ϕ(t)) for t ∈ (0, T ). Then u ∈ C∞(0, T ;H1,p(Ω)).
Proof. Define F : (0, T )×H1,p(Ω)→ H1,p(Ω) by
F(t, v) := v −Rλ
(
f(v), ϕ(t)
)
.
By Lemma 4.4, for each t the unique zero of F is u(t, ·). The assumption on p guar-
antees that the superposition operator v 7→ f(v) belongs to C∞(H1,p(Ω), Lp(Ω)),
with derivative h 7→ f ′(v)h. The regularity of ϕ and the continuity of Rλ thus
show that F ∈ C∞. At v ∈ H1,p(Ω) the derivative D2F(t, v) is given by h 7→
h−Rλ(f ′(v)h, 0), and by Lemma 4.1 it holds
‖Rλ(f ′(v)h, 0)‖H1,p(Ω) ≤ CDλ−1/2∗ cf‖h‖H1,p(Ω).
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Therefore D2F(t, v) is invertible for all t and all v. We obtain that for every
t0 ∈ (0, T ) there are ε > 0 and a function Φ ∈ C∞
(
t0− ε, t0+ ε;H1,p(Ω)
)
such that
F(t,Φ(t)) = 0. Uniqueness implies that Φ(t) = u(t, ·) for all t ∈ (t0 − ε, t0 + ε).
Hence u ∈ C∞(0, T ;H1,p(Ω)) as asserted. 
After this preparation we can show the smoothness of solutions.
Proposition 5.2. Let (5.2) hold. Then for all u0 ∈ Xδ the solution u of (5.1)
satisfies u ∈ C∞((0, t+)× Ω).
Proof. Throughout we fix T < t+.
Step 1. First let δ ≥ δ∗. For sufficiently large ρ the operator ρ+ C is invertible
and commutes with −C. Employing local arguments as in the proof of Theorem 3.2
and interpolation, we obtain that ρ + C is an isomorphism W 2+θ,p(Γ) → W θ,p(Γ)
for all θ ≥ 0. Thus −C with domainW 2+θ,p(Γ) generates an analytic C0-semigroup
on W θ,p(Γ) for all θ.
The trace uΓ may be represented by
(5.5) uΓ(t, ·) = e−Ctu0 + e−C· ∗
(
g(uΓ)− d∂νu
)
(t), t ∈ (0, T ].
Since u ∈ C([0, T ];H2−1/p(Ω)) we have g(uΓ) − d∂νu ∈ C([0, T ];W 1−2/p,p(Γ)).
We may thus consider (5.5) as an identity on W 1−2/p,p(Γ), and obtain from [26,
Corollary 4.3.9] that
uΓ ∈ C1((0, T ];W 1−2/p,p(Γ)) ∩C((0, T ];W 3−2/p,p(Γ)).
Since u = Rλ(f(u), uΓ) and f(u(t, ·)) ∈ H1−1/p(Ω), we further obtain from [2,
Theorem 13.1] that u(t, ·) ∈ H3−1/p,p(Ω) for all t, and that
‖u(t1, ·)− u(t2, ·)‖H3−1/p,p(Ω) ≤ C
(‖f(u(t1, ·))− f(u(t2, ·))‖H1−1/p(Ω)
+ ‖uΓ(t1, ·)− uΓ(t2, ·)‖W 3−2/p,p(Γ)
)
(5.6)
with a constant C independent of t1, t2 ∈ (0, T ]. Thus u ∈ C((0, T ];W 3−1/p,p(Ω)).
An iteration of these arguments together with Sobolev’s embeddings gives
u ∈ C1((0, T ];C∞(Γ)) ∩ C((0, T ];C∞(Ω)).
Now it follows from (5.5) that uΓ ∈ C∞((0, T ];C∞(Γ)). Moreover, Lemma 5.1
implies that u ∈ C∞((0, T ];H1,p(Ω)).
Step 2. Let now δ ≡ 0. By Proposition 4.12 we have u ∈ C1((0, T ];C∞(Γ)) ∩
C((0, T ];C∞(Ω)), and further
uΓ(t, ·) = e−Nλtu0 + e−Nλ· ∗
(
g(uΓ)− d∂νRλ(f(u), 0)
)
(t), t ∈ (0, T ].
As above, this formula yields uΓ ∈ C∞((0, T ]×Γ) and then u ∈ C∞((0, T ];H1,p(Ω))
by Lemma 5.1.
Step 3. For both types of boundary conditions it now follows from the linearity
and the continuity of Rλ that
∂kt u = Rλ(∂kt (f(u)), ∂kt uΓ)
for all k ∈ N. Now argue by induction and suppose that ∂k−1t u ∈ C((0, T ];C∞(Ω)).
Note that ∂kt (f(u)) is of the form f
′(u)∂kt u + ψ, where ψ ∈ C((0, T ];C∞(Ω)) is a
polynomial in the derivatives of u up to the order k − 1 and derivatives of f with
u inserted. Since |f ′(u)| ≤ cf we may apply [2, Theorem 13.1] to A− f ′(u) for all
λ ≥ λD + cf and estimate as in (5.6) to obtain ∂kt u ∈ C((0, T ];C∞(Ω)). 
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5.2. Blow-up. In this subsection we assume that d ≡ d∗ > 0 and δ ≡ δ∗ ≥ 0 are
constants. Our blow-up results are based on the method of subsolutions and the
following comparison lemma. Its proof is inspired by [32, Theorem II.3].
Lemma 5.3. Assume f, g ∈ C1(R) with |f ′| ≤ cf , λ ≥ cf , d > 0 and δ ≥ 0. If
u, v ∈ C([0, T ]× Ω) ∩ C1((0, T ];C(Γ)) ∩ C((0, T ];C2(Ω))
satisfy
λv − d∆v − f(v) ≥ λu− d∆u− f(u) in (0, T ]× Ω,
∂tvΓ − δ∆ΓvΓ + d∂νv − g(vΓ) ≥ ∂tuΓ − δ∆ΓuΓ + d∂νu− g(uΓ) on (0, T ]× Γ,
vΓ|t=0 ≥ uΓ|t=0 on Γ,
then v ≥ u on [0, T ]× Ω.
Proof. The assumptions on f and λ imply that the function
a(t, x) =
λv(t, x)− f(v(t, x)) − (λu(t, x)− f(u(t, x)))
v(t, x)− u(t, x)
is continuous and nonnegative on [0, T ]×Ω. Moreover, for all (t, x) ∈ [0, T ]×Ω we
can write
g(v(t, x)) − g(u(t, x)) = (L− b(t, x))(v(t, x) − u(t, x)),
where L > 0 is a constant and b is continuous and nonnegative on [0, T ]×Γ. Define
w(t, x) := eLt(v(t, x) − u(t, x)).
We suppose that m := min[0,T ]×Ωw < 0 and derive a contradiction. Let (t0, x0) ∈
(0, T ]× Ω be such that m = w(t0, x0). The function w satisfies
λw − d∆w ≥ eLt0(f(v)− f(u)) in {t0} × Ω,
and is thus a classical solution of
d∆w − eLt0(λv − f(v)− (λu− f(u))) = d∆w − aw ≤ 0 in {t0} × Ω.
Since −a ≤ 0 we deduce from the strong maximum principle [17, Theorem 3.5] that
x0 ∈ Γ. Now the Hopf lemma [17, Lemma 3.4] implies ∂νw(t0, x0) < 0. Therefore
(5.7) ∂tw(t0, x0)− δ∆Γw(t0, x0) + b(t0, x0)w(t0, x0) > 0.
As b ≥ 0 we have b(t0, x0)w(t0, x0) ≤ 0, and further ∂tw(t0, x0) ≤ 0 since t 7→
w(t, x0) attains its minimum in t0. Moreover, in case δ > 0, take orthogonal
coordinates g : U ⊂ Rn−1 → Γ for x0 ∈ Γ, with g(y0) = x0 for some y0 ∈ U . Then
y 7→ w(t0, g(y)) has a local minimum in y0, which implies that ∇yw(t0, g(y0)) = 0
and ∆yw(t0, g(y0)) ≥ 0. Hence the formula for ∆Γ in coordinates yields
∆Γw(t0, x0) = ∆Γw(t0, g(y0)) = ∆yw(t0, g(y0)) ≥ 0.
The signs of the terms on the left-hand side of (5.7) lead to a contradiction. 
To obtain appropriate subsolutions we modify the ones from [3, Lemma 4.1].
Proposition 5.4. Let (5.2) hold and assume d ≡ d∗ and δ ≡ δ∗. Let further
g(ξ)
ξq
→ +∞ as ξ → +∞,
for some q > 1. Then there is C > 0 such that if u0 ∈ Xδ satisfies u0 ≥ C, then
the solution of (5.1) blows up in finite time.
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Remark 5.5. For δ = 0, blow-up results for (5.1) with f 6= 0 were obtained in [40]
by the so-called concavity method.
Proof. For 1 < r ≤ q, let ϕ(s) := (c − (r − 1)s)−1/(r−1), where c := (r −
1)(maxy∈Ω
∑
i yi + 1), such that ϕ
′ = ϕr and ϕ′′ = rϕ2r−1. Define u by
u(t, x) := ϕ
(∑
i
xi + t
)
=
(
(r − 1)
[
max
y∈Ω
∑
i
yi −
∑
i
xi + 1− t
])−1/(r−1)
,
which is well-defined on Ω as long as t < 1. Observe that u is positive and that
(5.8) for all K > 0 there is r > 1 such that u(t, x) ≥ K on [0, 1)× Ω.
We check that u is a subsolution of (5.1) on (0, 1)× Ω for a suitable choice of r.
First consider the elliptic equation. The assumption on λ and f yields
λu− f(u) ≤ (λ+ cf)u − f(0),
and we have ∆u = nru2r−1. By (5.8) (with u2(r−1) instead of u) we can achieve
the inequality
(λ+ cf ) ≤ dnru2(r−1) + f(0)/u on (0, 1)× Ω
if r is sufficiently close to 1.
For the boundary equation we have ∂tu = u
r and ∂νu = (ν · 1)ur, where
1 = (1, ..., 1) ∈ Rn. To treat the Laplace-Beltrami term in case δ > 0, fix x0 ∈ Γ
and take orthogonal coordinates g : U ⊂ Rn−1 → Γ for x0, such that x0 = g(y0)
for some y0 ∈ U . Let |G| be the Gramian and let G−1 = (gij)i,j=1,...,n−1 be the
inverse fundamental form with respect to g. We write a(x) =
∑
i xi for simplicity.
Since (gij)y=y0 equals the Kronecker symbol, we have
(∆Γu)(t, x0) =
n−1∑
i,j=1
∂i
[√|G|gij∂j(ϕ(a ◦ g(y0) + t))]
= ur(t, x0)∆Γa(x0) + ru
2r−1
n−1∑
i=1
|∂i(a ◦ g)(y0)|2
≥ mur(t, x0),
where m = minx∈Γ∆Γa(x). Therefore on (0, 1)× Γ we have
∂tu− δ∆Γu+ d∂νu ≤ (1 − δm+ ν · 1)ur ≤ g(u)
when choosing r such that (1−δm+ν ·1) ≤ g(u)/ur on (0, 1)×Γ, which is possible
by assumption on g and (5.8). Hence u is a subsolution of (5.1) if r is appropriate.
Now take u0 ∈ Xδ with u0 ≥ u|t=0 on Ω. Let u be the corresponding classical
solution of (5.1). Then u ≥ u on Ω by Lemma 5.3, as long as u exists. Thus u
blows up at t = 1. 
In case f ≡ 0 we can refine the blow-up condition for g.
Proposition 5.6. Let d > 0 and δ ≥ 0. Suppose that there is ξ0 such that g(ξ) > 0
for ξ ≥ ξ0, and that ∫ ∞
ξ0
dξ
g(ξ)
<∞.
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Then there is C > 0 such that for all u0 ∈ Xδ the solution of
(5.9)

∆u = 0 in (0, T )× Ω,
∂tuΓ − δ∆ΓuΓ + d∂νu = g(uΓ) on (0, T )× Γ,
uΓ|t=0 = u0 on Γ,
blows up in finite time.
Remark 5.7. Under the additional assumption that g is entirely positive, the above
result was shown in [21, Theorem 1] for δ = 0.
Proof. For a constant initial value u0 > 0 the solution of (5.9) is given by the
solution u of u′ = g(u) with u|t=0 = u0. If u0 is sufficiently large, then it is well-
known that the condition on g implies that u blows up in finite time. By Lemma
5.3, any solution of (5.9) with initial value u0 ≥ u0 blows up as well. 
5.3. Global existence. We now return to the slightly more general assumptions
(5.2) with variable diffusion coefficients. First we refine the blow-up conditions and
show that for both types of boundary conditions an L∞-bound for uΓ suffices for
global existence.
Lemma 5.8. Let (5.2) hold, and assume that for u0 ∈ Xδ the solution u of (5.1)
satisfies
uΓ ∈ L∞((0, t+)× Γ).
Then t+ =∞.
Proof. Suppose t+ < ∞. We show uΓ ∈ L∞(0, t+;Xδ) to derive a contradiction.
In both cases δ ≥ δ∗ and δ ≡ 0, for T < t+ we may use the variation of constants
formula to estimate as in the proof of [4, Proposition 3.2.1],
sup
t∈[0,T ]
‖uΓ(t)‖Xδ ≤ Ct+
(
1 + sup
t∈[0,T ]
‖g(uΓ(t))‖Lp(Γ)
+ sup
t∈[0,T ]
‖d∂νRλ(f(Dλ(uΓ(t))), 0)‖Lp(Γ)
)
.(5.10)
By assumption, the second summand is bounded independent of T < t+. For the
third summand we have by Lemma 4.4 that
‖d∂νRλ(f(Dλ(uΓ(t))), 0)‖Lp(Γ) ≤ C‖f(Dλ(uΓ(t)))‖Lp(Ω) ≤ Cη‖uΓ(t)‖Wη,p(Γ),
where η > 0 is small. Given ε > 0, it follows from the interpolation inequality and
Young’s inequality that
‖uΓ(t)‖Wη,p(Γ) ≤ ε‖uΓ(t)‖Xδ + Cε‖uΓ(t)‖Lp(Γ) ≤ ε sup
t∈[0,T ]
‖uΓ(t)‖Xδ + Cε.
For sufficiently small ε we may absorb ε supt∈[0,T ] ‖uΓ(t)‖Xδ into the left-hand side
of (5.10). We thus find a bound for supt∈[0,T ] ‖uΓ(t)‖Xδ that is independent of
T < t+. Hence uΓ ∈ L∞(0, t+;Xδ). 
Remark 5.9. It follows from the proof above that if g grows asymptotically at
most polynomial, then uΓ ∈ L∞(0, t+;Lq(Γ)) for sufficiently large q <∞ is already
sufficient for global existence.
Before continuing we need the following inequality of Poincare´-Young type.
Lemma 5.10. For all p ∈ (1,∞) and ε ∈ (0, 1) there is τ > 0 such that
(5.11) ‖u‖Lp(Γ) ≤ ε‖∇u‖Lp(Ω) + ε−τ‖u‖L1(Γ), for all u ∈W 1,p(Ω).
ELLIPTIC PROBLEMS WITH DYNAMICAL BOUNDARY CONDITIONS 21
Proof. Step 1. We use the Poincare´ inequality proved in [31, Lemma 3.1] to
estimate
‖u‖Lp(Ω) ≤ ‖u− 1|Γ|
∫
Γ
u‖Lp(Ω) + C‖u‖Lp(Γ) ≤ C
(‖∇u‖Lp(Ω) + ‖u‖Lp(Γ)).
Thus ‖∇u‖Lp(Ω) + ‖u‖Lp(Γ) is an equivalent norm on W 1,p(Ω).
Step 2. By a scaling argument it suffices to prove the inequality for ‖u‖Lp(Γ) = 1.
Suppose that there is no τ > 0 such that the inequality holds for a given ε ∈ (0, 1).
Then for any k ∈ N there is uk ∈W 1,p(Ω) such that
‖uk‖Lp(Γ) = 1 ≥ ε‖∇uk‖Lp(Ω) + ε−k‖uk‖L1(Γ).
It follows from this inequality and Step 1 that the resulting sequence (uk) is bounded
inW 1,p(Ω). Since the trace operator is a compact map fromW 1,p(Ω) into Lp(Γ) and
into L1(Γ), we find a subsequence, again denoted by (uk), that converges in L
p(Γ)
and in L1(Γ) to some limit u. By assumption we have ‖u‖Lp(Γ) = 1. On the other
hand, the inequality shows that ‖uk‖L1(Γ) ≤ εk for all k, such that ‖u‖L1(Γ) = 0
and thus u|Γ = 0. This is a contradiction. 
We verify an L∞(Γ)-bound for solutions of (5.1) under the assumption that
(5.12) g(ξ)ξ ≤ cg(ξ2 + 1) for all ξ ∈ R,
where cg is a nonnegative constant. Observe that this sign condition complements
the sufficient condition from Proposition 5.4 for blow-up.
Proposition 5.11. Let (5.2) hold, and assume (5.12). Then for all u0 ∈ Xδ the
classical solution of (5.1) exists globally in time, i.e., t+ =∞.
Proof. We suppose that t+ < ∞ and show uΓ ∈ L∞((0, t+) × Γ) to derive a
contradiction to Lemma 5.8.
Step 1. Let T < t+. By an iteration argument we will first show that
(5.13) ‖uΓ‖L∞((0,T )×Γ) ≤ C max
(‖u0‖L∞(Γ), ‖uΓ‖L∞(0,T ;L2(Γ))) ,
where C is independent of uΓ and T . Let k ∈ N, fix t ∈ (0, T ) and write u = uΓ =
u(t, ·). We multiply the equation on Γ by u2k−1 and integrate by parts on Γ to
obtain
d
dt
∫
Γ
u2
k
dS = −(2k − 1)22−k
∫
Γ
δ|∇Γ
(
u2
k−1
)
|2dS
+ 2k
∫
Γ
g(u)u2
k−1dS − 2k
∫
Γ
d∂νuu
2k−1dS.
Multiplying the equation on Ω by u2
k−1 gives
−2kd
∫
Γ
∂νuu
2k−1dS = −(2k − 1)22−k
∫
Ω
d|∇
(
u2
k−1
)
|2dx
+ 2k
∫
Ω
(
f(u)u2
k−1 − λu2k
)
dx.
Using −(2k − 1)22−k ≤ −2, that f is globally Lipschitzian and that λ ≥ cf , we
obtain
d
dt
∫
Γ
u2
k
dS ≤ −2d∗
∫
Ω
|∇
(
u2
k−1
)
|2dx
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+ 2k
∫
Ω
(
f(u)u2
k−1 − λu2k
)
dx+ 2k
∫
Γ
g(u)u2
k−1dS
≤ −2d∗
∫
Ω
|∇
(
u2
k−1
)
|2dx+ C 2k
∫
Γ
u2
k
dS + C 2k.(5.14)
Given ε > 0, it follows from Lemma 5.10 that there is τ > 1 such that
−
∫
Ω
|∇v|2 dx ≤ −ε−1
∫
Γ
v2 dS + ε−τ
(∫
Γ
|v| dS
)2
.
Choosing ε = δ2−k with sufficiently small δ > 0, we obtain that
(5.15)
d
dt
∫
Γ
u2
k
dS ≤ −2k
∫
Γ
u2
k
dS + C2kτ
∫
Γ
u2
k−1
dS + C2k, k ∈ N.
Now (5.13) follows from a standard Moser-Alikakos iteration procedure as presented
e.g. in [4, Proposition 9.3.1] (see also [27, Lemma 5.5.3]).
Step 2. Set ϕ = ‖uΓ‖2L2(Γ). Employing (5.14) with k = 1, we get ϕ′ ≤ C1ϕ+C2,
which we can integrate to
ϕ (t) ≤ C1
∫ t
0
ϕ(s)ds+ (tC2 + ϕ(0)) , t ∈ (0, T ).
Thus, by Gronwall’s inequality,
‖uΓ‖2L2(Γ) ≤
(
tC2 +
∫
Γ
u20dS
)
eC1t, t ∈ (0, T ).
Hence uΓ ∈ L∞(0, t+;L2(Γ)), and therefore uΓ ∈ L∞((0, t+)× Γ) by (5.13). 
Combining the Propositions 5.4 and 5.11 gives the following.
Theorem 5.12. Let (5.2) hold, assume d ≡ d∗ and δ ≡ δ∗ ≥ 0, and that
g(ξ) ∼ ρ|ξ|q−1ξ as |ξ| → ∞,
for some ρ ∈ R and q > 0. Then for all u0 ∈ Xδ the problem (5.1) has a unique
global classical solution if and only if either ρ ≤ 0 or q ≤ 1.
As for blow-up, we refine the sufficient conditions on g for global existence in
case of the Laplace equation. We argue as in [5, Theorem 6.1], where the case δ ≡ 0
was considered. The condition below complements the one of Proposition 5.6.
Proposition 5.13. Let (5.2) hold, assume d ≡ d∗ and δ ≡ δ∗ ≥ 0, and that
|g| ≤ γ, where γ ∈ C(R, (0,∞)) is such that∫ ∞
0
ds
γ(s)
=
∫ 0
−∞
ds
γ(s)
=∞.
Then for all u0 ∈ Xδ the problem (5.9) has a unique global classical solution.
Proof. Suppose that t+ <∞, and let ξ(t), ζ(t) ∈ Ω be such that
m(t) := min
x∈Ω
u(t, x) = u(t, ξ(t)), M(t) := max
x∈Ω
u(t, x) = u(t, ζ(t)).
It follows from [17, Theorem 3.5] that for each t ∈ (0, t+) we have ξ(t), ζ(t) ∈ Γ.
Thus ∂νu(t, ξ(t)) < 0 and ∂νu(t, ζ(t)) > 0 by [17, Lemma 3.4]. By [5, Theorem
2.2], the function m is almost everywhere differentiable on (0, t+) with ∂tm =
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(∂tu)(t, ξ(t)). Using that ∆Γu(t, ξ(t)) ≥ 0, which can be seen as in the proof of
Lemma 5.3, we get
∂tm(t) = δ∆Γu(t, ξ(t))− ∂νu(t, ξ(t)) + g(u(t, ξ(t))) ≥ −γ(m(t))
for a.e. t ∈ (0, t+). In the same way we obtain ∂tM(t) ≤ γ(M(t)) for a.e. t ∈
(0, t+). Now the very same arguments as in the proof of [5, Theorem 3.1] provide a
contradiction to the assumption t+ <∞. 
5.4. Global attractors. Suppose that (5.2) and (5.12) hold true. Then by the
above results, (5.1) generates a compact global solution semiflow
Sδ(t;u0) := u(t;u0)
of smooth solutions in the phase space Xδ. Let F ′ = f and G′ = g. Then we may
differentiate
E(u) := 1
2
∫
Ω
d|∇u|2 dx+ 1
2
∫
Γ
δ|∇ΓuΓ|2 dS −
∫
Ω
(F (u)− λ
2
u2) dx−
∫
Γ
G(uΓ) dS
with respect to time, to obtain
(5.16) ∂tE(u) = −‖∂tuΓ‖2L2(Γ).
Thus E is a strict Lyapunov function for (5.1), and the problem is of gradient
structure. By [4, Corollary 1.1.7], for the existence of a global attractor it is left to
show the boundedness of the set of equilibria E of (5.1). To formulate a sufficient
condition for this, we note that by the global Lipschitz continuity of f there is a
constant c˜f ∈ R such that
(5.17) f(ξ)ξ ≤ c˜f (ξ2 + 1), ξ ∈ R.
For the boundedness of the equilibria the parameters of the problem should satisfy
(5.18)
‖√d∇ψ‖2L2(Ω) + ‖
√
δ∇Γψ‖2L2(Γ) − (c˜f − λ)‖ψ‖2L2(Ω) − cg‖ψ‖2L2(Γ)
‖ψ‖2L2(Γ)
≥ η > 0,
for all Θδ :=
{
ψ ∈ W 1,2(Ω) : ψ|Γ ∈ W 1,2(Γ) if δ ≥ δ∗
}
.
Lemma 5.14. Assume (5.2), (5.12), (5.17) and (5.18). Then the set of equilibria
E ⊂ C∞(Ω) of (5.1) is bounded in W 2,p(Γ) for δ ≥ δ∗ and it is bounded in W 1,p(Γ)
for δ ≡ 0.
Proof. Step 1. Note that indeed E ⊂ C∞(Ω) by Proposition 5.2. Thus an equilib-
rium u satisfies
(5.19) λu− div(d∇u) = f(u) in Ω, −divΓ(δ∇Γu) + d∂νu = g(uΓ) on Γ.
Multiplying by u, integrating by parts and using (5.12), (5.17) and (5.18), we get
C ≥ ‖
√
d∇u‖2L2(Ω) + ‖
√
δ∇ΓuΓ‖2L2(Γ) − (c˜f − λ)‖u‖2L2(Ω) − cg‖uΓ‖2L2(Γ)
≥ η‖uΓ‖2L2(Γ),
with a constant C independent of u. Hence supu∈E ‖uΓ‖L2(Γ) <∞. Next we obtain
from (5.15) that there are C, τ > 0 such that∫
Γ
u2
k
Γ dS ≤ 2kτ
∫
Γ
u2
k−1
Γ dS + C
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for all u ∈ E and k ∈ N. Hence, by an iteration argument,
‖uΓ‖L∞(Γ) ≤ C
(
1 + ‖uΓ‖L2(Γ)
)
.
Therefore
(5.20) sup
u∈E
‖uΓ‖L∞(Γ) <∞.
Step 2. Suppose that δ ≥ δ∗. Then for u ∈ E, (5.20) gives
‖uΓ‖W 2,p(Γ) ≤ C
(‖uΓ‖Lp(Γ) + ‖∆uΓ‖Lp(Γ))
≤ C(1 + ‖g(uΓ)‖Lp(Γ) + ‖∂νu‖Lp(Γ)) ≤ C(1 + ‖u‖H2−1/p,p(Ω)).
Recall that u = Dλ(uΓ), where Dλ : W 2−2/p,p(Γ) → H2−1/p,p(Ω) is globally Lips-
chitzian by Lemma 4.4. Using the interpolation inequality, Young’s inequality and
(5.20), for arbitrary ε > 0 we get
‖u‖H2−1/p,p(Ω) ≤ C
(
1 + ‖uΓ‖W 2−2/p,p(Γ)
) ≤ ε‖uΓ‖W 2,p(Γ) + Cε,
where Cε does not depend on u ∈ E. For small ε we can thus absorb ε‖uΓ‖W 2,p(Γ)
into the left-hand side of the previous inequality to obtain supu∈E ‖uΓ‖W 2,p(Γ) <∞.
Step 3. Now let δ ≡ 0. Then for u ∈ E we have by Lemma 4.1 that
‖uΓ‖W 1,p(Γ) ≤ C
(‖uΓ‖Lp(Γ) + ‖NλuΓ‖Lp(Γ))
≤ C(1 + ‖∂νRλ(f(u), 0)‖Lp(Γ)) ≤ C(1 + ‖u‖Lp(Ω)).
Since ‖u‖Lp(Ω) ≤ C
(
1+ ‖uΓ‖W 1−1/p,p(Γ)
)
by Lemma 4.4, we may argue as above to
obtain supu∈E ‖uΓ‖W 1,p(Γ) <∞. 
Under the above assumptions it now follows from [4, Corollary 1.1.7] that the
semiflow Sδ generated by (5.1) has a global attractor Aδ. To verify that Aδ has
finite Hausdorff dimension, we need the following.
Lemma 5.15. Assume (5.2) and (5.12). Then for each t > 0 the time t map
Sδ(t; ·) belongs to C∞(Xδ), and the derivative D2Sδ(t; ·) is compact on Xδ.
Proof. Recall that (5.1) may be rewritten into the form (5.3). The superposition
operator induced by g belongs to C∞(W s,p(Γ), Lp(Γ)) for all s > n−1p . By Lemma
4.4, the same is true for uΓ 7→ d∂νRλ(f(Dλ(uΓ)), 0). Therefore Sδ(t; ·) is smooth
on Xδ by e.g. [19, Corollary 3.4.5]. Since Sδ(t; ·) is a compact map by Theorem 4.9
and Proposition 4.14, also D2Sδ(t; ·) is compact. 
Since the global attractor Aδ is by definition invariant under Sδ(1; ·), it is a con-
sequence of [36, Chapter V, Theorem 3.2] that Aδ has finite Hausdorff dimension.
We summarize the the results of this subsection as follows.
Theorem 5.16. Assume (5.2), (5.12), (5.17) and (5.18). Then the solution semi-
flow Sδ on Xδ for (5.1) has a global attractor Aδ, which is of finite Hausdorff
dimension and coincides with the unstable set of equilibria.
Remark 5.17. Another (more indirect) way to prove that Aδ has finite fractal
dimension is to establish the existence of a more refined object called exponential
attractor Eδ, whose existence proof is based on the so-called smoothing property for
the differences of any two solutions. This can be easily carried out in light of the
assumptions for f, g, and the smoothness both in space and time for the solutions
of (5.1) (see Proposition 5.2, and Lemma 5.24 below). It is also worth mentioning
that the above result also holds for less regular functions in (5.2).
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We conclude with a result that states a necessary and sufficient condition such
that (5.18) is satisfied. To this purpose, consider the (self-adjoint) eigenvalue prob-
lem (see, e.g., [38, Theorem 2])
(5.21) (λ− c˜f )ϕ− div (d∇ϕ) = 0 in Ω,
with a boundary condition that depends on the eigenvalue ξ explicitly,
(5.22) − divΓ (δ∇Γϕ) + d∂νϕ− cgϕ = ξϕ on Γ.
Proposition 5.18. Let δ ≥ 0. Then inequality (5.18) is satisfied if and only if
the first eigenvalue ξδ1 = ξ
δ
1 (Ω, c˜f , cg) of (5.21)-(5.22) is positive.
Proof. We have that (see [38, Section 6])
ξδ1 = inf
ψ∈Θδ,ψ 6=0
‖√d∇ψ‖2L2(Ω) + ‖
√
δ∇Γψ‖2L2(Γ) − (c˜f − λ)‖ψ‖2L2(Ω) − cg‖ψ‖2L2(Γ)
‖ψ‖2L2(Γ)
,
from which the assertion immediately follows. 
Remark 5.19. It is easy to see that if λ > c˜f and cg < CP = CP (Ω, d, λ, c˜f ), where
CP > 0 is the best constant in the following Poincare´-Sobolev type inequality
CP ‖ψ‖2L2(Γ) ≤ ‖
√
d∇ψ‖2L2(Ω) + (λ− c˜f )‖ψ‖2L2(Ω),
then we always have ξδ1 > 0.
5.5. Convergence to single equilibria. We shall finally be concerned with
the asymptotic behavior of single trajectories. We first give sufficient conditions
where a single homogeneous equilibrium is approached exponentially fast by every
solution with respect to the L2(Γ)-norm.
Proposition 5.20. Assume (5.2) and that f ′ ≤ c˜f , g′ ≤ cg for c˜f , cg ∈ R, such
that (5.18) is valid. If (5.1) has a homogeneous equilibrium u∗ ∈ R, then for all
u0 ∈ Xδ we have
‖u(t;u0)− u∗‖L2(Γ) ≤ e−2ηt‖u0 − u∗‖L2(Γ), t > 0.
Proof. We first note that if (5.18) holds true, then at most one homogeneous
equilibrium can exist, since it is necessary that either c˜f − λ < 0 or cg < 0.
It is straightforward to see that g(ξ)ξ ≤ (cg+1)ξ2+C, such that every solution
exists globally in time by Proposition 5.11. Let w = u(·, u0) − u∗. Testing the
equations for w with w itself, we get
1
2
∂t‖wΓ‖2L2(Γ) ≤ −‖
√
d∇w‖2L2(Ω) − ‖
√
δ∇ΓwΓ‖2L2(Γ)
+ (c˜f − λ)‖w‖2L2(Ω) + cg‖wΓ‖2L2(Γ).
Therefore ∂t‖wΓ‖2L2(Γ) ≤ −2η‖wΓ‖2L2(Γ) by (5.18), and the result follows from Gron-
wall’s inequality. 
We follow the approach of [35] to show the convergence of solutions to single equi-
libria also in nontrivial situations, under the assumption that f, g are real analytic.
Thanks to Proposition 5.2 we can work with smooth solutions u ∈ C∞ ((0, t+)× Ω).
In the situation of Theorem 5.16, the trajectory of any solution is bounded in
Xδ, and thus relatively compact. Combining this with the gradient structure of
(5.1), which is due to (5.16), we obtain the following properties of the limit sets
ω(u0) = {u∗ ∈ Xδ : ∃ tk ր∞ such that u(tk;u0)→ u∗ as k →∞}
26 CIPRIAN G. GAL AND MARTIN MEYRIES
of trajectories (see, e.g., [36, Chapter I and Chapter VII]).
Lemma 5.21. Assume (5.2), (5.12), (5.17) and (5.18). Then for any u0 ∈ Xδ,
the set ω(u0) is a nonempty, compact and connected subset of Xδ. Furthermore, we
have:
(i) ω(u0) is fully invariant for the corresponding semiflow Sδ (t) on Xδ;
(ii) E is constant on ω(u0);
(iii) distXδ (Sδ(t)u0, ω(u0))→ 0 as t→ +∞;
(iv) ω(u0) consists of equilibria only.
The key to prove that each solution converges to a single equilibrium in case
when f and g are analytic is the following inequality of  Lojasiewicz-Simon type.
Proposition 5.22. Let d ≡ d∗ and δ ∈ {0, 1}. Assume that f, g are real analytic,
|f ′| ≤ cf , λ > cf and that (5.12) and (5.18) are satisfied. Let u∗ ∈ C∞(Ω) be an
equilibrium of (5.1). Then there are constants θ ∈ (0, 1/2) and r > 0, depending
on u∗, such that for any u ∈ C2
(
Ω
)
with ‖u− u∗‖H2(Ω) + δ‖uΓ− u∗‖H2(Γ) ≤ r, we
have
‖λu− d∆u − f(u)‖L2(Ω) + ‖−δ∆ΓuΓ + d∂νu− g(uΓ)‖L2(Γ)(5.23)
≥ |E(u)− E(u∗)|1−θ.
Proof. Our proof follows closely that of [35, Theorem 3.1] which only includes the
case δ = 1 (cf. also [43] for g ≡ 0 and δ = 0). We shall briefly mention the details
below in the case when δ = 0 and g is nontrivial. To this end, let us first set
Vk :=
{
(u, uΓ) ∈ W k,2 (Ω)×W k−1/2,2 (Γ) : uΓ = u|Γ
}
,
for k ≥ 1 (by convention, we also let V0 := L2 (Ω) × L2 (Γ)). Here and below,
for the sake of simplicity of notation we will identify any function u that belongs
to W k,2 (Ω) with (u, uΓ) ∈ Vk such that uΓ ∈ W k−1/2,2 (Γ). Next, consider the
so-called Wentzell Laplacian, given by
AW :=
(
λI − d∆ 0
d∂ν 0
)
,
with domain D (AW ) =
{
u ∈ V1 : −∆u ∈ L2 (Ω) , ∂νu ∈ L2 (Γ)
}
, which we endow
with its natural graph norm ‖AW ·‖V0 . In particular, D (AW ) = V2 provided that
the boundary Γ is sufficiently regular (see [15], [16]). It is also well-known that
(AW , D (AW )) is self-adjoint and positive on V0. By [14], we also infer that there
exists a complete orthonormal family
{
φj
} ⊂ V0, with φj ∈ D (AW ), as well as
a sequence of eigenvalues 0 < λ1 ≤ λ2 ≤ ... ≤ λj → ∞, as j → ∞, such that
AWφj = λjφj , j ∈ N+. Moreover, by standard elliptic theory and bootstrap
arguments we have φj ∈ C∞, for every j ∈ N+ provided that Γ is sufficiently
regular (see [14, Appendix]). Let now Pm be the orthogonal projector from V0 onto
Km := span {φ1, ..., φm}. Following a similar strategy to [35, (3.8)-(3.11)], it is easy
to show that
(5.24) (AWu+ λmPmu, u)V ∗
1
,V1
≥ Cλ,d ‖u‖2V1 +
1
4
λm ‖u‖2V0
holds for any u ∈ V1 (for some positive constant Cλ,d > 0).
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Let ψ be a critical point of E(u). For any ψ ∈ C2 (Ω), we consider the following
linearized operator v ∈ V2 7−→ L (v), analogous to [35, (3.12)], given by
L (v) :=
(
λI − d∆ 0
d∂ν 0
)
+
( −f ′ (v + ψ) 0
0 −g′ (v + ψ)
)
,
with domain D := D (AW ) = V2. We note that one can associate with L (0) the
following bilinear form b (u1, u2) on V1 × V1, as follows:
b (u1, u2) =
∫
Ω
(
λu1u2 + d∇u1 · ∇u2 − f ′ (ψ)u1u2
)
dx+
∫
Γ
(
−g′ (ψ)u1u2
)
dS,
for any u1, u2 ∈ V1. As in [16], it can be easily shown that (L (v) ,D) is self-adjoint
on V0. Moreover, by (5.24) it is readily seen that the operator L (0) + λmPm is
coercive with respect to the (equivalent) inner product of H1 (Ω) , provided that
(5.25) λm > 4max
{∥∥∥f ′ (ψ)∥∥∥
L∞(Ω)
,
∥∥∥g′ (ψ)∥∥∥
L∞(Γ)
}
.
Recalling that ψ is sufficiently smooth, we note that condition (5.25) can always be
achieved by choosing a sufficiently large m.
Next, consider the following operators:
Π := λmPm : V0 → V0, L (v) : D → V0, L (v)h = Πh+ L (v)h,
for any v ∈ D. Clearly, L (0) : D → V0 is bijective on account of (5.25). The follow-
ing lemma is concerned with some regularity properties for the (unique) solution of
L (0)h = w, for some given w = (w1, w2) ∈ V0.
Lemma 5.23. Let w = (w1, w2) ∈ W k−1,2 (Ω) ×W k−1/2,2 (Γ), for any k ∈ N,
k ≥ 1. Then the following estimate holds:
(5.26) ‖h‖Vk+1 ≤ C
(
‖w1‖Wk−1,2(Ω) + ‖w2‖Wk−1/2,2(Γ)
)
.
Moreover, it holds
(5.27) ‖h‖C0,γ(Ω) ≤ C
(
‖w1‖Lp(Ω) + ‖w2‖Lq(Γ)
)
,
as long as w1 ∈ Lp (Ω) with p > n and w2 ∈ Lq (Γ) with q > n − 1. The constant
C > 0 is independent of k.
Indeed, writing the equation L (0)h = w in the form
(5.28)
{
λh− d∆h = q1 := f ′ (ψ)h−Πh+ w1, a.e. in Ω,
d∂νh = q2 := g
′
(ψ)h− (Πh)|Γ + w2, a.e. on Γ,
we have ‖h‖V1∩D ≤ C ‖w‖V0 since L (0) : D → V0 is a bijection. Recalling the
standard trace-regularity theory and the fact that ψ ∈ C∞, and applying the W l,2
regularity theorem (see, e.g., [24, II, Theorem IV.5.1]) to (5.28) with l = 2, 3, ..., we
have
‖h‖Vl ≤ C ‖h‖W l,2(Ω) ≤ C
(
‖q1‖W l−2,2(Ω) + ‖h‖W l−1,2(Ω) + ‖q2‖W l−3/2,2(Γ)
)
.
From this (5.26) immediately follows by exploiting a standard iteration argument
for l ≥ 2. The proof of (5.27) is contained in [41] (see, also, [42] for the proof of the
same bound in L∞ (Ω)× L∞ (Γ)-norm).
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Exploiting now the results of the preceding lemma, the proof of the (extended)
 Lojasiewicz-Simon inequality (5.23) can be reproduced from that of [35, Theorem
3.1 and Lemma 3.2] with no essential modifications. 
To apply the proposition we need that the solutions converge to the limit set
in a norm that is stronger than that of Xδ. This will be a consequence of the next
lemma. Let BXδ (R) be the ball in Xδ centered at the origin with radius R > 0.
Lemma 5.24. Assume (5.2), (5.12), (5.17) and (5.18). Then for k ∈ N0 and
R > 0 there is a constant C = C(k,R) > 0 such that
sup
u0∈BXδ (R)
sup
t≥1
‖Sδ(t;u0)‖Ck(Ω) ≤ C.
Proof. By Theorem 5.16, the semiflow has global attractor in Xδ. Therefore, using
Lemma 4.4,
‖u‖L∞(R+;H2−1/p,p(Ω)) ≤ C(R) if δ ≥ δ∗,
‖u‖L∞(R+;W 1,p(Ω)) ≤ C(R) if δ ≡ 0,
for all u = u(·;u0) with u0 ∈ BXδ (R). Let us consider the case δ ≡ 0. We use the
representation
(5.29) uΓ(t) = e
−tNλu0 + e
−·Nλ ∗ (g(uΓ)− d∂νRλ(f(u), 0))(t), t > 0,
and assume, inductively, that
‖u‖L∞(1,∞;Wk,p(Ω)) ≤ C(k,R)
for some k ∈ N. Then ‖g(uΓ)‖L∞(1,∞;Wk−1/p,p(Γ)) ≤ C(k,R), and further, using [2,
Theorem 13.1],
‖d∂νRλ(f(u), 0)‖L∞(1,∞;Wk−1/p,p(Γ)) ≤ C(k)‖f(u)‖L∞(1,∞;Wk−1,p(Ω)) ≤ C(k,R).
Considering (5.29) as an identity on W k−1/p,p(Γ), it follows from [26, Proposition
4.4.1] that ‖uΓ‖L∞(1,∞;Wk+1−1/p,p(Γ)) ≤ C(k + 1, R). Moreover, by [2, Theorem
13.1], we have
‖u‖L∞(1,∞;Wk+1,p(Ω)) ≤ C
(‖f(u)‖L∞(1,∞;Wk−1,p(Ω)) + ‖uΓ‖L∞(1,∞;Wk+1−1/p,p(Γ)))
≤ C(k + 1, R).
The asserted estimate in case δ ≡ 0 now follows from Sobolev’s embeddings. The
arguments in the case δ ≥ δ∗ are similar. 
We can now prove the main result of this subsection.
Theorem 5.25. Let p ∈ (n,∞), d > 0 and δ ∈ {0, 1}. Assume that f, g are real
analytic, |f ′| ≤ cf , λ > cf and that g satisfies (5.12) and (5.18). Then for any
given initial datum u0 ∈ Xδ the corresponding solution u (t;u0) = Sδ(t;u0) of (5.1)
exists globally in time and converges to a single equilibrium u∗ in the topology of
Xδ. More precisely,
(5.30) lim
t→+∞
(‖u(t;u0)− u∗‖Xδ + ‖∂tu(t;u0)‖L2(Γ)) = 0.
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Proof. Step 1. From Theorem 5.16 and Lemma 5.21 we know that the solution
u = u(·;u0) is smooth in space and time, exists globally and that the corresponding
trajectory converges to the set of equilibria in Xδ. By Lemma 5.24, the trajec-
tory is also bounded in, say, W 3,p(Γ). Since ω(u0) ⊂ C∞(Ω), we can apply the
interpolation inequality (2.1) with suitable θ ∈ (0, 1) to obtain that
(5.31) distVδ (u(t;u0), ω(u0))→ 0 as t→ +∞,
where we have set V0 := H2 (Ω) if δ = 0, and V1 := H2 (Ω) ⊕ H2 (Γ) if δ = 1,
respectively.
Step 2. The function t 7→ E(u(t)) is decreasing and bounded from below. Thus
E∞ := lim
t→∞
E(u(t))
exists. If there is t♯ with E(u(t♯)) = E∞, then u is an equilibrium and there
is nothing to prove. Hence we may suppose that for all t ≥ t0 > 0, we have
E (u (t)) > E∞. We first observe that, by Lemma 5.22, the functional E satisfies the
 Lojasiewicz-Simon inequality (5.23) near every u∗ ∈ ω(u0). Since ω(u0) is compact
in Xδ, we can cover it by the union of finitely many balls Bj with centers uj∗ and radii
rj , where each radius is such that (5.23) holds in Bj . It follows from Proposition
5.22 that there exist uniform constants ξ ∈ (0, 1/2), CL > 0 and a neighborhood
U of ω(u0) in Xδ such that (5.23) holds in U . Thus, recalling (5.31), we can find a
time t0 ≥ 1 such that u(t;u0) belongs to U for all t ≥ t0. On account of (5.16) and
(5.23) we obtain
− d
dt
(E(u(t))− E∞)ξ
= −ξ∂tE(u(t))(E(u(t)) − E∞)ξ−1
≥ ξCL
‖∂tuΓ‖2L2(Γ)
‖λu− d∆u− f(u)‖L2(Ω) + ‖−δ∆ΓuΓ + d∂νu− g(uΓ)‖L2(Γ)
.
Recalling (5.1), we get
(5.32) − d
dt
(E (u (t))− E∞)ξ ≥ C ‖∂tuΓ(t)‖L2(Γ) .
Integrating over (t0,∞) and using that E(u(t))→ E∞ as t→∞, we infer that
∂tuΓ ∈ L1
(
t0,∞;L2 (Γ)
)
.
Step 3. Since ∂tuΓ is uniformly continuous with values in L
2(Γ), it follows that
‖∂tuΓ(t)‖L2(Γ) → 0 as t → ∞. Moreover, since by Lemma 5.21 (iii) there are
tk ր ∞ and u∗ ∈ ω (u0) such that u(tk) → u∗ in Xδ as k → ∞, the integrability
of ∂tuΓ implies that uΓ(t)→ u∗ in L2(Γ) as t→∞, and then in Xδ as well. Hence
ω(u0) = {u∗}, and (5.30) follows. 
Remark 5.26. One can also exploit (5.23) and (5.32) to deduce a convergence rate
estimate in (5.30) of the form
‖u(t;u0)− u∗‖L2(Γ) ≤ C(1 + t)−1/(1−2ξ), t > 0,
for some constants C > 0, ξ ∈ (0, 12) depending on u∗. Taking advantage of
the above (lower-order) convergence estimate and the results of the previous sub-
sections, one can also prove the corresponding estimate in higher-order norms
W k,2 (Ω), arguing, for instance, as in [35, 43].
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