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Abstract 
Strain engineering is used in the microelectronics industry for fabricating micro- and 
nano-electromechanical systems (MEMS and NEMS) and state-of-the-art metal-oxide-
semiconductor field-effect transistors (MOSFETs). In these devices suspended silicon 
beams, films and nanowires are widely used. However, the mechanical, thermal and 
electrical properties of silicon change significantly at the nanoscale. Therefore, an accurate 
knowledge of the size effect on these properties, the role of the surface and an accurate 
characterisation of the stress and strain distribution in these devices is needed for a 
complete understanding of the device operation. Likewise, state-of-the-art MOSFETs 
incorporate strain into the channel to improve performance due to a carrier mobility 
enhancement compared with unstrained silicon channel transistors. However, the mobility 
enhancement especially at high vertical electric fields (where commercial MOSFETs 
operate), is still not well understood. The SiO2/Si interface roughness exhibits, at the 
nanoscale, scaling behaviour with the scale of observation. However, to date, there is no 
experimental study of the SiO2/Si interface roughness scaling behaviour with strain. This 
study is needed to better understand the surface roughness scattering-limited mobility of 
electrons and holes in strained devices. 
Raman spectroscopy is a widely used technique to characterise strain. However, the 
conversion of Raman peak shifts to strain values requires a strain-shift coefficient. 
Traditionally, the reported strain-shift coefficients have been determined from experiments 
performed in bulk material. The applied stress has also been limited within the range 0 – 2 
GPa. This range is reasonable for bulk silicon characterisation but is too narrow for silicon 
nanostructures and devices where higher stress values are often favourable for improving 
performance. Consequently, there is an outstanding need to find appropriate strain-shift 
coefficients for silicon nanowires and thin films under large values of stress. 
In this thesis strain in silicon nanostructures is experimentally and theoretically 
investigated for strain values ranging from 0 to 3.6%. Strain has been characterised using 
scanning electron microscopy (SEM), Raman spectroscopy, and theoretically with 
analytical calculations and finite element simulations. The combination of these techniques 
and the large number of samples (up to 85) has allowed the accurate determination of the 
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strain-shift coefficient for the technologically important (100) silicon surface and for stress 
values up to 4.5 GPa. The work also enables a better understanding of the changes in 
silicon properties with strain when device dimensions are reduced to the nanoscale. The 
size dependency of the Young‟s modulus, fracture strain, thermal conductivity and the role 
of the surface in the size dependent physics are also investigated. It is found that some 
properties such as the fracture strain change with the dimensions of the sample whereas 
others such as the Young‟s modulus and thermal conductivity do not change. Finally, the 
impact of uniaxial and biaxial strain on the surface roughness of silicon nanostructures and 
thin films has been analysed by atomic force microscopy (AFM). It is found that the silicon 
surface roughness changes in different manner with uniaxial and biaxial strain. The results 
show that the silicon surface roughness is self-affine with strain and that this behaviour has 
to be considered within the models used to describe the carrier mobility in MOSFETs at 
high vertical electric fields. 
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Chapter 1.  Introduction 
Strain in semiconductors is an old research topic since, in 1950, Bardeen and Shockley 
[1] developed a deformation potential theory to account for the coupling between electrons 
and acoustic vibrations (phonons) in solids. In this theory, the local strain in the material 
(resulting from the acoustic vibrations) induces a proportional energy band shift. In 1954, 
the experimental measurements in silicon and germanium by Smith [2] at Bell Laboratories 
lead to the discovery of the piezoresistance effect (the change in resistance with applied 
stress). Since then, the piezoresistance effect has been widely used in micro- and nano-
electromechanical systems (MEMS and NEMS) for fabricating and developing 
piezoresistive based sensors including pressure and force sensors, accelerometers and 
strain gauges [3-7]. With the advent of the metal-oxide-semiconductor field-effect 
transistor (MOSFET) in 1960 [8], there has been an aggressive and continuous scaling 
down of dimensions to increase performance and transistor density per chip [9]. However, 
the continuous shrinking of the MOSFET dimensions to the submicron and nanoscale level 
has resulted in issues such as velocity carrier saturation, leakage current, self-heating 
effects and dielectric breakdown compromising performance enhancements possible from 
scaling alone [10, 11]. Therefore, alternative solutions have been introduced. Among these, 
strained silicon MOSFET channels has proved to enhance device performance due to a 
mobility enhancement of holes and electrons when compared with unstrained silicon 
channel transistors [11-13]. The use of strain engineering in nanostructures and devices is 
described below. 
1.1 Strain engineering 
1.1.1 Strain in nanostructures 
Strain engineering is used in MEMS and NEMS for fabricating and developing 
piezoresistive based sensors, e.g. pressure and force sensors [3]. Most MEMS- and NEMS-
based sensors use thin films and nanowires. Pressure sensors, for instance, are based in a 
thin membrane or suspended nanowire which constitutes the detection mechanism [4, 14]. 
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In these sensors, a bending force acting upon a membrane, or compressing or elongating a 
nanowire, is converted to an electrical signal by using the piezoresistive properties of 
silicon [15, 16]. The superior surface-to-volume ratio of these sub-micrometer dimension 
structures compared with their macro counterparts makes them highly sensitive to 
chemical and biological detection and consequently very attractive in fabricating and 
developing MEMS based sensors [17-19]. 
However, common problems associated with undesirable or excessive mechanical 
stresses are also a source of many reliability issues [20, 21]. Precise knowledge of 
mechanical properties such as Young‟s modulus, fracture strain and fracture stress are 
needed. Despite the mechanical, thermal and electrical properties of bulk silicon having 
been extensively studied [22], they change significantly at the nanoscale [23-25]. This is 
because the surface-to-volume ratio significantly increases and the surface atoms start to 
play a more important role in the physical properties of the material. In solids, during the 
process of creating a new surface, the free energy increases [26]. The charge distribution at 
the surface and in the bulk is different due to the absence of atoms above the free surface 
(Figure 1.1a) [27]. As a result, the surface atoms rearrange in order to minimise their 
positional energy (Figure 1.1b) [26]. 
 (a) 
 
(b) 
 
Figure 1.1 Surface reconstruction in silicon. (a) Surface dangling bonds observed from the silicon 
[111] direction. [28], (b) Molecular dynamics simulation of the surface reconstruction in a (100) 
silicon nanobeam by 2×1 symmetric dimers for low and high values of applied strain. At high 
values of strain, there is a buckling of the dimers. [29] 
This surface reconstruction is considered to be the leading mechanism for the observed 
change in some physical properties in silicon at the nanoscale, for example elasticity and 
Low strain
High strain
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thermal conductivity [29, 30]. However, the discrepancies between theory and experiments 
are large. Thus, whereas some experiments have found a Young‟s modulus size 
dependency for dimensions ~300 nm [24], ab initio calculations only predict a size 
dependency in Young‟s modulus for dimensions below ~10 nm [31]. Moreover, some 
experiments have found a decrease in Young‟s modulus with size [24, 32] whereas other 
experiments have found no change [33, 34] or even an increase in Young‟s modulus with 
size [35]. The thermal conductivity variation with strain of silicon has also been largely 
studied analytically and experimentally [36-40]. However, to date, most of the 
experimental work has been performed in bulk silicon and no experimental data of the 
thermal conductivity variation in nanostructures with size and strain is available. 
Therefore, with devices well into the nanometre regime, a fundamental understanding and 
experimental investigation of the mechanical, electrical and thermal properties in silicon 
suspended beams and nanowires, is crucial. 
1.1.2 Strain in MOSFETs 
Strain is incorporated into the channel of the transistor globally (wafer based) or 
locally (process induced). Global or biaxial stress is generally introduced by epitaxial 
growing of silicon on top of a relaxed silicon germanium (Si1-xGex) substrate. As a result of 
a 4.2% lattice mismatch between silicon and germanium, the silicon epitaxial layer 
undergoes tensile strain (Figure 1.2). 
 
Figure 1.2 Global tensile strain is incorporated into the MOSFETs channel by the epitaxial growing 
of silicon on top of relaxed Si1-xGex. 
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The strained silicon layer can subsequently be transferred to an insulator substrate to 
combine performance and benefits of silicon-on-insulator (SOI) technology and high 
mobility [41].  However, at high vertical electric fields (perpendicular to the MOSFET 
channel) p-type MOSFETs show a modest or even degraded hole mobility with biaxial 
tensile strain [42, 43]. Also, process complexity, self-heating issues (due to a poor thermal 
conductivity of SiGe) and high costs have led the industry to adopt uniaxial process 
induced strain [44, 45]. The main obstacle to incorporate uniaxial strain into the 
MOSFET‟s channel arises from the difficulty of simultaneously improving n-type and p-
type MOSFETs with the same stress (tensile or compressive). Whereas uniaxial tensile 
strain is advantageous for n-type MOSFETs, uniaxial compressive strain benefits p-type 
MOSFETs. Traditionally, devices are fabricated on a (100) substrate and oriented along the 
[110] direction. This is due to the low oxide-interface-charge density and high electron 
mobility of this geometry [46, 47]. However, for p-type MOSFETs this is not the most 
advantageous geometry and hybrid orientations with other substrates and device 
orientations have been reported [48]. Uniaxial process induced strain can be engineered 
into the MOSFET‟s channel by using different techniques including embedded SiGe and 
SiC source and drain regions, nitride capping layers and stress memorisation technique 
(SMT) [44, 49-51]. Often, some of these techniques are combined in the same device to 
enhance the strain induced in a MOSFET‟s channel [52]. In order to enhance the effect of 
compressive strain in the channel, a compressive nitride capping layer can be used in 
combination with embedded SiGe source and drain regions. Figure 1.3 shows the 
schematic of uniaxial process induced strain in n-type and p-type MOSFETs using capping 
nitride layers as stressors. 
(a) 
 
(b) 
 
Figure 1.3 Uniaxial process induced strain using nitride capping layers as stressors. Stress is 
different for n-type and p-type MOSFETs. (a) Tensile strain induced into the channel of an n-type 
MOSFET. (b) Compressive strain induced into the channel of a p-type MOSFET. 
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For n-type MOSFETs, the nitride capping layer induces tensile strain whereas for p-
type MOSFETs the deposition process is optimised such that it induces compressive strain. 
Figure 1.4 shows a transmission electron microscopy (TEM) picture of both an n-type and 
p-type MOSFET with a nitride capping layer (Figure 1.4a) and embedded SiGe source and 
drain regions (Figure 1.4b). 
 (a) 
 
(b) 
 
Figure 1.4 TEM images of (a) n-type MOSFET with uniaxial tensile induced strain using nitride 
capping stressors. (b) p-type MOSFET with uniaxial compressive induced strain using embedded   
Si1-xGex source and drain regions. [42] 
1.1.2.1 Impact of strain on the carrier mobility 
Carrier mobility (electrons and holes) in Drude‟s model, is given by: 
  ( 1.1 ) 
 
where qe is the electronic charge,  is the momentum relaxation time (average time for 
carriers to lose their original momentum due to a scattering event) and  is the carrier 
conductivity effective mass. From Equation 1.1, carrier mobility can be enhanced by 
reducing the scattering rate  (number of times for a carrier to be scattered per unit time) 
or by reducing the carrier conductivity effective mass . Different mechanisms contribute 
to alter the scattering rate including Coulomb scattering, phonon scattering and surface 
roughness scattering. Figure 1.5 shows the variation of the electron effective mobility with 
the vertical electric field in a MOSFET [53]. Each scattering mechanism predominates at a 
different electric field regime. Thus, whereas Coulomb scattering and phonon scattering 
predominate at low and medium electric fields, surface roughness scattering predominates 
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at high electric fields. This is because at high vertical electric fields, electrons are highly 
attracted towards the surface (SiO2/Si interface). 
 
Figure 1.5 Effective mobility of electrons in a MOSFET inversion layer with the vertical electric 
field. Different scattering mechanisms predominate at low, medium and high electric fields. [12, 
53] 
Strain can enhance the mobility of electrons and holes by reducing both the scattering 
rate and the conductivity effective mass. This is accomplished by lowering the silicon 
crystal symmetry compared with bulk silicon [54]. Both uniaxial and biaxial strain alter the 
silicon band structure by splitting and/or warping the conduction and valence bands. Figure 
1.6 shows the energy band structure of silicon in reciprocal space (k space). 
 
Figure 1.6 Band structure of silicon calculated using a semi-empirical (24-k·p) model. [55] 
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The silicon band structure exhibits a valence band maximum at the Γ point (k = 0) and 
a conduction band minimum near the X point at ~0.85X along the <100> direction. The 
difference in energy between the conduction band minimum and the valence band 
maximum results in an indirect bandgap ~1.12 eV. There is also a direct bandgap at the Γ 
point ~3.4 eV [28].  
The valence band maximum is composed by a heavy hole band (HH), a light hole (LH) 
band and a split-off (SO) band (Figure 1.7a). The split-off band is less important for hole 
transport since it is ~44 meV below the top of the valence band [11]. In unstrained silicon, 
the heavy hole band and the light hole band are degenerate at the Γ point. After applying 
biaxial tensile stress (Figure 1.7b) or uniaxial compressive stress (Figure 1.7c), the 
degeneracy is removed and the light and heavy hole bands split and warp. The splitting 
results in the light hole band being lifted and, as a consequence, preferentially occupied by 
the holes. This also reduces the intervalley scattering. The band warping results in a 
reduction of the conductivity effective mass of holes [56]. 
 (a) (b) (c) 
 
Figure 1.7 Valence band structures in silicon with (a) no strain, (b) biaxial tensile strain and (c) 
uniaxial compressive strain. [11, 54] 
In bulk unstrained silicon, the conduction band minimum is composed of six 
degenerate valleys (Δ6). These are surfaces of constant energy in three dimensions 
(ellipsoids in Figure 1.8). The conductivity effective mass  in Equation 1.1 is calculated 
from the harmonic average of the longitudinal  and transversal  effective masses 
contribution of each ellipsoid [57]: 
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  ( 1.2 ) 
 
In unstrained silicon, the longitudinal conductivity effective mass is and 
the transversal conductivity effective mass  (here  is the free electron 
mass). This results in a conductivity effective mass  [57]. 
(a) 
 
(b) 
 
Figure 1.8 (a) Surfaces of constant energy (ellipsoids) in k space corresponding to the six minima 
conduction band valleys (Δ6) in unstrained silicon. (b) After biaxial strain is applied, the six 
conduction band valleys split into four in-plane valleys (Δ4) and two out-of-plane valleys (Δ2). 
After biaxial strain is applied, the degeneracy is removed and the six valleys split into 
4 in-plane valleys (Δ4) and two out-of-plane valleys (Δ2) (Figure 1.8b). The energy of the 
out-of-plane valleys is lowered, and as a result, electrons prefer to populate the Δ2 valleys. 
This has the benefit of reducing the inter-valley scattering. Also, for in-plane transport, 
electrons in the Δ2 valleys experience a reduced conductivity mass  
compared with that of unstrained bulk silicon  [12]. This reduction in the 
conductivity effective mass and intervalley scattering increases the in-plane electron 
mobility. 
1.1.2.2 Electron mobility at the inversion layer 
In n-type MOSFETs, application of a high vertical electric field (perpendicular to the 
channel) results in an electron inversion layer. In this situation, electrons are confined at 
the SiO2/Si interface. This confinement results in the splitting of the degeneracy of the Δ6 
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valleys. The smaller transversal conductivity effective mass of the Δ4 
valleys compared with that of the longitudinal conductivity effective mass  
of the Δ2 valleys favours the Δ4 occupancy. This raises the energy of the Δ4 valleys 
compared with that of the Δ2 valleys in a similar way as biaxial strain does [58]. Thus, any 
additional applied strain will only render minor or negligible energy shifts. Nevertheless, 
significant electron mobility enhancements in MOSFET devices at high electric field have 
been reported by using strained silicon channel transistors compared with unstrained 
channel transistors (Figure 1.9) [59-61]. Theoretical work suggests that mobility 
enhancement at the inversion layer may result from a reduction of the SiO2/Si interface 
roughness scattering which is the main scattering mechanism at high electric fields (Figure 
1.5) [58]. Nevertheless, experimental evidence is still needed. 
 
Figure 1.9 Electron mobility enhancement with the vertical effective field in strained silicon 
devices on relaxed Si0.8Ge0.2 compared with mobility in unstrained silicon devices. [61] 
1.1.2.3 SiO2/Si interface roughness 
Rough surfaces originate from many fabrication processes including etching, film 
growth, and chemical mechanical polishing. The bulk (unstrained) SiO2/Si interface 
roughness has been studied extensively theoretically and experimentally [62-66]. This is 
because the SiO2/Si interface roughness is the main carrier scattering mechanism in the 
MOSFET inversion layer. In addition, it has been shown that many thin film surfaces, 
including the SiO2/Si interface, exhibit scaling behaviour with the scale of observation 
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(self-affinity) [67-69]. The concept of self-affinity is closely related to the mathematical 
description of fractal surfaces developed by Mandelbrot in the 1980s [70]. Before these 
studies, a surface profile was assumed to be a continuous and everywhere differentiable 
curve. Figure 1.10 shows the difference between the classical and fractal definition of a 
surface profile. In the classical definition of a surface profile, the continuous magnification 
of a region within the profile will eventually look flat. This is in contrast to the concept of 
a fractal surface, defined as a single-valued and nowhere-differentiable curve. However, 
despite the significant effort dedicated to study the SiO2/Si interface roughness, to date 
there is no experimental investigation of the scaling behaviour of the strained SiO2/Si 
interface roughness. Without proper understanding and measurement of strained silicon 
surface roughness, device performance cannot be explained. 
 
Figure 1.10 Classical and fractal definitions used to describe a random surface profile. [71] 
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1.2 Characterisation techniques 
1.2.1 Surface roughness characterisation 
Common techniques used to characterise the roughness of a surface include surface 
profilometry, scanning tunnelling microscopy (STM) and atomic force microscopy (AFM). 
Surface profilometry is a non-destructive technique which uses a sharp tip in contact with 
the surface of the sample. It measures the deflection of the tip as it moves along the height 
profile of the sample. The deflection is recorded and converted to an electrical signal. It 
can measure areas as large as 300 mm although the lateral resolution is limited to 
~ 0.05 − 0.15 μm [68]. STM is a type of scanning probe microscope (SPM) which offers 
atomic resolution. It was developed by Binnig et al. in 1981 [72]. It uses a very sharp 
conductive tip which scans the surface of a conductive sample at a very close distance 
(~ 1nm). The application of a bias voltage between the sample and the tip results in a 
tunnelling current which varies depending on the tip-sample spacing. The tunnelling 
current is recorded and used to form a 3D image of the surface topography. However, in 
order to have a current to flow from the tip to the sample, samples must be conductive. 
Based on the STM, Binnig et al. developed the AFM in 1986 [73]. The AFM operates by 
measuring the deflection of the tip of a cantilever due to the attractive and repulsive atomic 
forces between the tip and the sample. It renders atomic resolution and both conductive 
and non-conductive samples may be used. In this work AFM is used to characterise the 
surface topography of the samples. 
1.2.2 Strain characterisation 
In order to study the surface of a strained material, it is necessary to know the 
magnitude and type (tensile or compressive) of strain in the material under investigation. A 
large range of techniques are used to investigate strain in silicon structures. Some common 
techniques are X-ray diffraction (XRD) [74], transmission electron microscopy (TEM) and 
convergent beam electron diffraction (CBED) [75-77]. However, not all of those are 
suitable for nanoscale analysis. XRD is a non-destructive technique which requires limited 
effort in sample preparation and can directly measure strain from a crystalline lattice, but 
its spatial resolution is limited to several micrometers and requires large sample areas. 
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TEM and CBED provide high resolution measurements but require time-consuming, 
destructive sample preparation. Raman spectroscopy is a widely used technique to 
characterise strain. It is non-destructive, requires little or no sample preparation and has a 
good spatial resolution (below 1 m). Strain is determined by measuring the inelastic 
scattering of light resulting from a laser beam focused onto a sample. However, to date, the 
strain-shift coefficient used to convert Raman shifts to strain has not been validated for 
structures at the nanometre scale. This prevents accurate evaluation of strain at the 
nanoscale. 
The strain-shift coefficient depends on multiple factors including phonon deformation 
potentials (PDPs). PDPs have been reported for silicon which differ by 30% [78-80]. This 
leads to varying strain-shift coefficients. Using the wrong strain-shift coefficient affects the 
strain determined. The discrepancies in the reported PDPs were previously ascribed to 
surface stress relaxation and the opacity of the material to the laser radiation [80, 81]. 
Previous experiments to determine PDPs and strain-shift coefficients in silicon have been 
limited to bulk material and stress only in the range 0 – 2 GPa. However, state-of-the art 
devices use nanowires and thin films under large values of stress. Therefore with the 
aforementioned changes of the silicon properties at the nanoscale (section 1.1.1), it is 
necessary to accurately determine the strain-shift coefficient in silicon nanowires and thin 
films under large values of stress. This is a major aim of this work. 
1.3 On-chip tensile testing technique 
In order to study the impact of strain on the material properties at the micro- and nano-
scale, several types of devices based in MEMS and NEMS have been proposed [33, 82-
84]. However, these testing devices often have complex designs which complicate the 
stress-strain analysis. Also, sample manipulation, gripping and misalignment issues are 
frequently encountered. As a consequence, the range of strain, geometries and number of 
samples investigated is greatly reduced. 
In this work, a novel on-chip technique which allows multiple structures with different 
geometries and strain values to be characterised from a single batch with no sample 
preparation and manipulation is presented. Strain values ranging from 0 to 3.6% equivalent 
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to an applied stress of ~6 GPa in silicon have been investigated. Strain is measured by 
visual and direct inspection of the elongation of the samples using SEM. This has been 
made possible by implementing a pair of cursors at the ends of each sample. Raman 
spectroscopy and SEM are used to characterise strain and the measurements are compared 
with analytical calculations. The combination of these techniques and the large number of 
samples (up to 85) has allowed the accurate determination of the strain-shift coefficient 
along the <110> direction for the technologically important (100) silicon surface. The 
impact of the surface-to-volume ratio on the mechanical properties of silicon is studied by 
analysing the Young‟s modulus and fracture strain. Surface effects are analysed with 
Raman spectroscopy by using a UV laser characterised by a low penetration depth and 
comparing results with a visible laser which penetrates the entire thickness of the silicon 
samples. In addition, the discrepancy between the Raman shifts measured using the UV 
and visible lasers is used to investigate the thermal conductivity in strained silicon for 
different geometries. Finally, the accurate determination of strain in the nanostructures has 
allowed the study of the evolution of the silicon surface roughness with uniaxial strain. The 
results have been compared with the analysis of the silicon surface roughness evolution 
with biaxial strain in SOI samples. 
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1.4 Thesis outline 
The thesis is organised as follows. Chapter 2 describes the crystal structure of silicon 
and presents the theory of elasticity. The mathematical analysis for tensor transformations 
is also presented. The chapter ends with a description of the mechanical and thermal 
properties in silicon.  
Chapter 3 describes the principles of AFM and Raman spectroscopy and details the 
instrumentation set-up used in this project.  
In Chapter 4, a detailed analysis of the principles of the on-chip tensile testing 
structures and the results of finite element simulations are presented. The geometry of the 
samples and the fabrication process are also described. Results of strain extracted using 
Raman shifts and SEM images of the structures are presented alongside with a discussion 
of the accuracy of the analysis. The experimental data is compared with the analytical 
calculations and finite element simulations. The range of elasticity in silicon is evaluated 
alongside other experimental and theoretical work. The chapter also investigates the 
dependency of Young‟s modulus and fracture strain with sample geometry. The role of the 
surface in the size dependent physics is analysed and the impact of strain on the thermal 
conductivity of silicon is discussed. 
Chapter 5 deduces the longitudinal and transversal optical strain-shift coefficients in 
silicon. The theory and background for determining strain-shift coefficients and their 
relation with PDPs is given. A thorough discussion of the factors affecting these values and 
a comparison with other reported strain-shift coefficients are presented. 
Chapter 6 uses the values of strain in the nanostructures to accurately evaluate the 
evolution of surface roughness with strain. Both biaxial and uniaxial samples are studied. 
The theory of self-affine surfaces and the parameters required to characterise the roughness 
of a self-affine surface are discussed. The geometries, fabrication details of the wires and 
thin films and the AFM multiple scan technique are also described. The results of the AFM 
surface roughness measurements in the strained wires and thin films are detailed. An 
analysis of the validity of the functional models used to fit the experimental data of a 
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surface roughness profile is given. A discussion of the parameters dependency with strain 
is also presented. 
Chapter 7 summarises the main conclusions of the work. Future investigations are 
described arising from the results of the research carried out. 
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Chapter 2.  Background 
2.1 Introduction 
This thesis investigates the impact of strain on silicon nanostructures. In this chapter, 
the crystal structure of silicon in real and reciprocal space (section 2.2) and the theory of 
elasticity (section 2.3) are briefly reviewed. The theory of elasticity, i.e. the deformation 
(or strain) produced by a mechanical stress is formulated in tensorial notation more 
appropriate to describe the properties of anisotropic materials such as silicon. In these 
materials, the physical properties may vary depending upon the crystal direction in which 
they are measured. Tensors are a convenient mathematical tool to describe the physical 
properties of a material regardless of the direction of measurement of the physical 
property. The physical quantities which define a specific physical property, such as strain 
and stress define the elasticity, are also fully described by tensors. In section 2.3.1, a brief 
description of the concept of tensors and the notations used in this thesis will be presented. 
The strain and stress tensors will be introduced in sections 2.3.2 and 2.3.3. The relation 
between the strain and stress in the elastic regime (Hooke‟s law) and the different 
parameters extracted from a stress-strain curve in a tensile test will be presented in sections 
2.3.4 and 2.3.5.The chapter will finish with a description of the mechanical and thermal 
properties of silicon studied in this work, i.e. fracture strain, Young‟s modulus, and thermal 
conductivity (sections 2.3.6, 2.3.7 and 2.4). 
2.2 The silicon crystal structure 
2.2.1 Crystal lattices 
The crystal structure of a material is formed by the periodic arrangement of atoms. 
This arrangement is created by repeating a basis, formed by one or more atoms, within a 
lattice (Figure 2.1). 
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Figure 2.1 The periodic repetition of the basis within a lattice results in the final crystal structure. 
In this case, the basis is formed by two atoms of different species and the lattice is a two 
dimensional lattice. 
In three dimensions, the crystal structure is obtained after the periodic repetition of a 
unit cell. Unit cells can be primitive or non-primitive. A non-primitive unit cell, also called 
conventional unit cell, is larger than a primitive unit cell. A primitive unit cell is that of 
minimum volume and is not unique. Many semiconductors including silicon and 
germanium crystallise in the diamond structure which belongs to the cubic system. Figure 
2.2 shows the conventional unit cell of a face-centred cubic crystal and its primitive unit 
cell. 
2.2.2 The zincblende / diamond structure 
The zincblende and diamond structures are face centred cubic crystal structures with 
two atoms per basis and tetrahedral bonding. These structures can also be seen as two 
 
Figure 2.2 The conventional face-centred cubic crystal structure and the primitive unit cell 
(shaded). A set of primitive vectors is also shown (arrows). 
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interpenetrating face centred cubic lattices with one atom per basis each, with one of the 
lattices displaced one quarter from the cube diagonal (Figure 2.3a). In the diamond 
structure however, the two atoms are from the same species and are indistinguishable in 
the final structure (Figure 2.3b). The lattice constant in silicon is aSi = 5.43 Å and the 
distance between neighbour atoms (bond length) is . 
2.2.3 Crystal planes and Miller indices 
In crystallography, Miller indices are used to describe directions and planes. Miller 
indices describing a crystallographic direction are represented with three integers [hkl] 
enclosed in square brackets. For the cubic system, the three integers h, k and l are the 
normalised vector components of the direction resolved along the main crystallographic 
axes. A small bar above the component is used to represent negative values. Figure 2.4a 
shows some important directions for the cubic system. 
(a) 
 
 
  
(b) 
 
Figure 2.3 (a) The zincblende and diamond structures are formed by two interpenetrated face-
centred cubic structures. This, results in two atoms per basis (each red-blue pair) tetrahedrally 
bonded. In the diamond structure (b) all the atoms are from the same species and thus 
indistinguishable. 
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(a) 
 
(b) 
 
    
(c) 
 
(d) 
 
Figure 2.4 (a) Important crystallographic directions for the cubic system. (b) (100) plane (c) (110) 
plane (d) (111) plane 
For planes, the three integers h, k and l relate to the components of a vector normal to 
the plane and are enclosed in parentheses. 
Figure 2.4b-d shows the main crystallographic planes (100), (110) and (111). In 
addition, groups of equivalent directions such as [100], [010] and [001] are expressed 
using angle brackets e.g. <100> and groups of equivalent planes such as (100), (010) and 
(001) are expressed using curly brackets e.g. . 
2.2.4 The reciprocal lattice 
The reciprocal lattice is defined as the set of wave vectors in k-space, which results in 
plane waves with the same periodicity as a given periodic arrangement of atoms in real 
space. 
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The reciprocal lattice of a face-centred cubic crystal structure is a body-centred cubic 
(bcc). The bcc however, is not a primitive unit cell. The truncated dodecahedron depicted 
in Figure 2.5 is a special primitive cell which in reciprocal space is called the Brillouin 
zone. The Brillouin zone has all the symmetries of the crystal structure. High symmetry 
points and lines inside the Brillouin zone are conventionally denoted with Greek letters. 
Points at the surface are represented with Roman letters. The centre of the Brillouin zone is 
always denoted with the Greek letter Γ. 
 
Figure 2.5 The truncated dodecahedron in reciprocal space is known as the Brillouin zone. The 
centre of the Brillouin zone is represented by the Greek letter gamma (Γ). Other important 
symmetry points and directions are (X, K, L) and (Δ, Σ, Λ) respectively. 
2.3 Elasticity theory 
Elasticity is the property of a solid body to recover its original shape upon the removal 
of the forces originating the deformation. The forces acting on a solid body can be 
classified as body forces and surface forces. Body forces are those which act on a volume 
of the body e.g. gravity. In contrast, surface forces are forces which act over the surface of 
the body e.g. pressure. Since body and surface forces are proportional to the volume and 
area respectively on which they act, body forces will be significantly smaller compared 
with surface forces for an infinitesimal volume. 
Crystals are generally anisotropic with respect to their properties. The value of a 
specific property may differ depending upon the direction of measurement. In order to 
study the physical and mechanical properties of a crystal, tensor analysis is a very 
convenient mathematical tool. 
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2.3.1 The concept of a tensor 
A tensor is a physical quantity whose components transform according to some 
specific transformation laws [85]. Tensors are classified according to their rank. Zero rank 
tensors are called scalars and have magnitude but no direction. First order rank tensors are 
called vectors and have magnitude and one direction. Second order rank tensors are called 
dyads and have magnitude and two directions. In general, an nth order tensor will have a 
magnitude and n directions. The components of a tensor are conveniently represented by 
matrices. However, in order for the components of a matrix to represent a tensor, they must 
transform according to the transformation laws of tensors. The transformation laws of 
tensors specify how the tensor components which are expressed in a set of orthogonal axes 
transform to another set of orthogonal axes (with the same origin). Tensors of zero order 
(scalars) however, are independent of the set of orthogonal axes being chosen. The 
transformation laws for tensors of first, second, third and fourth ranks are given in 
Equations 2.1 - 2.4. The coefficients  in Equations 2.1 - 2.4 are the direction cosines of 
the angles between the axis i in the new set of axes, and the axis j in the current axes. The 
value of each subscript relates to one of the three orthogonal axes (i, j = 1, 2, 3). , , 
 and  are the components of the tensor in the new axes and , ,  and  
are the components of the tensor in the current axes. 
 First order:  ( 2.1 ) 
 
 Second order:  ( 2.2 ) 
 
 Third order:  ( 2.3 ) 
 
 Fourth order:  ( 2.4 ) 
 
The tensors components in Equations 2.1 - 2.4 are expressed in full tensor notation. In 
this thesis, full tensor notation (in italic) will be used when the components of the tensor 
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need to be explicit. A simplified notation, particularly suitable for symmetric tensors, 
known as Voigt notation (not in italic), will be also introduced in section 2.3.4. 
2.3.2 The stress tensor 
Figure 2.6 depicts a body in static equilibrium under the action of external forces. The 
body undergoes a deformation due to the reaction of the internal forces to the external 
forces. 
 
Figure 2.6 Body in static equilibrium under the action of external forces. As a result of the internal 
forces reacting to the external forces, the infinitesimal area dS will undergo stress. 
Considering an infinitesimal area dS and a net force dF acting upon it, the stress  
undergone by the area dS, is defined as: 
  ( 2.5 ) 
 
The stress vector  undergone by the area dS, can be split into three components, a normal 
component due to the force (dFn) acting perpendicular to the area, and two shear 
components due to the forces (dFγ1, dF γ2) acting tangential to the area. The stress defined 
in Equation 2.5, depends on the plane of the area dS. For any arbitrary plane defined by its 
normal vector nj passing through a point of the body, Cauchy‟s stress theorem [86], states 
that the stress can be completely described in terms of three stress vectors acting on 
mutually orthogonal planes. Figure 2.7 shows the components of the stress vectors acting 
on the faces of an infinitesimal cube of the body. 
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Figure 2.7 Stress components in an infinitesimal cube within a body. The stress components σ11, 
σ22, σ33 are the normal components and the components σ12, σ13, σ21, σ23, σ31, σ32 are the shear 
(tangential) components. 
The nine stress components can be expressed in matrix notation as: 
  ( 2.6 ) 
 
where the components σ11, σ22, σ33 are the normal components of the stress and the 
components σ12, σ13, σ21, σ23, σ31, σ32 are the shear or tangential components. From the 
assumption of the body in static equilibrium, it can be seen that the stress shear 
components are: 
 
 
 
 
( 2.7 ) 
 
The stress components given in Equation 2.6, relate the components of the stress 
vector  (acting on the area dS) with the components of the vector n (normal to the plane 
of the area dS) as: 
  ( 2.8 ) 
 
The components of  transform like a second rank tensor [85] and tensor 
transformation rules (Equation 2.2) may be applied to express the stress in any particular 
set of orthogonal axes. Thus,  is called the stress tensor. An important property of the 
stress tensor is that it is symmetric with respect to the diagonal elements (Equation 2.7), 
i.e. . 
Z
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2.3.3 The strain tensor 
Most engineering materials, including steel, aluminium and silicon, undergo small 
deformations. In order to study the deformation in these materials, the infinitesimal strain 
theory is particularly suitable. In the infinitesimal strain theory (opposed to the finite strain 
theory), only small deformations are considered. This simplification requires changes in 
length to be small compared with the body dimensions. In this section, only small 
deformations are considered. 
When a body undergoes a deformation, the internal and external points of the body 
rearrange and displace to new positions. Figure 2.8 shows two arbitrary points P and Q in a 
body in an undeformed state (solid line). After undergoing a deformation (dashed line), the 
points displace to the positions P‟ and Q‟. The displacement undergone by the points P and 
Q is expressed by the displacement vectors up(upx, upy) and uq(uqx, uqy). In general, the 
deformed state of a body can be expressed as a function of the displacement undergone by 
all the points of the body with respect to the undeformed state. This constitutes the 
displacement vector field u(ux, uy, uz). The displacement of points P and Q to the positions 
P‟ and Q‟ could also originate from a pure body translation or rotation (or combination of 
both displacements) with no deformation. Therefore, knowledge of the relative 
displacements between points rather than individual displacements is required in order to 
study the deformation of a body. The total deformation of the body may be studied as 
changes in lengths (distance of separation between two points) and angles (rotation of the 
segments connecting two points). 
 
Figure 2.8 A body in an undeformed state (solid line) and deformed state (dashed line). Two 
arbitrary points P and Q in the undeformed state move to new positions P’ and Q’ after 
undergoing a deformation. The displacement experienced by the points P and Q is expressed by 
the vector displacements up and uq. 
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Figure 2.9 shows a small element with dimensions  before (solid lines) and after 
(dashed lines) undergoing a small deformation. After deformation, the lengths and angles 
of the element experience a change in magnitude compared with those in the undeformed 
state. 
 
Figure 2.9 Deformation undergone by a small rectangular element (solid line) with lengths 
dx × dy. The lengths and angles of the element undergo a change in magnitude after deformation 
(dashed line). 
 
The changes in lengths are described by the longitudinal (or normal) strain and the 
changes in angles by the shear strain. 
The normal strain undergone by two points of a body in a particular direction is 
defined as the change in distance between the two points per unit length (with respect to 
the original distance). Thus, from Figure 2.9, the normal strain undergone by the two 
adjacent points A and B along the x direction is: 
  ( 2.9 ) 
 
Here, the partial derivatives arise from the first order Taylor expansion (second and higher 
products are neglected) of the small displacement u(ux+dx), undergone by point B. 
Similar expressions are obtained for the normal strain undergone along the y and z 
directions. Thus for a three dimensional small element, the normal strain along the x, y and 
z coordinates is defined as: 
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  ( 2.10 ) 
 
The shear strain is defined as the change in radians undergone by a rectangular angle 
between two linear elements (in the undeformed state). With reference to Figure 2.9 the 
change in angle experienced by the rectangular angle  is: 
   ( 2.11 ) 
 
where the approximations  and  have been used for small angle 
deformations. Similar expressions are obtained for the shear strains  and . 
Thus for a three dimensional small element, the shear strain in the planes xy, xz and yz is 
defined as: 
 
 
 
 
( 2.12 ) 
 
The nine strain components (Equations 2.10 and 2.12) can be expressed in matrix 
notation as: 
  ( 2.13 ) 
 
The components of  however, do not transform like a second rank tensor 
[85](Equation 2.2). In order to transform as a second rank tensor, the shear strain 
components are modified as: 
  ( 2.14 ) 
 
This results in the strain tensor: 
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       i, j = 1, 2, 3 ( 2.15 ) 
 
where the subscripts x, y and z in Equations 2.13 and 2.14 have been replaced by the 
numerical subscripts 1, 2 and 3 respectively in Equation 2.15. Similar to the stress tensor, 
the strain tensor is also symmetric with respect to the diagonal elements. i.e.  
2.3.4 Hooke’s law 
Hooke‟s law states that within the elastic regime of a material, the strain is 
proportional to the applied stress. In full tensor notation, Hooke‟s law may be written as: 
Here,  are the components of a fourth rank tensor called the compliance coefficient 
tensor. As Equation 2.16 indicates, every strain component is a linear combination of the 
nine components of the stress tensor. 
Alternatively, Hooke‟s law can be written as: 
where are the components of a fourth rank tensor called the stiffness coefficient 
tensor. 
Both tensors and  have 81 coefficients. Due to the large number of 
coefficients involved in the compliance and stiffness tensors, a more concise notation is 
often used. This notation, known as Voigt  notation [85], benefits of the symmetry of some 
tensors to reduce each pair of suffixes to one according to the convention:  
Due to the symmetry of the stress and strain tensors, the number of coefficients of 
and  reduce to 36 independent coefficients. Also, if crystal symmetries are 
  ( 2.16 ) 
  ( 2.17 ) 
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considered, the numbers of independent coefficients may reduce even further. Thus, in 
case of silicon, the high symmetry of the cubic system reduces the number of components 
of and  to only 3 independent components. Using Voigt notation, Hooke‟s law 
(for cubic crystals) reads as: 
  ( 2.18 ) 
 
The correspondence between the coefficients Sij expressed in Voigt notation and the 
coefficients expressed in full tensor notation  is [85]: 
Table 2.1 lists the stiffness and compliance coefficients in silicon from [87] and [88]. 
2.3.5 Stress-strain curve 
In order to investigate the strain deformation of a material with different levels of 
stress, tension tests are often performed. In these tests, a specimen is loaded under tensile 
stress and the sample elongation is measured. Stress is gradually increased up to the 
fracture of the sample. Figure 2.10 shows a typical stress-strain diagram for a ductile and a 
brittle material. 
 
 
 
 
 
 
 
( 2.19 ) 
 
Table 2.1 Silicon stiffness and compliance coefficients  
Stiffness coefficients [87] 
(Pa) 
   
Compliance coefficients [88] 
(Pa
-1
) 
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Figure 2.10 Stress-strain diagram of a brittle and a ductile material. Brittle materials show a linear 
proportion between stress and strain up to the fracture. Ductile materials possess a plastic region. 
For stress values above the elastic limit, the materials experience permanent deformations. 
Brittle materials show a linear relationship between stress and strain for all values of 
applied stress and they exhibit no plastic deformation. In contrast, plastic materials exhibit 
plasticity before fracture occurs. In these materials permanent deformation occurs after the 
applied stress exceeds the elastic limit, i.e. after the stress causing the deformation is 
released, the material no longer recovers its original shape. In the plastic region however, 
deformation is large and the small deformation assumption used for the normal strain 
definition (engineering strain) given in section 2.3.3 is not longer valid. In this region, the 
logarithmic definition of strain (true strain) is better suited. The logarithmic strain is 
determined by integrating the changes in length from the initial length up to the final 
length: 
2.3.6 Yield strain, ultimate strain and fracture strain 
As shown in Figure 2.10, the yield strain is the point at which the material starts to 
undergo a permanent deformation. Due to the difficulty of a precise determination of the 
yield point, it is often quoted as the stress value at which a permanent 0.2% of strain 
deformation is obtained [89]. 
  ( 2.20 ) 
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The ultimate strain point relates to the strain value at which the maximum engineering 
stress is obtained. From that point, the actual cross-section of the material under test starts 
to decrease and lower stress values are required in order to further deform the material. As 
shown in Figure 2.10, the engineering definition of stress significantly differs from that of 
the true stress at high values of strain. This is because the engineering definition of stress 
uses the original cross-section to determine the stress whereas the true stress definition 
uses the actual cross-section [89]. At low values of strain, the engineering stress and the 
true stress are almost equivalent. 
The fracture strain relates to the maximum value of strain obtained in a tensile test 
before fracture occurs. In brittle materials however, this point occurs with no noticeable 
change in the stress-strain ratio. 
2.3.7 Young’s modulus and Poisson’s ratio 
Young‟s modulus is defined as the ratio between the normal stress component acting 
along a particular direction and the longitudinal strain determined along the same direction. 
From the stress-strain diagram, it corresponds to the slope of the stress-strain curve in the 
elastic regime. In anisotropic materials such as silicon, the Young‟s modulus differs for 
each crystal direction. For cubic crystals, the Young‟s modulus for a particular direction 
<hkl> is given by [85]: 
Here, , and are the direction cosines, i.e. cosines of the angle between 
the longitudinal direction <hkl> where the stress is being applied and the directions 
x = [100], y = [010] and z = [001] respectively. S11, S12 and S44 are the compliance 
coefficients in silicon as defined in Equation 2.19. Equation 2.22 gives simplified 
expressions for the Young‟s modulus in silicon along the <100>, <110> and <111> 
directions and the values obtained using the compliance coefficients given in Table 2.1. 
  ( 2.21 ) 
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When a material is stressed along a specific direction, it also shrinks or expands across 
the other two perpendicular directions. Thus, a tensile normal stress applied along the x 
direction, will induce a contraction in the y and z directions. The ratio between the 
transversal strain and the longitudinal strain is called Poisson‟s ratio: 
  ( 2.23 ) 
 
where  is the transversal strain and  is the longitudinal strain. 
2.4 Thermal conductivity 
Thermal conductivity is defined as the ability of a material to conduct heat between 
two points separated by a gradient of temperature. Heat transfer occurs in the direction of 
the largest fall of temperature. In a crystal however, the heat transfer will not necessarily 
flow parallel to the temperature gradient. Therefore, the relation between the temperature 
gradient  and the heat flow rate  will be in general a second rank tensor expressed as 
[90]: 
  , ( 2.24 ) 
 
where  is the thermal conductivity second rank tensor in units of Wm
-1
K
-1
. 
In the same way as the compliance and stiffness tensors in crystals with cubic 
symmetry reduce to only three independent components (section 2.3.4) the second rank 
thermal conductivity tensor in these crystals reduces to only one component. Therefore, in 
crystals such as silicon and germanium, the thermal conductivity is represented by a scalar. 
 
 
 
 
 
( 2.22 ) 
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Two main mechanisms contribute to the conduction of heat: lattice vibrations 
(phonons) and electrical carriers (electrons and holes) [90]. In insulators and many 
undoped semiconductors including silicon, the total thermal conductivity is mainly 
ascribed to lattice vibrations. In case of undoped bulk silicon, the thermal conductivity at 
room temperature is ~150 Wm-1K-1 [36]. This is comparable with the thermal conductivity 
of many metals. Figure 2.11 shows the thermal conductivity of silicon determined 
experimentally in the range 3 – 1580 K. 
 
Figure 2.11 Thermal conductivity in silicon with temperature in the range 3 – 1580 K. [36] 
The thermal conductivity in semiconductors depends on multiple factors including 
temperature, doping, defects, and geometry. Figure 2.12 shows the dependency of the 
thermal conductivity in silicon for various types of bulk and nanostructures. 
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Figure 2.12 Thermal conductivity in silicon from various bulk and nanostructures. [37] 
Theoretical studies have also shown that the thermal conductivity of silicon 
significantly changes with strain. Figure 2.13 shows the results of molecular dynamics 
simulations in strained bulk silicon and nanowires [38]. The results show that the thermal 
conductivity of silicon in both bulk and nanowires decreases as the applied strain changes 
from compressive to tensile. Nevertheless, there is a lack of experimental data especially 
for nanostructures and high values of strain. This is important for devices using strain and 
SOI substrates where thermal effects are more severe [91, 92]. 
(a) 
 
(b) 
 
Figure 2.13 Thermal conductivity in bulk silicon (a) and in silicon nanowires (b) with strain 
determined by molecular dynamic simulations. [38] 
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2.5 Summary 
In this chapter, the crystal structure of silicon (section 2.2) has been reviewed. The 
chapter has started with a brief description of the silicon crystal structure in real space. The 
Miller index notation, used to describe the different directions and planes in crystals such 
as silicon, and the silicon crystal structure in reciprocal space (Brillouin zone) have also 
been described in sections 2.2.3 and 2.2.4. A good knowledge of the real and the reciprocal 
silicon crystal structures and the Miller index notation is important for a better 
understanding of the Raman spectroscopy and the different modes of vibration in silicon 
(chapters 3-5). 
The chapter has also introduced the theory of elasticity (section 2.3). The theory of 
elasticity has been formulated in tensorial notation more appropriate to describe the 
properties of anisotropic materials, including those of silicon. A brief description of the 
concept of tensors and the notations used in this thesis has been given in section 2.3.1. The 
strain and stress tensors have been introduced in sections 2.3.2 and 2.3.3. A good 
knowledge of the components and the tensor nature of the strain and stress tensors are 
desirable for a better understanding of the effect of strain on the optical phonon frequencies 
of silicon and the impact of stress and strain on the roughness of the silicon surface. Both 
topics will be investigated in chapters 5 and 6. The relation between strain and stress in the 
elastic regime (Hooke‟s law) has been presented in section 2.3.4 and the different 
parameters extracted from a stress-strain curve in a tensile test in section 2.3.5. Two 
important parameters extracted from the stress-strain curve are the Young‟s modulus and 
the fracture strain. These two parameters have been described in sections 2.3.6 and 2.3.7 
and they will be investigated in chapter 4. The chapter has finished with a description of 
the thermal conductivity (section 2.4). The size-effect on the Young‟s modulus, fracture 
strain and thermal conductivity in silicon nanostructures will be investigated in chapter 4. 
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Chapter 3.  Local characterisation techniques 
3.1 Introduction 
Traditionally, the properties of a material have been studied using macroscopic 
techniques. The information provided by such techniques corresponds to the value of the 
property averaged over the entire material. Therefore, the value obtained by such 
techniques is more representative of the bulk of the material. However, the properties of a 
material such as the elasticity and thermal conductivity may change at the nanoscale. 
Characterisation of the properties at the nanoscale is important to understand and optimise 
the operation of nanoscale devices such as state-of-the-art transistors. In order to obtain 
information of the material properties at the nanoscale, local characterisation techniques 
need to be used. In this work, Raman spectroscopy and atomic force microscopy (AFM) 
are used to locally characterise strain and the roughness of the surface respectively in 
silicon nanostructures. Both techniques are non-destructive and require little or no sample 
preparation. The information provided by these techniques is used to evaluate the impact of 
strain on the surface roughness of silicon nanostructures. Both techniques are described in 
detail below. 
3.2 Raman spectroscopy 
Raman spectroscopy has progressed remarkably in the last few decades. Raman 
spectroscopy is now used to characterise the chemical composition and structure of a 
sample, the quality of a crystal and the stress and strain levels in a material among other 
parameters. The advance in laser technology since the laser invention in 1960 [93], the 
development and fabrication of high selective filters to suppress the Rayleigh scattering 
and the improvements in the resolution and efficiency of gratings and detectors, has 
permitted a rapid development in Raman instrumentation.  
In a typical Raman experiment, a beam of monochromatic light, usually from a laser 
source, is projected onto a sample and interacts with the lattice vibrations (phonons in a 
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crystal). As a result of this interaction, some photons are scattered. Most of the scattered 
photons are elastically scattered (Rayleigh scattering) and therefore have the same 
frequency of that of the incident beam. However, a few photons, about one out of 10
7
, are 
inelastically scattered (Raman effect). The inelastic scattering (Raman scattering) results as 
a consequence of an energy transfer between the incident photons and the phonons. Two 
common photon-phonon interactions are possible. In a typical Stokes-scattering process, 
the incident photon transfers part of its energy to the lattice. This energy transfer leads to 
the creation of a phonon and the emission of a photon with lower energy. In a second 
process called anti-Stokes, the incident photon interacts with a phonon in a vibrational 
excited state. In this case, the phonon is annihilated and a photon with higher energy than 
that of the incident photon is released. The probability for the anti-Stokes scattering 
process to occur is however lower than that of the Stokes scattering process since phonons 
in the excited state are required for the Anti-stokes process to occur. Figure 3.1 shows a 
schematic of the Rayleigh and Stokes and anti-Stokes scattering processes. 
 
Figure 3.1 Elastic scattering (Rayleigh scattering) and inelastic scattering (Raman scattering). 
3.2.1 Classical explanation of the Raman effect 
In classical electromagnetism theory, the electric field  associated with a 
monochromatic incident light such that of a laser induces an electric moment  
proportional to the susceptibility  of the material: 
E
ħ (ωi+ ωj) 
ħ (ωi) 
ħ (ωj) 
Ground state
(ωi) (ωi - ωj ) (ωi + ωj ) 
Incoming 
photon (ωi)
Rayleight
scattering
Stokes
scattering
Anti-Stokes
scattering
Vibrational states
Virtual states
  ( 3.1 ) 
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Here,  is the vacuum electrical permittivity. If the material is anisotropic, the 
susceptibility will be in general a second rank tensor since the induced electric moment 
needs not to be parallel to the electric field. 
The electric field associated to the incident electromagnetic radiation can be described 
by a plane wave function: 
  ( 3.2 ) 
 
where  is the wave vector of the electric field at position x,  is the angular frequency 
and E0 is the electric field amplitude. 
Combining Equations 3.1 and 3.2, the electric moment is expressed as: 
  ( 3.3 ) 
 
Likewise, the crystal vibrations can be described in terms of the vibration of entire 
planes of atoms with wave function: 
  ( 3.4 ) 
 
Here, is the normal mode of the vibration j, with wave vector  angular frequency  
and amplitude  at position x. The susceptibility of the material may change with the 
position of the atoms within the material. Assuming small changes in the amplitude of the 
lattice vibrations (compared with the lattice constant), the susceptibility  can be expanded 
in Taylor series with respect to the normal mode , as: 
   ( 3.5 ) 
 
Substituting Equations 3.5 into Equation 3.3, the electric moment can be expressed (to 
second order terms) as: 
 ( 3.6 ) 
 
The first term of Equation 3.6 does not involve any phonon interaction. It relates to the 
Rayleigh scattering radiation with the same frequency as that of the incident light . The 
38 
 
second term relates to the first order Raman scattering. In the first order Raman scattering, 
monochromatic light with frequency  interacts with a phonon with frequency . This, 
results in light scattered with frequency . The frequency  corresponds 
to the Stokes radiation whereas the frequency  is the anti-Stokes radiation. The 
third and higher terms involve the participation of two or more phonons and relate to the 
second and higher orders Raman scattering. Figure 3.2 shows a typical Raman spectrum in 
bulk silicon acquired with an extended window to show the Rayleigh scattering and the 
first (Stokes and anti-Stokes peaks) and second order Raman scattering. 
  
 
Figure 3.2 Raman spectrum in bulk silicon showing the first and second order Raman scattering 
and the more intense Rayleigh scattering. 
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3.2.2 Phonon dispersion curves 
In the first order Raman scattering, wave vector conservation in a photon-phonon 
interaction yields [94]: 
  ( 3.7 ) 
 
Incident photons from a laser source have large wavelengths (~300 – 600 nm) 
compared with the lattice constant of silicon (aSi = 5.43 Å). This implies that the wave 
vector is small compared with the length of the first Brillouin zone . Therefore, 
the first order Raman scattering is limited to phonons with wave vectors  i.e. near 
the Brillouin zone centre. Figure 3.3 shows the phonon dispersion curves in silicon. 
First order Raman scattering using visible radiation is limited to photon-phonon 
interactions near the point Γ’25. Lattice vibrations at this point involve the two atoms per 
basis (Figure 2.3a) to move 180° out of phase. These lattice vibrations are called optical 
phonons as opposite to the acoustic phonons where the two atoms per basis move in phase. 
Phonons are also classified according to their displacement directions. Those that move 
parallel to their wave vector are called longitudinal phonons, whereas those that move 
perpendicular to their wave vector are transversal phonons [94]. In unstrained silicon, at 
room temperature, the Γ’25 point is triply degenerate and both the longitudinal (LO) and the 
 
Figure 3.3 Phonon dispersion curves in silicon. The centre of the Brillouin zone for the optical 
phonons is the Γ25’ point. [94] 
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two transversal optical (TO) phonons have the same frequency  [95] 
(Figure 3.4). 
 
Figure 3.4 Raman spectrum in bulk silicon of the longitudinal optical peak. At room temperature, 
the longitudinal optical peak is centred at ~520 cm-1. 
The phonon frequency  (Equation 3.6), which is the difference between the incident 
and the scattered frequencies, is called the Raman shift. In spectroscopy, Raman shifts are 
typically reported as wave numbers in units of cm
-1
. The correspondence between wave 
numbers (k) and wavelengths (λ) is: 
  ( 3.8 ) 
 
and the correspondence between the wavelength  and the angular frequency  is: 
  ( 3.9 ) 
 
where c is the speed of light. The Raman shift depends on the material composition and is 
also sensitive to factors such as strain and temperature. In silicon, the triply degenerate 
frequency of the longitudinal and transversal optical phonons at the Brillouin zone centre 
shifts from its bulk value when uniaxial or biaxial stress is applied to the sample [95]. 
Strain can be determined from a linear relation between the phonon frequency shift and 
strain. This will be discussed in detail in chapter 5 alongside with the experimental 
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determination of strain-shift coefficients for silicon nanostructures. When stress is applied, 
the peak shifts towards a lower Raman frequency for tensile stress and a higher Raman 
frequency for compressive stress. In both cases the difference in peak position for 
unstressed and stressed samples relates to the applied stress (Figure 3.5) [95]. 
 
Figure 3.5 Raman shift dependency with strain in silicon. In the absence of stress, silicon exhibits a 
major peak centred at ~520 cm−1. Tensile strain causes the peak position to shift towards lower 
frequency values whereas compressive strain will shift the peak position towards higher 
frequency values. 
3.2.3 Polarisation selection rules 
As shown in Equation 3.6, in order to have first order Raman scattering, the 
term  i.e. the susceptibility of the material must change with the normal mode of 
vibration . Since the susceptibility in anisotropic materials is in general expressed by a 
tensor, the components of  are often described in terms of a second order tensor 
called the Raman tensor . The components of were derived by Loudon [96] from 
symmetry considerations, for each crystal class. In case of silicon, the Raman tensors 
corresponding to the normal modes of vibration along the directions x = [100], y = [010] 
and z = [001] reduce to one independent component commonly denoted by d: 
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( 3.10 ) 
 
The intensity of the first order Raman scattered radiation is proportional to the square 
of the induced electric moment (second term in Equation 3.6) hence to the Raman tensor 
[94], and depends also on the incident and scattered light polarisation as: 
  ( 3.11 ) 
 
Here,  and  are the unit vectors for the polarisation of the incident and scattered light. 
The intensity of the scattered radiation vanishes for specific polarisations of the incident 
and scattered radiation. Therefore, only certain modes will be observed depending on the 
incident and scattering polarisation (polarisation selection rules). Table 3.1 lists the 
allowed Raman modes for backscattering from a (001) and (110) surfaces (backscattering 
refers to the specific configuration where the incident and scattered radiation are directed 
along the same axis). Thus, for backscattering from a (001) surface, only the third Raman 
mode (Rz) can be observed regardless of the polarisation of the incident and scattered 
radiations. 
Table 3.1 Polarisation selection rules for backscattering from a (001) and (110) surface 
Backscattering 
Surface 
Polarisation 
Allowed Raman modes 
ei es 
(001) 
(100) (100) - 
(100) (010) Rz 
(1 0) (1 0) Rz 
(110) (1 0) - 
(110) 
(1 0) (001) Rx, Ry 
(1 0) (1 0) Rz 
(001) (001) - 
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3.2.4 The Raman system 
The Raman system used in this work is a LabRAM HR 800. Figure 3.6 shows a picture 
of the system. The HR800 is an integrated Raman system with the microscope coupled 
confocally to an 800 mm focal length spectrograph. Externally, it has two laser units, an 
argon ion laser from Spectra-Physics operating at the wavelength of 364 nm (UV 
radiation) and a tunable argon-ion laser from Melles-Griot operating at three visible 
wavelengths: 514, 488 and 458 nm. 
 
Figure 3.6 The Raman unit used in this work, a LabRAM HR 800. [97] 
3.2.4.1 Optics description 
Figure 3.7 shows the schematic of the optical path in the LabRAM HR 800. At the laser 
entrance there is a clean-up filter. The clean-up filter is a band pass filter with a cut-off 
frequency centred at the laser frequency. The purpose of the clean-up filter is to eliminate 
some lower level transitions, plasma, and “glows” that may appear at the output of the 
laser source. After the clean-up filter, a neutral density filter (filter-wheel) attenuates the 
laser intensity incident onto the sample to some predefined value. Reduction of the laser 
intensity incident onto the sample is often necessary to avoid excessive sample heating. In 
the LabRAM HR 800 the attenuation value is selected by the software. The possible 
options are 100%, 50%, 25%, 10%, 1%, 0.1% and 0.01%. These percentages though, refer 
to the laser signal incident onto the sample. After the clean-up filter the laser signal reaches 
the sample and retraces (backscattering) towards a notch filter. The purpose of the notch 
filter is to reject the scattered Rayleigh radiation coming from the sample. Since the visible 
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laser can be adjusted at three different frequencies, both the clean-up filter and the notch 
filter have to be selected accordingly. 
After the notch filter, the laser signal passes through a confocal pinhole. The confocal 
hole is used to adjust the spatial resolution and analysis volume of the measurement. The 
spatial resolution is usually defined by the laser spot size focused onto the sample and 
depends on the wavelength of the laser and the numerical aperture of the microscope 
objective (NA). The theoretical minimum diameter of the focused laser spot is given by 
[98]: 
  ( 3.12 ) 
 
For a high numerical aperture lens NA= 0.9 and a laser wavelength , this 
results in a theoretical minimum diameter for the laser spot ~ 0.5 μm. Experimentally the 
laser spot size is always larger than the theoretical value obtained with Equation 3.12 
mainly due to the inability to have a perfect focus onto the sample.  
Figure 3.8 shows a schematic of the principle of a confocal system. By controlling the 
width of the confocal hole, the volume of the scattered signal that will reach the 
spectrometer i.e. signal that will be analysed, may be regulated. 
 
Figure 3.7 Schematic of the laser path and the different optics used in the Raman system.  
45 
 
 
Figure 3.8 Confocal principle. By controlling the width of the confocal hole, the volume of the 
scattered signal that will be analysed (reaching the spectrometer) may be regulated.  
The main part of the spectrometer is a diffraction grating (Figure 3.9) which splits and 
disperses the incoming light towards a CCD (charge-coupled device) detector. The 
resolution of the diffraction grating depends on the groove density (gr/mm). In the Raman 
equipment used in this work, two gratings with groove density of 2400 and 3000 gr/mm 
were available. 
 
Figure 3.9 Diffraction grating. The diffraction grating splits and disperses the incoming light 
towards the CCD detector.  
The separation distance between the grating and the CCD (focal length) affects the 
spectral resolution (Figure 3.9). Large focal lengths decrease the spectrum density reaching 
the CCD detector which results in an increase of the spectral resolution. Several factors 
including the laser wavelength, the focal length, the grating groove density, and the CCD 
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resolution (number of pixels) affect the spectral resolution of the instrument. For an 
1800 gr/mm grating, 800 mm focal length and 633 nm wavelength laser the spectral 
resolution in the LabRAM HR is ~0.35 cm
-1
/pixel. 
3.3 Atomic force microscopy 
Atomic force microscopy (AFM) is a technique used for the analysis of surfaces down 
to the nanometer scale. The invention of the AFM in 1986 by Binnig et al. [73] was 
preceded by the development of the scanning tunnelling microscope (STM) in 1981 [72] 
which was awarded the Nobel Prize in physics in 1986. Both microscopes are currently 
widely used in many research fields since, in general, are sample non-destructive and 
require little or no sample preparation. 
The AFM system used in this work is the XE-150 model from Park Systems. The XE-
150 model incorporates a XY motorised sample stage optimised for large samples (150 
mm × 150 mm). In order to minimise the external acoustic noise, the system is operated 
inside an acoustic isolation enclosure. 
3.3.1 AFM principle 
In atomic force microscopy, a sharp tip mounted at the end of a cantilever scans the 
surface of a sample in a raster pattern. Figure 3.10 shows a schematic representation of the 
AFM operating principle. In a first step, the tip is brought in contact or in close contact 
with the surface of the sample. Depending on the distance between the tip and the sample, 
attractive or repulsive atomic forces will force the cantilever to deflect. The deflection of 
the cantilever is measured by a laser beam which is directed on to the back side of the 
cantilever and is reflected towards a position sensitive photo-detector (PSPD). The photo-
detector is composed of four photodiodes arranged in four quadrants A–D. The 
(A+C) − (B+D) signal provides the information for the vertical direction. The 
(A+B) − (C+D) signal yields the lateral information, which is generally related to changes 
in the surface friction and is used in lateral force microscopy. The information of the PSPD 
is sent to an electronic controller, which by means of a feedback loop modulates the 
voltage applied to the Z-scanner. The Z-scanner consists of a high-force piezoelectric 
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element which allows precise control of the vertical movement. The Z-scanner in the 
XE-150 unit is totally decoupled from the X-Y scanner. This contrasts with the single 
piezo-tube scanner used in conventional AFMs which controls the movement of the tip in 
the three orthogonal directions at the same time. In these AFMs, since the piezo-tube 
cannot move in one direction independently of the other two, cross-talk and non-linearity 
responses are often encountered. 
                 
Figure 3.10 Schematic of the AFM operating principle. 
3.3.2 AFM modes 
As mentioned in section 3.3.1, the AFM operates by measuring the interacting forces 
between the atoms at the tip and the atoms at the sample (Figure 3.11). When the AFM tip 
is far from the sample, the attractive forces between ion cores and valence electrons 
predominate (van der Waals forces). In contrast, at very short distances the repulsive forces 
between ion cores at the end of the probe tip, and those at the surface of the sample 
dominate. These two forces are the basis of the different modes of operation of the AFM 
(Figure 3.11). 
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3.3.2.1 Contact mode 
In contact mode, the AFM tip is in soft contact with the surface of the sample. The 
inter-atomic forces between the atoms at the tip of the sample and those at the surface are 
repulsive (1~10 nN). The cantilevers used in contact mode need to have a spring-constant 
sufficiently small to react to these atomic forces. In contact mode, the electronic controller 
keeps a constant force between the tip and the sample by monitoring the cantilever 
deflection and sending the appropriate error-signal to the Z-scanner. The contact mode is 
commonly used with hard surfaces which do not get deformed by the AFM probe tip. 
3.3.2.2  Non-contact mode 
The non-contact mode uses the attractive long range van der Waals forces to measure 
the topography of the sample. In non-contact mode, the electronic controller keeps a 
constant height between the tip and the sample while scanning across the sample. This is 
done by monitoring the attractive force between the tip and the surface of the sample 
(deflection of the cantilever) and sending the appropriate error signal to the Z-scanner. 
However, since the force between the tip and the surface of the sample is very small, it is 
extremely difficult to directly measure the deflection of the cantilever. Therefore, in non-
contact mode, the cantilever is made to vibrate at its natural resonant frequency (typically 
between 100 – 400 kHz) and the error signal is determined as a function of the change in 
 
Figure 3.11 Diagram of the atomic interacting forces between the AFM tip and the surface of the 
sample. At short distances, the repulsive forces predominate whereas at long distances the 
attractive forces predominate. 
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phase and amplitude of the vibration. When the tip is close to the surface of the sample, the 
attractive forces cause the phase and amplitude of the vibration to change. The main 
advantage of non-contact mode is that the force between the tip and the sample is very 
weak thereby minimising the sample damage and tip degradation. 
In this work, non-contact mode has been used for the AFM measurements due to the 
fragile nature of the structures (thin free-standing silicon beams undergoing large values of 
tensile strain) and to minimise tip degradation. Tip degradation is important in order to get 
accurate and repeatable measures of the surface roughness. This will be further discussed 
in section 3.3.3.1. 
3.3.3 AFM common artefacts 
AFM images often exhibit features which are not present in the real sample and are 
artefacts of the measurement itself. One such artefact is the thermal drift. Thermal drift is 
caused by the thermal expansion or contraction of the AFM mechanical parts such as the 
piezoelectric elements of the X-Y scanner. Images affected by thermal drift often exhibit 
distorted and drifted features (Figure 3.12a). Thermal drift is commonly encountered 
during the first scans and reduces after the system warms-up. Thus, it is important to 
always perform some initial scans to reduce (or eliminate) this effect. In this work, all the 
images were taken after the AFM had been performing some initial scans (warming-up) for 
~ 1 hour. 
 
(a) 
 
(b) 
 
Figure 3.12 AFM common artefacts. (a) Thermal drift. (b) Z out-of plane motion (3D view). 
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Another common artefact is the Z out-of-plane motion due to the X-Y scanner stage 
movement. In this case, the image results with a slope or curvature in the Z direction. This 
artefact also reduces after an initial warming-up period. Nevertheless, the slope or 
curvature in the Z direction may also be caused by the tilt of the sample relative to the X-Y 
plane (Figure 3.12b). Therefore, the AFM images generally require a flattening process to 
suppress the slope or curvature effect. The flattening process is performed by estimating 
the slope or curvature introduced in the image with a polynomial regression fitting 
algorithm. In this algorithm, the fitted curve is subtracted from the surface profile. High 
order regression polynomial however, may alter severely the surface profile compared with 
the original surface profile. For the samples analysed in this work, only zero and first order 
flattening were required. 
3.3.3.1 AFM tip 
An AFM image is ultimately the result of the convolution between the shape of the tip 
and the profile of the sample [99, 100].  Many artefacts result from the shape and actual 
condition of the tip. Since the shape of the tip degrades with each scan, it is important to 
maximise and preserve its sharpness. Non-contact mode minimises the tip degradation and 
increases surface roughness repeatability. However, since the AFM working principle is 
based in the interacting forces between the tip and the surface of the sample, there will be 
always tip degradation. Other factors such as scanning time, profile of the sample and tip 
and sample materials, may compromise the integrity of the tip. In this work, the tip 
integrity was regularly tested using as a reference a sample with a regular pattern of 
nanowires (Figure 3.13) fabricated at the Paul Scherrer Institute (PSI) in Switzerland. 
 
Figure 3.13 SEM image of the array of nanowires used for testing the AFM tip integrity. (Samples 
fabricated by Renato Minamisawa at the Paul Scherrer Institute (PSI) in Switzerland). 
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Figure 3.14 shows a sequence of AFM images corresponding to the pattern of 
nanowires shown in the SEM image of Figure 3.13 with a new tip, a slightly degraded tip 
and a highly degraded tip. 
 (a) 
 
(b) 
 
(c) 
 
Figure 3.14 AFM images taken with (a) a new tip, (b) a slightly degraded tip and (c) a highly 
degraded tip of an array of nanowires with dimensions: width = 100 nm and thickness = 15nm.  
 
In Figure 3.14b, the left edges of the nanowires start to exhibit a slight alteration 
(rounded effect) as compared with the nanowires in Figure 3.14a. In Figure 3.14c the right 
edges are highly altered. The vertical scale in Figure 3.14c shows also a decrease in 
magnitude of the thickness of the nanowires compared with that of Figure 3.14a. 
3.4 Summary 
In this chapter the two main techniques utilised to analyse the samples used in this 
work, Raman spectroscopy and AFM, have been presented. 
The chapter has started with a classical explanation of the Raman effect along with a 
description of the optical modes of vibration in silicon and the Raman polarisation 
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selection rules. It has been shown that in unstrained silicon, the longitudinal and 
transversal optical modes are triply degenerate. From the Raman polarisation selection 
rules it has been shown that in backscattering geometry from a (001) surface, in silicon, 
only the longitudinal optical mode is allowed. The Raman frequency for this mode is 
~520 cm
-1
. The Raman system and the optics used in this work have also been described. 
The technique will be used in chapter 4 to characterise strain in the silicon nanostructures 
and in chapter 5 to accurately determine the uniaxial strain-shift coefficient in silicon 
nanostructures for the <110> direction.  
The AFM system used in the work has been presented in section 3.3. The AFM 
working principle and the two main modes of operation, contact and non-contact mode, 
have also been described. The non-contact mode will be used in chapter 6 to characterise 
the evolution of the surface roughness of the samples with strain. The non-contact mode is 
preferred over the contact mode due to the especial fragile nature of the samples and also 
to minimise the AFM tip degradation. The chapter has finished with a brief explanation of 
common artefacts found in AFM alongside with a description of the effect of the shape of 
the tip on the AFM image. 
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Chapter 4.  Strain characterisation and size effects 
on the material properties in silicon 
nanostructures. 
4.1 Introduction 
Numerous testing methods have been previously used to perform mechanical tests in 
silicon free-standing beams replicating nanowires. Buckling and bending are common 
dedicated methods. In general, they use an atomic force microscope (AFM) tip to deform a 
cantilever or nanowire and thereafter measure the exerted force [35, 101, 102]. Other 
techniques use singular mechanisms to supply the needed deformation force, for example 
by inserting a material between cantilevers or by using a polymer spun over the base of an 
array of nanowires pillars to create a contraction force which deforms the nanowires [103, 
104]. In these techniques it can be difficult to precisely control the exerted force. Often a 
probe for the specimen manipulation is required [33]. Methods based on buckling and 
bending are also frequently complicated by the non-linear analysis associated with the 
specimen deformation. Further challenges arise from the difficulty in obtaining large and 
uniform ranges of strain with precision, especially in long free-standing beams which are 
required for generating high values of strain. In silicon high strain values are necessary to 
maximise the potential of the MEMS and NEMS devices. 
Tensile testing machines provide a very direct stress-strain measurement and the 
capability of probing high values of stress. However, the tensile testing stages developed 
often have complex designs which can complicate the stress-strain analysis [105-107]. 
Problems derived from external loading such as sample manipulation, gripping issues and 
misalignment are also encountered [82-84]. Furthermore, most tensile testing machines 
require an electrical based actuator to pull the sample specimen, which generally involves 
an additional power supply and high precision. 
In this work an on-chip tensile testing technique for measuring the mechanical 
properties of micro- and nanometre-thick films while avoiding the issues described, is 
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exploited to measure strain. The fabrication method allows multiple geometries (and thus 
strain values) to be processed simultaneously on the same wafer while being studied 
independently. The induced strain is varied and controlled by using different beam 
geometries of a large number of structures fabricated on the same chip. 
Raman spectroscopy and scanning electron microscopy (SEM) are used to characterise 
strain in silicon nanostructures and the measured results are compared with analytical 
calculations and finite element simulations. Strain values ranging from 0 to 3.6%, 
equivalent to an applied stress of ~6 GPa, have been investigated in silicon. The impact of 
the surface-to-volume ratio on the mechanical properties of silicon is studied by analysing 
the Young‟s modulus and fracture strain of the silicon samples. Surface effects are 
analysed with Raman spectroscopy by using a UV laser characterised by a low penetration 
depth and comparing results with a visible laser which senses the whole thickness of the 
silicon samples. The discrepancy between the Raman shifts measured using the UV and 
visible lasers is used to investigate the thermal conductivity in strained silicon. 
4.2 On-chip tensile testing structures 
4.2.1 Sample fabrication 
The on-chip tensile samples used in this work were fabricated at the Université 
catholique de Louvain (UCL) in Belgium. The samples consist of arrays of silicon beams 
having beam widths of 1, 2, 4, 6, 8 and 10 μm. The beams are under tensile stress along the 
[110] direction. Each array is composed of thirty beams with lengths varying between 3 
and 1,300 μm and a constant thickness of ~200 nm. The induced stress is provided by a 
silicon-nitride beam (actuator) attached to the silicon sample. The actuator widths are 10 
and 15 μm and the thickness is ~400 nm. The length of the actuator is varied between 175 
and 1,988 μm. The total length of the actuator and sample is kept constant and four 
different configurations with lengths of 500, 1,000, 1,500 and 2,000 μm were fabricated 
(Figure 4.1). Thus, the total number of samples is 6 × 30 × 2 × 4 = 1440. Strain values 
ranging from 0 to 3.6%, equivalent to an applied stress of ~6 GPa, have been investigated 
in silicon.  
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(a) 
 
(b) 
 
Figure 4.1 Structures analysed in this work. (a) The samples are coded with three numbers 
(top-left image). The first number indicates the width of the actuator. The second number is the 
width of the sample. The third number corresponds to the total length of the sample and 
actuator. (b) Each array of structures consists of 30 samples with lengths ranging from 
3 to 1,300 μm. Six different sample widths and two actuator widths were also used. The thickness 
of the samples and actuators are 200 and 400 nm, respectively. The total length i.e. sample and 
actuator, is also varied between 500 and 2,000 μm. (Samples fabricated at the Université catholique 
de Louvain (UCL) in Belgium). 
Length = 2000 μm
Length = 500 μm
Length = 1000 μm
Length = 1500 μm
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The complete fabrication process is shown in Figure 4.2. It starts with a standard (100) 
SOI wafer with a 400 nm-thick top silicon film (step 1, Figure 4.2). An oxide layer is 
thermally grown above the silicon film (step 2, Figure 4.2) and thereafter the oxide layer is 
used as a mask for patterning the silicon into beams (step 3, Figure 4.2). After sample 
patterning using plasma etching (step 4, Figure 4.2), a second oxide layer is thermally 
grown (step 5, Figure 4.2) and a window opened (step 6, Figure 4.2) where the actuator 
contacts the sample. A 400 nm-thick silicon nitride layer is then deposited by low pressure 
chemical vapour deposition at high temperature (800 °C) (step 7, Figure 4.2) and patterned 
for making the actuator (step 8, Figure 4.2). Finally, the sample (Si) and actuator (Si3N4) 
are released by etching the silicon dioxide sacrificial layer with hydrofluoric acid (HF) 
(step 9, Figure 4.2). A critical point drying process completes this step for avoiding stiction 
with the substrate. As a result of the silicon nitride high deposition temperature and the 
difference in thermal expansion coefficients between silicon nitride ( Si3N4 ~5 × 10
−6 
K
−1
) 
and silicon ( Si ~2 × 10
−6 
K
−1
) [108, 109], the silicon nitride undergoes internal stress 
relaxation after the final HF release. This induces a tensile stress in the silicon sample. 
Figure 4.3 shows a microscope image of the structures after the final release process. 
 
 
Figure 4.2 The fabrication process flow for the MEMS-based silicon beams. An induced stress due 
to the contraction of the actuator appears in the silicon sample beam after the final release 
process. 
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In order to correct for misalignments and lithography errors, the samples and actuators 
dimensions were measured by SEM after processing. SEM measurements were carried out 
at the lab facilities of the Université catholique de Louvain (UCL) in Belgium. The 
accuracy for the SEM measurements is estimated to be 50 nm [108]. A pair of cursors was 
fabricated alongside the silicon beams (Figure 4.4a) to measure the sample elongation by 
direct visual inspection using SEM and giving indication of the strain induced. One cursor 
is positioned at the actuator side (mobile cursor) and the other is positioned at the substrate 
sidewalls (fixed cursor). The displacement between the mobile and fixed cursors (sample 
elongation) (inset in Figure 4.4a) is then converted to strain (section 4.4). In order to 
minimise the error in the strain determination, additional pairs of cursors per sample (four 
in the present structures) were fabricated and the resulting displacements averaged (Figure 
4.4b). 
  
 
Figure 4.3 Microscope image of the structures. The top structure corresponds to a free actuator 
used to determine the silicon nitride mismatch strain after the release of the samples. 
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4.2.2 Principles of an elementary on-chip tensile testing structure 
The strain and stress induced in the beam can be theoretically deduced from force 
equilibrium conditions between the actuator and sample beam. Figure 4.5 compares the 
structure deformations and force equilibrium involved before and after the sacrificial oxide 
removal during device fabrication. Figure 4.5a shows the expected deformation which will 
be experienced by the actuator with no attached sample after the sacrificial oxide etching. 
Following release, the actuator is free to contract by an amount ufree due to its internal 
stress relaxation. In contrast, the loaded actuator in Figure 4.5b can only contract by an 
(a) 
 
(b) 
 
Figure 4.4 (a) Mobile and fixed cursors attached to the actuator and silicon nitride sidewalls allow 
accurate SEM measurements of the displacement u (inset); (b) SEM micrograph of a sample 
showing four pairs of cursors. Multiple cursors are used to minimise error in strain estimated by 
SEM measurements. 
Pairs of cursors
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amount u smaller than ufree. Figure 4.5b shows also that the displacement u can be 
considered either as the actuator contraction or the sample elongation. 
  
(a) (b) 
Figure 4.5 Schematic showing how the actuator contracts. (a) Actuator is free to contract i.e. with 
no attached sample; (b) Actuator is restricted by an attached sample. The actuator deformation u 
with the attached load is smaller than that of the free actuator ufree. Due to the actuator 
contraction after release, a tensile stress (F-F’) is induced along the silicon sample. 
From Hooke‟s law, the stress in the actuator  is: 
  , ( 4.1 ) 
 
where Ea is the Young‟s modulus of the actuator and  is the actuator strain. The actuator 
strain is the net difference between the mismatch strain  due to the deposition process 
(silicon nitride contracts due to the difference between the deposition and room 
temperatures) and the mechanical strain  imposed by the attached sample. From 
Equation 4.1 and assuming the actuator has a cross section Sa, the load condition for the 
actuator is expressed by: 
  ( 4.2 ) 
 
 
where  and  represent the actuator length with and without the attached sample 
beam, before release. The actuator mismatch strain is obtained by measuring the 
ufree
Before release
After release
sacrificial layer   (SiO2)
Si  substrate
actuator   (Si3N4)
La0
free
Free contraction
La0
u
sacrificial layer   (SiO2)
FF 
sample  (Si)
Restricted contraction
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contraction of a free actuator before and after release via SEM inspection (Figure 4.3). In 
this work, . Following the same approach as for the actuator, the load 
condition for the sample beam is expressed by: 
  ( 4.3 ) 
 
where Es, Ss and Ls0 represent the Young‟s modulus, cross section and initial length, before 
release of the silicon beam. Mismatch strain is not considered since the silicon sample is 
produced from blanket SOI [110] (no thermal gradient is involved). Combining 
Equations 4.2 and 4.3 to enforce equilibrium  the displacement u is estimated as: 
  ( 4.4 ) 
 
where r has been defined as . 
The displacement u (or sample elongation) is converted to strain using the logarithmic 
strain (true strain) more appropriate to describe large deformation behaviour [85]: 
  ( 4.5 ) 
 
Assuming silicon in the elastic regime and uniaxial stress along the [110] direction, 
strain can be converted to stress using Hooke‟s law (Equation 4.1) and the Young‟s 
modulus of bulk silicon for the <110> direction (E<110> = 169 GPa [111])). 
4.3 Finite element simulations of strain 
Finite element simulations of the strain distribution along the samples were performed 
using Ansys Workbench 13.0 software [112]. The silicon anisotropy was modelled using 
the elastic constants (stiffness coefficients) in silicon for the <100> direction: 
C11 = 165.6 × 10
9
 Pa, C12 = 63.9 × 10
9
 Pa and C44 = 79.5 × 10
9
 Pa [87]. The silicon nitride 
actuator was simulated using an isotropic model with a Young‟s modulus of 235 ± 10 GPa 
(as obtained by nanoindentation measurements [108]) and a thermal expansion 
coefficient ( Si3N4 ~5 × 10
−6 
K
−1
) [109]. The initial temperature in the actuator was set at 
800 °C and thereafter linearly decreased to 22 °C to simulate the contraction undergone by 
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the actuator. The sample temperature was kept constant at 22 °C. The sample and actuator 
were designed with ‟dog-bone‟ shape ends and the dimensions were the same as those 
experimentally measured by SEM (Figure 4.6). The sample axes X and Y were rotated by 
45° with respect to the global axes, corresponding to the <110> direction. 
 
Figure 4.6 Detail of the actuator and sample dimensions used in Ansys to model a 180 μm-long 
and 2 μm-wide sample. 
Figure 4.7 shows the modelled strain distribution in a 180 μm-long and 2 μm-wide 
sample. The strain is uniform along the sample beam (ε = 2.2%). At the „dog-bone‟ ends 
however, there is a gradient of strain (inset in Figure 4.7). The strain along the „dog-bone‟ 
end is shown to rapidly decay (up to 86%) within ~6 μm („dog-bone‟ end length). 
However, since the sample and actuator lengths used in Equations 4.4 and 4.5 refer to the 
dimensions without the „dog-bone‟ ends, the gradient of strain at the ends of the sample is 
not considered for the analytical calculations. Therefore, using Equation 4.4 for the same 
sample modelled in Figure 4.7, a cursor displacement of 3.9 μm is obtained which relates 
to 2.14% strain. This is very close to the modelled value of 2.2% strain. Figure 4.8 shows 
the variation in strain for three beam widths (1, 2 and 4 μm) with length Ls0 (before 
release). There is a general 1/Ls0 dependency in the measured values of strain, as expected 
from Equation 4.5. At short lengths, u and Ls0 values become similar in magnitude and the 
resultant strain significantly increases. The increase is more pronounced for the 1 μm-wide 
samples than for the 2 and 4 μm-wide samples. This is because for a given length and 
365 nm
205 nm
Silicon nitride (Si3N4)
Silicon (Si)
R= 4 μm
R=2.5 μm
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thickness the 1 μm-wide beams have a higher applied stress due to the inverse relationship 
between stress and cross-section (σ = F/S). 
 
Figure 4.7 Ansys model of a 180 μm-long and 2 μm-wide sample showing the strain distribution 
along the longitudinal axis X. Sample axes X and Y were rotated by 45° to be aligned with the 
<110> direction and fixed boundary conditions were imposed at both ends of the structure. The 
strain distribution along the sample is uniform with a rapid decay (up to 86%) within the first 6 μm 
at the ‘dog-bone’ ends (inset). 
For all the beam geometries, the maximum difference between the simulated and 
calculated values of strain is 0.08% (Figure 4.8). The maximum error in strain determined 
with both techniques is ~0.02% which is very small and therefore not presented in the 
figures. This error is mainly due to the variation in the actuator Young‟s modulus 
determination i.e. 235 ± 10 GPa [108] used with the calculations and finite element 
simulations. 
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Figure 4.8 FE simulations and analytical calculations of the strain with the length of the samples. 
The maximum difference ~0.08% strain. 
4.4 SEM measurements 
SEM measurements were carried out, as discussed in section 4.2.1, to determine strain 
by direct inspection of the displacement u of the attached cursors. The cursor displacement 
is compared with the estimated values extracted from the analytical calculations using 
Equation 4.4 and assuming Es = 169 GPa [113] and Ea = 235 GPa [108]. Figure 4.9 shows 
the comparison with theoretical calculations (section 4.2.2) for the samples with beam 
lengths in the range 80 to 1,300 μm. There is a good agreement between SEM and the 
analytical calculations using Equation 4.4. The maximum error in cursor displacements 
measured by SEM is ~0.5 μm and the root mean square error is ~0.38 μm. For the 1 μm 
wide samples, the maximum observed difference between cursor displacement determined 
by SEM and using Equation 4.4 is 0.14 μm. For the 4 μm wide and 80 μm long samples 
(shortest samples) however, the maximum observed difference is 0.33 μm. The reason for 
the increase in differences between cursor displacement values measured by SEM and 
determined by Equation 4.4 for the 4 μm wide and 80 μm long samples compared with the 
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1 μm wide samples is related to the gradient of strain at the sample ends shown in section 
4.3. Since the cursors used to measure the sample elongation by SEM are located at the 
beginning of the actuator (Figure 4.4), the measured displacement u will be affected by the 
strain gradient at the „dog-bone‟ ends. Also, the ratio between the length of the „dog-bone‟ 
ends and the length of the sample increases with decreasing sample length. Consequently, 
the differences between the cursor displacements values determined from the SEM 
measurements and from the analytical calculations will also increase with decreasing 
sample length. Thus, the strain gradient at the „dog-bone‟ ends has to be considered with 
the strain calculations by SEM. 
 
Figure 4.9 SEM measurements and analytical calculations of the cursor displacement u. For the 
4 μm wide samples, the maximum observed difference is 0.33 μm equivalent to ~0.4% strain. For 
the narrowest samples the maximum difference is 0.14 μm equivalent to ~0.08% strain. 
In order to convert displacement values from SEM cursor measurements to strain, 
Equation 4.5 has to be modified with a correction factor  to account for the length of the 
strain gradient at the „dog-bone‟ ends as: 
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  ( 4.6 ) 
 
The correction factor  can be estimated from the finite element simulations and 
Raman shift measurements (section 4.5). Nevertheless, in order to minimise the impact of 
the correction factor in the SEM measurements only samples longer than 170 μm were 
analysed by SEM. Figure 4.10 compares the variation in strain determined by SEM and 
analytically using Equations 4.4 and 4.5 for three beam widths (1, 2 and 4 μm). For 
samples longer than 170 μm (dasehd line), the maximum error in strain determined by 
SEM is ~0.2% and the difference in strain determined with and without the correction 
factor is estimated to be less than ~0.1%. Values up to 2.7% strain, equivalent to 4.5 GPa, 
were obtained despite omitting the use of short samples. 
 
Figure 4.10 The strain variation with sample length obtained from direct SEM measurements of 
cursor displacement and from analytical calculations using Equations 4.4 and 4.5. Crosses are the 
strain determination from SEM measurements without applying a correction factor for the 
gradient of strain at the ‘dog-bone’ ends. For samples shorter than 170 µm (dashed line), the 
discrepancies between the strain extracted experimentally (by SEM) and that extracted 
analytically using Equations 4.4 and 4.5 are larger than 0.1%. 
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4.5 Raman measurements 
4.5.1 Measurement set-up 
The Raman measurements were performed in backscattering configuration (used for 
opaque materials) with a high numerical aperture lens (NA = 0.9). A visible laser with 
wavelength = 458 nm and penetration depth ~300 nm [114] was used to characterise 
strain in the bulk of the silicon samples and a UV laser with wavelength = 364 nm and 
penetration depth ~15 nm [114] was used to analyse strain near the surface. The incident 
laser light of both radiations was polarised in the plane of the sample (along the vertical 
optical axis). No analyser was used for the scattered radiation. 
The frequency of the LO peak in the silicon substrate of the samples was used as a 
reference (unstrained frequency) for the strain calculations. After calibration, the 
unstrained frequency was found at ω0 = 520.7 cm
−1 
(Figure 4.11). This is in agreement 
with the experimental values of the LO peak in relaxed silicon reported in literature [95]. 
 
Figure 4.11 The frequency of the LO peak in the silicon substrate (unstrained) of the samples was 
used as a reference for the strain calculations. After calibration, the unstrained frequency was 
found at ω0 = 520.7 cm
-1. 
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For each sample the laser was focused at three locations near the centre of the beam 
length, with each measurement separated by ~1 μm (Figure 4.12). Each measurement 
consisted of 3 accumulations and an integration time of 10 seconds per accumulation in 
order to optimise measurement accuracy. The Raman information presented for each 
sample corresponds to the median of the three measurements. 
 
Figure 4.12 Raman measurements were performed in three locations (A, B and C) at the centre of 
the beam length and separated by ~1μm. 
4.5.2 Peak deconvolution 
Each peak on the Raman spectrum was deconvolved using a Gaussian-Lorentzian 
function to determine the peak position (Raman frequency) and thus strain. The 
deconvolution process is less accurate for peaks located near the silicon substrate peak 
(520.7 cm
−1
) as the high intensity of the substrate peak can mask the other peaks (Figure 
4.13a). The maximum difference in peak deconvolution between the three measurements at 
each location was found to be ~0.33 cm
−1
, corresponding to the samples with the smallest 
strain (peak position ~520.7 cm
−1
). For the samples with higher stress levels, the peak 
position is clearly resolved and the error in peak position is smaller (~0.05 cm
−1
, which 
corresponds to ~26 MPa stress) (Figure 4.13b). The error bars for the measurements are 
very small and are therefore not presented in the figures below. 
  
A B C
~ 1 μm
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(a) 
 
(b) 
 
Figure 4.13 Raman spectrum from a low strained sample (a) and a high strained sample (b). Peak 
deconvolution in high strained samples is accurately resolved. 
4.5.3 Laser heating 
Raman measurements can be affected by sample heating from the irradiating laser 
since it may alter the local strain distribution [115, 116]. Using low laser power 
circumvents heating effects, however higher laser powers increase the Raman spectra peak 
intensity and aids accurate identification of peak position. To determine the maximum 
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laser power that could be delivered to the sample before data interpretation becomes 
erroneous through heating effects, preliminary tests were undertaken. The effects of 
sample heating were considered for the 1 and 4 μm-wide samples by using different power 
attenuation filters. By changing the filters the power delivered to the sample is varied from 
1 – 100%. The resulting Raman peak shift is shown in Figure 4.14. 
(a) 
 
(b) 
 
Figure 4.14 Raman power tests on a (a) 4 μm- and (b) 1 μm-wide samples using a visible laser 
(λ = 458 nm). For 4 μm-wide samples, powers at sample (P0) higher than 0.2 mW can introduce 
shifts in the Raman peak position due to laser sample heating rather than strain. For 1 μm-wide 
samples P0 must be reduced below 0.03 mW. 
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For the visible radiation, there is no Raman peak shift observed for delivered laser 
powers below 30 and 200 µW for the 1 µm- and 4 µm-wide samples respectively, due to a 
bigger heat evacuation cross-section (Figure 4.14). In order to avoid any heating, the 
delivered power was kept under 30 μW for all the samples. For the UV radiation, the 
maximum delivered power could not be measured directly. In order to accurately identify 
peak positions, a minimum attenuation filter of 10% on the UV laser was necessary. 
Compared with the visible radiation, an additional Raman peak shift due to sample heating 
is observed. This is 0.05 cm
−1
 for the 4 μm-wide samples and 0.17 cm−1 for the 1 μm-wide 
samples. 
4.5.4 Raman analysis 
The evolution of the Raman frequency peak with the sample length for the visible 
radiation (λ = 458 nm) in the 4 μm-wide samples is depicted in Figure 4.15. There is a 
progressive down-shift towards lower frequencies at shorter sample lengths. This 
corresponds to an increase in the applied tensile stress due to longer actuator lengths and 
agrees with the trends in strain observed by analytical and SEM cursor displacement 
methods (Figure 4.4). 
 
Figure 4.15 Raman spectra for varying sample lengths. There is a progressive downshift of the 
Raman peak position at shorter sample lengths (longer actuator lengths) due to the proportional 
increase in applied stress with the actuator length. 
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Figure 4.16 shows the variation in Raman shift with the beam length for the 1 μm-, 
2 μm- and 4 μm-wide samples and lengths ranging from 80 – 1,300 μm. 
In order to convert Raman shifts to strain, several equations can be found in the 
literature, which depend on multiple factors, including the type and direction of the applied 
stress. For uniaxial stress along the [110] direction, some commonly used equations to 
convert the Raman shift to strain are: 
      (Anastassakis et al. 1970 [78]) ( 4.7 ) 
      (Chandrasekhar et al. 1978  [79]) ( 4.8 ) 
      (Anastassakis et al. 1990 [80] ) ( 4.9 ) 
 
Here, Δω represents the difference between the frequencies with and without applied stress 
(ω0 = 520.7 cm
-1
). There is no proper explanation however, for the discrepancies between 
the different coefficients appearing in equations 4.7 – 4.9. Figure 4.17 compares 
experimental values of strain (determined by SEM and Raman spectroscopy using 
Equations 4.7 – 4.9 and strain determined analytically and with finite element simulations 
for the 1, 2 and 4 μm-wide samples. 
 
Figure 4.16 Variation in Raman peak position for the samples with lengths ranging from 60 to 
1,300 μm. 
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(a) 
        
(b) 
 
(c) 
 
Figure 4.17 SEM, Finite element simulations, analytical calculations (using Equations 4.4 and 4.5) 
and Raman measurements (using Equations 4.7 - 4.9) show an excellent agreement in strain 
values for all geometries. (a) 1 μm- (b) 2 μm - and (c) 4 μm - wide samples. 
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Strain values using equations 4.7 and 4.8 yields an excellent agreement with the SEM 
cursor displacement measurements of strain and with finite element simulations and 
analytical calculations using Equations 4.4 and 4.5. There are minor differences between 
strain determined using equations 4.7 and 4.8. The average discrepancy (using equations 
4.7 and 4.8) for the range of lengths is found to be ~0.05% strain (equivalent to 80 MPa 
stress) between all the techniques. This small error validates the accuracy in conversion 
from Raman shifts (wave-numbers) to strain. Using Equation 4.9 for the strain 
determination however, discrepancies up to 0.4% in strain are found compared with the 
other techniques. This corresponds to ~13% discrepancy in strain determination. Compared 
with Equation 4.8, strain determined using Equation 4.7 gives a slightly better agreement 
with the other techniques for the samples with highest values of strain i.e. 1 μm-wide 
samples. Thus, Equation 4.7 will be used for the conversion of Raman shifts to strain 
within the rest of this chapter. 
Despite the significant discrepancies in strain determination as a result of using the 
wrong equation to convert Raman shifts to strain, Equations 4.7 – 4.9 are frequently used 
in the literature to convert Raman shifts to strain with no proper justification. Thus, a 
thorough study of the origin of the discrepancies between the different coefficients in 
Equations 4.7 – 4.9 is of paramount importance. This will be covered in detail in chapter 5. 
The good agreement obtained between analytical calculations, FE simulations and 
experiments to determine strain confirms the technique is suitable for accurate analysis of 
strain in suspended silicon beams, thin films and nanowires in the range 0 – 3% (equivalent 
to a mechanical stress of 5 GPa). This range of values is similar to that used in other 
experimental work in bulk silicon [117, 118]. Kozhusko et al. [117], using nonlinear 
surface acoustic wave pulses, measured the critical fracture strength of single crystal 
silicon and obtained values in the range 5 – 7 GPa. Ando et al. [118] measured the fracture 
strain in single crystal silicon samples 50 μm-long, 50 μm-wide and 5 μm-thick along the 
[110] direction and found an average fracture strain of 3.4%. The ideal tensile strength has 
also been calculated for a perfect crystal [119, 120]. A range of values from 15 – 22 GPa 
was obtained depending on the stress orientation. However, unlike perfect crystals, real 
materials contain defects such as impurities, dislocations and vacancies which reduce the 
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tensile strength. Thus, the ideal tensile strength must be considered as an upper limit for a 
real material. 
4.5.5 Strain distribution 
Strain distribution is particularly important in silicon nanowires where small changes 
in strain can significantly modify the silicon band gap and electron effective mass m* [121, 
122]. Any such changes cause a change in carrier mobility, which affects performance in 
nanowire based devices. In order to investigate the strain distribution along the silicon 
sample, Raman measurements were carried out in three different locations along the 
sample length; at each end and in the centre. This is in contrast to the previous Raman 
analysis where each measurement was performed at three locations near the centre of the 
beam length. Figure 4.18 shows the Raman spectra for the 4 μm-wide samples. Since no 
significant differences are observed, it is concluded that strain is homogeneously 
distributed along the sample length. 
 
Figure 4.18 Raman spectra corresponding to a 4 μm-wide sample in three different locations (A, B 
and C) along the sample length. No difference in peak position was found between the three 
locations indicating a homogenous strain distribution. 
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In order to test for the normality of the experimental data from the SEM and Raman 
measurements, standard deviations and normality tests with a 95% confidence interval 
were carried out for the SEM measurements from the four measured cursor displacements 
Δu (Figure 4.19a) and Raman frequency shifts Δω (Figure 4.19b). For both types of strain 
measurement, p-values > 0.05 are obtained which validates the null hypothesis i.e. a 
normal distribution. This reduces also the probability of the data being altered by 
systematic errors e.g. instrument errors. The small standard deviations, 
stdevΔu = 0.09603 μm and stdevΔω= 0.06345 cm
-1
, confirm good uniformity in both SEM 
and Raman measurements. 
(a) 
 
(b) 
 
Figure 4.19 Normality tests and p-values of (a) SEM discrepancies of the four cursors 
measurements per sample, (b) Raman discrepancies in frequency shifts for the three 
measurement locations per sample. P-values > 0.05 validated the normal distribution of the SEM 
and Raman shifts measurements. 
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The strain distribution was also investigated at the sample ends. Figure 4.20 shows a 
Raman-scan taken at seven different positions along the „dog-bone‟ end in a 180 μm-long 
and 2 μm-wide sample. 
 
Figure 4.20 Raman-scan in a 180 μm-long and 2 μm-wide sample. The Raman shift (hence strain) 
is constant at positions 1 and 2 alongside the sample beam and the small peak corresponding to 
the silicon substrate centred at 520.7 cm-1 is still visible. At the ‘dog-bone’ end, the Raman shift 
rapidly moves towards the unstrained frequency (positions 3, 4 and 5). Outside the ‘dog-bone’ 
end (positions 6 and 7), the Raman shift practically coincides with that of the silicon substrate. 
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The strain values determined are in close agreement with those obtained with the finite 
element simulations (section 4.3) for a sample with the same geometry. At positions 1 and 
2 (Figure 4.20), the values of strain are constant (ε = 2.14%) and equal to those obtained in 
the centre of the sample. The small peak ~520.7 cm-1 corresponds to the silicon substrate. 
At positions 3 and 4 (beginning of the „dog-bone‟ shape), the strain experiences a rapid 
decay. At the end of the „dog-bone‟ shape, position 5, the strain is ε = 0.39% which 
represents ~82% of decay with respect to the value of strain at positions 1 and 2. This is in 
correspondence with the value obtained with finite element simulations at the same 
position ~86% (Figure 4.7). Finally, at positions 6 and 7, the strain has already decayed at 
~90% (Raman shift ~520.7 cm-1). Figure 4.21 shows the strain distribution with the scan 
positions shown in Figure 4.20, along the „dog-bone‟ end of the sample. 
 
Figure 4.21 Strain distribution along the ’dog-bone’ end in a 180 μm-long and 2 μm-wide sample. 
4.6 Size effects on silicon properties 
The mechanical properties of silicon such as the Young‟s modulus and fracture strain 
have been previously reported and found to be size dependent [24, 25, 83, 123]. From the 
previous SEM and Raman measurements of strain, the dependence of Young‟s modulus 
and fracture strain on beam size have also been analysed to verify the size dependency. 
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4.6.1 Young’s modulus 
To analyse the size dependency of the Young‟s modulus, five arrays of silicon samples 
with widths between 1 and 4 μm were studied. 
In order to calculate the Young‟s modulus, the applied stress is determined using 
Equation 4.2 which can be written as: 
  ( 4.10 ) 
 
The Young‟s modulus of the sample can be subsequently extracted from the slope of 
the stress-strain curve by applying a weighted least-square (chi-squared) linear fit. In a 
weighted least-square fit, the experimental data is fitted considering the differences in the 
magnitude of the uncertainties (error bars) of the measurements. Equation 4.10 does not 
require use of Young‟s modulus in silicon. This is in contrast of Equations 4.7 – 4.9 to 
determine strain from Raman shifts. The coefficient in these equations does depend on the 
Young‟s modulus. Thus, strain and stress values determined by Raman cannot be used to 
extract the Young‟s modulus. Therefore only SEM measurements of the cursor 
displacements will be used to experimentally determine the Young‟s modulus. Figure 4.22 
shows the stress-strain curve and the fitted line (dashed line) used to determine the 
Young‟s modulus (slope of fitted line) of three samples with widths of 1, 2 and 4 μm. The 
uncertainties in the slope and intercept of the fitted lines are indicated by the dotted lines. 
The goodness-of-fit is assesed by computing the reduced chi-squared ( ) and R-squared 
 figure-of-merits. In a reduced chi-squared test, the model used to fit the experimental 
data is validated by assessing the value of . If is of order of one or less, then there is 
no reason to question the model. Values of   generally indicate that the model used 
to fit the experimental data is not valid. Values of , do not question the model 
although they generally indicate that the error bars have been overestimated. The 
R-squared figure-of-merit is used to estimate the quality of the fitting. A value of   
corresponds to a model that perfectly fits the experimental data. Table 4.1 summarises all 
the results. 
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(a) 
 
(b) 
 
(c) 
 
Figure 4.22 The stress-strain curve determined from SEM measurements for the (a) 1 μm- (b) 
2 μm- and (c) 4 μm-wide samples. The fitted line (dashed line) is determined from a chi-squared 
fitting with uncertainties (error bars) in both coordinates. The goodness-of-fit is estimated by the 
reduced chi-squared and the R-squared figure-of-merits (Table 4.1). The uncertainty in the fitted 
parameters (slope and interception) is indicated by the dotted lines.  
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The main error in the Young‟s modulus determination, originates from the large 
variations in stress values (vertical error bars in Figure 4.22). As shown in Equation 4.10, 
the cursor displacement is multiplied by the factor Ea = 235 GPa. Thus, any small change 
in cursor displacements will originate a large variation in stress determination. As a 
consequence of the large uncertainty in stress determination, values of the reduced chi-
squared in the range 0.012 <  < 0.061 are obtained. The goodness-of-fit given by the 
values of R-squared ≈ 1 (0.936 <  < 0.996) and the values of  confirm the 
quality of the fittings and validate the model. 
The Young‟s modulus extracted from the five samples varies between 144 ± 28 GPa 
and 168 ± 15 GPa (Table 4.1). This corresponds to a weighted average of 161 ± 6 GPa. 
This value is (within the accuracy of the measurements) the same of bulk silicon 
i.e. 169 GPa. The large error in stress measurements determined by the cursor 
displacements of the samples recommends however, the use of additional techniques to 
confirm the Young‟s modulus determined from the samples in this work. 
The Young‟s modulus of 200 nm-thick silicon free-standing beams was previously 
determined using dynamic resonance-based measurements [124]. An average value of 
~160 GPa was found, which is within 5% of the bulk value. This result is the same of that 
of the present findings obtained by SEM. Discrepancies in Young‟s modulus evaluated 
using different techniques have previously been reported. Jin et al. [125] compared 
different techniques to extract the Young‟s modulus including resonance, electrostatic pull-
in instability, SEM and TEM. They observed a general decrease in Young‟s modulus with 
Table 4.1. Experimental Young‟s modulus extracted by SEM measurements.  
Sample A B C D E 
Width (μm) 4 2 2 1 1 
Young’s modulus (GPa) 166 ± 12 156 ± 17 168 ± 15 158 ± 11 144 ± 28 
Goodness-of-fit      
Reduced chi-squared  0.061 0.050 0.012 0.054 0.018 
R-squared  0.9961 0.9905 0.9981 0.9360 0.9857 
Weighted average (GPa) 161 ± 6 
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decreasing nanobeam thickness, although the onset of the reduction in Young‟s modulus 
occurred at higher thicknesses for the resonance and pull-in methods compared with SEM 
and TEM. A decreasing trend in Young‟s modulus with decreasing thickness has also 
previously been reported [32]. Other groups, however, have found no Young‟s modulus 
size-dependency, [33, 34, 126] and in some cases a Young‟s modulus increase with 
decreasing thickness has been reported [35]. Table 4.2 compares the measurements in this 
work with these data. Ab initio calculations predict a size dependency in Young‟s modulus 
for dimensions below 10 nm [127, 128]. Several effects including surface stress [129, 130], 
native oxide [131-133], loading conditions [134] and material defects [25, 135] are 
believed to affect the Young‟s modulus and mechanical properties in general. 
Nevertheless, none of them can individually explain all the differences observed between 
various experiments and theory. Sadeghian et al. [25] used molecular dynamics 
simulations to study the size-dependent elasticity of silicon nanocantilevers and concluded 
that the differences between experiments and theory could be reduced if surface effects, 
native oxide layers and fabrication-induced defects were included in the simulation. Thus, 
from the results and all the above comments, it is clear that more experimental 
investigation is required in order to understand the size effect in the Young‟s modulus with 
structures thinner than 200 nm. This will be discussed in section 7.3 
Table 4.2. Comparison of Young‟s modulus extracted using different methods. 
Work Method Loading Orientation 
Young’s modulus 
(GPa) 
Li et al.
a
 [24] Resonance Bending 110 142 
Gordon et al.
b 
[35] 
AFM force modulation and 
tapping 
Bending 111 100, 140, 185 
Sadeghian et al.
c 
[32] Electrostatic pull-in instability Bending 110 161 
Sohn et al.
d 
[34] AFM indentation - 111 70 − 240 
This work
 
Static SEM cursor displacement 
Dynamic resonant methods 
Tensile 
Tensile 
110 
110 
161 ± 6 
160 
a
 Young‟s modulus is extracted by cubic interpolation from the supplied data for a thickness of 200 nm. 
b
 Selected results for vapour-liquid-solid grown nanowires with diameters of 700, 480 and 450 nm, respectively. 
c
 Young‟s modulus is extracted by cubic interpolation from the supplied data for a thickness of 200 nm. 
d
 Chemically grown nanowires with diameters between 80- 600 nm. 
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4.6.2 Fracture strain 
In order to study the effect of structure dimensions on fracture strain, forty arrays of 
thirty samples, each with different geometries, were studied. Fracture strain was analysed 
by visual inspection of the last unbroken sample within each array (Figure 4.23). For the 
1μm-wide nanowires, 3.6% strain corresponding to ~6 GPa (assuming E<110> = 169 GPa) 
stress was obtained. This value is in good agreement with previous experiments in silicon 
nanowires with similar dimensions along the [110] direction [83]. 
(a) 
 
(b) 
 
Figure 4.23 Fracture strain was determined by visual inspection of the last unbroken sample 
(number 25 in this picture); (a) Fracture at the ‘dog-bone’ end of the sample. (b) Fracture at the 
centre of the sample (magnified). 
 
83 
 
Figure 4.24 shows the dependence of fracture strain on the surface-to-volume ratio, 
calculated from the sample geometry. The data show that fracture strain increases with 
increasing surface-to-volume ratio although this tendency seems to stabilise at the highest 
surface-to-volume ratios. An analysis of samples with smaller dimensions would confirm 
that the general increasing trend is also preserved at high surface-to-volume ratios. 
Figure 4.25 shows the same relationship for samples having the same actuator widths 
but different sample widths. There is a 2% increase in fracture strain (from around 1% to 
3%) as the sample width is reduced from 10 μm to 1 μm. These results agree with other 
recent studies of the fracture strain in silicon [83, 134]. 
Steighner et al. [83] investigated the size-dependence of silicon nanowire strength 
under tensile stress. Nanowires with diameters ranging from 268 to 840 nm and with 
different orientations were studied and fracture strain was found to decrease with 
increasing diameter. The magnitude of the change was further dependent on crystal 
orientation. Tang et al. [134] studied the fracture mechanisms of silicon nanowires grown 
along the [111] direction with diameters ranging from 9 to 42 nm. Under tension, the 
silicon nanowires deformed elastically before exhibiting an abrupt brittle fracture, and 
 
Figure 4.24 The dependence of fracture strain on the surface-to-volume ratio. The increase in 
fracture strain with increasing surface-to-volume ratio appears to flatten at the highest ratios. 
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again there was an increase in tensile strength with decreasing diameter. However, under 
bending they observed that the silicon nanowires deformed plastically [134]. 
 
Figure 4.25 The dependence of fracture strain on the sample width. There is an increase in 
fracture strain with decreasing sample width. 
Fracture mechanisms in crystals are complex and have been studied both 
experimentally and theoretically [83, 117, 134, 136-138]. The fracture process is 
frequently initiated at a flaw or at a surface defect [136, 138]. Since defects are usually 
randomly distributed [83], there is a decreased probability of defects in smaller structures 
[83, 134]. This could explain the increase in fracture strain with decreasing size. However, 
other factors such as inhomogeneous defect distributions are also believed to affect the 
fracture strain of brittle materials such as polycrystalline silicon [139]. 
Previous work on polycrystalline silicon, based on Weibull analysis, predicts the 
fracture originates on the edges, corners and surface of the specimens [140, 141]. Weibull 
failure analysis is usually employed to study the fracture of brittle materials based on the 
weakest link hypothesis (worst flaw) [142]. The validity of the Weibull analysis, however, 
has been questioned at the micrometer scale [142, 143]. There is little information on the 
impact of the defects distribution in silicon nanowires under tensile stress but it is possible 
that this may also play a role in the variation in fracture strain observed here. In the 
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samples studied in this work, fracture was observed to be initiated at different positions 
along the sample (Figure 4.23). 
In 1920, Griffith proposed a theory to explain the differences between the theoretical 
and the experimental fracture stresss (smaller than the theoretical) in brittle materials 
[144]. In this theory, the smaller value of the experimental fracture stress compared to the 
theoretical stress, is explained based on a population of micro-cracks contained within the 
material. The largest defect in the strained material is the one which originates the failure 
of the material. According to this theory, the fracture strain can be expressed as a 
function of the length a of a pre-existing defect (crack-length) [144]: 
  ( 4.11 ) 
 
Here,  is the critical energy per unit area required to extend the surface of a pre-
existing crack (which eventually will lead to the failure of the material), and E the Young‟s 
modulus of the material. In silicon, . Figure 4.26 shows the crack-length 
values which relate to the fracture strain of the samples shown in Figure 4.25 determined 
from Equation 4.11. 
 
Figure 4.26 Crack length (defect size) determined using Equation 4.11 with the fracture strain of 
the samples shown in Figure 4.25 for each sample width. 
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As shown in Figure 4.26, there is a decrease in crack-length with decreasing sample 
width. However, from Equation 4.11, the fracture strain increases with decreasing crack-
length. Thus, the increase in fracture strain observed in Figures 4.24 and 4.25 is most likely 
related to a decrease of the crack-length with decreasing sample size. 
4.6.3 Surface effects 
Surface effects such as surface stress, contamination and native oxide can affect the 
mechanical properties of the material [129, 133, 145]. The surface stress is the reversible 
work per unit area required to stretch a surface elastically [146]. It originates from the 
reconstruction, relaxation and molecular adsorption of atoms on the surface [129, 131, 
145]. Sadeghian et al. [129] studied the effect of changes in the stiffness of silicon 
cantilevers on their resonance frequency in air and vacuum due to surface stress. They 
observed that when the cantilever dimensions approach the nanometric regime, the change 
in resonance frequency due to surface stress becomes significant. Zang et al. [145] studied 
the effect of molecular adsorption on the bending of nanocantilevers and observed that 
their behavior significantly differs compared with microscopic and macroscopic thick 
cantilevers. The work shows that the classical Stoney‟s equation used to calculate the 
bending curvature required modification when the thickness of cantilevers is reduced to a 
few nanometers. 
Native oxide can also affect the mechanical properties of silicon nanowires. The 
smaller Young‟s modulus of SiO2 (~73 GPa [35, 147]) compared with silicon and the 
thickness of the native oxide layer itself (2 – 5 nm [131]) are contributing factors to the 
observed changes to the Young‟s modulus in nanowires [131, 132]. 
In order to study the impact of surface effects in the structures, the Raman spectra 
obtained using the visible and UV lasers have been compared. This has been possible due 
to the differences in penetration depth in silicon from both laser radiations. The visible 
laser primarily probes the bulk whereas the UV laser provides information nearest to the 
surface. Figure 4.27 shows the strain for the 1, 2 and 4 μm-wide samples and lengths in the 
range 60 – 1,300 μm. Only minor discrepancies in strain between the two radiations are 
found across the entire range of strains (~0 to 2.7%). These are 0.05%, 0.12% and 0.17%, 
87 
 
for the 4, 2 and 1 μm-wide samples respectively. There is a slight increase in discrepancies 
however with decreasing sample width. Both lasers have penetration depths significantly 
larger than the thickness of the native oxide layer and both lasers are optically transparent 
in silicon dioxide. Therefore, additional factors other than surface effects alone must 
contribute to the discrepancies in strain determined using the two lasers. For example, 
additional heating from the UV laser heating may play a role. This is discussed in section 
4.6.4. 
4.6.4 Thermal conductivity 
Previous work on the thermal conductivity of solids and liquids, including some 
covalent semiconductors under pressure [148], concluded that thermal conductivity 
increases in semiconductors with increasing compressive strain, aside from a small 
decrease observed in silicon under uniaxial stress. Similar results were found through 
molecular-dynamics simulations in diamond films [149] and more recently in silicon 
nanowires and thin films [38]. In general these studies agree on two factors; firstly that 
 
Figure 4.27 The strain determined by Raman measurements using UV and visible radiations. There 
is good agreement in strain values across the entire range of strains and geometries. Since the UV 
radiation probes only ~15 nm while the visible radiation probes the whole sample thickness 
(200 nm), the data suggest that strain is homogenous throughout the structures. 
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stress-induced defects, which increase phonon scattering, dominate thermal conductivity, 
and secondly, that the overall thermal conductivity continually decreases as the applied 
strain changes from compressive to tensile. Gan et al. [150] investigated the thermal 
conductivity change with strain in heavily-doped silicon cantilevers with dimensions of 
225 × 42 × 5 μm3 and found that the thermal conductivity increases from 110 to 140 
Wm
-1
K
-1
 when the compressive strain increases from 0.1 to 0.3%. Other factors such as 
surface stress [40], geometry [38] and defects [39] are also shown to affect the thermal 
conductivity of nanostructures. However to date, most of the experimental studies of the 
thermal conductivity variation with strain have been conducted in bulk silicon and no 
experimental data of the thermal conductivity variation in nanostructures with size and 
large values of strain is available. 
In order to investigate changes in thermal conductivity with strain, the discrepancy in 
the UV-visible Raman shift of the nanostructures has been used as a measure of heat 
evacuation. Figure 4.28 shows the variation in UV-visible measurements with strain 
determined by SEM. For the data acquisition, the UV and visible laser powers are kept 
constant. Therefore, any significant change in UV-visible discrepancy could indicate a 
change in heat evacuation related to the thermal conductivity. 
 
Figure 4.28 The variation in strain discrepancy (between UV and visible Raman measurements) 
with induced strain (measured with SEM). No clear trend in discrepancies with strain (highlighted 
by the dotted lines) is observed within the error of the data. The significant scatter in data 
suggests that other factors such as laser heating have to be considered. 
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No clear trend in discrepancies with strain is observed (highlighted by the dotted lines) 
within the error of the data (the scatter in data is too large to ascribe any change in 
discrepancies to thermal conductivity or surface effects). Consequently, it is believed that 
other factors such as a less effective heat evacuation in samples with smaller dimensions 
are likely to dominate the results [151]. 
4.7  Summary and conclusions 
Strain has been characterised in arrays of free-standing silicon beams using Raman 
spectroscopy, SEM measurements, finite element simulations and analytical calculations. 
The beams were fabricated with a wide range of geometries under uniaxial tensile stress 
along the [110] direction. The induced strain was varied and controlled by the beam 
geometry and fabrication process which enabled a large number of structures to be 
fabricated on the same chip. The beam geometries (1440 in total) comprised six different 
widths of 1, 2, 4, 6, 8 and 10 μm with lengths varying between 3 and 1,300 μm and a 
constant thickness of 200 nm. SEM and Raman data were converted to strain values and 
compared with the analytical calculations and finite element simulations. 
Several equations commonly encountered in the literature for the conversion of Raman 
shifts to strain, (Equations 4.7 – 4.9), were investigated. An excellent agreement in strain 
determination was found between Raman (using Equations 4.7 and 4.8), SEM, analytical 
calculations (using Equations 4.4 and 4.5) and finite element simulations. The small 
average discrepancies in strain between experiments (~0.05% using Raman and ~0.04% 
using SEM) and analytical calculations, confirm that accurate conversion of Raman 
measurements to strain is possible in the range 0 to 3% strain. The good agreement 
between characterisation techniques also gives validity to the on-chip test structures as a 
method to produce accurate strain levels in beams over a large range of sample lengths. It 
was determined however, that discrepancies up to 13% in strain determination could be 
obtained as a consequence of using the wrong equation to convert Raman shifts to strain. 
The origin of the discrepancies between the different equations to convert Raman shifts to 
strain (Equations 4.7 – 4.9) however, is not well understood and it will be investigated in 
the next chapter. 
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The dependency of Young‟s modulus and fracture strain on beam size has also been 
studied. Static SEM measurements showed that the Young‟s modulus of the 200 nm-thick 
samples (161 ± 6 GPa) corresponds to that of bulk silicon (169 GPa) within the accuracy of 
the experiments. This result was shown to be the same as that obtained previously with 
dynamic resonance methods for the same thickness (160 GPa). The analysis indicated that 
the Young‟s modulus, and its determination, is highly dependent on the measurement 
technique and also on internal and external factors including surface stress, native oxide 
and loading conditions. 
The fracture strain was investigated by visual inspection of the last unbroken sample 
within forty arrays of thirty samples and values up to 3.6% were identified. The fracture 
strain was shown to increase with decreasing beam width and increasing surface-to-volume 
ratio. The variation in fracture strain with surface-to-volume ratio is considered to arise 
from a lower probability of defects in smaller structures and the likelihood that fracture 
originates in material flaws or surface defects. Homogeneity of the defect distribution may 
also affect the fracture strain. Within the framework of Griffith theory, the increase in 
fracture strain was shown to be most likely related to a decrease in the defect size (crack-
length) for smaller widths. 
UV and visible lasers having penetration depths of 15 nm and 300 nm in silicon, 
respectively, were used to study the role of the surface on the size dependent material 
properties. Small discrepancies in Raman shift between the two lasers were attributed to a 
small increase in sample heating using the UV laser. The variation of thermal conductivity 
with tensile strain was thus investigated using the discrepancy between Raman 
measurements as a measure of heat evacuation. Within the range of strain studied (0 – 3%), 
and limited by the scatter in the data, no clear trend in thermal conductivity with strain was 
found.  
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Chapter 5.  Precise determination of the strain-shift 
coefficient of silicon nanostructures 
5.1 Introduction 
In chapter 4, strain was theoretically determined in the beam structures by analytical 
calculations and with finite element simulations, and experimentally by SEM and Raman 
spectroscopy. In order to determine strain with Raman spectroscopy, it was shown that 
several equations commonly encountered in the literature, could be used to convert the 
Raman shifts to strain. However, it was determined that discrepancies up to 13% in strain 
determination could be obtained as a consequence of using the wrong equation to convert 
Raman shifts to strain. The origin of the discrepancies between the different equations to 
convert Raman shifts to strain is not well understood. Motivated by the excellent 
agreement in strain determination in the nanostructures with all the techniques described in 
chapter 4, it is possible now to determine the correct Raman-shift strain relationship for the 
nanostructures. A thorough analysis on the origin of the discrepancies between the 
different equations will be also conducted. 
A large range of strain-shift coefficients in silicon have been reported in literature. 
They take into account the type of applied stress, sample and substrate orientation, and 
optical phonon mode, longitudinal (LO) or transversal (TO) [81, 152, 153]. The strain-shift 
coefficient also depends upon material constants including the phonon deformation 
potentials (PDPs) and the elastic compliance coefficients. PDPs relate the different strain 
components with the phonon frequencies and the elastic compliance coefficients relate the 
different strain components with stress. The bulk silicon elastic compliance coefficients are 
well known and agreed upon [87, 88, 111]. However, the phonon deformation potentials 
for silicon reported in literature differ by up to 30% [80]. Table 5.1 at the end of this 
section summarises the main experiments and PDPs found in the literature and their 
corresponding strain-shift coefficients for uniaxial stress along the [110] direction on a 
(001) plane. The [110] direction and the (001) plane are a common alignment direction and 
plane in most electronic structures including silicon nanowire-based transistors and MEMS 
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devices [11, 154]. Using the wrong value of PDPs affects the strain determined by Raman 
measurements. Therefore, it is important to use the correct PDPs and understand why the 
reported values differ. 
The discrepancies in PDP values have generally been ascribed to the impact of the 
sample surface stress relaxation and opacity of the material to the laser radiation [80, 81, 
95]. Other explanations include sample temperature [155] and the impact of the substrate 
lattice constant where strain was induced by heteroepitaxial growth [81]. The first 
experiments to determine the phonon deformation potentials in bulk silicon were 
performed in 1970 by Anastassakis et al. [78] and were followed up in 1978 by 
Chandrasekhar et al. [79]. Both experiments were carried out at room temperature and 
using lasers with energies above the silicon band gap. However, since silicon is opaque 
under these conditions, both experiments were performed in backscattering configuration 
(commonly used for opaque materials) and the results were believed to be affected by 
stress relaxation near the surface. Thus, experiments were repeated in 1990 by 
Anastassakis et al. [80] using an infrared radiation in 90° scattering configuration and 
cooling the sample down to 110 K. At this temperature, silicon is transparent to the utilised 
radiation and the phonon deformation potentials obtained were considered to be 
intrinsically related to bulk silicon. These results have been recently confirmed by 
Miyatake et al. [156]. They studied the surface stress field in a sample using two different 
methods: ball-on-ring and micro-indentation. In this way they accounted for any possible 
surface stress which could affect the Raman measurements while using a visible radiation 
at room temperature. The sample thickness was ~0.3 – 0.4 mm which is of the same 
magnitude (~1 mm) as that used in the earlier experiments [78-80] for bulk silicon 
characterisation. 
The biaxial strain-shift coefficient of silicon in strained Si1-xGex epilayers 
pseudomorphically grown on silicon [81] and Si/Si1-xGex heterostructures [153] was also 
determined for different germanium compositions. In both experiments, radiations above 
the silicon band gap were used as excitation sources and values for the silicon strain-shift 
coefficient were obtained which were close to those determined using the PDPs from the 
1970 [78] and 1978 [79] experiments. In both [81] and [153], it was determined that stress 
relaxation near the surface was not a determinant factor behind the differences in 
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strain-shift coefficient obtained using the PDPs from 1990 [80] and those of 1970 [78] and 
1978 [79].  
More recently, Peng et al. [152] investigated the impact of the Raman shift on different 
silicon substrate orientations. A 488 nm wavelength laser was used on samples with strain 
values ranging from 0 – 0.1%. The uniaxial strain-shift coefficient obtained for the LO 
mode along the [110] direction on a (001) substrate orientation (b = -336) was similar to 
that determined using the PDPs of 1970 [78] (b = -337) and 1978 [79] (b = -339). They 
also used an analytical expression to determine the best combination of PDPs to fit the 
experimental data. Table 5.1 gives the PDPs which best fit the experimental data on all 
substrate orientations and the calculated uniaxial strain-shift coefficients for each optical 
mode. The strain-shift coefficient corresponding to the LO mode (b = -336) is in close 
agreement with that obtained using the PDPs of the 1970 [78] and 1978 [79] experiments. 
However, the calculated strain-shift coefficient for the transversal optical mode TO1 
(b = -511) significantly differs from that determined using the 1970 [78] PDPs (b = -384). 
Instead, the strain-shift coefficient for the TO1 mode is in better agreement with that 
obtained using the 1990 [80] PDPs (b = -486). Furthermore, it appears that the strain-shift 
coefficient for the TO2 mode undergoes a change in sign and differs from all other 
experimental PDPs reported to date. Nevertheless, there is no experimental confirmation of 
the strain-shift coefficients for the TO modes in backscattering from silicon from a (001) 
surface. This is because under ideal backscattering configuration on a silicon (001) surface 
the Raman selection rules dictate that only the LO mode is observed. However, 
experimental observation of the TO modes under backscattering geometry has been 
recently reported [157]. Characterisation of the TO strain-shift coefficients under 
backscattering geometry on a (001) surface is important to understand the discrepancies 
between the reported PDPs, but to date this data is missing. Moreover, despite the recent 
confirmation [156] of the 1990 [80] PDP values for bulk silicon, there is still no proper 
understanding why experimental data [81, 152, 153] agrees better with the strain-shift 
coefficients determined using the PDPs of 1970 [78] and 1978 [79] than 1990 [80]. 
From all the literature, it can be concluded that numerous factors including the surface 
stress relaxation, laser radiation and PDPs used for the conversion may all impact the 
strain-shift coefficient. Consequently, selecting the appropriate strain-shift coefficient for a 
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particular experiment is challenging. In some work, the final selection of PDPs is based 
simply in the best fit with an analytical model [103, 155]. In other cases, there is no 
justification given for the selection [158, 159]. 
It is also evident that all research has been focused on identifying accurate strain-shift 
coefficients and PDPs for bulk silicon. This is because the PDPs are strongly related to the 
symmetry of the crystal structure [160]. Therefore the experiments have been performed in 
materials with thicknesses of hundreds or even thousands of micrometers. The applied 
stress has also been limited within the range 0 – 2 GPa (Table 5.1). This range is 
reasonable for bulk silicon characterisation but is too narrow for silicon nanostructures 
where higher stress values are often favourable [134]. The superior surface-to-volume ratio 
in nanostructures compared with bulk means that surface or interface effects may define 
the overall behaviour [161, 162]. Using PDPs or strain-shift coefficients intended for bulk 
material characterisation of nanometer-scale structures may lead to erroneous conclusions. 
Consequently, there is an outstanding need to validate the strain-shift coefficient in silicon 
nanowires and thin films under large values of stress.  
In this chapter, the strain-shift coefficient in silicon free-standing beams in 
backscattering geometry from a (001) surface and uniaxial stress applied along the [110] 
direction is accurately determined. Stress has been investigated throughout 0 – 4.5 GPa. 
Characterisation of the transversal optical mode TO1 in backscattering geometry has also 
been possible by using a high numerical aperture lens [157]. Visible and ultra-violet (UV) 
radiations have been used to account for the impact of surface stress. The small 
discrepancies in strain values between the experimental and theoretical techniques 
described in the previous chapter and with the two laser radiations from Raman 
measurements have permitted an accurate determination of the strain-shift coefficients. 
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Table 5.1 Bulk silicon PDPs reported in literature including laser wavelength, temperature, sample 
thickness, stress and calculated strain-shift coefficients for uniaxial stress along the [110] direction 
on a (001) surface, as determined from Equations 5.5 – 5.7. Additional details for the experiments 
can be found in the corresponding references. 
Work PDPs 
Laser 
wavelength 
Temperature Thickness Stress 
Strain-shift 
Coefficientb 
LO TO1 TO2 
Anastassakis et al.  
(1970) [78] 
 
 
 
632.8 nm 
Room 
temperature 
1 mm 
Compressive 
~0 – 1.15 GPa 
-337 -384 -22 
Chandrasekhar et al.  
(1978) [79] 
 
 
 
647.1 nm 
Room 
temperature 
1.3 mm 
Compressive 
~0 – 1.8 GPa 
-339 -405 -66 
Anastassakis et al.  
(1990) [80] 
 
 
 
1064 nm 110 K 1 – 1.5 mm 
Tensile 
~0 – 1.2 GPa 
-389 -486 -93 
Peng et al.a  
(2009) [152] 
 
 
 
488 nm 
Room 
temperature 
- - -336 -511 21 
This work - 
458 nm 
364 nm 
Room 
temperature 
200 nm 
Tensile 
~0 – 4.5 GPa 
-343 -485 - 
a PDPs were determined analytically from the best combination to fit the experimental data on the (001), (110) and (111) substrate 
orientations. 
b Strain-shift coefficients from works in 1970, 1978, 1990 and 2009 are calculated using the corresponding PDPs and equations 5.5 – 5.7 
in text. Strain-shift coefficients from this work are determined experimentally. 
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5.2 Effects of strain on the optical phonon frequencies of silicon 
The first lattice theory showing the strain effects on the Raman modes in crystals of 
the diamond structure was developed by Ganesan et al. in 1970 [160]. It was shown that 
the frequencies  in the presence of strain of the three optical phonons at the k ≈ 0 zone 
centre are associated with a second rank force constants tensor  given by the equation 
  ( 5.1 ) 
 
where  are the eigenvectors of the three optical phonons. The coefficients of the  
tensor can be expanded in powers of strain to terms linear as 
  ( 5.2 ) 
 
where  is a diagonal second rank tensor whose components are force constants in the 
absence of strain,  is the second rank strain tensor,  is the frequency in the absence of 
strain,  is the Kronecker delta and  is a fourth rank tensor whose components 
represent the changes in force constants due to applied strain. 
From thermodynamic and symmetry considerations for a cubic crystal, the 81 
components of the fourth rank tensor  reduce to only three independent components 
p, q and r, called phonon deformation potentials. 
 
 
 
 
( 5.3 ) 
 
All the other components of the  tensor are zero. Combination of Equations 5.1, 
5.2 and 5.3 yields the secular equation: 
  ( 5.4 ) 
with eigenvalues . 
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Since the strain tensor has six components, solutions for the secular equation can be 
very complex. Nevertheless, for uniaxial or biaxial stresses, Equation 5.4 can be readily 
diagonalised. All the strain components and PDPs in Equation 5.4 are expressed in the 
crystal coordinate system i.e. [100], [010] and [001]. Thus, solutions in a different 
coordinate system will first require rotating the strain or stress tensor from the sample 
system to the crystal coordinate system (or alternatively, the secular equation to be 
expressed in the new coordinate system). Figure 5.1 depicts the sample coordinate system 
used in this work. 
 
Figure 5.1  Reference and sample coordinate system used in this work. Samples are oriented 
along the [110] direction on a (001) surface. 
For backscattering from a (001) surface and uniaxial stress  (prime denotes sample 
system) along the [110] direction, the solution of the secular equation results in [103]: 
 
 
 
 
( 5.5 ) 
 
Here, S11, S12 and S44 are the three independent components of the fourth rank compliance 
tensor, which relates strain and stress in the crystal coordinate system.  is the frequency 
difference of the normal vibrational mode i between the frequencies measured with and 
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without the applied stress, i.e. . Depending on the incident and analysed 
polarisations, only certain vibrational modes may be observed [95]. Using the Raman 
polarisation rules, it is easy to show that in backscattering geometry from a (001) surface 
only the third mode can be observed. This corresponds to the longitudinal optical LO 
phonon. The two transversal optical TO phonons are forbidden. 
Using Hooke‟s law, the strain components in the sample coordinate system used in this 
work (Figure 5.1) are [154]: 
 
 
 
 
 
( 5.6 ) 
 
Combining Equations 5.5 and 5.6 results in a set of linear equations: 
  ( 5.7 ) 
 
Here,  is the strain-shift coefficient which relates the observed Raman shift with the 
different strain components. Thus, numerous factors such as sample geometry, polarisation 
of the incident and analysed light and type of stress can generate different strain-shift 
coefficients. It also becomes clear from Equations 5.5 and 5.6 that the strain-shift 
coefficient depends on the PDPs and compliance coefficients. 
5.3 Strain-shift coefficient determination 
The strain-shift coefficient depends on the Raman mode being characterised. From 
Equation 5.5, uniaxial stress along the [110] direction results in three singlets with Raman 
frequency . In backscattering geometry from a (001) surface the Raman shift  relates 
to the longitudinal optical mode LO,  relates to the transversal optical mode TO1, and 
 relates to the transversal optical mode TO2. 
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5.3.1 Longitudinal optical mode 
The strain-shift coefficient is deduced from the values of strain (obtained from 
analytical calculations, finite element simulations and SEM measurements) and the Raman 
shifts (obtained from Raman measurements using a visible and UV radiation) determined 
in the previous chapter. Figure 5.2 shows the variation in Raman shift with the strain, 
obtained by SEM using Equation 4.5 for the 1, 2 and 4 μm-wide samples and 
measurements using the visible and UV radiations. 
(a) 
 
(b) 
    
Figure 5.2 Strain-shift coefficients determined in this work. Strain values were determined by 
SEM. Raman shifts were obtained with (a) the visible radiation and (b) the UV radiation. Reduced 
chi-squared values in the range 1.30 <  < 1.94 for the visible radiation and 1.33 <  < 2.20 for 
the UV radiation with uncertainties ~± 2 cm-1 in the strain-shift coefficients (slope of the fit) were 
obtained. 
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There is a linear relation between the Raman shift and strain in the range 0 – 2.7%. 
The strain-shift coefficient is directly calculated from the slope of the strain-shift curve 
using a chi-squared linear fit. The goodness-of-fit was tested by the reduced chi-squared 
figure-of-merit and values in the range 0.65 <  < 2.25 were obtained for all the fits. The 
strain-shifts coefficients calculated from this data vary between -334 ± 2 cm
-1 
and 
-350 ± 2 cm
-1 
for all the geometries. The negative strain-shift coefficients relate to a down-
shift in Raman frequency with tensile strain. 
The strain-shift coefficient was also determined by analytical calculations (using 
Equations 4.4 and 4.5) of strain  (Figure 5.3) and finite element simulations (Figure 5.4) of 
strain using the Raman shifts of the UV and visible radiations for all the geometries. The 
maximum difference in Raman shift between the two radiations for a given value of strain 
is ~0.2 cm
−1
, corresponding to ~0.06% strain using the calculated strain-shift coefficients. 
Table 5.2 summarises the strain-shift coefficients and the goodness-of-fit (reduced chi-
squared) obtained with the visible and UV radiations for all the sample geometries and the 
three techniques used to calculate strain. Each value in Table 5.2 relates to the weighted 
average strain-shift coefficients obtained for the 1, 2 and 4 μm-wide samples. This results 
in a strain-shift coefficient b3 = -343 ± 1 cm
-1
. 
  
Table 5.2 Longitudinal strain-shift coefficients and goodness-of-fit obtained in this work. 
Strain determination 
Radiation  
Visible 
(  = 458 nm) 
UV 
(  = 364 nm) 
Analytically using 
Equation 4.5 
-340 ± 2 
(0.65 <  < 2.21) 
-346 ± 2 
(1.48 <  < 1.74) 
Finite element simulation 
-342 ± 2 
(1.95 <  < 2.15) 
-341 ± 2 
(2.03 <  < 2.25) 
SEM images of cursor 
displacements 
-340 ± 2 
(1.30 <  < 1.94) 
-348 ± 2 
(1.33 <  < 2.20) 
Weighted average 
-340 ± 1 -346 ± 1 
-343 ± 1 
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(a) 
 
(b) 
  
(c) 
     
Figure 5.3 Strain-shift coefficients determined in this work. Strain values were determined 
analytically using Equation 4.5. (a) 4μm- (b) 2μm- and (c) 1μm- wide samples. Reduced chi-
squared values in the range 0.65 <  < 2.21 for the visible radiation and 1.48 <  < 1.74 for the 
UV radiation with uncertainties ~± 2 cm-1 in the strain-shift coefficients (slope of the fit) were 
obtained. 
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(a) 
 
(b) 
 
(c) 
 
Figure 5.4 Strain-shift coefficients determined in this work. Strain values were determined by 
finite element simulations (a) 4μm- (b) 2μm- and (c) 1μm- wide samples. Reduced chi-squared 
values in the range 1.95 <  < 2.15 for the visible radiation and 2.03 <  < 2.25 for the UV 
radiation with uncertainties ~± 2 cm-1 in the strain-shift coefficients (slope of the fit) were 
obtained 
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The strain-shift coefficient in bulk silicon along the [110] direction can also be 
determined from PDPs in literature using Equations 5.5 - 5.7. Table 5.1 gives the three 
main experimentally extracted PDPs in silicon reported to date and their corresponding 
strain-shift coefficients [78-80]. Figures 5.5 - 5.6 compare the strain determined in this 
work using the visible radiation with strain determined using the strain-shift coefficients 
listed in Table 5.1 for a 1, 2 and 4 μm-wide samples. The strain in abscissas was 
determined by the SEM technique. Figures 5.5 - 5.6 show that the values of strain (hence 
the average strain-shift coefficient) determined in this work are in very close agreement 
with those calculated using the PDPs determined in 1970 [78] and 1978 [79]. However, 
they significantly differ from those obtained using the PDPs determined in 1990 [80] and 
the discrepancy steadily increases with increasing applied strain. Using the PDPs of 1990 
[80] and assuming that the true strain is obtained with the PDPs of 1970 [78], the relative 
error in strain for a given Raman shift is ~13%. Using the PDPs of 1970 [78] and assuming 
the true strain is obtained with the PDPs of 1990 [80], the relative error in strain is ~15%. 
 
Figure 5.5 Strain determined from Raman measurements (using the strain-shift coefficient 
obtained from the PDPs of references [78-80], and this work) compared with strain determined by 
SEM for a 1 μm-wide sample. Solid lines are the linear fit of data determined using the PDPs. The 
dashed line is the linear fit of data using the average coefficient determined in this work. The 
error bar is the variation in strain obtained from the maximum and minimum strain-shift 
coefficient determined in this work. 
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(a) 
 
(b) 
 
Figure 5.6 Strain determined from Raman measurements (using the strain-shift coefficient 
obtained from the PDPs of references [78-80], and this work) compared with strain determined by 
SEM for (a) 2 μm- and (b) 4 μm-wide sample. Solid lines are the linear fit of data determined using 
the PDPs. Dashed line is the linear fit of data using the average coefficient determined in this 
work. The error bar is the variation in strain obtained from the maximum and minimum strain-
shift coefficient determined in this work. 
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Despite the differences in penetration depth from the visible and UV radiations used in 
this work, (~300 nm and ~15 nm respectively) the strain-shift coefficients are very similar 
 and . Both  and  are also very similar to those obtained 
using the PDPs resulting from the 1970 [78] and 1978 [79] experiments (Table 5.1). These 
experiments utilised wavelengths of 632.8 nm [78] and 647.1 nm [79] having a penetration 
depth in silicon greater than 1 μm. These results suggest that the effect of stress relaxation 
near the surface, which has previously been ascribed [80] as the main cause in PDPs 
discrepancy between [78], [79] and [80], either does not affect or equally affects the strain-
shift coefficients for laser radiations within the range 364 – 647 nm. These findings are in 
spite of the significant differences between the thicknesses of the samples used in the 
earlier experiments (~1 mm [78, 79]) and those used in this work (~200 nm). Thus, other 
factors including the sample orientation and Raman configuration have to be considered in 
order to explain the discrepancy in PDPs. These hypotheses are tested in section 5.3.2. 
5.3.2 Transversal optical mode 
In ideal backscattering configuration from a (001) surface, the Raman selection rules 
dictate that only the longitudinal optical mode is allowed. In this configuration, the 
incident laser light is polarised along the vertical Z axis perpendicular to the X-Y plane of 
the sample, and transversal phonons cannot be excited. A high numerical aperture lens, 
however, causes the incident rays to have a component in the X-Y plane which can excite 
the TO phonons (Figure 5.7). In this way, forbidden optical TO modes have been observed 
[157, 163]. Nevertheless, the TO phonons have lower intensity than the LO phonons and 
remain difficult to observe in the Raman spectrum. Equation 5.5 shows that in the absence 
of stress, the three optical modes have the same Raman frequency i.e. they are triply 
degenerate. When stress is applied, the degeneracy is removed and the three peaks split to 
new frequencies. However, under low stress values, the frequencies are only slightly 
separated. Consequently, the TO peaks are masked behind the more intense LO peak and 
remain difficult to resolve. Even high values of stress may be insufficient to accurately 
resolve the position of the TO peaks.  
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Figure 5.7  Schematic of the laser incident ray components in the plane of the sample due to the 
high numerical aperture lens. The X-Y in-plane components are responsible for the excitation of 
the transversal phonons. 
Figure 5.8a shows the Raman spectrum of a 2 μm wide sample with a high value of 
strain (~3%). The laser was focused near the centre of the beam using visible radiation. 
The TO1 peak begins to appear downshifted as a shoulder behind the LO peak but it is still 
difficult to resolve. The TO2 peak which occurs midway between the LO and the 
unstrained silicon substrate peak is hardly visible and cannot be resolved. Focusing the 
laser at the sample edges however, causes rays with a larger incident angle to also hit the 
sample sides. This excites fewer LO phonons. Since the TO1 peak is downshifted with 
respect to the LO peak, the TO1 peak is enhanced compared with the LO peak on the 
Raman spectrum, as shown in Figure 5.8b. This enables the TO1 peak position to be 
unambiguously resolved. The TO2 peak occurs close to the silicon substrate peak. Since 
the silicon substrate peak is also enhanced by focusing the laser near the sample edges, the 
TO2 peak remains masked and cannot be accurately resolved using this method. Thus, 
only the LO and TO1 peaks are considered. 
Also, shown in Figure 5.8, the Raman frequency of the LO and TO1 peaks is shifted 
~0.3 cm
-1
 depending on whether the laser is focused at the sample centre or edges. The 
position where the laser is focused onto the sample may also affect the frequency of the 
Raman peaks. In order to characterise the variation in frequency of the Raman peaks with 
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the position of the laser on the sample, a complete line scan was performed across a 4 μm 
wide sample. 
(a) 
 
(b) 
 
Figure 5.8 Raman spectra of a 3% strained sample (2 μm-wide) with (a) laser focused near the 
centre of the beam. Only the longitudinal phonon can be accurately deconvolved (solid lines); (b) 
laser focused at the edges of the sample. The lateral sides of the sample are also exposed and 
fewer LO phonons are excited. This results in an enhancement of the TO1 peak compared with 
the LO peak. The TO2 peak cannot be accurately resolved since it is hidden behind the more 
intense peak of the silicon substrate. 
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Figure 5.9 shows the Raman shift with respect to the unstrained silicon frequency and 
the normalised intensity for both the LO and TO1 peaks across the sample.  
(a) 
 
(b) 
 
Figure 5.9 Line scan across a 4 μm wide sample: (a) The LO peak position can be most accurately 
resolved at the centre of the sample since the Raman shift is stable and the intensity is highest in 
this region; (b) The TO1 peak intensity is maximum near the sample edges and minimum near the 
sample centre (peak deconvolution is less accurate (black crosses)). In both modes, the Raman 
shift changes when the laser is focused far from the sample centre. After rotating the sample 180° 
the same trend (open symbols) for both the LO and TO1 peaks was obtained. 
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A significant shift in the Raman frequency occurs ~2 – 3 μm from the centre of the 
sample beam. The Raman frequency is highly dependent on the incident light polarisation 
on the (110) and (111) planes [152]. Figure 5.1 shows the lateral sides of the sample 
correspond to the (-110) plane. Thus, the observed shift in the Raman frequency towards 
the sample edges is most likely due to the change in polarisation of the incident rays at the 
sample sides. This explains the apparent asymmetry observed in the Raman shift at each 
edge of the sample (Figure 5.9). The Raman frequency shifts towards higher values near 
the left edge and towards lower values near the right edge. This is observed in both the LO 
and TO1 modes. Figure 5.9 further shows that after rotating the sample 180° the same 
trend is obtained in both modes (open symbols). This confirms that the observed 
asymmetry is due to the change in polarisation of the incident rays at the sample sides. 
Near the sample centre, the Raman shift is fairly constant in both modes and the LO peak 
intensity is maximum.  
To evaluate the impact of the light incident on the sample sides on the LO peak 
position, it is necessary to know the laser spot size. The theoretical minimum diameter of 
the focused laser spot size is given by [98]: 
  ( 5.8 ) 
 
However, the experimental laser spot size is always larger than the theoretical spot 
size. This is mainly due to the inability to have a perfect focus of the laser onto the sample. 
Using a conventional 100X lens, NA = 0.95 and a laser wavelength = 458 nm the 
diameter of the laser spot size is found to be ~0.9 μm [98] which is about twice the 
theoretical value obtained using Equation 5.8. The experimental laser spot diameter is less 
than the smallest sample width (1 μm). This verifies that when the laser beam is focused 
near the centre of the beam, most of the light will be incident on the top (001) plane and 
the LO peak intensity is maximum, as observed. 
The TO1 peak intensity is maximum near the edges and minimum at the centre of the 
beam (Figure 5.9b). Consequently, the TO1 measurements at the centre of the beam are 
less accurate. Measurements near the edges are affected by the dependence of Raman 
frequency on the incident light polarisation with the lateral (-110) faces and the non-
uniaxial stress components at the lateral faces. Thus, it is not possible to determine the 
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strain-shift coefficient using the method described in section 5.3.1. Instead, the ratio 
between the LO and TO1 peaks is used to estimate the strain-shift coefficient for the TO1 
mode. Assuming that strain does not change regardless of the strain-shift relation used: 
  ( 5.9 ) 
 
Previously  was used for the visible radiation. Only values with sufficient 
intensity to be accurately resolved and samples with strain values higher than 2.5% were 
considered. After performing a linear squares fitting, the TO1 strain-shift coefficient at the 
centre of the beam (position 0 in Figure 5.9b) is . The average strain-shift 
coefficient is . The standard deviation stdev = 22.4 is large due to the major 
differences in Raman shifts at positions far from the centre of the beam. Unlike the LO 
strain-shift coefficient determined in section 5.3.1, the TO1 strain-shift coefficient is in 
excellent agreement with those obtained using the PDPs of Anastassakis et al. in 1990 [80] 
(Table 5.1). The same agreement between the LO strain-shift coefficient determined with 
the 1970 [78] and 1978 [79] PDPs and the TO1 strain-shift coefficient determined with the 
1990 [80] set of PDPs is found in [152]. Using the modelled PDPs [152], the strain-shift 
coefficient for the LO mode (b3 = -336) agrees better with the 1970 [78] and 1978 [79] 
PDPs whereas that for the TO1 mode (b1 = -511) agrees better with the 1990 [80] PDPs. In 
order to explain this, several arguments in addition to the impact of the laser radiation 
already discussed in section 5.3.1 have been considered. 
Firstly, from Equation 5.3, it is clear that the PDPs are strongly related to the 
symmetry of the crystal structure. This symmetry, however, is significantly different at the 
material surface compared with material bulk. This is because the atoms at the surface 
rearrange in order to minimise their positional energy compared with those within the bulk 
[26]. This surface reconstruction is considered to be the leading mechanism for the 
observed changes in some physical properties in silicon at the nanoscale, such as the 
elasticity and thermal conductivity [29, 30]. Thus, it is likely there will be a greater impact 
of the surface in the strain-shift coefficient for structures at the nanoscale. Nevertheless, to 
date, there is little experimental information about the impact of the surface of thin films 
and nanowires on the strain-shift coefficient. In section 4.6.1, the impact of the surface on 
the Young‟s modulus of the structures (thickness ~200 nm) was determined. It was 
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concluded that the Young‟s modulus was the same as that of bulk silicon. Since the 
Young‟s modulus is related to strain, it is reasonable to conclude that the surface 
reconstruction is not the main factor for the discrepancies in the strain-shift coefficients 
found in this work. 
Secondly, the fabrication process may alter the crystal symmetries of the 
nanostructures. Chemicals used during etching or deposition, or high temperatures from 
annealing processes may modify the silicon structure, rendering inappropriate strain-shift 
coefficients. Contamination, high doping and crystal defects are all known to cause a 
broadening or asymmetry of the Raman silicon peak [164]. In perfect crystalline silicon, 
the full-width half-maximum (FWHM) is estimated to be ~3 cm
-1
 and can be fitted with a 
Lorentzian function [164, 165]. In this work, the FWHM of the Raman peaks is 
~3.2 ± 0.1 cm
-1
 for both the visible and UV radiations and no asymmetry was observed 
(Figure 4.11). Therefore, it is unlikely that the agreement between the LO and TO1 strain-
shift coefficients determined with different sets of PDPs, is related to changes in the silicon 
structure during the fabrication process. 
Thirdly, it has been suggested that the elastic properties of silicon may change with the 
temperature [155]. Since Raman measurements in the 1990 [80] experiment were taken at 
110K whereas earlier experiments [78, 79] were performed at room temperature this might 
have resulted in different PDP values [155]. However, the recent experiments of Miyatake 
et al. [156] (to validate the 1990 [80] PDPs) and some other experiments [103, 152, 153] 
involving the determination of the strain-shift coefficient were also performed at room 
temperature. Despite the similarity in penetration depth of the lasers utilised and 
temperature in these experiments [103, 152, 153, 156], the agreement with one or another 
set of PDPs is completely different. In the present work, all the experiments have been 
performed at room temperature and yet a contradictory agreement is found: the LO strain-
shift coefficient agrees better with the PDPs determined in 1970 [78] and 1978 [79] 
whereas the TO1 strain-shift coefficient agrees better with the PDPs determined in 1990 
[80]. Thus, the impact of the sample temperature in the Raman experiments [78-80] is not 
likely to be the correct explanation for the discrepancies between the different sets of 
PDPs. 
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A further consideration to understand the PDPs discrepancies which to date has 
received little attention is the impact of scattering geometries and sample surface 
orientation. The two sets of PDPs reported in 1970 [78] and 1978 [79] were obtained using 
backscattering geometry while that reported in 1990 [80] was carried out in 90° scattering 
configuration. All the experiments used samples with laser radiation incident on the (110) 
and (111) planes. However, the Raman frequency is highly dependent on the incident light 
polarisation on the (110) and (111) planes. 
Based on: (i) the excellent agreement found in this work between the LO strain-shift 
coefficient and that determined using the 1970 [78] and 1978 [79] PDPs, and the excellent 
agreement of the TO1 strain-shift coefficient and that determined using the 1990 [80] 
PDPs; (ii) both sets of PDPs of 1970 [78] and 1978 [79] yield an almost identical LO 
strain-shift coefficient although they significantly differ regarding the TO modes; and (iii) 
all the previous PDPs experiments [78-80] were performed using laser radiation incident 
on the (110) and (111) planes which results in the Raman frequency being highly 
dependent on the incident light polarisation, it is believed that the discrepancies between 
the different sets of PDPs and strain-shift coefficients are strongly dependent on the 
scattering geometry and sample surface orientation used for the Raman experiments. 
Consequently, the work indicates that the 1990 [80] PDPs are more accurate than the 
PDPs of 1970 [78] and 1978 [79] to characterise the TO1 mode of silicon nanostructures in 
backscattering geometry from a (001) surface. Conversely, the PDPs of 1970 [78] and 
1978 [79] are more accurate than the PDPs of 1990 [80] to characterise the LO mode in 
backscattering geometry from a (001) surface in silicon nanostructures. 
5.4 Summary and conclusions 
The LO strain-shift coefficient in silicon nanostructures under uniaxial tensile stress 
(0 – 4.5 GPa) along the [110] direction in backscattering geometry from a (001) surface 
has been accurately determined. Based on the Raman shift measurements from two laser 
radiations (364 and 458 nm) and strain values validated by three different techniques, a 
value for the LO strain-shift coefficient b = -343 has been determined. This is in close 
agreement with that obtained using the PDPs of Anastassakis et al. in 1970 [78] and 
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Chandrasekhar et al. in 1978 [79]. These results indicate that the effects of stress relaxation 
near the surface either do not affect or equally affect the strain-shift coefficient for laser 
radiations within the range 364 – 647 nm. Thus the strain-shift coefficient determined in 
this work, along with the PDPs in [78] and [79], are the most suitable to determine strain in 
silicon nanostructures using the shift of the LO peak with either visible or UV Raman 
spectroscopy in backscattering geometry from a (001) surface. 
The TO1 strain-shift coefficient in backscattering geometry from a (001) surface has 
also been characterised. The TO phonons, which are usually invisible in the Raman 
spectrum in this configuration, have been excited and further split by means of a high 
numerical aperture lens (NA = 0.9) and high values of applied strain (~3%). By assessing 
the Raman shift ratio between the longitudinal and transversal peaks, and the position of 
the laser on the sample, has further allowed us to resolve the TO1 peak position. The 
results confirm that the Raman frequency is highly dependent on the incident light 
polarisation on the (110) plane. In contrast with the LO strain-shift coefficient, the TO1 
value has a closer agreement with the strain-shift coefficient obtained using the 1990 PDPs 
[80]. After eliminating factors including temperature and potential changes in crystal 
structure during the sample fabrication, it has been concluded that the strong dependence 
of the Raman frequency on the incident light polarisation on the (110) and (111) planes 
and the different scattering geometries may explain the significant discrepancies between 
the different sets of PDPs reported to date [78-80]. The work indicates that the PDPs from 
1990 [80] are more accurate to characterise the TO1 mode in silicon nanostructures in 
backscattering from a (001) plane than the PDPs of 1970 [78] and 1978 [79]. 
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Chapter 6.  Effects of strain on the surface roughness 
of silicon nanostructures 
6.1 Introduction 
The beam structures have enabled precise determination of strain in nanostructures 
with a wide range of strain values (chapters 4 and 5). With this knowledge of strain in the 
structures it is now possible to determine the effect of strain on surface roughness. This 
topic has long been debated in literature [59, 65, 66, 166]. In metal-oxide-semiconductor 
field-effect transistors (MOSFETs), strained silicon channels enhance the mobility of holes 
and electrons compared with unstrained channels [44, 167]. Theoretically, the effect of 
strain is lowering the symmetry of the crystal by lifting and splitting the degeneracy of the 
conduction and valence band maxima and minima (thereby reducing inter-valley 
scattering) and reducing the effective mass in the transport direction, which increases 
carrier mobility (section 1.1.2.1). However, while these effects explain the strain-induced 
mobility enhancements at low vertical electric fields,  they do not explain the increase in 
mobility observed consistently at high vertical electric fields, where devices operate 
and where surface roughness-limiting mechanisms dominate (section 1.1.2.2) [59-61]. 
Theoretical work suggests that reduced roughness scattering at high electric field regimes 
may result from the smoother surface of strained silicon [58]. This has never been proven 
experimentally under reliable conditions or understood. This is a big omission since 
strained silicon is now used in MOSFET devices and will be incorporated in future devices 
including FinFETs and SOI and nanowire-based devices [11]. 
6.1.1 Roughness-mobility analysis 
In order to study the surface roughness scattering limited mobility of electrons and 
holes with strain, several statistical functions have been used to analyse the surface profile 
in real space and in reciprocal space [65, 66, 168]. The mathematical definitions of these 
statistical functions will be given in section 6.2. Traditionally, the experimental data 
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determined from these functions has been fitted using either a Gaussian or an exponential 
functional model with two parameters, the root mean square (RMS) roughness and the 
correlation length [62, 65, 169]. The RMS roughness has been used to model the variations 
of the surface profile in the vertical directions whereas the correlation length has been used 
to model the variations of the surface profile in the horizontal direction. However, it has 
been suggested that neither the Gaussian nor the exponential model can describe the 
electron and hole mobility using the same parameters for the RMS roughness and 
correlation length [43]. In order to describe the mobility of both electrons and holes, 
alternative expressions have been proposed both in real and reciprocal space [170, 171]. 
These alternative expressions included an additional exponential parameter n which for 
specific values reduces to the Gaussian and exponential models. No physical meaning has 
been given however, to this exponential parameter. Isihara et al. [170] studied the silicon 
interface with pure oxide (SiO2) and with oxynitride oxides (SiONx). They found that 
different values of the exponential parameter n were needed to successfully describe the 
roughness of both interfaces [170]. To date, however, there is no proper study of the 
relation between the surface exponent parameter n with strain (uniaxial and biaxial). 
Moreover, the relation between the surface exponent parameter n and the different surface 
models, including the Gaussian and exponential forms is not well understood. This study is 
needed for a complete understanding of the differences in mobility enhancement for 
electrons and holes with uniaxial and biaxial strain at high electric fields. 
6.1.2 Roughness characterisation methods 
Experimentally, the surface roughness of the SiO2/Si interface has been characterised 
using different techniques including profilometry, scanning tunnelling microscopy (STM), 
transmission electron microscopy (TEM) (section 1.2.1) [62, 65, 168, 172]. Atomic force 
microscopy (AFM) is another common technique used to characterise the roughness of a 
surface. It is non-destructive, renders atomic resolution and can be used with conductive 
and non-conductive samples. In this work AFM has been used to characterise the 
roughness of the silicon structures. 
From Pirovano‟s work [168], it was determined that in order to explain the dependency 
of electrons and holes mobility at high electric fields with strain, correlations length values 
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higher than ~1.5 nm would fail to fit the experimental mobility data. It was also concluded 
that AFM measurements were not able to detect the surface short wavelength undulations 
due to the finite AFM tip diameter (~10 nm) [168]. That is, the tip diameter cuts off the 
high frequency components of the surface roughness i.e. those most likely to affect the 
surface roughness mobility. Therefore, it is clear that nanoscale analysis is necessary in 
order to filter the surface long wavelength undulations and concentrate on the high 
frequency components of the surface roughness. 
6.1.3 Self-affinity of the SiO2/Si interface 
The SiO2/Si interface has been shown to exhibit self-affinity [69]. Self-affinity is a 
characteristic related to fractal objects [70] which look the same (or statistically the same) 
after applying a different rescaling of the lengths (Figure 1.10). In a self-affine surface, the 
rescaling of the lengths is connected with the fractal dimension through the Hurst exponent 
[67, 68]. The Hurst exponent relates to the jaggedness of the surface. In order to 
completely describe the roughness of a self-affine surface, three parameters are needed: the 
RMS roughness, the correlation length and the Hurst exponent [67, 68]. For a self-affine 
surface, Sinha et al. [173] proposed a functional form to fit the data extracted from the 
statistical analysis which included these three parameters. The functional form proposed to 
fit the experimental data obtained from the statistical analysis of a self-affine surface is the 
same or nearly the same as that used within the mobility models [170, 171]. Despite the 
strong relation between the functional form proposed by Sinha et al. [173] for the self-
affine analysis of a rough surface and that used within the mobility models [170, 171], to 
date the self-affine behaviour of the SiO2/Si interface has not been considered within the 
mobility studies. Furthermore, there is no proper study of the self-affinity of the silicon 
surface with uniaxial and biaxial strain. 
In this chapter the impact of strain on the surface roughness of silicon thin films and 
wires is investigated by AFM. Strain levels ranging from 0 – 2.3 % have been 
characterised. The impact of strain on the surface roughness at the nanoscale has been 
investigated by using a super-sharp AFM tip and filtering the surface undulation 
wavelengths down to 50, 30 and 20 nm. The self-affinity of the silicon surface with strain 
has been analysed by using the technique of multiple scan analysis [174-176]. This 
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technique allows the study of the self-affine behaviour of a surface by analysing multiple 
areas of different size of the same sample. The technique has allowed us to accurately 
extract and study the RMS roughness, correlation length and Hurst exponent dependency 
with strain and with the undulation wavelength regime (filter cut-off wavelength used for 
filtering the surface undulations). 
6.2 Self-affine theory 
The SiO2/Si interface can be well described as a self-affine surface [69, 177]. A 
surface is said to be self-affine if after performing an anisotropic dilation and rescaling of 
the different lengths, the surface looks the same (or statistically the same) [68, 178]. This 
type of scaling is characteristic of fractal objects [70]. The height-profile of a self-affine 
surface is described by the singled-value function [68]: 
  ( 6.1 ) 
 
Here, h is the height value of the surface at a position x along the x-axis,  is the scaling 
factor along the x direction and α the Hurst exponent ( . For a real and self-
affine surface however, the scaling behaviour will hold only within a certain range of 
lengths, i.e. the height values cannot keep increasing or decreasing indefinitely. The Hurst 
exponent and the fractal dimension D of a fractal surface are related by [69] 
  ( 6.2 ) 
 
The fractal dimension D is a non-integer number which measures the capacity of a 
fractal object to fill the space in which it is embedded [174]. 
In order to completely characterise the morphology of a self-affine surface, three 
independent parameters are necessary [68]: the interface width or standard deviation of the 
surface heights, the correlation length and the Hurst exponent. The interface width w is 
defined as: 
  ( 6.3 ) 
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where  is the surface height at the position  and  is the average height over all . It 
is common practice for a digitised image to shift all the sampled heights in order to have a 
zero-mean height. For a zero-mean height, the standard deviation of the height profile 
hence the interface width, is the same as the RMS of the height profile values. In this work, 
all the surface profiles are redefined to be zero-mean height and the term RMS roughness 
will be used to describe the surface height profile. 
The correlation length ξ is usually defined from the autocorrelation function : 
  ( 6.4 ) 
 
Here, l is the lag distance at which the autocorrelation function is estimated. The 
correlation length is defined as the distance l at which  decays at 1/e of its initial 
value . Essentially, the correlation length is a parameter which estimates the onset of 
the lateral distance at which the surface height values are still correlated. Surface height 
values separated by lateral distances above the correlation length are uncorrelated. 
Another correlation function commonly used to characterise random surfaces is the 
height-height correlation function, defined as: 
  ( 6.5 ) 
 
The height-height correlation function is related to the autocorrelation functions as 
  ( 6.6 ) 
 
Several analytical functions have been proposed to model the experimental data 
obtained from real rough surfaces using Equations 6.4 and 6.5 including the Gaussian and 
exponential forms [62, 65]. These functions, however, do not account for the self-affine 
behaviour. For a real self-affine and isotropic surface, i.e. a surface statistically invariant 
under a rotation transformation, an equivalent analytical expression for the height-height 
correlation function was proposed by Sinha et al. [173]: 
  ( 6.7 ) 
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Here, the Gaussian and exponential functions are represented by the particular cases of 
 and , respectively. Alternatively, the Hurst exponent α can be understood as 
the jaggedness of the surface [67, 68, 173] which is a measure of the high-frequency and 
low-amplitude components of the surface profile [174]. Values closer to 1 relate to smooth 
surfaces whereas values closer to 0 relate to more jagged surfaces. Unfortunately, there is 
no exact physical definition relating the Hurst exponent with the jaggedness or smoothness 
of a surface, or with the frequency components of a surface profile. Figure 6.1 shows two 
height-profiles with the same RMS roughness and correlation length values although 
different Hurst exponent.  
 (a) 
 
(b) 
 
Figure 6.1 Height-profile of two rough surfaces (a) and (b). Both height-profiles have the same 
RMS roughness and correlation length although different Hurst exponent. Profile (b) is more 
jagged than profile (a). This indicates that the Hurst exponent of profile (b) is smaller than that of 
profile (a) 
The height-profile of Figure 6.1b is more jagged (smaller Hurst exponent), than that of 
Figure 6.1a. Equation 6.7 also reflects the fact that a real surface will only exhibit self-
affine behaviour within a short range  and will saturate at a constant value for . 
From the relation between the height-height correlation function and the autocorrelation 
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function (Equation 6.6), it is easy to see that the functional form of the autocorrelation 
function proposed by Sinha et al. [173] for a self-affine surface is: 
 
 ( 6.8 ) 
The height-height correlation function has been traditionally used to extract the 
roughness parameters from a digitised surface image such as that of an AFM image [65, 
179, 180]. However, as pointed out by several researchers [174, 176, 181], due to the scale 
dependence of Equations 6.4 and 6.5 with a self-affine surface, extracting the roughness 
parameters from a single scan may result in erroneous values. An alternative procedure 
based on multiple scans was proposed by Vicsek et al. [175]. In this approach, the 
roughness parameters are extracted from measurements of the RMS of the height profile 
values of areas with different lateral lengths. For a real self-affine surface, the interface 
width  scale dependence can be fitted using the expression [174, 176]: 
  ( 6.9 ) 
 
Here, L is the scan-length (lateral size of the scanned area) and  the true interface width 
of the scanned surface. For a self-affine surface and lateral scan-lengths large enough, a 
semi-log plot of  with the lateral length L will show two regions (Figure 6.10). The 
self-affine region (at low values of L) is scale dependent with . The saturation region (at 
high values of L) is scale independent with a constant value . Equation 6.9 will 
be used in section 6.4.2.3 to fit the experimental data and determine the roughness 
parameters. 
6.3  Methodology 
Five uniaxially strained samples and two biaxially strained samples were investigated. 
The uniaxially strained samples consisted of five silicon free-standing beams of 2 μm 
width and strain levels of 0.2%, 0.6%, 1.3%, 2.0% and 2.3% fabricated in an SOI wafer 
(section 4.2.1). The strain levels were verified by SEM and Raman spectroscopy and 
compared with analytical calculations and finite element simulations (section 4.2). The 
samples with biaxial strain were fabricated at the Paul Scherrer Institute (PSI) in 
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Switzerland. They consisted of a 14 nm-thick biaxial tensile strained silicon layer on top of 
a 145 nm buried oxide layer (sSOI). Two strain levels were investigated, 0.8% and 1.3%. 
Unstrained SOI samples with equal layer thickness as the sSOI samples were also 
investigated alongside the sSOI samples for comparison purposes (Figure 6.2). The strain 
levels were verified by Raman spectroscopy. 
 
 
Figure 6.2  SOI and sSOI samples used in this work. The thickness of the silicon and silicon dioxide 
layers in the SOI samples is the same as the thickness of the strained silicon and silicon dioxide of 
the sSOI samples. Two strained layers were investigated, 0.8% and 1.3% and the results of the 
roughness analysis were compared with those of the unstrained samples (SOI). 
Before the analysis, the SOI and sSOI samples were cleaned with a 2:1 solution of 
H2SO4:H2O2 for 10 minutes and HF 1% for 15 seconds. The short time and low 
concentration of this solution is known to minimise the impact on the silicon surface 
whereas removes the native oxide and organic residues [182]. 
Surface roughness was characterised by AFM using an XE-150 model from Park 
Systems (section 3.3). A super-sharp silicon tip with a typical radius ~2 nm was used. 
Three areas of 250 × 250 nm
2
 separated ~10 μm apart were analysed for each sample. Only 
zero and first order regression polynomial fitting were required for the flattening process 
(section 3.3.3). The image resolution was 512 × 512 pixels. This set-up results in a scan 
step of ~0.5 nm / pixel. 
All the measurements were performed in non-contact mode within an acoustic 
isolation enclosure and an on anti-vibration table to minimise noise background. The 
Si substrate
SiO2 (145 nm)
sSi (14 nm)
Si substrate
SiO2 (145 nm)
Si  (14 nm) ε = 0 % ε =
1.3 %
0.8 %
SOI samples sSOI samples
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baseline noise (noise floor) was measured before and at the end of the measurements 
(Figure 6.3). 
In a baseline noise measurement the scan size is set at 0 × 0 nm
2
 while the tip-sample 
working distance and the scan-rate are set at the same values as those for a topography 
measurement. The response signal for this one-point scan measurement is the noise floor of 
the instrument. The RMS values of the noise background were ~ 0.2 – 0.3 Å. 
6.3.1 AFM images analysis: Multiscan technique. 
Matlab 7.10 (R2010a) was used for the analysis of the AFM images. As mentioned in 
the previous section, three areas of 250 × 250 nm
2
 were analysed for each sample. The 
RMS roughness dependency with scan-length was characterised by progressively scaling 
each scanned area (250 × 250 nm
2
)
 
to a minimum scan-length of ~10 nm (Figure 6.4a). 
This, results in 12 square areas with scan-lengths scaled with a factor ~1.3 (Figure 6.4c). 
 To increase accuracy and account for roughness variations with the sample 
orientation, the scan areas were scaled from five different directions. One scaling was 
performed from the centre towards the corners of the image (Figure 6.4a). The other 
remaining four scaling were performed from each corner of the image towards the 
diagonally opposite corner (Figure 6.4b). Thus, 3 × 5 × 12 = 180 areas for each sample 
were analysed. The RMS value of the height profile for each scan-length was determined 
from the average of all equal size areas, i.e. 3 × 5 = 15 areas. 
 (a) 
 
(b) 
 
Figure 6.3 AFM image (0 × 0 nm2) of the noise background. RMS values of the noise background 
 0.2 – 0.3 Å were obtained. (a) Top view. (b) 3D view. 
- 0.8
0.8
0
Å
RMS = 0.3 Å
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 (a) 
 
(b) 
 
(c) 
 
Figure 6.4 (a) In order to test for self-affinity, the AFM images were scaled down towards the 
centre of the image to a minimum lateral length of ~10 nm. (b) To improve accuracy and account 
for roughness variations with the sample orientation each AFM image was also scaled down and 
analysed from each of the four corners. (c) The 12 areas resulting from the scaling of image (b) 
with a scaling factor ~1.3 starting from the top-left corner. The image corresponds to a 1.3% 
uniaxially strained sample. 
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6.4 Results and discussion 
In order to analyse the surface roughness at the nanoscale, the AFM images were 
filtered using a low-pass wavelength filter (high-pass in the frequency domain) with 
different cut-off wavelengths. A low-pass wavelength filter eliminates the long wavelength 
undulations above the cut-off wavelength. In this work, the notation low-pass wavelength 
filter will be used instead high-pass frequency filter to better describe the impact of the 
filter on the surface roughness undulations and more especially on the correlation length. 
There are some side effects as a consequence of filtering the AFM images such as a 
reduction in the RMS roughness with decreasing cut-off wavelength. Thus, first, it is 
necessary to evaluate the filter response and the signal-to-noise ratio at each cut-off 
wavelength. 
6.4.1 Filter response evaluation: Signal-to-noise ratio 
Figure 6.5 shows the height-profile taken across the middle of a 250 × 250 nm
2
 area of 
a 2.0 % strained sample before and after applying a 50, 30, 20, and 10 nm low-pass cut-off 
wavelength filter. As shown in the left column of Figure 6.5, the low-pass filter suppresses 
most of the long wavelength undulations above the cut-off wavelength (red line). However, 
the short wavelength undulations are still visible (right column of Figure 6.5). The 
rectangular areas highlight the filtering effect showing that the small features, before and 
after filtering, are still discernible. Below 10 nm however, the noise level (dashed line) is 
similar to that of the filtered signal. This is understood considering that a low-pass 
wavelength filter (high-pass in the frequency domain) will accentuate the noise and at low 
cut-off wavelengths will predominate over the real surface roughness features. In order to 
compare the filter response (signal) to the noise background a useful figure of merit is the 
signal-to-noise ratio (SNR) defined as: 
  ( 6.10 ) 
 
Here,  and  are the power of the signal and noise respectively. 
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 The signal-to-noise ratio is frequently expressed in decibels (dB): 
  ( 6.11 ) 
 
As shown in Figure 6.5, filter cut-off wavelengths ~10 nm result in a SNRdB ~ 0 dB. 
Therefore, for the uniaxially strained samples, cut-off wavelengths below 20 nm are not 
considered since the signal-to-noise ratio is too low. This results in a minimum SNR ~2. In 
case of the biaxially strained samples values of SNRdB ~ 0 dB were obtained for cut-off 
wavelengths ~30 nm. Thus, for the biaxial samples, only cut-off wavelengths of 50 nm are 
considered. Above 50 nm, the effect of the filter on the short wavelength undulations is 
negligible since the cut-off wavelength approaches that of the scan size. Cut-off 
wavelengths above 50 nm are not considered. 
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 (a) Cut-off wavelength = 50 nm 
  
(b) Cut-off wavelength = 30 nm 
  
(c) Cut-off wavelength = 20 nm 
  
(d) Cut-off wavelength = 10 nm 
  
Figure 6.5 Effect of the filter on the surface roughness of a 2.0% uniaxially strained sample. Left 
column: height profile before applying the filter. Right column: height profile after applying a 
low-pass filter with (a) 50, (b) 30, (c) 20 and (d) 10 nm cut-off wavelength. The filter eliminates the 
long wavelength undulations above the cut-off wavelength (red line in the unfiltered images). For 
filter cut-off wavelengths above 10 nm, the small features and low wavelength undulations are 
still discernible (rectangular areas) and the SNR >1. Below 10 nm, the noise level (dashed line) is 
comparable with the signal (SNR ~1). 
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6.4.1.1 Effect of filtering on the surface undulations wavelength 
Figure 6.6 shows the 2D and 3D views of an AFM scanned area (250 × 250 nm
2
) in a 
0.2% strained wire before and after applying the 50, 30 and 20 nm low-pass wavelength 
filter. The effect of the cut-off wavelength used for the image filtration is noticeable at the 
edges of the 3D images where a reduction in the wavelength of the surface undulations 
with decreasing cut-off wavelength is observed. This is more clearly observed in a height-
profile plot across the sample. Figure 6.7 shows the height profile across the middle of the 
sample. Taking as a reference a peak position A in the height-profile, the distance towards 
the nearest peak (above the mean of the surface undulations) reduces with decreasing filter 
cut-off wavelength. There is also an increase in the number of peaks above the mean of the 
surface undulations as the cut-off wavelength decreases. This increase in the number of 
peaks confirms the reduction in wavelength undulations as the filter cut-off wavelength 
decreases, which is required for the nanoscale analysis of the surface roughness. 
6.4.1.2 Effect of filtering on the surface RMS roughness 
Filtering the surface height profile causes the RMS roughness to reduce with 
decreasing filter cut-off wavelength. This is because the number of frequency components 
eliminated by a low-pass filter increases with decreasing cut-off wavelength. Figure 6.6 
shows that the RMS roughness of a 250 × 250 nm
2 
area reduces from 2.62 Å (before 
filtering the image) down to 0.48 Å (after applying a 20 nm cut-off wavelength filtering). 
The reduction in RMS roughness is also reflected in the peak-to-valley values of the height 
profile (Figure 6.7). The peak-to-valley values reduce from 10.2 Å for the non-filtered 
images to 1.8 Å for the 20 nm cut-off wavelength filtered images. 
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 (a) Non-filtered 
   
(b) Cut-off wavelength = 50 nm
   
(c) Cut-off wavelength = 30 nm
   
(d) 
Cut-off wavelength = 20 nm
   
Figure 6.6 AFM images (2D and 3D views) of a 250 × 250 nm2 area in a 0.2% uniaxially strained 
sample. Before filtering (a) and after applying a low-pass wavelength filter with a cut-off 
wavelength of (b) 50 nm, (c) 30 nm and (d) 20 nm. There is a reduction in RMS roughness with 
decreasing filter cut-off wavelength. Also, a reduction in the wavelength of the surface 
undulations with decreasing cut-off wavelength can be observed at the edges of the 3D images. 
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 (a)    Non-filtered 
 
(b)    Cut-off wavelength = 50 nm 
 
(c)    Cut-off wavelength = 30 nm 
 
(d)    Cut-off wavelength = 20 nm 
 
Figure 6.7 Height-profile of the AFM images shown in Figure 6.6 across the middle of the sample 
(0.2% uniaxially strained). Before filtering (a) and after applying a low-pass wavelength filter with 
a cut-off wavelength of (b) 50 nm, (c) 30 nm and (d) 20 nm. Similar to the RMS roughness value, 
there is a reduction in the peak-to-valley height (Δpv) with decreasing filter cut-off wavelength. 
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6.4.2 RMS roughness scale-dependency. 
The analysis of the RMS roughness variation with the filter cut-off wavelength 
performed in section 6.4.1.2 was performed in a 250 × 250 nm
2
 area. For a self-affine 
surface however, the RMS roughness varies with the size of the area. Thus, it is important 
to examine the dependency of the RMS roughness with the scan-size (or scan-length). As 
mentioned in section 6.3.1, each scanned image was progressively scaled down to a 
minimum scan-length of ~10 nm. This resulted in 12 areas of different size (Figure 6.4c). 
6.4.2.1 Uniaxial strain 
Figure 6.8 shows the RMS roughness variation for a 2.0% uniaxially strained sample 
with the scan-length and with the filter cut-off wavelength. RMS values of each data point 
correspond to the average of all the areas with equal size of each sample i.e. 15 (section 
6.3.1). At areas smaller than ~100 × 100 nm
2
 the RMS roughness exhibits scale 
dependency with the scan-length. This confirms that the surface is self-affine and the 
surface roughness parameters including the RMS roughness, correlation length and Hurst 
exponent, have to be determined considering the scan-size dependency. 
Error bars in Figure 6.8 show the deviation from the mean (standard deviation) in 
RMS roughness observed in the 15 analysed areas of equal size. As expected, due to the 
decrease in RMS roughness with decreasing filter cut-off wavelength, the variation (error 
bars) in RMS roughness between the 15 analysed areas also decreases. The maximum 
variation in RMS roughness for the sample in Figure 6.8  is ~0.5 Å. This corresponds to a 
150 × 150 nm
2
 area with no filtration. For all the samples the maximum RMS roughness 
variation was ~0.8 Å corresponding to a 0.2% strained sample and no filtration. 
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6.4.2.2 Biaxial strain 
The variation of the RMS roughness with the scan-length and with the filter cut-off 
wavelength for a 1.3% biaxially strained sample is shown in Figure 6.9. Similar to the 
uniaxially strained samples, the RMS roughness exhibits scale dependency with the scan-
size at scan-lengths ~50 − 100 nm. However, the precise point for the RMS roughness 
scale-dependency is not clear. This will be discussed in section 6.4.2.3.1. 
The maximum variation in RMS roughness for the biaxially strained sample in Figure 
6.9 is ~0.17 Å. This also corresponds to the maximum variation in RMS roughness 
encountered within all the samples. This variation relates to a 31 × 31 nm
2
 area with no 
filtration. 
  
 
Figure 6.8 RMS roughness values in a 2.0% uniaxially strained sample with the scan-length and 
with the filter cut-off wavelength. Error bars represent the deviations from the mean (standard 
deviation) in RMS roughness observed in all the analysed areas with equal scan-length. 
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6.4.2.3 Determination of roughness parameters: Fitting procedure. 
In order to determine the roughness parameters, the experimental values of the RMS 
roughness extracted from the AFM images were fitted using Equation 6.9. The 
experimental data were fitted by a weighted least-square (chi-squared) non-linear 
regression in Matlab 7.10 (R2010a) using the curve fitting tool with a custom equation in 
the form of Equation 6.9. In a least-squares non-linear regression fitting, the experimental 
data are fitted by successive approximations and the target is to minimise the error between 
the fitting curve and the experimental data. The input variables were the true interface 
width , the correlation length , and the Hurst exponent  (Equation 6.9). All the input 
variables were initiated at 0. The correlation-length was restricted to vary between 0 and 
the maximum scan-length i.e. 250 nm for the unfiltered images, and between 0 and the 
filter cut-off wavelength for the filtered images. The Hurst exponent was restricted to vary 
between 0 and 1. The goodness-of-fit was assessed by the reduced chi-squared and the 
adjusted R-squared or  (more appropriate for non-linear regressions) figures-of-merit 
and the uncertainty in the fitted parameters i.e. RMS, correlation length and Hurst 
exponent was computed with 95% confidence bounds. Figure 6.10a shows the fitting (for a 
2.0% strained sample before filtration) and the values obtained for the interface width, 
correlation length and Hurst exponent. 
 
Figure 6.9 RMS roughness variation in a 1.3% biaxially strained sample with the scan-length and 
with the filter cut-off wavelength.  Error bars represent the deviations from the mean (standard 
deviation) in RMS roughness observed in all the analysed areas with equal scan-length. 
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(a) 
 
(b) 
 
Effect of the 
interface width 
(c) 
 
Effect of the 
correlation length 
(d) 
 
 
 
 
 
 
Effect of the 
Hurst exponent 
Figure 6.10 Fitting of the experimental data by a weighted least-squares non-linear regression and 
effect of the different parameters. (a) Optimum fitting. The result of the fitting procedure is given 
by the interface width w0 (or RMS roughness), the correlation length ξ and the Hurst exponent α. 
(b) Effect of the interface width on the fitting. (c) Effect of the correlation length on the fitting. (c) 
Effect of the Hurst exponent of the fitting. 
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The impact of the different input variables on the fitting is also shown in Figure 
6.10b-d. The effect of the interface width (Figure 6.10b) is related to the lifting of the 
curve with little change on the curvature and the slope. In contrast, the correlation length 
(Figure 6.10c) has a major effect on the curvature and the Hurst exponent (Figure 6.10d) 
on the slope of the curve. 
6.4.2.3.1 Self-affine and saturation regions 
All the graphs studied in this work exhibit the characteristic asymptotic behaviour 
described by Equation 6.9 for a real self-affine surface (Figure 6.11): there is a saturation 
region characterised by a plateau where the RMS roughness is constant, and a self-affine 
region where the RMS roughness scale with the lateral scan-length. There is also a slight 
bending of the self-affine region near the minimum scan-length. This bending effect at the 
end of the self-affine region is due to the shortage of data at small scan areas. 
 
Figure 6.11 Self-affine and saturation region. Lc is defined as the intersection between the 
asymptotic lines of the saturation and self-affine regions. At small scan-lengths, there is a slight 
bending due to the shortage of data of the area. 
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Due to the asymptotic behaviour, there is no precise boundary between the saturation 
and the self-affine region. In order to compare the behaviour of the two regions with strain, 
the intersection Lc between the asymptotic lines of the saturation and self-affine regions 
(dashed lines in Figure 6.11) have been used as a reference. The asymptotic line of the 
saturation region (plateau) was modelled with a horizontal line crossing the RMS 
roughness at L = 250 nm. The self-affine region was modelled with a straight line tangent 
at the inflexion point between the end of the self-affine region and the beginning of the 
bending zone. In most cases however, the straight line defining the self-affine region 
started at the minimum scan-length L = 10 nm. 
6.4.3 Impact of uniaxial strain on the surface roughness 
Figures 6.12 to 6.19 show the AFM images and height profiles for each value of strain 
i.e. 0.2%, 0.6%, 1.3%, 2.0% and 2.3%. Only one area of 250 × 250 nm
2 
for each strain 
level and filter cut-off wavelength is presented. There is a reduction of RMS roughness and 
peak-to-valley heights with increasing strain in most images. In some cases however, (e.g. 
Figure 6.12b and Figure 6.12c, or Figure 6.12d and Figure 6.12e) due to the small 
differences in RMS roughness between samples with similar values of strain, the trend in 
RMS with strain is not clear. This shows that wrong conclusions may be obtained if the 
analysis is limited to only one scan-size. 
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 Non-filtered images 
(a) 
   
 
 
Strain: 
0.2% 
(b) 
   
 
 
Strain: 
0.6% 
(c) 
   
 
 
Strain: 
1.3% 
(d) 
   
 
 
Strain: 
2.0% 
(e) 
   
 
 
Strain: 
2.3% 
Figure 6.12 AFM images (2D and 3D views) of a 250 × 250 nm2 area of uniaxially tensile sample 
beams with no filtration and strain values of (a) 0.2%, (b) 0.6%, (c) 1.3%, (d) 2.0% and (e) 2.3%. 
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 Non-filtered profiles 
(a)       Strain: 0.2% 
 
RMS = 2.40 Å 
(b)       Strain: 0.6% 
 
RMS = 2.39 Å 
(c)       Strain: 1.3% 
 
RMS = 2.15 Å 
(d)       Strain: 2.0% 
 
RMS = 1.87 Å 
(e)       Strain: 2.3% 
 
RMS = 1.67 Å 
Figure 6.13 Height-profile of the non-filtered AFM images shown in Figure 6.12, across the middle 
of the sample beam with strain values of (a) 0.2%, (b) 0.6%, (c) 1.3%, (d) 2.0% and (e) 2.3%. 
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 Filtered images. Cut-off wavelength = 50 nm 
(a) 
   
 
 
Strain: 
0.2% 
(b) 
   
 
 
Strain: 
0.6% 
(c) 
   
 
 
Strain: 
1.3% 
(d) 
   
 
 
Strain: 
2.0% 
(e) 
   
 
 
Strain: 
2.3% 
Figure 6.14 AFM images (2D and 3D views) of a 250 × 250 nm2 area of uniaxially tensile sample 
beams after applying a 50 nm low-pass wavelength filter and strain values of (a) 0.2%, (b) 0.6%, 
(c) 1.3%, (d) 2.0% and (e) 2.3%. 
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 Filtered profiles. Cut-off wavelength = 50 nm 
(a)       Strain: 0.2% 
 
RMS = 1.36 Å 
 
(b)       Strain: 0.6% 
 
RMS = 1.36 Å 
 
(c)       Strain: 1.3% 
 
RMS = 1.04 Å 
 
(d)       Strain: 2.0% 
 
RMS = 0.88 Å 
 
(e)       Strain: 2.3% 
 
RMS = 0.77 Å 
 
Figure 6.15 Height-profile of the filtered (cut-off wavelength = 50 nm) AFM images shown in 
Figure 6.14, across the middle of the sample beam with strain values of (a) 0.2%, (b) 0.6%, (c) 
1.3%, (d) 2.0% and (e) 2.3%. 
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 Filtered images. Cut-off wavelength = 30 nm 
(a) 
   
 
 
Strain: 
0.2% 
(b) 
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0.6% 
(c) 
   
 
 
Strain: 
1.3% 
(d) 
   
 
 
Strain: 
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(e) 
   
 
 
Strain: 
2.3% 
Figure 6.16 AFM images (2D and 3D views) of a 250 × 250 nm2 area of uniaxially tensile sample 
beams after applying a 30 nm low-pass wavelength filter and strain values of (a) 0.2%, (b) 0.6%, 
(c) 1.3%, (d) 2.0% and (e) 2.3%. 
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 Filtered profiles. Cut-off wavelength = 30 nm 
(a)       Strain: 0.2% 
 
RMS = 0.76 Å 
 
(b)       Strain: 0.6% 
 
RMS = 0.94 Å 
 
(c)       Strain: 1.3% 
 
RMS = 0.62 Å 
(d)       Strain: 2.0% 
 
RMS = 0.43 Å 
 
 
(e)       Strain: 2.3% 
 
RMS = 0.57 Å 
 
Figure 6.17 Height-profile of the filtered (cut-off wavelength = 30 nm) AFM images shown in 
Figure 6.16, across the middle of the sample beam with strain values of (a) 0.2%, (b) 0.6%, (c) 
1.3%, (d) 2.0% and (e) 2.3%. 
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 Filtered images. Cut-off wavelength = 20 nm 
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0.2% 
(b) 
   
 
 
Strain: 
0.6% 
(c) 
   
 
 
Strain: 
1.3% 
(d) 
   
 
 
Strain: 
2.0% 
(e) 
   
 
 
Strain: 
2.3% 
Figure 6.18 AFM images (2D and 3D views) of a 250 × 250 nm2 area of uniaxially tensile sample 
beams after applying a 20 nm low-pass wavelength filter and strain values of (a) 0.2%, (b) 0.6%, 
(c) 1.3%, (d) 2.0% and (e) 2.3%. 
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 Filtered profiles. Cut-off wavelength = 20 nm 
(a)       Strain: 0.2% 
 
RMS = 0.39 Å 
 
(b)       Strain: 0.6% 
 
RMS = 0.39 Å 
 
(c)       Strain: 1.3% 
 
RMS = 0.31 Å 
(d)       Strain: 2.0% 
 
RMS = 0.22 Å 
 
 
(e)       Strain: 2.3% 
 
RMS = 0.34 Å 
 
Figure 6.19 Height-profile of the filtered (cut-off wavelength = 20 nm) AFM images shown in 
Figure 6.18, across the middle of the sample beam with strain values of (a) 0.2%, (b) 0.6%, (c) 
1.3%, (d) 2.0% and (e) 2.3%. 
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To get more reliable information and account for the self-affine behaviour of the RMS 
roughness, the data for each scan-size is fitted using the same fitting procedure described 
in section 6.4.2.3. Figures 6.20a - 6.20e show the weighted least-squares non-linear 
regression fitting of the experimental data of the unfiltered images for all the scan-sizes 
and strain values. Error bars correspond to the standard deviation (deviation from the 
mean) of the experimental data at each scan-size. The reduced chi-squared for the fits 
shown in Figures 6.20a - 6.20e varies between 0.01 <  < 0.04 and the adjusted R-squared 
between 0.978 <  < 0.997. The uncertainty in the fitted parameters (with 95% 
confidence bounds) i.e. RMS, correlation length and Hurst exponent is also shown in the 
legend of each figure. These results will be summarised in sections 6.4.3.1 - 6.4.3.3. Figure 
6.20f shows all the fitted lines and the distance (or scan-length) corresponding to the 
intersection point Lc between the saturation and self-affine region. Lc increases with 
increasing strain from ~50 to ~110 nm. This increase suggests that the surface features 
might be expanding horizontally with increasing tensile strain. 
Figures 6.21 - 6.23 show the non-linear regression fitting of the experimental data of 
the filtered images and the uncertainty in the adjusted parameters. The reduced-chi squared 
for the fittings shown in figures 6.21 - 6.23 varies between 0.01 <  < 0.26 and the 
adjusted R
2
 varies between 0.700 <  < 0.987. The values of  and  validate 
the model used in Equation 6.9 to fit the experimental data and confirm the goodness-of-
fit. The values of  suggest however, that the uncertainties in RMS roughness 
determination from the experiments are significantly large. This indicates that both the 
technique and the instrument used to measure the RMS roughness are approaching the 
limits to accurately resolve the small values of RMS roughness of the samples 
(0.35 Å < w0 < 2.36 Å). 
All the filtered images show an increase in Lc with increasing strain (Figures 6.21f, 
6.22f and 6.23f). The maximum increase of Lc with strain (from ~20 to ~60 nm) is for the 
20 nm cut-off wavelength filtered images (Figure 6.23f). Interestingly, for the 0.2% 
strained samples, Lc also decreases with increasing the level of filtration. Thus, whereas for 
the unfiltered images, Lc is ~50 nm, after applying a 20 nm cut-off wavelength filtration, Lc 
reduces to 20 nm. This can be understood considering that the scaling behaviour of the 
self-affine region only holds within a certain range of lengths (the height values cannot 
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keep increasing or decreasing indefinitely, section 6.2). Thus, the effect of reducing the 
RMS roughness (due to the filter) can be considered as a shift of the self-affine and 
saturation regions. 
  
 No filtration 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
 
Figure 6.20 Non-linear regression fitting of the experimental RMS roughness values with scan-
length in the wires before applying the low-pass wavelength filter for uniaxial strain values of a) 
0.2%, b) 0.8%, c) 1.3%, d) 2.0% and e) 2.3% and f) for all the strain values in the range 0.2-2.3%.  
The legends show the uncertainties (with 95% confidence bounds) in the fitted parameters i.e. 
RMS, correlation length and Hurst exponent. The reduced chi-squared and adjusted R-squared for 
these fittings vary between 0.01 <  < 0.04 and 0.978 <  < 0.997. The red dashed line in f) 
shows the variation of Lc with strain. 
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 Filter cut-off wavelength: 50 nm 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
 
Figure 6.21  Non-linear regression fitting of the experimental RMS roughness values with scan-
length in the wires after applying a 50 nm cut-off wavelength filter for uniaxial strain values of a) 
0.2%, b) 0.8%, c) 1.3%, d) 2.0% and e) 2.3% and f) for all the strain values in the range 0.2-2.3%.   
The legends show the uncertainties (with 95% confidence bounds) in the fitted parameters i.e. 
RMS, correlation length and Hurst exponent. The reduced chi-squared and adjusted R-squared for 
these fittings vary between 0.01 <  < 0.16 and 0.888 <  < 0.984. The red dashed line in f) 
shows the variation of Lc with strain. 
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 Filter cut-off wavelength: 30 nm 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
 
Figure 6.22  Non-linear regression fitting of the experimental RMS roughness values with scan-
length in the wires after applying a 30 nm cut-off wavelength filter for uniaxial strain values of a) 
0.2%, b) 0.8%, c) 1.3%, d) 2.0% and e) 2.3% and f) for all the strain values in the range 0.2-2.3%.   
The legends show the uncertainties (with 95% confidence bounds) in the fitted parameters i.e. 
RMS, correlation length and Hurst exponent. The reduced chi-squared and adjusted R-squared for 
these fittings vary between 0.02 <  < 0.26 and 0.919 <  < 0.987. The red dashed line in f) 
shows the variation of Lc with strain. 
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 Filter cut-off wavelength: 20 nm 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
 
Figure 6.23  Non-linear regression fitting of the experimental RMS roughness values with scan-
length in the wires after applying a 20 nm cut-off wavelength filter for uniaxial strain values of a) 
0.2%, b) 0.8%, c) 1.3%, d) 2.0% and e) 2.3% and f) for all the strain values in the range 0.2-2.3%.   
The legends show the uncertainties (with 95% confidence bounds) in the fitted parameters i.e. 
RMS, correlation length and Hurst exponent. The reduced chi-squared and adjusted R-squared for 
these fittings vary between 0.05 <  < 0.12 and 0.700 <  < 0.934. The red dashed line in f) 
shows the variation of Lc with strain. 
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6.4.3.1 Effect of uniaxial strain on the RMS roughness 
The weighted least-squares non-linear fitting shown in Figures 6.20 - 6.23, shows a 
decrease of the RMS roughness with increasing applied strain for all the filtered and non-
filtered images. This confirms the reduction of RMS roughness observed (section 6.4.3) in 
most of the AFM images and height profiles (Figures 6.12 to 6.19). Also the RMS 
roughness reduction suggests a relation between morphology changes in the horizontal and 
vertical directions. Figure 6.24 summarises the RMS roughness extracted from the least-
squares non-linear fitting shown in Figures 6.20 - 6.23 for the filtered and non-filtered 
images with strain. Error bars in RMS for each data point are smaller than 0.1 Å and they 
are not visible. 
There is a progressive decrease in RMS roughness with increasing strain at all the 
wavelength regimes (filter cut-off wavelength). The maximum RMS roughness variation 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 6.24 RMS roughness variation with strain as determined from the fitting of the 
experimental data in Figures 6.20 - 6.23 in the wires a) before applying the low-pass wavelength 
filter and after applying a low-pass wavelength filter with cut-off wavelengths of b) 50 nm, c) 30 
nm and d) 20 nm. 
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with strain in the range 0.2 − 2.3% is ~0.6 Å for the non-filtered images. In percentage 
however, the maximum decrease in RMS roughness for the same range of strain is ~40% 
for the 30 nm cut-off wavelength filtration. 
6.4.3.2 Effect of uniaxial strain on the correlation length 
The correlation length variation with strain and with the cut-off wavelength of the 
filter determined from the fitting procedure (section 6.4.2.3) in Figures 6.20 - 6.23 is 
shown in Figure 6.25. 
There is an increase in correlation length with increasing strain for the non-filtered and 
the 50 and 30 nm cut-off wavelength filtered images (for the 20 nm cut-off wavelength 
filtered images, the increase is less clear). This increase in correlation length also agrees 
with the previous hypothesis of the surface features expanding horizontally (section 6.4.3) 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 6.25 Correlation length variation with strain as determined from the fitting of the 
experimental data in Figures 6.20 - 6.23 in the wires a) before applying the low-pass wavelength 
filter and after applying a low-pass wavelength filter with cut-off wavelengths of b) 50 nm, c) 30 
nm and d) 20 nm. 
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while shrinking in the vertical direction (as observed in section 6.4.3.1 with the RMS 
roughness reduction with increasing strain) with increasing strain. The maximum variation 
in correlation length values with strain is ~37 nm for the non-filtered images. In 
percentage, the maximum increase is ~150% for the 50 nm cut-off wavelength filtration. 
The increase in correlation length is generally more pronounced at high values of strain 
(ε > 1.3%) and is especially significant for the non-filtered images. For the non-filtered 
images, the increase in correlation length is ~15% in the range 0.2 – 1.3% of strain 
compared with ~100% increase in the range 1.3 – 2.3% of strain. This agrees with the 
observations in a previous work [66] where large variations in correlation length were 
found to be initiated at strain values higher than 1.7%. This also suggests that a threshold 
value of strain may exist from which the impact on the surface undulations in the 
horizontal direction will be more significant. Like the RMS roughness variation with the 
filter cut-off wavelength, (section 6.4.1.2), the correlation length also decreases with 
decreasing filter cut-off wavelength since a low-pass wavelength filter supress the 
wavelengths above the cut-off wavelength. 
6.4.3.3 Effect of uniaxial strain on the Hurst exponent 
The Hurst exponent variation with strain and with the cut-off wavelength of the filter 
determined from the fitting procedure (section 6.4.2.3) in Figures 6.20 - 6.23 is shown in 
Figure 6.26. For the non-filtered images, the Hurst exponent is constant ~0.6 in the range 
of strain 0.2 – 2.3 %. This indicates that the surface roughness can be reasonably well 
represented by the exponential model (α = 0.5) in Equation 6.9. For the filtered images 
however, the Hurst exponent significantly changes. For a cut-off wavelength of 30 nm and 
0.2% of applied strain, the Hurst exponent is ~0.8. These high values of Hurst exponent 
indicate that the surface roughness is better described by the Gaussian model (α = 1) in 
Equation 6.9. Contrastingly, at high levels of strain (2.3 %) and low filter cut-off 
wavelengths (20 nm) the Hurst exponent decreases to ~0.2. At this regime of wavelengths 
and strain values, neither the exponential nor the Gaussian models can successfully 
describe the surface roughness. The large variations in Hurst exponent from α = 0.8 to 0.2 
indicate that the Hurst exponent might be highly dependent on the strain and the surface 
undulations wavelength regime. However, as shown in Figure 6.26, the uncertainties in 
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Hurst exponent (error bars) especially at low values of strain are significant. These large 
uncertainties indicate that the Hurst exponent may also be highly sensitive to additional 
factors including the technique used for its determination. This will be further discussed in 
section 6.4.6.1. 
6.4.4 Impact of biaxial strain on the surface roughness 
Figures 6.27 to 6.30 show the AFM images of 250 × 250 nm
2 
areas and the height 
profiles taken across the middle of the area for the unstrained and strained SOI films (0.8% 
and 1.3%). Only one area of 250 × 250 nm
2 
for each strain level and filter cut-off 
wavelength is presented. 
The RMS roughness values of the areas shown in the AFM images exhibit a 
decreasing trend with increasing strain. The difference between the maximum and 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 6.26 Hurst exponent variation with strain as determined from the fitting of the 
experimental data in Figures 6.20 - 6.23 in the wires a) before applying the low-pass wavelength 
filter and after applying a low-pass wavelength filter with cut-off wavelengths of b) 50 nm, c) 30 
nm and d) 20 nm 
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minimum RMS roughness is ~0.2 Å for the unfiltered images and 0.1 Å for the 50 nm cut-
off wavelength filtered images. In contrast, the peak-to-valley values in the height profiles 
for the 50 nm cut-off wavelength filtered images increase with increasing strain. The small 
differences in RMS roughness determined from the 250 × 250 nm
2
 areas and the opposite 
trend obtained from the peak-to-valley values in the height profiles confirm that the 
extraction of the roughness parameters from a single scan area is highly unreliable [174, 
181]. 
 Non-filtered images 
(a) 
  
 
 
 
 
Strain: 
0.0% 
(b) 
  
 
 
 
 
Strain: 
0.8% 
(c) 
  
 
 
 
 
Strain: 
1.3% 
 
 
Figure 6.27 AFM images (2D and 3D views) of a 250 × 250 nm2 area of biaxially tensile films with 
no filtration and strain values of (a) 0.0%, (b) 0.8% and (c) 1.3%. 
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 Non-filtered profiles 
(a)       Strain: 0.0% 
 
RMS = 0.91 Å 
 
(b)       Strain: 0.8% 
 
RMS = 0.60 Å 
 
(c)       Strain: 1.3% 
 
RMS = 0.76 Å 
Figure 6.28 Height-profile of the non-filtered AFM images shown in Figure 6.27, across the middle 
of the sample with strain values of (a) 0.0%, (b) 0.8% and (c) 1.3%. 
 
  
-3
0
3
H
e
ig
h
t 
(Å
)
Δpv = 3.92 Å
-3
0
3
H
e
ig
h
t 
(Å
) Δpv = 2.76 Å
-3
0
3
H
e
ig
h
t 
(Å
) Δpv = 3.1 Å
155 
 
 Filtered images. Cut-off wavelength = 50 nm 
(a) 
  
 
 
 
 
Strain: 
0.0% 
(b) 
  
 
 
 
 
Strain: 
0.8% 
(c) 
  
 
 
 
 
Strain: 
1.3% 
 
 
Figure 6.29 AFM images (2D and 3D views) of a 250 × 250 nm2 area of biaxially tensile films  after 
applying a 50 nm low-pass wavelength filter and strain values of (a) 0.0%, (b) 0.8% and (c) 1.3%. 
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 Filtered profiles. Cut-off wavelength = 50 nm 
(a)       Strain: 0.0% 
 
RMS = 0.44 Å 
 
(b)       Strain: 0.8% 
 
RMS = 0.50 Å 
 
(c)       Strain: 1.3% 
 
RMS = 0.53 Å 
Figure 6.30 Height-profile of the filtered (cut-off wavelength = 50 nm) AFM images shown in 
Figure 6.29, across the middle of the sample with strain values of (a) 0.0%, (b) 0.8% and (c) 1.3%. 
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In order to account for the self-affinity of the biaxially strained samples deduced in 
section 6.4.2.2, the experimental data was fitted using the same procedure described in 
section 6.4.2.3 for the uniaxially strained samples. Figures 6.31 and 6.32 show the fitting 
of the experimental data corresponding to the RMS roughness of the surface with the scan-
length in the SOI and sSOI films before and after applying a 50 nm cut-off wavelength 
low-pass filter. Error bars correspond to the standard deviation of the experimental data at 
each scan-size. The reduced chi-squared and adjusted R-squared (goodness-of-fit) for the 
fittings shown in Figures 6.31 and 6.32 are 0.01 <  < 0.10 and 0.974 <  < 0.995. The 
values of  and  validate the model used in Equation 6.9 to fit the 
experimental data and confirm the goodness-of-fit. 
 No filtration 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 6.31  Non-linear regression fitting of the experimental RMS roughness values with scan-
length in a) unstressed SOI, b) 0.8% sSOI and c) 1.3% sSOI films, and d) all the results  for the 
unstressed SOI, 0.8% and 1.3% sSOI films before applying the low-pass wavelength filter.  The 
legends show the uncertainties (with 95% confidence bounds) in the fitted parameters i.e. RMS, 
correlation length and Hurst exponent. The reduced chi-squared and adjusted R-squared for these 
fittings vary between 0.03 <  < 0.10 and 0.974 <  < 0.986. The red dashed line in d) shows the 
variation of Lc with strain. 
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Both SOI and sSOI films show the self-affine and saturation regions. Using the 
previous definition of Lc as the intersection of the asymptotes corresponding to the self-
affine and saturation regions, Lc is shown to vary from ~80 to 85 nm in the range of strain 
0 – 1.3%. This represents a ~5% increase. This increase is slightly lower than that obtained 
for the uniaxially strained samples (~12%) before applying the low pas filter for a similar 
range of strain (0.2 – 1.3%). Similar increase of Lc with increasing strain was found for the 
filtered images (Figure 6.32). The smaller increase of Lc with strain compared with the 
uniaxially strained samples, suggests that the sSOI films surface features may experience 
less lateral expansion with strain than the uniaxially strained samples for the same range of 
strain. 
 Filter cut-off wavelength: 50 nm 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 6.32  Non-linear regression fitting of the experimental RMS roughness values with scan-
length in a) unstressed SOI, b) 0.8% sSOI and c) 1.3% sSOI films, and d) all the results  for the 
unstressed SOI, 0.8% and 1.3% sSOI films before applying the low-pass wavelength filter.  The 
legends show the uncertainties (with 95% confidence bounds) in the fitted parameters i.e. RMS, 
correlation length and Hurst exponent. The reduced chi-squared and adjusted R-squared for these 
fittings vary between 0.01 <  < 0.02 and 0.990 <  < 0.995. The red dashed line in d) shows the 
variation of Lc with strain. 
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6.4.4.1 Effect of biaxial strain on the RMS roughness: Uniaxial vs. biaxial strain 
Figure 6.33 shows the RMS roughness variation with strain for the non-filtered and 
filtered images shown in Figures 6.31 and 6.32. 
There is a small reduction of RMS roughness (from ~0.9 to 0.7 Å for the non-filtered 
images and from ~0.6 to 0.5 Å for the filtered images) with increasing strain in the range 
0 – 1.3%. The RMS roughness (absolute values) for the biaxial samples are ~65 – 70% 
smaller compared with those of the uniaxial samples for a similar range of strain (0.2 – 
1.3%). In percentage however, the RMS roughness variation in the range of strain (0.2 – 
1.3%) for the biaxial samples (~25 – 21% for the non-filtered and filtered images 
respectively) is comparable with that obtained for the uniaxial samples (~16 – 20%). 
Figure 6.34 shows a comparison between the RMS roughness of the uniaxial samples with 
that of the biaxial samples. 
The higher RMS roughness of the uniaxial samples compared with that of the biaxial 
samples may be explained by the different fabrication processes (etching and annealing, 
section 4.2.1) undergone by the uniaxial samples. These processes are known to increase 
the RMS roughness of an initial smooth surface [182]. In case of the biaxial samples, only 
a mild cleaning was performed with no alteration of the silicon surface (section 6.3). 
 
(a) 
 
(b) 
 
Figure 6.33 RMS roughness variation with strain as determined from the fitting of the 
experimental data in Figures 6.31 and 6.32 in the unstrained and biaxially strained films a) before 
applying the low-pass wavelength filter and b) after applying a low-pass wavelength filter with 
cut-off wavelengths of 50 nm. 
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Figure 6.34 Comparison of the RMS roughness variation extracted from non-linear fitting 
performed in sections 6.4.3 and 6.4.4 between the uniaxial and biaxial samples. 
6.4.4.2 Effect of biaxial strain on the correlation length: Uniaxial vs. biaxial strain 
The variation of correlation length with strain determined from the fitting procedure 
for the non-filtered and filtered images (Figures 6.31 and 6.32) is shown in Figure 6.35. 
(a) 
 
(b) 
 
Figure 6.35 Correlation length variation with strain as determined from the fitting of the 
experimental data in Figures 6.31 and 6.32 in the unstrained and biaxially strained films a) before 
applying the low-pass wavelength filter and b) after applying a low-pass wavelength filter with 
cut-off wavelengths of 50 nm. 
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For the filtered and non-filtered images the correlation length is constant in the range 
0 – 1.3%. In contrast, for a similar range of strain (0.2 – 1.3%) the uniaxially strained 
samples experienced an increase of ~15% (unfiltered images) and ~63% (50 nm cut-off 
wavelength filtered images). Figure 6.36 shows the comparison in correlation length 
variation with strain between the uniaxial and biaxial samples. The results indicate that 
biaxial strain may have a smaller impact on the correlation length than that of uniaxial 
strain for a similar range of strain. However, it is still possible that major changes in the 
topography may occur at values of strain higher than 1.3% as observed with the uniaxially 
strained samples (section 6.4.3.2). Thus, characterisation of samples with high values of 
biaxial strain (> 1.3%) would be useful. 
 
Figure 6.36 Comparison of the correlation length variation extracted from the least-squares non-
linear fitting performed in sections 6.4.3 and 6.4.4 between the uniaxial and biaxial samples. 
Fabrication factors may have also affected the correlation length. Conventional 
fabrication processes in commercial SOI and sSOI wafers usually involve some final 
polishing [183]. This polishing process may mask changes in the surface roughness 
correlation length due to the strain, and the effects of strain on the correlation length would 
not be noticeable. This would not be the case of the uniaxial samples where the tensile 
strain is induced in the beams after the final release process (step 9 in Figure 4.2). 
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Therefore, the induced strain can alter the roughness of the silicon surface and the changes 
in correlation length would be noticeable. This will be considered in section 7.3. 
6.4.4.3 Effect of biaxial strain on the Hurst exponent: Uniaxial vs. biaxial strain 
The Hurst exponent variation with strain of the SOI and sSOI samples is shown in 
Figure 6.37. The Hurst exponent is fairly constant ~0.5 for the filtered and non-filtered 
images in the range 0 – 1.3% of strain. 
The Hurst exponent values ~0.5 indicate that the roughness surface distribution of the 
SOI and sSOI films is well represented by the exponential model. In contrast, the Hurst 
exponent of the uniaxially strained samples (Figure 6.38) significantly varies with strain 
and with the wavelength regime. This indicates that it is not possible to use a unique model 
(Gaussian or exponential) to fit the surface roughness distribution of the uniaxial strained 
samples. 
(a) 
 
(b) 
 
Figure 6.37 Hurst exponent variation with strain as determined from the fitting of the 
experimental data in Figures 6.31 and 6.32 in the unstrained and biaxially strained films a) before 
applying the low-pass wavelength filter and b) after applying a low-pass wavelength filter with 
cut-off wavelengths of 50 nm. 
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Figure 6.38 Comparison of the Hurst exponent variation extracted from the least-squares non-
linear fitting performed in sections 6.4.3 and 6.4.4 between the uniaxial and biaxial samples. 
The large variations of the Hurst exponent with uniaxial strain may also be connected 
to the variations in correlation length and RMS roughness with strain. As shown in Figure 
6.39 it is possible that the impact of strain on the highest frequency undulations 
(jaggedness) of the surface profile may be smaller (or even negligible) compared with the 
impact of strain on the low frequency undulations of the surface profile. Therefore, an 
increase of the correlation length would be mainly ascribable to an increase of the low 
frequency undulations (long wavelengths) with little contribution from the high frequency 
undulations (short wavelengths). The jaggedness of the surface at high values of strain 
(Figure 6.39a) would then appear enhanced (Hurst exponent would decrease) compared 
with the jaggedness of the surface at low values of strain (Figure 6.39b). Unfortunately, 
there is no precise definition to describe the jaggedness of a surface and the interpretation 
of a surface as jagged or smooth is highly subjective [173]. A rigorous analysis in the 
frequency domain of the variation of the frequency components of the surface profile with 
strain is highly recommended. This will be discussed in section 7.3. 
164 
 
6.4.5 Impact of the filter cut-off wavelength on the surface roughness 
The impact of the filter cut-off wavelength on the RMS roughness and wavelength 
undulations was analysed in section 6.4.1 to evaluate the filter response. The analysis was 
performed only for a 250 × 250 nm
2
 scan-size and for one level of strain (2.0%). In this 
section, the impact of the filter cut-off wavelength on the RMS roughness, correlation 
length and Hurst exponent is analysed for all levels of strain (0 – 2.3%) and using the 
results obtained from the self-affine analysis (section 6.4.2.3). Figures 6.40-6.42 show the 
variation in RMS roughness, correlation length and Hurst exponent with the filter cut-off 
wavelength. The non-filtered images have also been included within the analysis with an 
arbitrary cut-off wavelength of 250 nm (equivalent to the maximum scan-length). The 
results have been plotted using a logarithmic horizontal scale to better represent the non-
linear spacing between the different cut-off wavelengths.  
 (a) strain ε1 
 
(b) strain ε2 > ε1 
 
Figure 6.39 Schematic of the impact of strain on the Hurst exponent. Strain ε1 in sample (a) is 
smaller than that of sample (b) ε2. A larger impact of strain on the long wavelength undulations 
with respect to the low wavelength undulations would result in an increase of the gap between 
the high and low frequency components of the surface profile. As a consequence, the Hurst 
exponent in a sample with an applied strain ε2 would appear smaller (more jagged) than that of 
the same sample with an applied strain ε1. 
A A’
Correlation length = ξ1
RMS = σ1
Hurst exponent = α1
A A’
Correlation length = ξ2 > ξ1
RMS = σ2 <σ1
Hurst exponent = α2 < α1
165 
 
6.4.5.1 Effect of the filter cut-off wavelength on the RMS roughness 
Figure 6.40 shows the impact of the filter cut-off wavelength on the RMS roughness. 
There is a reduction of RMS roughness with decreasing filter cut-off wavelength for all 
levels of strain. This reduction is mainly ascribed to a larger filtration of surface 
wavelength undulation components with decreasing filter cut-off wavelength (section 
6.4.1.2). 
 
Figure 6.40 Comparison of RMS roughness variation with the filter cut-off wavelength between 
the uniaxial and biaxial samples. 
 
From the slope of the curves, the reduction is more pronounced in case of the 
uniaxially strained samples. This effect however, may be related to the different fabrication 
processes undergone by the uniaxial and biaxial samples mentioned in section 6.4.3. 
6.4.5.2 Effect of the filter cut-off wavelength on the correlation length 
Figure 6.41 shows the variation of the correlation length with the filter cut-off 
wavelength. As expected from the reduction in roughness wavelength undulations with 
decreasing filter cut-off wavelength observed in section 6.4.1.1, the reduction in roughness 
wavelength causes also a reduction in correlation length with decreasing filter cut-off 
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wavelength. From the slope of the curves, there are no significant differences between the 
impact of the filter cut-off wavelength on the uniaxial and biaxial samples. 
 
Figure 6.41 Comparison of correlation length variation with the filter cut-off wavelength between 
the uniaxial and biaxial samples. 
6.4.5.3 Effect of the filter cut-off wavelength on the Hurst exponent 
Figure 6.42 shows the impact of the filter cut-off wavelength on the Hurst exponent. 
There is a significant change in Hurst exponent with decreasing filter cut-off wavelength. 
The effect of the filter cut-off wavelength on the Hurst exponent is to increase the splitting 
of the Hurst exponent with decreasing filter cut-off wavelength. This phenomenon is more 
clearly observed with the uniaxial samples (red arrows in Figure 6.42). Thus, for a 30 nm 
cut-off wavelength, the Hurst exponent varies between ~0.4 – 0.8 whereas for the non-
filtered images, the Hurst exponent is fairly constant ~0.6. For the 20 nm filter cut-off 
wavelength, in addition to the splitting, the Hurst exponent experiences also a reduction in 
values compared with those of the 30 nm filter cut-off wavelength. This may be related to 
the low signal-to-noise ratio (SNR) determined in section 6.4.1 for the 20 nm cut-off 
wavelength. Due to the low SNR of the 20 nm cut-off wavelength, the high frequency 
components of the background noise would make a major impact i.e. reduction on the 
Hurst exponent values. For the biaxial samples, the Hurst exponent values experience less 
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splitting and are smaller than those of the uniaxial samples for the same range of filter cut-
off wavelengths. 
 
Figure 6.42 Comparison of Hurst exponent variation with the filter cut-off wavelength between 
the uniaxial and biaxial samples. There is a splitting of the Hurst exponent with decreasing filter 
cut-off wavelength for the uniaxially strained samples (red dashed arrows). 
6.4.6 Surface roughness scattering mobility 
The surface roughness scattering mobility is usually determined from the inverse 
relation with the power spectral density [65, 168] 
  ( 6.12 ) 
Here,  is the wave vector in the reciprocal space. Traditionally, data from mobility 
experiments have been fitted with the Gaussian and exponential models of the 
autocorrelation function or the power spectral density (PSD) (Fourier transform of the 
autocorrelation function), using the RMS roughness and correlation length values as fitting 
parameters [62, 65, 169]. However, neither of these models can successfully fit the 
experimental mobility data determined for both holes and electrons with the same RMS 
roughness and correlation length values [43]. Therefore, in order to successfully fit the 
experimental data from electrons and holes mobility using the same correlation length and 
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RMS roughness values, alternative expressions have been suggested [170, 171]. For the 
autocorrelation function, Isihara et al. [170] proposed the functional form: 
 
 ( 6.13 ) 
where l,  and , are the lag distance, interface width and correlation length parameters. 
Here, n is an exponential parameter used to determine the functional form of . For 
n = 1, Equation 6.13 reduces to the exponential form and for n = 2 Equation 6.13 reduces 
to the Gaussian form. Comparing Equations 6.8 and 6.13, the exponential parameter n and 
the Hurst exponent α can be related by n = 2α. This relation suggests that the exponential 
parameter n used within the autocorrelation function and PSD models [170] and [171] is 
highly connected to the jaggedness of the surface and consequently with the high 
frequency components of the surface profile. This would partly explain the findings in 
[168] where in order to explain the dependency of electrons and holes mobility at high 
electric fields with the surface roughness, it was concluded that higher frequency 
components (qs ≈ 10
7
 cm
-1
) in the surface roughness spectra compared with those obtained 
by AFM were required. 
For a self-affine surface, the PSD has been modelled as [68]: 
  ( 6.14 ) 
 
From the inverse relation between and the PSD (Equation 6.12), is 
proportional to . However, depends also on the correlation length  and Hurst 
exponent . Therefore, whereas for ,  for  . Also, the 
relation between the surface roughness scattering mobility and the correlation length  
highly depends on the electron density at the inversion layer. This relation is further 
complicated when screening effects of electrons in the inversion layer are considered e.g. 
dielectric screening effect [65]. Thus, in order to determine the surface roughness mobility, 
it is important to understand the different factors affecting the roughness parameters which 
enter the PSD. Next section summarises and discusses the main factors affecting the 
surface roughness parameters determined in this work. 
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6.4.6.1 Discussion about the factors affecting the surface roughness parameters 
The roughness parameters are highly dependent on the statistical functions used to fit 
the experimental data (Equation 6.9 in this work), order of the flattening process used to 
correct for AFM artefacts and sample tilt (section 3.3.3) and length of the available data 
[62, 65]. Stommer et al. [174] analysed the changes in morphology due to wet chemical 
etching of the (100) silicon surface using the multiple scan technique and Equation 6.9 to 
fit the experimental data. They found large variations in the correlation length (from 18.2 
nm to 145 nm) and in the Hurst exponent (from 0.4 to 0.95) depending on the scan 
technique used (single or multiple scan). It was concluded from this work [174] that the 
flattening process used to correct the tilt of the sample, favoured the accumulation of the 
height data in the self-affine region. This could lead to wrong results when using the single 
scan technique to determine the roughness parameters. They also concluded that a finite 
scan-size cuts off those wavelength undulations longer than the scan-length and as a 
consequence the correlation length is underestimated. In contrast, the use of the multiple 
scan technique and Equation 6.9 (to fit the experimental data) yield more reliable results. 
This is because Equation 6.9 takes into account the self-affine behaviour and is less prone 
to the shortage of data since it relies only on RMS roughness measurements to determine 
the roughness parameters. 
From the AFM measurements, the RMS roughness, correlation length and Hurst 
exponent have shown to vary with strain (sections 6.4.3 and 6.4.4) and with the wavelength 
regime (filter cut-off wavelength) (section 6.4.5). The variation with the wavelength 
regime, especially for the uniaxial samples, confirms that the roughness parameters are 
highly dependent on the fabrication process and treatments undergone by the sample [174]. 
The dependency of the roughness parameters, and especially the changes in Hurst 
exponent with the wavelength regime determined in this work and in [174], may be related 
to the different agreement of the exponential parameter n (section 6.4.6) found in [170] for 
different silicon interfaces. 
These results show that numerous factors including the strain, wavelength regime, 
fabrication process, technique used for the determination of the parameters and image 
processing affect the roughness parameters. 
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6.5 Summary and conclusions 
The chapter has investigated the impact of strain on the SiO2/Si interface roughness at 
the nanoscale under uniaxial and biaxial strain of wires and thin films in the range 
0 − 2.3% by atomic force microscopy (AFM). The analysis of roughness at the nanoscale 
has been possible by filtering the AFM images with a low-pass wavelength filter and three 
cut-off wavelengths: 50, 30 and 20 nm. The root mean square (RMS) roughness variation 
of the surface roughness with strain has been investigated using the technique of multiple 
scan analysis. The results have confirmed that the SiO2/Si interface is self-affine and 
significantly changes with the applied strain. 
The RMS roughness has shown to decrease with increasing uniaxial and biaxial strain 
(~40% decrease for the uniaxially strained samples filtered with a 30 nm cut-off 
wavelength low-pass filter in the range 0.2 − 2.3% of strain, and ~20% decrease for the 
biaxially strained samples filtered with a 50 nm cut-off wavelength low-pass filter in the 
range 0 − 1.3% of strain). In addition to the RMS roughness, the self-affine analysis has 
allowed us to determine the correlation length and Hurst exponent. 
The correlation length has shown to increase with increasing uniaxial strain. The 
increase was more pronounced in the range 1.3 – 2.3% of strain. For the non-filtered 
images, the increase was ~100% in the range 1.3 – 2.3% of strain compared with only 
~15% increase in the range 0.2 – 1.3%. This suggests that a threshold value of strain 
~1.3% may exist from which the impact on the surface features is more significant. In 
contrast, the correlation length change for the biaxially strained samples varies only ~7 and 
6% for the non-filtered and filtered images respectively (the correlation length for the 
uniaxially strained samples filtered with a 50 nm cut-off wavelength and within similar 
range of strain increased ~63%). 
The Hurst exponent showed also to vary with uniaxial strain. Thus for a 30 nm filter 
cut-off wavelength, the Hurst exponent of a 0.2% uniaxially strained sample is ~0.8 (close 
to the Gaussian model α = 1) whereas that of a 2.3% uniaxially strained sample is ~0.4 
(close to the exponential model α = 0.5). This is in contrast to the Hurst exponent variation 
with biaxial strain. For the biaxially strained samples, the Hurst exponent showed to be 
constant ~0.5 for all the strain values and wavelength regimes (exponential model α = 0.5). 
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The roughness parameters dependency with the wavelength regime (filter cut-off 
wavelength) was also analysed. The RMS roughness and correlation length exhibited a 
decrease with decreasing filter cut-off wavelength regardless of the type of strain (uniaxial 
or biaxial). The reduction though, is mainly ascribed to the effect of the low-pass filter on 
the surface roughness undulations. The change in RMS roughness with decreasing filter 
cut-off wavelength was more pronounced in the uniaxial samples (~46% reduction 
between the non-filtered images and the 50 nm cut-off wavelength filtered images with 
1.3% of strain) than in the biaxial samples (~32% reduction for the same wavelength range 
and strain). The Hurst exponent showed also high dependency with the wavelength regime 
(~64% decrease for the 2.3% uniaxially strained samples between the non-filtered and 20 
nm cut-off wavelength filtered images). The large dependency of the Hurst exponent and 
the different variation in RMS roughness with the wavelength regime between the uniaxial 
and biaxial samples (which had undergone different processes), indicated that the 
roughness parameters might be highly sensitive on the fabrication process and treatments 
undergone by a sample. 
The Hurst exponent was also shown to be related to the exponent parameter n used in 
some models of the PSD and autocorrelation functions for the surface roughness scattering 
limited-mobility. The dependency of the Hurst exponent with the wavelength regime and 
the relation with the exponent parameter n might be the reason behind the different values 
found for the exponential parameter n for different silicon interfaces [170]. 
To summarise, the results have shown that numerous factors affect the roughness 
parameters including the strain, fabrication process, technique used for the determination 
of the parameters and image processing. The results also indicate that the models used for 
the analysis of the carrier transport at high electric fields with strain have to include the 
RMS roughness, correlation length and Hurst exponent as fitting parameters. The 
determination and analysis of these parameters by AFM has to consider the self-affine 
behaviour of the SiO2/Si interface. 
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Chapter 7.  Summary, conclusions and future work 
7.1 Summary 
In this work strain in silicon nanostructures has been experimentally and theoretically 
(by analytical calculations and FE simulations) investigated for strain values ranging from 
0 to 3.6%. The structures were tested using an on-chip technique especially adapted for 
measuring the material properties of micro- and nanometre-thick films under large values 
of tensile strain. The fabrication method used with this technique allows multiple 
geometries (and thus strain values) to be processed simultaneously on the same wafer 
while being studied independently. A total of 1440 structures were investigated. The 
structures were fabricated with widths ranging 1 to 10 μm and lengths ranging 3 to 1,300 
μm. The thickness was 200 nm for all the structures.  
The large number of samples and different geometries enabled, in chapter 4, the 
investigation of the size dependency of the Young‟s modulus, fracture strain, thermal 
conductivity and the role of the surface in the size dependent physics. Owing to the 
specific design of the nanostructures, strain was characterised using SEM and Raman 
spectroscopy (using 458 nm and 364 nm laser radiations), and theoretically with analytical 
calculations and finite element simulations.  
Despite Raman spectroscopy being a technique widely used to characterise strain, to 
date there was no strain-shift coefficient (to convert Raman shifts to strain) validated for 
structures at the nanometric regime. This was investigated in chapter 5. It was mentioned 
that several values for the strain-shift coefficient could be found in the literature, all for 
bulk silicon and low values of strain. Moreover, the discrepancies between the reported 
phonon deformation potentials (PDPs), used to calculate the strain-shift coefficient for bulk 
silicon, are large and not well understood. The large number of samples investigated and 
the determination of strain by three independent techniques (SEM, analytical calculations 
and finite element simulations), enabled an accurate determination of the strain-shift 
coefficient for nanometric structures under large values of strain along the <110> direction. 
The utilised technique allowed also the extraction of the transversal strain-shift coefficient 
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in backscattering geometry which in general is not characterised in experiments with this 
geometry. The comparison of the two strain-shift coefficients with those extracted from the 
reported PDPs provided a better knowledge of the origin of the discrepancies between the 
reported PDPs.  
Motivated by the accurate determination of strain in the nanostructures and by the 
agreement obtained with the different techniques, a thorough analysis of the impact of 
strain on the surface roughness of silicon in nanostructures and thin films was conducted in 
chapter 6. The role of the surface roughness on the mobility enhancement in strained 
channel MOSFETs has been largely studied. However to date, all these studies did not 
consider the self-affine behaviour of the SiO2/Si interface. The study of the surface-
roughness was performed by AFM and using a multiple scan analysis technique 
particularly suitable to study the self-affine behaviour of a rough surface. The technique 
allowed the investigation of the scaling behaviour of the SiO2/Si interface roughness with 
uniaxial and biaxial strain in wires and thin films. Section 7.2 summarises the main 
conclusions from the work. 
7.2 Conclusions 
In chapter 4, the on-chip tensile testing technique was validated as a method to 
produce accurate strain levels in beams over a large range of sample lengths. The 
discrepancies in strain between experiment and analytical calculations were ~0.05% using 
Raman spectroscopy and ~0.04% using SEM. These small discrepancies confirmed that 
accurate conversions of Raman measurements to strain are possible for large ranges of 
strain (0 − 3%). 
The dependency of Young‟s modulus and fracture strain on beam size was also 
studied. The Young‟s modulus of 200 nm-thick samples was extracted from the slope of 
the stress-strain curve based on the SEM measurements of the samples cursor 
displacements. It was found a Young‟s modulus E<110> = 161 ± 6 GPa which is equal to 
that of bulk silicon (E<110> = 169 GPa) within the experimental error. This result was the 
same as that obtained previously with dynamic resonance methods for the same thickness 
E<110> = 160 GPa. The large discrepancies in Young‟s modulus previously reported for 
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structures with similar thickness and the large errors in stress determination determined by 
the cursor displacement technique, indicated that the Young‟s modulus determination 
highly depends on the measurement technique. Internal and external factors including 
surface stress, native oxide, loading conditions were also considered. This was studied by 
analysing the discrepancies in strain obtained from the Raman measurements using the UV 
and visible radiation (the visible radiation probed the bulk whereas the UV radiation 
provided information from the near surface). Only minor discrepancies in strain 
determination, lower than 0.2%, were found between the two radiations. However, since 
some minor sample heating in the Raman UV measurements was found and based on the 
results of the surface effects in the Young‟s modulus from previous works, it was 
concluded that the surface stress, native oxide and loading conditions could have also 
affected the determination of the Young‟s modulus. 
The fracture strain was investigated by visual inspection of the last unbroken sample 
within forty arrays of thirty samples. Strain values up to 3.6% were identified. The fracture 
strain was found to increase with decreasing beam width. The increase in fracture strain 
was shown to be most likely related to a decrease in the defect size for smaller widths. The 
fracture strain value was found to be in good agreement with previous experiments in 
silicon nanowires with similar dimensions. 
The variation of thermal conductivity with tensile strain was also investigated using 
the discrepancy between Raman UV and visible measurements as a measure of heat 
evacuation. For the data acquisition, both the UV and visible laser powers were kept 
constant. Thus, any significant change in UV-visible discrepancy could indicate a change 
in heat evacuation related to the thermal conductivity. Within the range of strain studied 
(0 – 3%), and limited by the scatter in the data, no change in UV-visible discrepancy, 
hence variation in thermal conductivity with strain, was found. Thus, it was concluded that 
other factors such as a less effective heat evacuation in samples with smaller dimensions 
could have dominated the results. In order to confirm these results alternative techniques to 
characterise the thermal conductivity should be investigated as proposed in section 7.3. 
In chapter 5, the strain-shift coefficient for the longitudinal optical mode (LO) of the 
structures (and stress values up to 4.5 GPa) was determined. The determined value, 
b3 = −343, is in close agreement with that obtained using the PDPs of Anastassakis et al. in 
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1970 [78], b3 = −337, and Chandrasekhar et al. in 1978 [79], b3 = −339, but significantly 
differ from that of Anastassakis et al. in 1990 [80], b3 = −389. These are the most widely 
used PDPs to date for silicon. The analysis of these results and those of previous works 
indicated that the effects of stress relaxation near the surface either do not affect or equally 
affect the strain-shift coefficient for laser radiations within the range 364 – 647 nm. Thus, 
it was concluded that the strain-shift coefficient determined in this work, along with the 
PDPs in [78] and [79], are the most suitable to determine strain in silicon nanostructures 
using the shift of the LO peak with either visible or UV Raman spectroscopy in 
backscattering geometry from a (001) surface. 
The TO1 strain-shift coefficient in backscattering geometry from a (001) surface was 
also characterised. A value b1 = −485 was determined. In contrast with the LO strain-shift 
coefficient, the TO1 value has a closer agreement with the strain-shift coefficient obtained 
using the 1990 PDPs [80], b1= -486. After eliminating factors including temperature and 
potential changes in crystal structure during sample fabrication, it was concluded that the 
strong dependence of the Raman frequency on the incident light polarisation on the (110) 
and (111) planes and the different scattering geometries could explain the significant 
discrepancies between the different sets of PDPs reported to date [78-80]. Thus, that the 
PDPs from 1990 [80] are more accurate to characterise the TO1 mode in silicon 
nanostructures in backscattering from a (001) plane than the PDPs of 1970 [78] and 1978 
[79]. 
In chapter 6, the SiO2/Si interface roughness was investigated by AFM for uniaxial 
strain values in the range 0.2 – 2.3% and biaxial strain values in the range 0 – 1.3%. In 
order to analyse the surface roughness at the nanoscale, the AFM images were filtered with 
a low-pass wavelength filter and three cut-off wavelengths: 50, 30 and 20 nm. The results 
confirmed that the SiO2/Si interface is self-affine and that significantly changes with the 
applied strain. The RMS roughness values showed to decrease with increasing strain with 
both uniaxial and biaxial strains (40% reduction for the uniaxially strained samples with 
the 30 nm wavelength regime in the range 0.2 – 1.3% of strain, and 20% reduction for the 
biaxially strained samples with the 50 nm wavelength regime in the range 0 – 1.3% of 
strain). The correlation length showed to significantly increase with increasing uniaxial 
strain. The increase was more pronounced in the range 1.3 – 2.3 % of strain (~100% 
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increase in the 1.3 – 2.3 % range of strain compared with only ~15% increase in the range 
0.2 – 1.3% for the unfiltered images). This suggested that a threshold value of strain 
~1.3 % may exist from which the impact on the surface features is more significant. 
However, in order to confirm these conclusions, the analysis of samples with higher values 
of biaxial strain (> 1.3%) is strongly recommended. This will be explained in section 7.3. 
The Hurst exponent, which is related to the jaggedness of a self-affine surface, was 
also shown to significantly vary with uniaxial strain and with the wavelength regime. At 
30 nm wavelength regime (filter cut-off wavelength), the Hurst exponent α was found to be 
~0.8 (close to the Gaussian model α = 1) for a 0.2% strained sample whereas it reduced to 
~0.4 (close to the exponential model α = 0.5) for a 2.3% strained sample. In contrast, the 
Hurst exponent for the biaxailly strained samples was constant ~0.5 with strain in the range 
0 – 1.3% and for all wavelength regimes These values of Hurst exponent are in excellent 
agreement with the exponential model (α = 0.5).  
Also in chapter 6, it was shown that the Hurst exponent is highly related to the 
exponent parameter n used in some models of the power spectral density (PSD) and the 
autocorrelation functions used to study the surface roughness scattering limited-mobility. 
The results showed that numerous factors affect the roughness parameters including the 
strain, fabrication process, technique used for the determination of the parameters and 
image processing. The results also indicated that the models used for the analysis of the 
carrier transport at high electric fields with strain have to include the RMS roughness, 
correlation length and Hurst exponent as fitting parameters. The determination and analysis 
of these parameters by AFM has to consider the self-affine behaviour of the SiO2/Si 
interface. 
7.3 Future work 
The analysis of the mechanical properties in the 200 nm thick structures investigated in 
this work, revealed a slight decrease in Young‟s modulus, compared with the Young‟s 
modulus of bulk silicon, and an increase in fracture strain with decreasing size (chapter 4). 
Experimentally, several groups have found a size-dependency in Young‟s modulus 
although the onset of the Young‟s modulus size-dependency varied. Theoretical analysis 
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and simulations predict changes in Young‟s modulus for dimensions below 10 nm. The 
fracture strain mechanisms are also complex and not well understood. From all these 
considerations, it is clear that new experiments with structures with dimensions below 200 
nm are required to better understand the size-dependency in the mechanical properties. 
Using the on-chip tensile testing technique presented in this work, new structures have 
already been fabricated with thickness down to 40 nm. Preliminary results using dynamic 
resonance-based methods are presented in Figure 7.1. There is a significant reduction in 
Young‟s modulus with the thickness of the samples. However, as stated in section 4.6.1, 
the accuracy in Young‟s modulus determination largely depends on the characterisation 
technique. Thus, new experiments and different techniques are recommended in order to 
confirm these results. 
  
 
Figure 7.1 Young’s modulus in silicon nanostructures of 200, 100, 50 and 40 nm. (Measurements 
by Umesh Bhaskar and Samer Houri, Université catholique de Louvain, Belgium) 
Also, as discussed in chapter 5, the strain-shift coefficient used for the characterisation 
of strain by Raman spectroscopy may change with structures well down to the nanometric 
regime. Thus, following the same approach presented in chapter 5, these new structures 
will offer the possibility of investigating the size-dependency of the strain-shift coefficient. 
The size-dependency of the thermal conductivity was also investigated in chapter 4 by 
Raman spectroscopy. The thermal conductivity analysis was performed using the 
discrepancy between the UV and the visible Raman shift as a measure of heat evacuation. 
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However, it was concluded that the scattered in the data and the small dimensions of the 
structures (which lead to a less effective heat evacuation), may have dominated the results. 
Thus, alternative techniques capable of detecting small thermal changes are necessary. 
Scanning thermal microscopy (SThM) is an AFM-based technique in which a thermal tip 
is used to detect local changes in temperature. Figure 7.2 shows a thermal tip manufactured 
by Park Systems. 
(a) 
 
(b) 
 
Figure 7.2 (a) SEM image of a nanothermal tip manufactured by Park Systems. (b) Schematic of 
the  temperature contrast mode (TCM) configuration used in SThM. [184] 
The SThM tip serves as a resistance thermometer and changes its resistance according 
to the temperature at the contact point with the surface of the sample. Two modes are 
possible: the temperature contrast mode (TCM) and the conductive contrast mode (CCM). 
In TCM, the tip is connected to a Wheatstone bridge and by means of an adjustable 
resistor, is calibrated to have a zero potential difference between the output terminals 
(Figure 7.2b). Any change in temperature at the tip will result in a non-zero potential 
difference at the output terminals. In CCM, the tip is used as a heater and the temperature 
is constantly monitored through a feedback loop. In this mode, the energy required to 
maintain the reference temperature represents the local thermal conductivity. When the tip 
is in contact with a material any temperature flow will result in the electronic controller 
readjusting the tip temperature. A simple calibration method can be implemented for 
measurements of the thermal conductivity at the sample. 
Raman spectroscopy can also be used to measure the temperature at the sample by 
using the Stokes/anti-Stokes ratio. As explained in section 3.2, the anti-Stokes scattering 
requires the annihilation of a phonon in the excited state. This, results in the anti-Stokes 
component being proportional to the population of the excited state and thus temperature 
dependent. In contrast, the Stokes component requires the creation of a phonon from 
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ground state. Thus, the Stokes component is temperature independent. The Stokes/anti-
Stokes ratio is given by [185]: 
  ( 7.1 ) 
 
Here, IS and IAS are the Stokes and anti-Stokes intensities, A is a constant which depends on 
several factors including the temperature, laser wavelength, lattice stress and electron-hole 
pair populations, ћ is the Planck‟s reduced constant, kB is the Boltzmann‟s constant, ω0 is 
the Raman frequency, and T the absolute temperature. Typically, A is determined by the 
Stokes-anti-Stokes intensity ratio IS/IAS at room temperature and with a low laser power to 
eliminate laser sample-heating. However, an accurate determination of this constant is of 
vital importance since a minor change it may induce large errors in the temperature 
determination [186, 187]. 
In chapter 6, the impact of strain on the SiO2/Si interface roughness was characterised 
by AFM. It was shown that biaxially strained samples experienced smaller changes in 
correlation length and Hurst exponent than the uniaxially strained samples for similar 
values of strain. It was suggested that a threshold value ~1.3% of strain may exist from 
which the impact on the surface features is more significant. However, the analysis of the 
biaxial samples was performed for strain values in the range 0 − 1.3%. Thus, in order to 
confirm the existence of a threshold value, it is necessary to perform an analysis in samples 
with biaxial strain values higher than 1.3%. Following the same approach as for the 
uniaxial samples, on-chip biaxially strained samples have already been fabricated for this 
purpose. Figure 7.3 shows the SEM image of a biaxially strained sample fabricated with 
the same technique as that described in section 4.2. 
 
 
Figure 7.3 SEM image of an on-chip biaxially strained sample. The fabrication process and the 
working principle are similar to those of the uniaxal samples (section 4.2). (Sample fabricated at the 
Université catholique de Louvain, Belgium). 
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In section 6.4.6.1, the factors affecting the roughness parameters were discussed. It 
was mentioned that the differences in the fabrication process undergone by the uniaxial 
and biaxial samples may have played a major role in the variation of the roughness 
parameters determined for the uniaxial and biaxial strain. Specifically, it was indicated that 
the polishing process typically performed in the commercial SOI and sSOI samples may 
have masked the possible changes in surface roughness otherwise ascribable to strain. In 
order to elucidate the effects of the fabrication factors on the surface roughness, some 
arrays of patterned nanowires with different dimensions were fabricated alongside the SOI 
and sSOI biaxial samples. SEM and AFM images of the patterned nanowires were already 
shown in Figures 3.13 and 3.14. Owing to the specific dimensions (~ 15 nm thick, 
~ 40 − 200 nm wide and ~ 2 μm long), it is expected that these patterned nanowires will 
undergo high degrees of uniaxial strain. This would allow a comparison between the 
impact of biaxial and uniaxial strain in samples with the same process and an evaluation of 
the impact on the surface roughness due to the polishing effectuated on the SOI and sSOI 
wafers. Likewise, fabrication and characterisation of free-standing samples under biaxial 
strain as those shown in Figure 7.3 would allow characterising the impact of large values 
of biaxial strain and a comparison of the results with those determined in chapter 6 for 
uniaxially strained samples with the same fabrication process. 
Finally, in section 6.4.4.3, it was shown that the impact of uniaxial strain on the Hurst 
exponent was larger than that of biaxial strain. It was mentioned that the impact of strain 
on the highest frequency undulations (jaggedness) of the surface profile could be smaller 
(or even negligible) compared with the impact of strain on the low frequency undulations 
of the surface profile. The jaggedness of the surface at high values of strain would then 
appear enhanced (Hurst exponent would decrease) compared with the jaggedness of the 
surface at low values of strain. In order to better understand the impact of strain on the 
Hurst exponent (and on the other roughness parameters), it is highly recommended an 
analysis in the frequency domain of the surface roughness. This analysis and the 
comparison with the results obtained in this work in the space domain would also help to 
better understand the impact of the different factors affecting the roughness parameters 
(section 6.4.6.1). The analysis methods could also be used to improve the understanding of 
carrier transport measurements and modelling in other advanced material systems.  
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