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A New Value Picking Regularization
Strategy—Application to the 3-D Electromagnetic
Inverse Scattering Problem
Jürgen De Zaeytijd, Ann Franchois, Senior Member, IEEE, and Jean-Michel Geffrin
Abstract—The nonlinear electromagnetic inverse scattering
problem of reconstructing a possibly quasi-piecewise constant
inhomogeneous complex permittivity profile is solved by iterative
minimization of a pixel-based data fit cost function. Because
of the ill-posedness it is necessary to introduce some form of
regularization. Many authors apply a smoothing constraint on
the reconstructed permittivity profile, but such regularization
smooths away sharp edges. In this paper, a simple yet effective
regularization strategy, the value picking (VP) regularization, is
proposed. This new technique is capable of reconstructing piece-
wise constant permittivity profiles without degrading the edges. It
is based on the knowledge that only a few different permittivity
values occur in such profiles, the values of which need not be
known in advance. VP regularization does not impose this a priori
information in a strict sense, such that it can be applied also to
profiles that are only approximately piecewise constant. The VP
regularization is introduced in the solution of the inverse problem
by adding a choice function to the data fit cost function for every
permittivity unknown in the discretized problem. When mini-
mized, the choice function forces the corresponding permittivity
unknown to be close to one member of a set of auxiliary vari-
ables, the VP values, which are continuously updated throughout
the iterations. To minimize the regularized cost function, a half
quadratic Gauss-Newton optimization technique is presented.
Finally, a stepwise relaxed VP regularization scheme is proposed,
in which the number of VP values is gradually increased. This
scheme is tested with synthetic and measured scattering data,
obtained from inhomogeneous 3-D targets, and is shown to achieve
high reconstruction quality.
Index Terms—Electromagnetic scattering, inverse problems, mi-
crowave imaging, optimization methods, regularization.
I. INTRODUCTION
L IKE many inverse problems, the electromagnetic inversescattering problem—in this paper, the reconstruction of
the complex permittivity of a dielectric object from scattering
data—is extremely ill-posed. Of the three criteria in Hadamard’s
definition of ill-posedness [1], nonuniqueness and instability are
the two major burdens in this context. The first problem stems
from the combination of a limited information content in the
Manuscript received May 21, 2008; revised September 18, 2008. Current
version published April 08, 2009. The work of J. Zaeytijd was supported by
a Research Assistant of the Fund for Scientific Research—Flanders (F.W.O.
—Vlaanderen).
J. De Zaeytijd and A. Franchois are with the Department of Information
Technology (INTEC), Ghent University, B-9000 Gent, Belgium (e-mail: ju-
rgen.dezaeytijd@intec.ugent.be; ann.franchois@intec.ugent.be).
J.-M. Geffrin is with the Aix-Marseille Université, Ecole Centrale Marseille,
CNRS, Institut Fresnel, Domaine universitaire de St. Jérôme, 13397 Marseille,
France (e-mail: Jean-Michel.Geffrin@fresnel.fr).
Digital Object Identifier 10.1109/TAP.2009.2015823
data with a desire to reconstruct the complex permittivity pro-
file with a high spatial resolution, which can introduce more re-
construction parameters than there are degrees of freedom in
the data. The instability issue is the result of a low sensitivity
of the scattered field to some fluctuations in the permittivity
profile with high spatial frequency. Without precautions, such
unwanted fluctuations can be amplified in the reconstruction,
without noticeably degrading the data fit. To cope with these
problems, a regularization strategy is indispensable. The pur-
pose of regularization is to use some a priori information on the
target to select a proper permittivity profile from the many that
fit the data within the uncertainty introduced by noise.
Often, isotropic smoothing constraints are imposed on the
permittivity, e.g., [2]–[5], but these tend to smear out the edges
in case of possibly quasi-piecewise constant permittivity pro-
files. Regularization methods that allow edges in the reconstruc-
tion while still mitigating unwanted fluctuations in homoge-
neous regions have been developed for image processing and
can be applied to the electromagnetic inverse scattering problem
as well. Total variation (TV) regularization [6]–[9] is one ex-
ample. It satisfies a set of unifying criteria, proposed by Char-
bonnier et al. [10], which determine wether a regularization
function is edge preserving. Such edge preserving regularization
methods have been used in microwave imaging [11], [12]. Also
methods based on level set techniques are used in inverse scat-
tering [13], [14]. Both approaches effectively allow for piece-
wise constant reconstructions, but achieve this in different ways.
Edge preserving regularization, for example, penalizes pixel-to-
pixel differences unless they are large enough, in which case it is
assumed that they correspond to edges in the profile. There is no
distinct threshold below which differences are smoothed out and
above which they are allowed to exist, but rather there is a tran-
sitional region which is encoded in potential functions. Level set
techniques on the other hand implicitly only optimize for per-
mittivity profiles that consist of regions of constant permittivity
and, therefore, naturally allow for edges in the profile. Both
methods have been used with success, but some possible disad-
vantages may be noted. The definition of the potential functions
in edge preserving regularization generally implies the choice
of some free parameter which tunes the aforementioned transi-
tional region, such as in the TV scheme of [8], in [7], in
[10] and and in [12]. It appears to us that the use of level
set methods in situations with more than two different permit-
tivities is somewhat complicated.
In this paper, we propose a new regularization scheme, de-
noted value picking (VP) regularization. It combines simplicity
0018-926X/$25.00 © 2009 IEEE
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of implementation with an ability to reconstruct piecewise con-
stant, or approximately piecewise constant permittivity profiles.
Moreover, there is no need to determine additional parameters
apart from the regularization parameter. The idea is to provide a
limited number of reference permittivity values, the VP values,
from which the regularization has to pick one for each permit-
tivity unknown in the inverse problem. The choice for particular
VP values is made through the minimization of a choice func-
tion for every permittivity unknown, constrained by the simul-
taneous minimization of a classical least squares data fit cost
function. This basic idea has also been explored in [15]–[17]
for binary objects [15], [16] or for one extra permittivity value
[17]. However, the choice function in the present paper is dif-
ferent from the one used in those previous works, there is no
limitation on the number of permittivity values and we do not
assume the VP values to be known in advance. Rather, they
act as auxiliary variables which are also optimized for. Even
the number of VP values is updated in the course of the it-
erations. Starting from a severe restriction with only one VP
value, more VP values are gradually added in a stepwise relaxed
VP (SRVP) regularization scheme until a number is reached
which allows for both a good data fit and a reconstruction which
is close to piecewise constant. The optimization is performed
using a Gauss-Newton type method, which results from ap-
plying Newton’s method after a linearization of the scattered
electric field in each step of the iterative solution. The VP regu-
larizing function is “less than quadratic” and can be elegantly in-
corporated in the Gauss-Newton algorithm through a sequence
of quadratic approximations. This yields a simple half quadratic
minimization algorithm, similar to the one in [10]. It will be
shown that the VP regularization scheme yields accurate recon-
structions. Further research is needed to find out how it com-
pares with various types of edge preserving regularization, but
an advantage may be that it relies on a totally different principle.
Indeed, VP regularization does not operate on the spatial distri-
bution of the permittivity. Instead it clusters permittivity values
in the complex plane. Therefore, it might also be useful in cases
where one applies a different, nonpixel-based parameterization
of the permittivity. Moreover, the framework naturally allows
for the incorporation of a priori knowledge on the permittivity
values.
The paper is organized as follows. In Section II, the three-di-
mensional electromagnetic inverse scattering problem is briefly
revisited, introducing some notations for the rest of the paper.
The VP regularized cost function is proposed in Section III
and its minimization for a fixed number of VP values is dis-
cussed in Section IV. Next, the stepwise relaxed VP regular-
ization scheme is outlined in Section V and finally this algo-
rithm is tested on both synthetic and real measurement data in
Section VI. Section VII concludes the paper.
II. THE ELECTROMAGNETIC INVERSE SCATTERING PROBLEM
Consider one or more inhomogeneous dielectric objects, rep-
resented by the complex permittivity function
, where is the dielectric permittivity and is
the conductivity in the position in a 3-D investigation domain
and where is the angular frequency. The scatterers
are embedded in a homogeneous dielectric background with
complex permittivity , i.e., for . The purpose
of the electromagnetic inverse scattering problem is to estimate
the permittivity function everywhere within from scat-
tering data. In this paper, we employ single frequency data, i.e.,
all fields show a time dependency. This time dependency
will be omitted in the rest of the paper, as well as the implicitly
assumed frequency dependency of the permittivity. To collect
the scattering data, the investigation domain is illuminated with
a number of dipole fields which, in absence of the scattering ob-
jects, are given by
(1)
where and the unit vector denote the position and the ori-
entation of the ith elementary dipole, respectively, is the per-
meability of vacuum and is the Green dyadic of the homo-
geneous background medium, i.e.
(2)
where is the wave number of the background
and is the 3 3 identity dyadic. For each of these illumina-
tions, the scattered electric field , defined as
the difference between the total electric field in the presence of
the scatterers and the the incident dipole field, is measured in
a number of receiver points along the directions , i.e., the
components are measured. These data are col-
lected in the -dimensional vector .
The least squares data fit in case of the electromagnetic in-
verse scattering problem is defined as
(3)
where is a vector containing simulated scattered field
data corresponding to a discretized permittivity profile, which
is represented by the -dimensional vector . The simplest dis-
cretization procedure for the permittivity is to cover with a
uniform cubic grid and to assume that the permittivity function
is constant in each of the grid cells. In this case is the number
of cells in the grid and contains the values of the relative
permittivity (i.e., , with the permittivity of vacuum) in
every cell of the grid. To calculate , a forward model is
needed. For the results in this paper, an FFT-accelerated volume
integral equation technique is employed, as described in [18].
Within this framework it is also easy to calculate derivatives of
with respect to [5].
III. VALUE PICKING REGULARIZATION
Since electromagnetic fields, measured on any surface out-
side the source region, have a limited number of degrees of
freedom in finite precision [19], the information content of the
data vector is always limited and cannot be increased beyond a
certain point by adding more transmitter and receiver positions.
As a consequence, the minimum of in (3) is generally not
well-defined when a lot of optimization variables are consid-
ered. In the presence of noise on the data, several permittivity
vectors may yield a data fit that is equal to or smaller than the
data fit obtained for the ideal permittivity vector ,
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Fig. 1. A view of the dipole configuration and the investigation domain  
which are used in the first reconstruction from simulated data. 144 dipoles are
placed on a sphere with radius 11.2 cm and are oriented along the   and  di-
rections. For each illumination, the scattered field is measured in all the dipole
positions along the   and  directions.
i.e., the discretized permittivity which best approximates the ac-
tual permittivity function. We will denote this data fit
as the noise level , a definition which accounts for both mea-
surement noise and misfits due to the forward scattering model
(discretization and numerical precision). The purpose of the reg-
ularization, as we define it in this paper, is to select a permittivity
vector close to and for which by using some
restrictive property of . We exploit the property that con-
sists of only a few different permittivity values, the number of
which is estimated to be smaller than or equal to . This prop-
erty is expected to be more restrictive for smaller .
A regularized solution of the inverse problem is sought by
incorporating this restrictive property into a regularized cost
function
(4)
where is a positive regularization parameter. The Value
Picking regularizing function is given by
(5)
where is the -dimensional choice function and
where the auxiliary variables are denoted the VP values. One
of these VP values, more specifically , is fixed to the known
relative background permittivity, i.e., , and the
other VP values are collected in the vector . The cost function
is minimized for both and .
The choice function of dimension ( is
the set of nonnegative real numbers), is defined as
(6)
where is defined and evaluated through the recursion
formula
(7)
and
(8)
For example, the cases with and yield
(9)
(10)
(11)
A list of relevant properties of the choice function and some
auxiliary definitions are given in the Appendix.
As is readily seen from (9)–(11) and for general from prop-
erty 2) of the Appendix, the VP function is minimal when
VP values can be found such that every optimization variable
is equal to one of these VP values, i.e., for permit-
tivity profiles with at most different permittivity values. The
minimization of (4) thus favors this kind of permittivity profiles.
To our knowledge, the choice function (6)–(8) has not been used
elsewhere. Its definition is the result of three major demands: (i)
it should be zero if and only if one or more of its arguments are
zero; (ii) it should be symmetric in its arguments; and (iii) for
ease of use in optimization algorithms, its order should not in-
crease for increasing , i.e., the function should be bounded by
a polynomial function with a fixed degree, independent of . A
function like , as is used in [3], does not
satisfy the third demand. Because of property 11), the function
, defined in (6)–(8), is less than linear and hence the function
is less than quadratic.
When approaching the minimum of (4) during the optimiza-
tion, a specific VP value is picked from for every
permittivity unknown and the difference between
the considered permittivity unknown and the chosen VP value
is minimized. Thanks to the particular form of the choice
function, these choices are made in an intuitively attractive way.
To investigate this, the VP function (5) is rewritten using prop-
erty 10):
(12)
which can be seen as a weighted sum of the penalty functions
, where the weights are calculated with the weight
functions defined in (52)
(13)
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Fig. 2. Reconstruction of the first synthetic target at 8 GHz: Real (left) and imaginary (right) part of the permittivity in two slices through the investigation
domain . (a) and (b) Exact permittivity profile   . (c) and (d) Reconstruction with multiplicative smoothing regularization. (e) and (f) Reconstruction with SRVP
regularization with    . (g) and (h) Reconstruction with SRVP regularization with    .
The following observations can be made:
• Every time the difference between the permittivity
unknown and the VP value becomes much larger
than the differences between and the other VP
values , the corresponding term
vanishes in (12). This is a direct result of property 4). It
also implies that the weight approaches zero and that
does not contribute to the regularization of .
• If , only the term
is retained in (12) and we have and
, for , which is compatible with property 8).
This means that the regularization will try to force .
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Fig. 3. The data fit cost function   (a) and the reconstruction error    (b)
versus the number of iterations during the reconstructions of the first synthetic
target. The end of each step in the SRVP regularization scheme is indicated with
an arrow. An extra VP value is added when       or when the
data fit cost function   increases again.
• If differences , for , are
of comparable size, but much smaller than the differences
of with the other VP values, only terms
will remain in the summation (12) with weights
somewhere between 0 and 1. Moreover, it can be derived
from property 5) that
(14)
which means that the sum of all the penalty terms corre-
sponding to contributes less to (12) than a single penalty
term with unit weight does. This way, the regularization
will not force a decision too soon if the data fit does not
provide enough driving force for it.
• It is possible that two or more VP values merge in the
course of the minimization. , thus, can be larger than the
actual number of different permittivities.
Summarizing, whenever a permittivity variable becomes
closer to one specific VP value than to the other VP values in
course of the optimization, the regularization will try to force
equality with this VP value. When there is no clear preference,
Fig. 4. Swarm plot of the  complex permittivity values on the grid, repre-
sented with dots in the complex plane, for the reconstructions of the target of
Fig. 2. Reconstructions: (a) of Fig. 2(c), (d) with multiplicative smoothing; (b)
of Fig. 2(e), (f) with SRVP regularization and   ; (c) of Fig. 2(g) and (h)
with SRVP regularization and   . The VP values are indicated as the in-
tersections of the solid horizontal and vertical lines marked by arrows and the
exact permittivity values lie at the nearby intersections of the dashed lines.
no choice will be made apart from disregarding VP values that
are clearly far away from the considered optimization variable.
The 3-D plot of the weights on the permittivity grid can be
considered as a choice map, where values close to 1 indicate a
choice for the VP value and values close to 0 indicate that
has been disregarded in that position on the grid.
IV. THE MINIMIZATION ALGORITHM
The minimization of the cost function (4) is performed by al-
ternately updating the permittivity profile and the VP values. To
update the permittivity vector , an approximate line search [20]
is performed along a modified Gauss-Newton descent direction.
The VP values, subject to upper and lower bounds on real and
imaginary parts, are then updated using a sequence of active set
minimizations of quadratic functions that bound the VP func-
tion from above.
A. The Gauss-Newton Descent Direction for the Permittivity
Starting from the permittivity profile and the VP vector
in iteration of the minimization process, a search direction
is calculated for , by applying a Gauss-Newton method. This
search direction, however, is not directly computed from the cost
function (4), but from a modified cost function
(15)
with
(16)
The difference between (16) and (12) [or between (15) and (4)]
is that in (16) the weights are computed in and
then kept fixed when changes. Because of properties 10)
and 11), bounds from above and touches with in
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Fig. 5. Reconstruction of the second synthetic target at 8 GHz: Real (left) and imaginary (right) part of the permittivity in two slices through the investigation
domain  . (a) and (b) Exact permittivity profile. (c) and (d) Reconstruction with multiplicative smoothing regularization. (e) and (f) Reconstruction with SRVP
regularization and     .
. Therefore, taking a reduction step in based on
will also reduce . The use of (15) instead of (4) facilitates
the incorporation of the VP regularization in the Gauss-Newton
framework. As in [5], the complex optimization variables
and their complex conjugate are considered as independent
variables and the gradient and Hessian matrix of the real
valued function are defined with respect to these variables
(17)
They are given by
(18)
(19)
where the gradient vector and Hessian matrix of the
least squares data fit are given by
(20)
(21)
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Fig. 6. Swarm plot of the   complex permittivity values on the grid, repre-
sented with dots in the complex plane, for the reconstructions of the target of
Fig. 5. Reconstructions: (a) of Fig. 5(c), (d) with multiplicative smoothing; (b)
of Fig. 5(e), (f) with SRVP regularization. The VP values are indicated as the
intersections of the solid horizontal and vertical lines marked by arrows and the
exact permittivity values lie at the nearby intersections of the dashed lines.
The operations and stand for transpose and conjugate
transpose, respectively. In these expressions, is the
Jacobian matrix, which contains the derivatives of the scattered
field components with respect to the permittivity variables and
the matrix contains products of second-order deriva-
tives of the scattered field with the data residus:
(22)
(23)
The gradient vector and Hessian matrix of the function
are given by
(24)
(25)
with
(26)
(27)
Applying Newton’s method yields an equation for the search
direction in iteration
(28)
where the subscript indicates quantities evaluated in
. In the Gauss-Newton approximation, Newton’s for-
mula (28) is applied after a linearization of the scattered field
as a function of , i.e., the matrix in (21) is neglected
[5]. This yields the Gauss-Newton update system
(29)
where the tradeoff parameter is given by . It
easily can be proven that if the matrix in the
LHS of (29) is positive definite, then is a descent direction
with respect to both and . Since is at least positive
semi-definite, and since is a diagonal matrix with strictly
positive diagonal entries, this is clearly the case here. More-
over, towards the end of the minimization, when VP choices
have been made for every permittivity variable, the matrix
approaches , where is the unity matrix.
The search direction , obtained by the solution of (29), is
used in an approximate line search [20], which determines
such that
(30)
is sufficiently close to the minimum of along this line to en-
sure convergence of the descent method. Note that, although the
search direction is derived from the function , the line search
along this direction is performed on the actual cost function .
The recursive definitions (7) and (49) are used to evaluate the
weight functions —which are needed for building the up-
date system (29) and for computing the derivatives of and
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Fig. 7. Reconstruction of the third synthetic target at 8 GHz: Real (left) and imaginary (right) part of the permittivity in two slices through the investigation domain
 . (a) and (b) Exact permittivity profile. (c) and (d) Reconstruction with multiplicative smoothing regularization. (e) and (f) Reconstruction with VP regularization.
therefore of in the line search—and to evaluate the choice
functions in , which is also needed in the line search.
B. Updating the VP Values
After updating to as described above, an optimiza-
tion for to obtain is conducted. This step reduces the VP
regularizing function in (4) without modifying the data fit .
The optimization for is done by generating a sequence of VP
vectors , starting from , where is the solution
of the constrained quadratic minimization problem
(31)
subject to the upper and lower bounds
(32)
(33)
(34)
(35)
Since touches in the point
and since , every step in
this scheme will reduce . The iterations are terminated for
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Fig. 8. Swarm plot of the   complex permittivity values on the grid, repre-
sented with dots in the complex plane, for the reconstructions of the target of
Fig. 7(a). Reconstructions: (a) of Fig. 7(c), (d) with multiplicative smoothing;
(b) of Fig. 7(e), (f) with SRVP regularization. The VP values are indicated as
the intersections of the solid horizontal and vertical lines marked by arrows and
the exact permittivity values lie at the nearby intersections of the dashed lines.
, such that , some small threshold. We
then conclude with .
The minimization problem (31)–(35) for every is solved
using a simple active set method which is a problem-specific re-
formulation of the general active set method for quadratic func-
tions described in [20]. The iterations of this method generate
a sequence which starts from and the associated
vector and matrix , which for general are defined as
(36)
(37)
The iterations proceed as follows:
1) Determine the set of active constraints . A constraint is
said to be active if it yields an equality in (32)–(35).
2) Calculate with
(38)
(39)
(40)
where (39) and (40) possibly overwrite the result of (38).
3) Determine the smallest positive value of , let it be ,
such that the line
(41)
violates a presently inactive constraint and determine the
corresponding constraint , with or and
or .
4) If , put . Then calculate
and add to . Return to 2.
5) If (including infinity), put
and calculate . Then, for every constraint in ,
calculate the projection of on the direction in
the complex plane which is perpendicular to that constraint
and pointing outward from the constrained optimization
domain. If the smallest of these projection values is positive
or equal to zero, terminate with . Else, remove
the corresponding constraint from and return to 2.
Note that the VP values can be initialized at random within
their constraints (32)–(35). The only limitation is that their ini-
tial values should not coincide. The presented algorithm treats
identical VP values (with the same constraints) in an identical
fashion, so once merged, two coinciding VP values will remain
identical during the rest of the reconstruction.
C. Further Analysis
In this paper, the assumption that the desired permittivity
vector consists of only a few different permittivity values
is used to regularize the inverse scattering problem and is
not strictly imposed throughout the minimization, as is the
case, for example, in inverse scattering algorithms using level
set methods. As a result, the condition generally is
not satisfied exactly for the final reconstruction. Indeed, it is
possible to prove the following statement [29]
(42)
which means that a stationary point of always is a global
minimum of . Therefore, in a minimum of the cost function
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Fig. 9. The real world target used for the reconstruction from measurement data. A small cube with side 25 mm and permittivity    is embedded in a larger
cube with side 50 mm and permittivity   . Sketch (a) and a photograph of the actual target (b).
(4) where , there are two possibil-
ities:
a) and therefore and .
b) and, therefore, and .
Case a) implies that the minimum of the total cost function is
also a minimum of the least squares data fit and exactly consists
of at most different permittivity values. This is not very likely
to happen when the data is noisy, especially with . The
resulting reconstruction, thus, is a tradeoff between data fit and
the condition , as is expressed by case b). As a result
the permittivity unknowns will not perfectly coincide with the
VP values, but will rather be clustered around those VP values
in the complex plane.
V. STEPWISE RELAXED VP REGULARIZATION
The algorithm described in Section IV can become trapped
in local minima above the noise level. Such spurious minima
are likely to be introduced in the cost function since the VP reg-
ularizing function has multiple (global) minimizers: every
permittivity profile consisting of only different permittivity
values that lie within the constraints imposed on yields
. To avoid this problem, one could use the VP regularization as
a post processing step which starts from a reasonable initial es-
timate, obtained for example with the multiplicative smoothing
regularization as described in [5] (a multiplicative regulariza-
tion in the Gauss-Newton approach was introduced earlier in
[21]). In such an approach, it is crucial that the data fit which
corresponds to this initial estimate is sufficiently larger than the
noise level such that the data fit cost function can guide the value
picking process during the further minimization. It is then nec-
essary to find a good criterion for switching from smoothing to
VP regularization.
In this paper, we propose a different strategy. Let us first con-
sider the extreme cases and , where the op-
timization for is straightforward. The case yields
, for every , which results in and
. As a result, the update system (29) is reduced
to
(43)
This update equation has been used by many authors, e.g.,
[22]–[24]. It results from minimizing the nonregularized least
squares cost function instead of (4) and applying a regu-
larization only to the linear Gauss-Newton subproblems. This
approach can be regarded as a Levenberg-Marquardt minimiza-
tion algorithm [20], [24] applied to . Since the minimum
of generally is not well defined, the performance of this
algorithm is significantly reduced in the presence of noise.
We could say that this approach does not yield a regularized
solution as defined in Section III. The case requires no
optimization for , because the only VP value is kept fixed
and equal to . It results in the cost function
(44)
where the second term is a classical Tikhonov regularization
[25] and where is the -dimensional vector with
. The corresponding update system is
(45)
The regularization (44) imposes a strong restriction on the per-
mittivity vector . From these two extreme cases (strong
restriction) and (no restriction) and from property 5),
we conclude that increasing the number of VP values relaxes
the regularization.
Since, according to the discrepancy principle, it is desirable
to have as much regularization as possible without preventing
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Fig. 10. The dipole configuration used for the reconstructions from measure-
ment data. 162 transmitting dipoles are placed on a sphere with radius 20 m and
are oriented along the   and  directions (a) and 36 receiving dipoles are placed
on a circle with radius 1.796 m in the horizontal plane and are oriented along
the negative  axis (b). The investigation domain   is also depicted in (b).
the least squares data fit from reaching the noise level, we pro-
pose the following stepwise relaxed VP regularization (SRVP)
strategy. The iterations start with and a fairly large value
of the regularization parameter and proceed until a minimum
is reached, i.e., the gradient of the cost function is small enough,
or until increases again. The latter case implies that the VP
regularization is making decisions that are not guided by the
data fit. When is large enough, this first step is terminated with
above the noise level. Then, the regularization is relaxed by
adding an extra VP value and the optimization continues until
the same stopping criterion is met. New VP values are added
this way until reaches the noise level or a threshold de-
rived from an estimate of the noise level. Ofcourse, when the
actual permittivity profile consists of different permittivity
values, the algorithm should ideally reach the noise level when
. To this end has to be chosen properly. When it is
too large, the algorithm typically stops with , since the
large weight given to the regularization term then is compen-
sated by adding more VP values, such that the regularization is
sufficiently relaxed and allows for a data fit on the noise level.
When it is too small, there is no strong restriction on the opti-
mization and will easily reach the noise level, even with a
few VP values. The choice of has been done by numerical ex-
perimentation so far. However, this does not require knowledge
of the object. When the algorithm stops, i.e., when ,
we check for sufficient clustering of the permittivity unknowns
around the VP values. We try to achieve this with as few VP
values as possible. If the final reconstruction shows insufficient
clustering, we restart with larger . If, on the other hand the clus-
tering is sufficient, we try a smaller too see if we can achieve a
comparable clustering with fewer VP values. The addition of an
extra VP value in every step of the SRVP scheme is performed
by randomly initializing the VP value (making sure it does not
coincide with already present VP values) and performing the
minimization of Section IV-B before proceeding with the up-
dates of the permittivity.
Finally, note that the SRVP regularization strategy can be seen
as a minimization of the fixed cost function ,
where in a step with VP values VP values are frozen
at infinity. This is a result of property 4). In this perspective
the cost function thus remains unaltered, but the optimization
domain is restricted initially and gradually increased. We want
to stress that the VP regularization assumes that a reconstruction
is possible with . If approaches , there is no real
regularization, as pointed out earlier.
VI. RESULTS
To validate the proposed SRVP regularization algorithm, re-
constructions from both synthetic and measured data are pre-
sented. The latter data were gathered in the bistatic polarimetric
free-space measurement facility of Institut Fresnel, Marseille,
France. More details about the measurement setup and method-
ology can be found in [26]–[28]. Throughout the rest of the sec-
tion all targets are embedded in free space (i.e., ) and
the operating frequency is 8 GHz, which yields a background
wavelength m.
A. Simulated Data
The first target is a numerical phantom consisting of a
cube with side and permittivity , which is
embedded in a sphere with radius and permittivity
. The sphere and cube are centered at the origin and at
the point , respectively, in a
reference system with axes parallel to the edges of the cube.
The dipole configuration for the reconstruction of this target
is depicted in Fig. 1. The dipole positions and orientations are
indicated with dots and arrows, respectively. All 144 dipoles in
the configuration are distributed over six meridional circles on
a sphere with radius that is centered at the origin. One half
of the dipoles is oriented along the direction, while the other
half is oriented along the direction. For this first example,
each dipole is used to illuminate the target and the scattered
field is measured in every dipole position and along each dipole
direction. This yields a total of data points.
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Fig. 11. Reconstruction at 8 GHz with SRVP regularization (     and real VP values) of the target of Fig. 9 from measured data. The initial guess is    
everywhere. Real part of the permittivity in two orthogonal cuts (left: -plane, right: -plane) through the center of the investigation domain for     after
six iterations (a), (b),     after three iterations (c), (d) and     after eight iterations (e), (f). The solid white lines indicate the contours in the actual target.
The investigation domain is a cube with side , cen-
tered at the origin and with edges parallel to the coordinate axes
(Fig. 1), and the permittivity grid on this domain has a cell size
, which yields 20 cells in each direction and thus a total
of permittivity unknowns. The synthetic data are ob-
tained by solving the forward scattering problem with the same
FFT-accelerated volume integral equation technique as is used
in the inverse scattering algorithm. Since the discretization grids
for the fields and the permittivity in this forward simulation co-
incide with the grids used in the inversion algorithm, it is pos-
sible in principle to exactly reconstruct the target from these data
and therefore this first reconstruction is a test under ideal cir-
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cumstances. Gaussian noise with an SNR of 30 dB is added to
the data, which results in a noise level .
Fig. 2(a) and (b) shows the exact permittivity profile in two
slices through the investigation domain and the reconstructions
of this profile are depicted in Fig. 2(c)–(h). For all these recon-
structions, the optimization starts from the background permit-
tivity in using the following physical constraints on the VP
values:
(46)
(47)
Fig. 2(c) and (d) shows a reconstruction with the multiplica-
tive smoothing regularization of [5], which is obtained in seven
iterations. One iteration comprises the calculation of a search
direction, a line search for and, in case of VP regularization,
an update of the VP values. Fig. 2(e) and (f) shows the recon-
struction with SRVP regularization after the step with
and 9 iterations in total. The iterations in each step of the
SRVP scheme are terminated if or when the
data fit increases again. The final reconstruction yields a data
fit on the noise level, see Fig. 3(a), and a permittivity profile
which is close to piecewise constant. Therefore, the algorithm
can be terminated with with a result that is clearly very
close to the actual permittivity profile (the final VP values are
). Fig. 3(b) shows the reconstruc-
tion error , defined as
(48)
which is smallest for the reconstruction with VP regularization.
When an extra VP value is added , the result of
Fig. 2(g) and (h) is obtained, which visually hardly can be dis-
tinguished from the result with . The VP values now are
. The third VP value is close
to the second one and mainly corresponds to cells along the sur-
face of the sphere. The data fit for this result, which is obtained
after only one additional iteration, has decreased negligibly (a
reduction of ). This justifies a posteriori the termination
with 3 VP values. Fig. 4 shows the “swarm plot” of the complex
permittivity values in the complex permittivity plane for all the
reconstructions of Fig. 2. The clustering in the reconstructions
with VP regularization is apparent in these plots as opposed to
the spreading of the permittivity values when using multiplica-
tive smoothing.
Next, two more challenging targets are considered. The per-
mittivity profiles are shown in Fig. 5(a) and (b) and in Fig. 7(a)
and (b). The investigation domain is now a cuboid with dimen-
sions and there are three objects with different
permittivities: a cube with side , embedded in a sphere
with radius and an additional cube with side . For the
target of Fig. 5, the permittivities of these objects are
and , respectively, and for the target of Fig. 7, they
are and , respectively. The dipole config-
uration is the same as the one used for the first example, except
that the radius of the sphere on which the dipoles are located is
now . Again, Gaussian noise with an SNR of 30 dB is added
to the data and the grid for the data generation is now twice as
fine as the inversion grid. The cell size of the inversion grid is
and the number of permittivity unknowns is .
The reconstructions with multiplicative smoothing and
with SRVP regularization of the target of Fig. 5(a) and (b)
are shown in Fig. 5(c) and (d) and (e) and (f), respectively.
The VP regularization uses and reaches the noise
level with and 13 iterations. The final VP values are
. Both reconstructions yield
almost exactly the same data fit, but from the reconstructions
and from the swarm plots of Fig. 6, it is clear that the VP
reconstruction yields a better defined and more accurate esti-
mation of the permittivity values and the shape of the objects.
Due to the misfit between the grids for the data generation and
the inversion algorithm, the sphere cannot be perfectly recon-
structed and this apparently results in a slight overestimation of
its permittivity and in the introduction of some stray cells with
background permittivity inside it.
The reconstructions of the target of Fig. 7(a) and (b)
are shown in Fig. 7(c)–(f). This time, the SRVP regu-
larization, with , reaches the noise level with
and 25 iterations. The final VP values are
. The extra
VP value 1.45 apparently is added to define an intermediate
permittivity level along the surface of the sphere. Lowering
the regularization parameter, does not remedy this. Probably,
the intermediate permittivity level is needed to compensate for
the staircasing error in the coarser reconstruction grid. Indeed,
no such intermediate level occurs around the larger cube in
Fig. 5, which also has a relatively high permittivity. However,
from Figs. 7 and 8, it can be concluded once more that the VP
result provides more quantitative information on the original
permittivity profile than the result obtained with multiplicative
smoothing.
B. Measured Data
We finally consider a real world target that consists of a cube
with side and permittivity , which is embedded in
a larger cube with side and permittivity (Fig. 9).
Within the uncertainty introduced by positioning errors, the
smaller cube is centered at the point
and the larger cube at the point with
respect to the center of the measurement facility of Institut
Fresnel. In this bistatic measurement setup, the target is illu-
minated by a plane wave, generated by a parabolic antenna.
In the forward model of our inverse solver, the source dipole
is placed far from the target on a sphere with radius 20 m or
, centered at the origin, to ensure that the incident field
at the location of the target can be regarded as a plane wave.
The measured scattered field has been normalized such that it
corresponds to an incident field with amplitude 1 and zero phase
at the origin. The 162 transmitting dipoles are placed on nine
meridional circles, as depicted in Fig. 10(a). Again the dipole
directions are evenly distributed over the and directions.
The scattered field is collected in 36 points on a circle with
radius 1.796 m or in the horizontal plane and along the
negative -direction, as depicted in Fig. 10(b). Note that, due to
technical limitations, only receivers that are further away than
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50 from the source meridian are used. The dimension of the
data vector in this configuration is .
The investigation domain for the reconstruction of the
real world target is a cube with side , centered at
and with edges parallel to the co-
ordinate axes. The permittivity grid has a cell size of
( mm), which results in 25 cells in each direction and a
total of permittivity unknowns. Considering the
limited number of data, this inverse problem thus is heavily
underdetermined, hence, without regularization, problems can
arise with the uniqueness of the solution. Moreover, the update
system (29) would be singular when . Indeed, the number
of columns of the Jacobian matrix is larger than the number
of rows such that the rank of certainly is smaller than
its dimension. The VP regularization, however, apart from
mitigating the effect of noise, also serves as a restriction on
the number of degrees of freedom in the optimization space
and the presented reconstruction will show that a good result
can be obtained. As far as noise is concerned, there are the
unavoidable measurement noise and also the discretization
grid errors, especially since no attempt has been made to align
the permittivity grid with the actual permittivity profile of the
target, i.e., the faces in the permittivity grid do not coincide with
the interfaces in the scatterer. From a number of reconstructions
with the multiplicative smoothing regularization of [5] with
different regularization parameters, the noise level is estimated
as .
The reconstruction shown in Fig. 11 is obtained with
, a rather large regularization parameter because of the high
amount of noise on the data. To compensate for the high noise
level and the fact that the system is underdetermined, some
additional a priori information of the scatterer is employed:
the VP values are kept real, satisfying the physical constraint
. A new VP value is added each time the criterion
is met or when the least squares data fit
increases again. Starting from the background permittivity in
, this yields 6 iterations with iterations with
and 8 iterations with . The position and dimensions of
both cubes are quite accurately reconstructed within the resolu-
tion offered by the permittivity grid, although the inner cube is
slightly too large. The reduced accuracy in the vertical direction
is due to the antenna configuration, where the receiving antenna
positions all are in the horizontal plane and where the transmit-
ting dipoles are spaced further apart and span a smaller arc than
the receiving dipoles. From the final VP values
it can be concluded that the permittivity of the outer cube is ac-
curately reconstructed and that the permittivity of the inner cube
is a bit too low. However, the profile is almost piecewise con-
stant and yields a data fit on the noise level, as can be seen from
the swarm plot Fig. 12(a) and the data fit curves in Fig. 13.
The present example can be used to illustrate that the VP reg-
ularization allows for the introduction of a priori knowledge on
the scatterer in an easy manner. Suppose we know that one of the
permittivities in the profile is likely to be larger than 2. The lower
bound on the last added VP value then can be set to 2. The result
of this assumption is depicted in Fig. 14(a), (b). Again the data
fit is on the noise level (Fig. 13) and the profile is close to piece-
wise homogeneous [Fig. 12(b)] with VP values .
Fig. 12. Swarm plot of the   complex permittivity values on the grid, repre-
sented with dots in the complex plane, for the reconstructions of the target of
Fig. 9. Reconstructions: (a) of Fig. 11(e), (f) using SRVP regularization with
real VP values; (b) of Fig. 14(a), (b) using SRVP regularization with real VP
values and an extra lower bound of 2 on the highest permittivity value; (c) of
Fig. 14(c), (d) with multiplicative smoothing. The VP values are indicated as
the intersections of the solid horizontal line and the solid vertical lines and the
exact permittivity values are indicated with dashed lines.
Fig. 13. The data fit cost function   versus the number of iterations for
the reconstructions from measured data using VP regularization with real VP
values (VP regularization 1), using VP regularization with real VP values and
a lower bound of 2 on the largest VP value (VP regularization 2) and using
multiplicative smoothing regularization. The end of each step in the SRVP reg-
ularization scheme is indicated with an arrow. An extra VP value is added when
        or when the data fit cost function   increases again.
The additional bound thus is not restrictive in the final recon-
struction, since the corresponding VP value has moved away
from it. Considering only the data fit and the amount of clus-
tering in the permittivity values, the reconstructions of Figs. 11
and 14(a), (b) are hardly distinguishable. In the second recon-
struction, however, the permittivities are much better estimated,
although the inner cube is somewhat smaller.
Finally, again for comparison, a reconstruction with
multiplicative smoothing regularization is shown in
Fig. 14(c) and (d). The noise level is reached in only 4
iterations as can be seen in Fig. 13, but the result is not as good
as with VP regularization. The overall structure of the target is
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Fig. 14. Reconstruction at 8 GHz with SRVP regularization (     and real VP values) of the target of Fig. 9 with an additional lower bound of 2 for the
highest permittivity value (a), (b). Reconstruction with multiplicative smoothing regularization of the same target (c), (d). The initial guess is     everywhere.
Real part of the permittivity in two orthogonal cuts through the center of the investigation domain.
present, but due to the smoothness of the reconstruction, the
dimensions of the cubes as well as their permittivity cannot be
easily estimated. This becomes very apparent in a swarm plot
[Fig. 12(c)], where no clusters of permittivity values can be
detected. Moreover, the imaginary parts are spread out too far
from the real axis.
VII. CONCLUSION
In this paper, a new value picking regularization was pre-
sented. When applied to the electromagnetic inverse scattering
problem, it favors permittivity profiles which consist of a lim-
ited number of different permittivity values. For piecewise ho-
mogeneous objects, the reconstructions obtained with the new
method are superior to reconstructions with a smoothing regu-
larization, because the a priori information hidden in the reg-
ularizing function is more appropriate for such targets. More-
over, the VP cost function is simply used as an additive penalty
term in the total cost function of the inverse solver and the pro-
posed half quadratic minimization is easily incorporated in a
Gauss-Newton optimization framework. Reconstructions from
both simulated and measured data have demonstrated the appli-
cability of the proposed algorithm to realistic inverse scattering
problems and the high quality of the resulting images. It should
be noted finally that VP regularization might have applications
in other inverse problems where the unknown model parameters
should only take on a limited number of different values.
APPENDIX
In addition to the choice function , defined in (6)–(8), we
introduce the function , defined by the recursion
(49)
with
(50)
This function is not defined for whenever one of the
arguments is zero.
The following properties can be proven [29]:
1) is a fully symmetric function, i.e., it is invariant under
arbitrary permutations of its arguments. This allows one to
Authorized licensed use limited to: AT & T. Downloaded on February 8, 2010 at 06:52 from IEEE Xplore.  Restrictions apply. 
1148 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 57, NO. 4, APRIL 2009
rewrite as , where is short
for and is the set .
2) if and only if at least one of its arguments is zero.
3) .
4) If of its arguments are much smaller than the rest, the
-dimensional choice function reduces to the choice func-
tion of dimension , evaluated in the smaller arguments,
i.e.
(51)
where is a set of indices .
5) .
6) is invariant under permutations of
the arguments and can, thus, be written as
.
7) The derivatives of are given by
(52)
which introduces the weight functions .
8) The weight functions have range , with
(53)
(54)
The function is defined everywhere, except in the inter-
sections of the hyperplane with other hyperplanes
. When approaching these intersections, there ex-
ists a finite limit value in the interval which depends
on the approach path.
9) is invariant under scaling of its arguments, i.e.,
.
10) The hyperplane
(55)
for fixed touches (i.e., coincides with
and has the same gradient vector as) in the point
.
There is furthermore a property which we were unable to
prove for general dimension up till now, but which has
been verified on numerical test grids:
11) . This
can be proven if one can show that is a concave function
(but not strictly concave) on , which is easily verified in
the specific cases and .
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