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Problem Description
A new ultrasound element type, the Capacitive Micromachined Ultrasonic Transducer (CMUT) is
being developed in connection with the Medical Ultrasound Video Cameras (MUSIC) project. An
important part in the development is to perform quality checks of different CMUT prototypes, to
make sure the vibration pattern and thereby the acoustic field is the same as modeled.
A heterodyne interferometer has been built for the characterization. The setup can measure the
absolute phase and amplitude of surface vibrations with an accuracy of 0.27pm per root Hz.
Vibration frequency can range from 10kHz to 1GHz. A network analyzer is also available for
additional electrical measurements.
The assignment comprises the characterization of two different CMUT designs optically and
electrically. Until now, optical measurements have only been done in air for practical reasons, but
the CMUTs designed by MUSIC are meant to operate in a liquid. Since the acoustical impedance is
different in air and fluid, the effect of immersing a prototype should also be investigated. The
candidate is encouraged to adapt the experimental setup as he or she sees fit.
Assignment given: 15. January 2010
Supervisor: Astrid Aksnes, IET

Abstract
A research group at the Norwegian University of Science and Technology plan to
integrate Capacitive Micromachined Ultrasonic Transducers (CMUTs) in a probe
which can be used to image human blood vessels from the inside. With CMUT
technology still being in its youth, it is important to characterize different CMUT
prototypes to learn which design is best suited for the probe. In this thesis, a
network analyzer and a heterodyne interferometer are used to characterize two
prototypes, both electrically and optically.
The heterodyne interferometer was proven to be extremely sensitive and thus
a valuable tool when investigating the behaviour of single CMUT cells. Mea-
surements revealed that the cells within both the CMUT arrays had different
resonance frequencies. This effectively broadens the band widths of the proto-
types, but reduces their maximum acoustical output power, given that all the
cells operate at the same frequency.
It was found probable that the CMUT characteristics were influenced by how
charges moved within the prototypes. These charging effects are quite complex
and would in practice make it hard to predict where the centre frequency of the
CMUT array lies from time to time. The vibration pattern of most the cells at
their respective resonance frequencies looked healthy both in air and immersed
in a liquid when measuring with the interferometer. Immersed, the resonant fre-
quency range of the CMUT become wider, but the peak was located at a lower
frequency than in air.
The next CMUT prototype to be tested in the future does not fit into the experi-
mental setup. A plan to adapt the setup has been presented in this thesis, making
it more practical to handle different samples. This design would also make it eas-
ier to investigate crosstalk effects between neighboring CMUT elements within
the arrays.
Knowledge aquired in this thesis will hopefully help researchers figure out which
areas of the CMUT design have the potential to be improved.
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1 INTRODUCTION
1 Introduction
1.1 Motivation
Micromachining technology, has among countless other innovative devices opened
the door for a new type of ultrasound transducer called the Capacitive Microma-
chined Ultrasonic Transducer (CMUT). At the Norwegian University of Science
and Technology (NTNU), Department of Electronics and Telecommunications
there is a research project called Microsystems for Medical Ultrasound Video
Cameras (MUSIC). The project aims at designing a probe with CMUTs on the
tip in order to image the walls of human coronary arteries by inserting the probe
directly into the circulatory system.
Coronary arteries are blood vessels which transfer blood to the heart. For people
in the rich parts of the world, an increasing problem is the formation of unstable
atherosclerotic plaques within the coronary arteries [1]. Such unstable plaques
are in essence pouches of fatty material forming on and in the wall of the arteries.
The fat is protected only by a thin membrane which at some point may rupture,
possibly causing a coronary infarction. The MUSIC probe will in theory be able
to detect vulnerable plaques before they can cause serious or even deadly damage
to the heart.
It is believed that a spatial lateral resolution of less than 100µm would be re-
quired to image atherosclerotic plaques within an artery. This translates into
ultrasonic frequencies in the range 30 − 50MHz. Another main challenge in de-
signing the probe is the fact that it must have a maximum diameter of < 1mm.
Constructing a probe with conventional piezoelectric ultrasound transducers with
such demands on size and frequency is difficult and expensive, making the CMUT
a good alternative.
A number of CMUT prototypes have been produced for the MUSIC group. Stu-
dents and staff at the Department of Electronics and Telecommunications at
NTNU are now working together to learn about the pros and cons of each proto-
type. Characterization of the ultrasound transducers is an important step towards
ultimately designing the intravascular probe.
In order to measure vibration patterns on the CMUTs’ surfaces a heterodyne
interferometer has been designed and assembled at NTNU. It can measure pi-
cometer scale vibrations at frequencies theoretically up to 1GHz. The interfer-
ometer is intended for quality-checks of prototype CMUTs to ensure that the
vibration patterns and thereby the acoustic fields are the same as modelled.
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1.2 Contribution
This report comprises thorough analyses of the performance of two CMUT pro-
totypes with different designs. The prototypes were first tested electrically in
a network analyzer to locate their respective centre frequencies and to identify
unwanted properties in the frequency responses. Interferometric measurements
allow measurement of single cells in an array of interconnected CMUTs. Such
optical measurements were conducted to get a closer look at the indivudual prop-
erties of the different cells. For example, CMUT cells at the edge of the array
might have different characteristics than the ones at the centre of the array. Such
a phenomenon would not be visible in the electrical measurements because the
network analyzer measures the sum of all interconnected cells rather than single
cells.
Until the end of the last year (2009), interferometric measurements on CMUTs
had only been done in air for practical reasons. Since the CMUTs ultimately will
be used with blood as the surrounding medium, the air-measured characteristics
of the transducers are not the same when they are employed. Recently, the inter-
ferometer setup has been enhanced by the author. The samples are now fastened
in a container so that measurements on immersed samples are possible. Olive
oil has almost the same physical properties as blood plasma and was used as the
surrounding medium for immersed measurements. Both CMUT prototypes were
tested in air, and one of them tested while immersed in oil. Comparison of the
measurement results in air and in oil will be made later in the report.
The newest CMUT prototype from the MUSIC group has quite a different design
with respect to older versions. This new prototype requires another adaptation
of the experimental setup. A CMUT must be connected to a circuit board in
order for it to be excited by voltages in a proper manner. The new CMUT pro-
totype does not physically fit into the old solution for a circuit board. It should
also be easier to move the CMUT with its belonging circuit board from one mea-
surement instrument to another. Therefore, a new and more practical circuit
board capable of holding any CMUT prototype has been designed by the au-
thor and two PhD students at NTNU. The specifications are included in chapter
8. Characterizing the newest prototype is not within the time frame of this thesis.
The results of the measurements and the design of the new circuit board will
be discussed in depth. These discussions will lead to the conclusion in chapter
9.
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2 Thesis outline
Chapter 3 will give the appropriate background information needed to understand
how the results of this thesis was obtained and their significance. The theory be-
hind the Capacitive Micromachined Ultrasonic Transducer (CMUT) is the most
important subject in this chapter, as the report is focused on the characterization
of this device. The other subsections in chapter 3 are dedicated to explaining the
physics behind the experimental setups. The part concerning heterodyne interfer-
ometry will describe qualitatively and mathematically how optical waves can be
used to measure vibrations on a surface. A vital part in applying this information
in a real heterodyne interferometer is a device called the acousto-optic modulator
(AOM). The mechanisms of AOMs are not presumed to be basal knowledge, so
some background theory is included. The last subsection in chapter 3 on high-
frequency transmission lines explains the nature of the electrical measurements.
Chapter 4 focuses on the experimental setup. Here the heterodyne interferometer
will be described both in terms of its optical components, and the electrical com-
ponents which drive the AOMs and the sample, and process the signal coming
from an optical detector.
Chapter 5 is dedicated to determining what size the laser beam has when hitting
the sample in the optical setup. The result will give a clue about the spatial
resolution of the interferometer.
Chapter 6 involves the first type of CMUT to be characterized. Results of mea-
surements braided with reasons why the particular measurements were conducted
will be presented first. There were made both electrical and optical measure-
ments, with a network analyzer and the interferometer, respectively. The results
will be thoroughly discussed at the end of this chapter.
Chapter 7 is structured the same way as the previous chapter. Chapter 7 concerns
a second prototype CMUT which was not only tested in air, but also immersed
in a fluid.
Chapter 8 explains a practical problem with the experimental setup which is
introduced by the unorthodox geometric properties of the newest CMUT proto-
type. A solution to the problem is outlined, which also creates possibilities to
measure even more characteristics of the CMUT than at the present time.
Chapter 9 holds the conclusions of this thesis. The discussion from the previ-
ous three chapters is taken into account to summarize the most important pieces
of new knowledge this thesis has produced.
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Appendices A and B are respectively the official data sheets of the AOMs and
the optical detector used in the interferometer setup.
Most of the results aquired in chapter 6 were presented by the author at the
Norwegian Electro-optics meeting in A˚lesund in April 2010. A poster stand was
used for the presentation, and the poster is included digitally as an external
appendix outside of this report.
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3 Theory
This chapter will provide the reader with appropriate background information on
several themes. It will be explained in section 3.1 how a Capacitive Microma-
chined Ultrasonic Transducer (CMUT) works. Sections 3.2 and 3.3 will give an
understanding of the physics involved in the interferometric setup. Lastly, section
3.4 includes basic theory on transmission lines and the network analyzer used for
electrical measurements of the CMUTs.
3.1 CMUT
The well established piezoelectric ultrasound transducer is on the way to become
fully or partially replaced by the capacitive micromachined ultrasonic transducer
(CMUT) in ultrasound medical imaging. This prediction is found in numerous
papers of late, such as refs. [2], [3], [4]. The most important advantages of the
CMUT compared to its piezoelectric counterpart are high frequency bandwidth,
smaller size, higher sensitivity and a better electromechanical coupling coefficient
(kt). The fact that the CMUT has a large bandwidth, especially immersed in
liquids [2], translates into high spatial and temporal resolution. Piezoelectric
transducers are known to have a poor impedance match between the transducer
and liquid or tissue medium. CMUTs are made by micromachining techniques
which can help improve the impedance matching while keeping the fabrication
cost low under batch production [3]. Considering all these advantages, it is clear
that the CMUT would be a good alternative when designing a small intravascular
ultrasonic probe.
CMUTs were invented in the early 1990s, [5], and design improvements are still
being announced from different research groups worldwide.
3.1.1 Principle of operation
A CMUT is an electrostatic transducer used for sound wave excitation and de-
tection. Transduction is obtained by the vibrations of a membrane under the
influence of electrostatic forces. Large scale devices which incorporate this effect
are well established, such as the condenser microphone. New silicon microma-
chining technology has now made it possible to create the CMUT, which operates
at ultrasonic frequencies [2].
Figure 3.1 shows a cross-section of a standard CMUT cell. Note that due to
recent advances, the figure may not be entirely accurate.
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Figure 3.1: Cross-section of a CMUT1
As we can see in figure 3.1, the CMUT looks like a parallel plate capacitor made
up of the bottom electrode (substrate) and the top electrode on the membrane.
CMUTs can be used as both acoustical transmitters and receivers. In transmit
mode, the electrostatic attraction forces are used to make the membrane vibrate
by applying an AC voltage over the electrodes. The electrostatic forces origi-
nating from this AC voltage is however unipolar, so the membrane vibrates at a
frequency which is twice that of the applied AC excitation. A DC bias voltage,
stronger than the amplitude of the AC voltage, must therefore be applied for the
CMUT to work properly [2]. Ultrasonic waves will originate at the membrane
when it starts moving, and the waves will be spread through the surrounding
medium.
It is now established that the voltage over the electrodes introduces an elec-
trostatic force which pulls the membrane towards the substrate. A mechanical
restoring force due to the stiffness of the membrane also acts on it in the other
direction, like a spring would. This restoring force keeps the membrane stretched
towards the substrate, but the membrane will not accelerate if the voltage is a
steady bias. The deflection distance will be longer as the voltage is increased.
However if the bias exceeds a certain value, the electrostatic forces will become
too strong for the mechanical restoring force, and the membrane collapses on to
the substrate. This bias level is called the collapse voltage. Research has submit-
ted that the device has best efficiency close to, but not above the collapse voltage
[2].
Figure 3.2 shows a circuit model for how the CMUT works in transmit mode.
1Figure is from ref. [2]
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Figure 3.2: Circuit model for a CMUT in transmit mode1
Let us consider the receive mode. If there is an incident acoustic wave, the mem-
brane will start vibrating. This vibration is analogous to change in capacitance
between the electrodes, and is detected if we have applied a DC bias voltage. Un-
der influence of the bias voltage and capacitance change, a current will be induced
in the external circuit [2] shown in figure 3.3. This signal current is amplified and
coupled to an output terminal for further processing.
Figure 3.3: Circuit model for a CMUT in receive mode1
CMUTs have both symmetric and anti-symmetric resonant modes of vibration. It
is the first and fundamental mode which is used in the transducer’s applications,
so the transducer is generally operated at a certain frequency. Where these
resonance frequencies are located, depends on the CMUT geometrical dimensions,
materials and bias voltage [6]. Ref. [7] has submitted that the vibration amplitude
1Figure is from ref. [2]
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of the CMUT is proportional to the applied AC voltage. The AC level does not
have an effect on the location of the resonance frequency, though. The bandwidth
of the CMUT varies with the surrounding medium, but the general rule is that
the bandwidth is wider in immersion than in air [2].
3.1.2 Fabrication and prototypes
In order to obtain the wanted acoustic power, several CMUT cells are created
next to each other as an interconnected array. Several authors have described
ways of fabricating CMUTs, such as [8], [9] and [10]. There are however two
general methods outlined.
The first, and still widely used method, is called the sacrificial release process,
which is a surface micromachining process. Surface micromachining means that
the transducers are made by use of thin-film depositions, thin-film etching and
photolithography on top of a wafer substrate, rather than etching structures into
the substrate itself. The substrate acts as a bottom electrode, and is heavily
doped in order to achieve high conductivity. On top of this bottom electrode,
there is a layer of silicon nitride and a vacuum gap inside it. The cavity is created
by depositing a sacrificial layer on the first silicon nitride layer. This sacrificial
layer is wet etched away after the membrane layer has been deposited, and then
the aluminum connection pads are put in place. One is connected to the mem-
brane surface and the other to the substrate. The electrodes are then covered
with a low temperature oxide (LTO) passivation layer and epoxy in order to con-
tain the electricity in conductive fluids and avoid corrosion [2].
The second method is known as the wafer bonding technique. Here two silicon-
on-insulator wafers are used to create the CMUTs. On the first wafer, the cavity
structures are selectively etched into the silicon. The second wafer is put in a de-
position chamber. Here a thin layer of silicon nitride is grown on top of the wafer
which will become the membrane. The two wafers are then bonded together in a
vacuum environment after a heat treatment. By removing the silicon of the sec-
ond wafer, what remains is a series of cavities with membranes stretched above.
Lastly, the aluminum top electrodes are deposited on top of the membranes [8].
Wafer bonding is considered a more reliable way of making CMUTs under batch
production [2].
The two varieties of CMUT prototypes measured in this thesis are fabricated
using the wafer bonding technique. The prototypes were produced at SINTEF’s
micro- and nanotechnology laboratory in Oslo. Ref. [8] has a detailed description
of the fabrication process.
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3.2 Heterodyne Interferometry
Interferometry is according to ref. [11] related to the physical phenomena which
result from the superposition of electromagnetic waves. The radiation typically
emerges from the same source and travels along different paths to a point where
it is detected. Interferometry is in other words the technique of diagnosing the
properties of two or more electromagnetic waves by observing the way they inter-
fere with each other. The goal is to extract information about where these waves
have been. If they are propagating at different frequencies the interferometer
is heterodyne, as the name suggests. A photo detector receiving the waves will
observe the interference as beats of light if the waves have different frequencies
[12].
The first requirement for stationary optical interference is a coherent light source
[13]. Coherence means that the waves emitting from the source have the same
phase. The laser is the superior alternative when it comes to choosing the optical
source for interferometry; its light is highly coherent, intense and collimated [12].
The solutions of Maxwell’s equations [14] support the previously mentioned su-
perposition principle. The total field in some arbitrary position ~r resulting from
two fields overlapping in space and time can thus be expressed as the vectorial
sum of the two original fields. This is written in mathematical terms in equation
3.1:
~Etot(~r, ν) = ~E1(~r, ν) + ~E2(~r, ν) (3.1)
~Etot Total electric field
~r Position vector
ν Optical frequency
~E1 Electric field from first source or virtual source
~E2 Electric field from second source or virtual source
Current technology can not detect the complex fields for optical frequencies, only
time averaged intensity. The total intensity can according to ref. [12] be expressed
as equation 3.2. It is assumed that the fields are monochromatic and are travelling
in the same direction.
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I = |A1 + A2|2 (3.2)
I Total intensity
A1 Complex amplitude of first field, A1 = a1e−jφ1
A2 Complex amplitude of second field, A2 = a2e−jφ2
φ1 Phase of the field from first source or virtual source
φ2 Phase of the field from second source or virtual source
If we expand this expression using rules of complex numbers and trigonometric
functions [15] we get equation 3.3:
I = A21 + A22 + A1A∗2 + A∗1A2
= I1 + I2 + 2
√
I1I2 cos(φ2 − φ1) (3.3)
I1 Intensity of the first source or virtual source
I2 Intensity of the second source or virtual source
I1 here is the intensity of the first field and I2 is the intensity of the second field.
The third term is the interference term, and the general concept of interferometry
is to find a value for the phase difference in the interference term by just measur-
ing the intensity. That way it is possible to extract information about physical
properties that affect this phase difference.
One way of using the phase difference is to send one of the waves through a
sample in order to measure the refractive index of the material. Figure 3.4 shows
a setup that illustrates this simple interferometer setup. It is called a Mach-
Zehnder interferometer [16].
Figure 3.4: Mach-Zehnder interferometer
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The laser emits a light beam which is split in the first beam splitter. This causes
some of the light to get reflected through the sample, while the remaining portion
of the incoming intensity penetrates the beam splitter and continues along the
same path. The unaffected beam is called the reference beam and the reflected
beam is known as the object beam. As figure 3.4 suggests, the object beam is
led by mirrors through the sample and then into another beam splitter. If the
beam splitters are properly aligned, a portion of each of the beams will enter the
detector with the conditions of interference intact.
The refractive index of the sample will determine the optical path length of the
object arm and thus the phase difference between the beams. As already pre-
sented, this phase difference affects the interference part of the intensity equation.
By looking at the intensity at the detector it is therefore possible to measure the
physical properties which modulate the refractive index of the sample.
Mathematically speaking, the sample introduces a shift in the original phase
of the object arm in equation 3.3 by 2pi
λ0
(ns − na)L where λ0 is the vacuum wave-
length of the laser, ns and na are the refractive indices of the sample and the
surrounding medium, respectively, and L is the length through the sample. If
equation 3.3 is the intensity at the detector in figure 3.4 without the sample in
the object arm, equation 3.4 would be correct when the sample is in place.
Id = Iref + Iobj + 2
√
IrefIobj cos(φref − (φobj + 2pi
λ0
(ns − na)L)) (3.4)
Id Total intensity at the detector
Iref Intensity of the reference beam
Iobj Intensity of the object beam
φref Phase of the reference beam
φobj Phase of the object beam
λ0 Vacuum wavelength of laser
na Refractive index of surrounding medium
ns Refractive index of sample
L Length of sample
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Figure 3.5: Michelson interferometer
Figure 3.5 shows another basic setup, it is a typical Michelson interferometer
[14]. One single beam splitter is used both to split and recombine the beam in
this case. The basic idea behind the setup is to be able to measure any vibra-
tions of the mirror on the right in figure 3.5, using the modulation of the phase
difference of the interference term in equation 3.3. However, if the mirror’s vi-
brations are small, the response read out at the detector might be buried in noise.
An acousto-optic modulator (AOM) can be inserted into the reference arm in
order to change the optical frequency in this arm slightly. Due to the frequency
difference between the two interferometric arms, the cosine term in equation 3.3
will get time dependence, and the photo detector will observe beats of light [12].
Equation 3.5 describes the detected intensity, given that the right mirror is sta-
tionary. More on AOMs in section 3.3.
Id = Iref + Iobj + 2
√
IrefIobj cos(2pifmt+ φref − φobj) (3.5)
fm Frequency shift caused by AOM
The mirror on the right in figure 3.5 starts vibrating slightly. Equation 3.6 shows
the sinusoidal displacement of the mirror if it was in equilibrium position to begin
with [16].
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∆r = a sin(2pifat+ φa) (3.6)
∆r Instantaneous displacement of the mirror
a Absolute amplitude of the mirror vibrations
fa Frequency of the mirror vibrations
φa Phase of the mirror vibrations
The vibrating mirror causes the optical path length of the object beam to be-
come modulated by twice the displacement in equation 3.6. This does in turn
introduce a sinusoidal phase modulation of the intensity. Equation 3.7 shows
the intensity which is coming into the detector from the combined object and
reference arms [16]. It is assumed that the beams coming into the detector are
collinear and have the same polarization states. Also, the optical frequencies
have been time averaged while the other frequency variables are not. This is
an acceptable approximation because the optical frequencies are assumed to be
much higher than fa and fm. The optical frequencies cannot, as noted earlier, be
detected by present technology.
Figure 3.6 illustrates how the detected intensity with and without mirror vi-
bration might look like, though exaggerated.
Id = Iref + Iobj + 2
√
IrefIobj cos(2pifmt− 4pia
λ
sin(2pifat+φa) +φref −φobj) (3.7)
λ Laser wavelength in the medium surrounding the interferometer
Figure 3.6: Detector signal with and without mirror vibrations
There is more than one approach to demodulating the signal [16] and retrieving
the vibration amplitude, but the one to be presented here is going to be used for
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the rest of the report. The time dependent part of equation 3.7 is rewritten in
equation 3.8, using the real part of a complex exponential function [16]. Applying
a first order Taylor series on the expression will result in equation 3.9. This is a
good approximation since 4pia
λ
is assumed to be much smaller than unity [16].
Id,ac = 2
√
IrefIobj · <
[
ej(2pifmt− 4piaλ sin(2pifat+φa)+φref−φobj)
]
(3.8)
= 2
√
IrefIobj · <
[
ej(2pifmt+φref−φobj) · e−j 4piaλ sin(2pifat+φa)
]
≈ 2
√
IrefIobj · <
[
ej(2pifmt+φref−φobj)
(
1− j 4pia
λ
sin(2pifat+ φa)
)]
(3.9)
Id,ac Time dependent part of intensity at detector
Looking closely at equation 3.9, one can see that there are two terms, and that
the real part of each of them can be found. Doing that, we end up with equation
3.10. Credit for calculating this goes to ref. [16].
Id,ac = 2
√
IrefIobj · cos(2pifmt+ φref − φobj) (3.10)
+ 2
√
IrefIobj · 4pia
λ
sin(2pifat+ φa) · sin(2pifmt+ φref − φobj)
Applying trigonometric product formulas [15] in the second term of equation
3.10, the result is three purely harmonic terms for the detected time dependent
intensity [7], equation 3.11.
Id,ac = 2
√
IrefIobj · cos(2pifmt+ φref − φobj) (3.11)
+ 2
√
IrefIobj · 2pia
λ
cos(2pi(fa − fm)t+ φa − φref + φobj)
+ 2
√
IrefIobj · 2pia
λ
cos(2pi(fa + fm)t+ φa + φref − φobj)
If Id is measured for a period of time, it is possible to Fourier transform these
terms one by one into the frequency domain. As to be evident soon, only the two
first terms in the frequency domain are needed to extract the absolute amplitude
and phase of the vibrations. The complex amplitudes of the fm and fa − fm
frequency components are expressed in equations 3.12 and 3.13, respectively [7].
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Ri = 2
√
IrefIobj · 2pia
λ
ej(φa−φref+φobj) (3.12)
Rn = 2
√
IrefIobj · ej(φref−φobj) (3.13)
Ri Complex amplitude of detected intensity at frequency fa − fm
Rn Complex amplitude of detected intensity at frequency fm
Now it is possible to solve the vibrations’ amplitude and phase. The absolute
vibration amplitude a and phase φa can evidently be calculated by measuring the
amplitudes of Ri and Rn simultaneously and using equation 3.14, [7].
a · ejφa = λ2pi ·
Ri
R∗n
(3.14)
If equation 3.9 had been approximated with a second order Taylor series, the
vibration amplitude would have been expressed by equation 3.15, though the
phase would have been the same [16].
a = λ4pi ·
√
1 + 4 · |Ri/Rn|2 − 1
|Ri/Rn| (3.15)
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3.3 Acousto-optics
Acousto-optics is a relatively new science, dating from 1922 when Le´on Brillouin
predicted that light might be scattered by sound waves. This area of science was
purely academic until the first lasers were built in the 1960s when the acousto-
optic effect became useful [17]. Acousto-optic devices are today an important part
of many academic and commercial systems. These include optical modulators,
switches, deflectors, filters, isolators, frequency shifters and spectrum analyzers.
3.3.1 The acousto-optic effect
Acoustic waves, or sound waves, are dynamic strains which involve molecular vi-
brations. These vibrations travel at a velocity that is characteristic for the certain
medium in which they are propagating. As the molecular structure in a volume of
the medium is contracted, the density increases, thus making the refractive index
larger. When the volume is stretched, the refractive index becomes smaller. That
means that acoustic waves have the ability to interact with optical waves.
The acoustical frequencies are assumed to be much lower than the optical fre-
quencies. It is therefore adequate to view the medium with the acoustic waves as
quasi time stationary, but with a spatial dependent and periodic refractive index
[14].
One of the simplest forms of acousto-optic interaction is the partial reflection
of optical plane waves on the stratified parallel planes representing the refrac-
tive index variations caused by an acoustical plane wave. In ref. [14] we find
the expression for the amplitude reflectance of the optical waves on a front of
refractive index variation. It is stated in equation 3.16. The reflectance coeffi-
cient r0 is related to the length of the interaction medium, a material parameter
and the intensity of the sound. The terms r+ and r− are called the upshifted
and downshifted reflections, respectively. The reason for this will be explained
shortly.
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r± = ±jr0sinc[(2k sin θ ∓ q) L2pi ]e
±jΩt (3.16)
r± Up- and downshifted reflection coefficients
r0 Arbitrary reflection coefficient
k Optical wave number
θ Angle of optical wave’s incidence
q Acoustical wave number
L Length of interaction medium
Ω Angular frequency of acoustic wave
Let us for simplicity’s sake only look at the upshifted reflection first. If the optical
waves have an angle of incidence θB so that the incremental reflections from the
planes separated by an acoustic wavelength Λ have a phase shift of 2pi, they will
interfere completely constructively. The socalled Bragg condition is satisfied[14],
and the sinc function of equation 3.16 reaches its maximum of unity in the case
of upshifted reflection. The Bragg condition is stated in equation 3.17 and figure
3.7 illustrates the Bragg reflections.
sin θB =
λ
2Λ (3.17)
θB Bragg angle of incidence
λ Wavelength of optical wave
Λ Wavelength of acoustic wave
It is also possible to express the Bragg condition as a relation between the wave
vectors of the sound wave and the optical waves [14]. Let us say that ~q = (q, 0, 0),
~k = (−k sin θ, 0, k cos θ) and ~kr = (k sin θ, 0, k cos θ) are the components of the
wave vectors of the sound wave, the incident light wave, and the reflected light
wave, respectively. Then the Bragg condition stated in equation 3.17 is equivalent
to the vector relation in equation 3.18. The vector relation is illustrated in figure
3.8 , when assuming that the two wave vectors ~k and ~kr have approximately the
same length. This assumption is acceptable to make because the component of
~kr perpendicular to ~q is unaltered and the frequency difference is relatively small
compared to the optical frequencies of the waves.
~kr = ~k + ~q (3.18)
~kr Wave vector of reflected optical wave
~k Wave vector of incident optical wave
~q Wave vector of acoustic wave
Reviewing equation 3.16 it is clear that the complex amplitude reflectance r+
is proportional to ejΩt. The angular frequency of the incident light is ω , i.e.
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Figure 3.7: Bragg reflections2
the amplitude E of the light is proportional to ejωt. Taking the product of the
reflectance coefficient r+ and E, it is easy to obtain the expression in equation
3.19 for the angular frequency of the reflected light.
Er = r+E ∝ ej(ω+Ω)t
ωr = ω + Ω (3.19)
Er Amplitude of reflected optical wave
E Amplitude of incident optical wave
ω Angular frequency of incident optical wave
ωr Angular frequency of reflected optical wave
The process of reflection is in other words accompanied by a shift in frequency
equal to that of the acoustic wave. Using the same train of thought with an
angle of incidence −θB instead of θB, the angular frequency of the light would be
shifted downwards, i.e. ωr = ω − Ω.
2Figure is edited from ref. [17]
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Figure 3.8: Bragg condition with vectors
If this is a bit difficult to grasp, try thinking of it as a Doppler shift, analo-
gous to the frequency shift that happens when a sound is reflected from a moving
surface.
3.3.2 Acousto-optic modulators
An acousto-optic modulator (AOM) is a device which puts this theory into prac-
tice. Basically it consists of a crystal or a piece of glass through which the light
is propagating. In one end there is a transducer which produces the sound waves
that go through the crystal in the order of 100 MHz. In the other end there are
two possibilities. There might be installed an acoustical absorber in order to re-
move any reflections. Such devices have a good modulation bandwidth of several
MHz. The other possibility is to have a reflector at the end. This reflector will
make it possible to induce resonance in the crystal, and the resonant enhancement
can greatly increase the modulation strength (or decrease the required acoustic
power), but reduces the modulation bandwidth [18].
The acoustic beam acts in practice as a diffraction grating since the divergence
of the optical beam is much larger than the acoustical wavelength Λ. Several
orders of the diffraction maxima may be visible at the same time. The optical
frequency of the higher order maxima will not be the same as of the zeroth or
first order. This can be explained by reviewing the vector relation in equation
3.19 and looking at figure 3.9. The wave vector of the mth order maximum is a
sum of the incoming wave vector ~k and m~q. The term m~q comes from the variant
angle of deflection. Equations 3.18 and 3.19 can now be generalized to 3.20 and
3.21.
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Figure 3.9: Diffractive orders
~kr = ~k +m~q (3.20)
ωr = ω +mΩ (3.21)
m = . . .− 2,−1, 0, 1, 2 . . .
When applying AOMs to useful systems, it is common to either use the positive
or negative 1st order maxima because these are most intense. The angle of the
incoming optical beam should be aligned so that the wanted order gets the highest
possible output intensity. If the device is aligned correctly and has high acoustic
power, more than 50 % of the incoming laser power can be diffracted to the first
order [18].
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3.4 High-frequency transmission lines
3.4.1 Transmission lines
In many electric circuits, the voltage on a wire connecting two components can
be assumed to be the same in every place along the wire at a given time. How-
ever, when operating at high signal frequencies the picture becomes slightly more
complicated. The general rule is that the wire must be viewed as a transmission
line when the signal contains frequency components with wavelengths compara-
ble to or less than the physical length of the wire [19]. On a transmission line,
the voltages and currents can change in magnitude and phase over the length of
the line. That is, the voltages and currents have the same properties as waves.
Figure 3.10: Transmission line circuit
Figure 3.10 shows a simple circuit which may help illustrate the effects of a
transmission line when operating at a high frequency. For simplicity, it is assumed
that this transmission line is lossless. On the left side of the circuit, there is an AC
generator applying voltage over the built-in generator impedance ZG and the load
with an impedance ZL. As a side-note, ZG = 50Ω for most commercial generators.
On the transmission line between terminals T1 and T2 the input voltage travels
like a wave, as we established in the previous paragraph. In mathematical terms,
the complex voltage wave incident from T1 at a point z along the wire is expressed
as V +0 e−jβz. V +0 is the peak amplitude of the signal at T1 and β is the complex,
frequency dependent propagation constant. The ratio of voltage to current on
the transmission line is defined as the characteristic impedance Z0. This ratio
is the same all over the transmission line until the wave reaches the load ZL at
terminal T2. At the load, the ratio of voltage to current must be equal to ZL. To
satisfy this condition, a portion of the wave must be reflected back if Z0 , ZL [19].
The total voltage on the transmission line can thus be expressed as the sum of
incident and reflected voltage waves, see equation 3.22. The first term represents
the incident wave and the second denotes the reflected wave, respectively.
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V (z) = V +0 e−jβz + V −0 ejβz (3.22)
V (z) Total voltage on the line in position z
V +0 Amplitude of incident wave
V −0 Amplitude of reflected wave
β Propagation constant
3.4.2 Scattering parameters
Figure 3.10 showed a simple network with only one input/output terminal, re-
ferred to as a port. There may however be many ports in a complicated network,
each with their own incident and reflected voltage wave. To achieve a complete
description of a network as seen from all its ports, the scattering matrix, or
S-matrix, is widely used. The S-parameters in the matrix relates the incident
voltage waves on the ports to those reflected from the ports [19]. According to
ref. [19], the S-matrix representation is especially useful when operating at fre-
quencies high enough to make it difficult to measure total voltages and currents,
but still easy to measure incident and reflected voltage waves. Once the S-matrix
is calculated or measured, it can be converted to other matrix representations, if
needed.
The scattering matrix of a network with N ports is defined as in equation 3.23,
and a particular element in the S-matrix can be found using equation 3.24 [19].

V −1
V −2
.
.
.
V −N

=

S11 S12 . . . S1N
S21 . . . . .
. . . . . .
. . . . . .
. . . . . .
SN1 . . . . SNN


V +1
V +2
.
.
.
V +N

(3.23)
Smn =
V −m
V +n
∣∣∣∣∣∣
V +p =0 for p,n
(3.24)
V −m Amplitude of reflected wave from port m
Smn Scattering parameter
V +n Amplitude of incident wave at port n
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Equation 3.24 explains mathematically that Smn is found by driving port n with
an incident voltage wave V +n and measuring the reflected wave with an amplitude
V −m at port m. There should be no incident waves at any other port than n, and
these other ports should be terminated by a matched load to prevent reflections
from the connections. Such reflections would amount to incident waves [19].
3.4.3 Network analyzers
The network analyzer is a good tool for determining how a network responds to
signals of different frequencies [20]. Most network analyzers have their own sig-
nal generator which is connected to the network to be measured. The sample is
viewed as a ”‘black box”’, i.e. the analyzer is only meant to probe at the ports of
the circuitry. While the generator applies voltage on one of the ports, the network
analyzer can listen to one or more ports to register the reflected waves. The user
can save the results in a data file, for example as an S-parameter representation
[20].
Calibration is a major issue when working with network analyzers. If the sample
is measured without calibrating first, systematic errors will appear in the results
[20]. These errors come from the fact that the wire connecting the analyzer to
the network also becomes a part of the sample in the eyes of the analyzer, ef-
fectively adding more length to the transmission line. Modern network analyzers
can be calibrated in such a way that the measurements are done at the end of the
connection wire. This calibration is performed by terminating the wire coming
from the analyzer with three known loads: open, short and 50Ω. The network
analyzer then calibrates itself so that the measured results become equal to the
expected results. It must be noted that even small temperature changes in the
wire might require a new calibration due to the changing wire length [20].
The networks measured in this thesis were CMUT samples, which are 1-port
networks with a capacitive load. Measuring the input reflection coefficient S11 in
a frequency range gives the opportunity of determining the resonance frequency
of the CMUTs. In the non-resonant frequency range, S11 would probably look
like a smooth sinusoidal curve. This is due to the fact that it is hard to cali-
brate exactly at the electrodes of the CMUT. The systematic error caused by the
poor calibration would give the illusion of a sinusoidal change in S11, even if the
sample does not respond. However, the reactance of the sample should change
enough around the resonance frequency to give a noticeable local peak or dip in
the sinusoidal result curve. Figure 3.11 shows a sketch which illustrates the point.
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Figure 3.11: Sketch of the expected real part of S11 as a function of CMUT excitation
frequency. The sinusoidal shape of the curve is a systematic error due to
poor calibration, while the local peak and/or dip reveal the resonance
frequency. The imaginary part of S11 would also have a sinusoidal shape
and a local peak and/or dip, but the sine would have a different phase.
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4 Experimental setup
This section will describe in words, figures and equations how the interferometer
setup works, starting with the optical setup and then moving on to the electrical
part. The appropriate background theory on capacitive micromachined ultrasonic
transducers (CMUT), heterodyne interferometry and the important acousto-optic
modulator (AOM) were presented in sections 3.1, 3.2 and 3.3.
According to ref. [21] there are numerous ways of detecting surface acoustic
waves. However, CMUTs often vibrate in the sub-nanometer region at frequen-
cies too high for many systems, so the options are severely limited. Therefore
the key to measuring the amplitudes and phases of the CMUT membrane vibra-
tions was in this case to apply heterodyne interferometry. The interferometer
available for this project was built by Dr. Hanne Martinussen, during her PhD
thesis period 2004-2009 at NTNU, department of electronics and telecommuni-
cations. Her research included various measurements on CMUTs, so this project
is to some extent built on her accomplishments. In ref.[7], Martinussen and her
associates presented a detailed description of the interferometer setup and some
selected results. It is in any case appropriate to give a short repetition of the
setup description in this report.
4.1 Optical setup
Figure 4.1 illustrates the interferometer and defines the different optical compo-
nents. The light source of the system is a linearly polarized 532nm diode pumped
solid state (DPSS) laser of the type Coherent Verdi V-2. The laser beam is split
into a reference and an object arm in a polarized beam splitter (PBS) which
transmits horizontally polarized light and reflects vertically polarized light.
As stated in the theory section, heterodyne interferometry is obtained by in-
troducing a frequency shift in one of the interferometric arms. In this case, the
frequency shifting is done in the reference arm by the use of two AOMs (ISOMET
1250C). Each of them can change the optical frequency up or down by the same
value as their individual acoustical frequency. Two AOMs are used instead of just
one because they have a limited bandwidth of 150-250MHz. With the possibility
of using one AOM as a frequency downshifter and the other as an upshifter, it
is practicable to acquire a net frequency shift of everything between 0MHz and
500MHz. The outgoing beam from the AOMs are then reflected by the mirrors
M3, M2 and M1 and partially reflected at the beam splitter (BS) into the photo
detector which is an avalanche photo diode (APD) of the type Hamamatsu C5658.
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Figure 4.1: Optical setup
When the object beam originates from PBS, it is horizontally polarized when it
hits the next component. The quarter wave plate (QWP) transforms the light so
that it becomes circularly polarized. The beam is then reflected into a microscope
objective (MO) by mirrors M4 and M5 and focused on a very small area of the
sample. A motorized xy-translation table (Newport PM500-LW) allows users to
move the sample laterally with a resolution of about a tenth of a micron using
a computer interface (LabView). Adjustment screws for sample height and tilt
are also present on the mounting stage. The object beam is then reflected on
the sample and back to QWP through the microscope objective. The reflected
light will again have its polarization changed in QWP; the beam will after two
runs through the wave retarder have its polarization rotated by 90 degrees with
respect to the beam incoming from PBS. That results in this case in linearly
vertical polarized light when the beam comes back to PBS. PBS will reflect this
rotated beam which now contains information about the sample. The object
beam is partially transmitted through BS into the detector, where it interferes
with the reference beam. The optical power is then transformed into an electrical
current which enters the electrical part of the setup.
The share of the reference and object arms from the BS that do not enter the
detector are guided by mirror M0 so that they illuminate the wall in front of the
interferometer. It is practical because it lets the user focus the object beam in
the picture plane so that the actual CMUTs are visible and enlarged on the wall.
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That way it is possible to locate the desired position of measurement and then
focus the beam to a small spot after the measurement position has been moved
to the centre of the projection. The projection is also useful for aligning the two
beams in such a way that they meet.
A photo of the optical setup can be found in figure 4.2.
Figure 4.2: Photography of the optical setup
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4.2 Electrical setup
The Michelson interferometer in chapter 3.2 is conveniently a simplified version
of the interferometer behind the measurements soon to be presented. In other
words, the same mathematical expressions which was found in chapter 3.2 are
still applicable for the real setup. Two important results from the mathematical
reasoning were the expressions for the complex amplitudes Ri and Rn.
Ri = 2
√
IobjIref · 2pia
λ
ej(φa−φref+φobj) (4.1)
Rn = 2
√
IobjIref · ej(φref−φobj) (4.2)
fa Frequency of sample vibration
fm Combined frequency shift introduced by AOMs
Ri Complex amplitude of detected intensity at frequency fa − fm
Rn Complex amplitude of detected intensity at frequency fm
Iref Detected intensity from reference beam
Iobj Detected intensity from object beam
a Absolute amplitude of sample vibration
λ Laser wavelength in the medium surrounding the sample
φa Phase of sample vibration
φref Phase of reference beam
φobj Phase of object beam
The ratio between these two frequency component amplitudes from the detector
signal and λ are all that is required for calculating the absolute amplitude and
phase of the vibrating sample according to equations 3.14 and 3.15.
The electrical part of the setup serves the purposes of sample excitation, AOM
driving, detection of optical power and extracting the values for Ri and Rn. A
sketch of the electrical part of the experimental setup is depicted in figure 4.3.
Note that symbols for the ground reference node have been excluded for the sake
of simplicity.
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Figure 4.3: Electrical setup3
The electrical setup contains seven generators, six of which give AC voltage. The
last DC generator VDC provides the sample with a manually controllable bias
voltage. All AC generators are synchronized and have the ability to adjust both
frequency and amplitude of the output signal. Ω1 and Ω2 serves the purpose of
driving one AOM each. Generator Ωa excites the sample with the requested AC
voltage and is protected by a 1nF capacitor so that any DC voltage coming from
VDC is blocked.
The signals Ri and Rn are to be extracted by two lock-in amplifiers (LIA) of
type Stanford Research Systems model number SR830, denoted LIA1 and LIA2
in figure 4.3. A lock-in amplifier can extract a signal with a known frequency
from a noisy environment. A clean reference input with the same frequency as
the signal is necessary for the device to work. Generator Ωref provides the LIAs
with the reference signal in this particular setup. The LIAs in question can only
handle signals up to 100kHz which is not sufficive to measure Ri and Rn directly.
Therefore it is necessary to utilize downmixing techniques on the signal originat-
ing from the avalanche photo diode (APD) detector.
3Figure is edited from ref. [7]
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The detector signal is first split in a 3dB splitter. The point of that is to send one
output from the splitter into LIA1 and the other into LIA2. LIA1 will measure
Ri and LIA2 will measure Rn. The reference signal of the LIAs now has a low
frequency fLIA, so the frequencies of Ri and Rn must also be mixed down to fLIA.
This is done by including two generators Ωmix(I) and Ωmix(N) with appropriate
frequencies in the setup. Ωmix(I) and the detector signal mix Ri down to fLIA,
while Ωmix(N) and the detector signal mix Rn down to the same fLIA. Figure
4.4 illustrates the relationship between the frequency components involved in the
mixing process.
Figure 4.4: Frequency components of detector output, Ωmix(I) and Ωmix(N) 4
4Figure is from ref. [16]
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If local oscillator signals as in figure 4.4 are used, ref. [16] gives the equations 4.3
and 4.4 for the complex amplitudes of the signals entering LIA1 and LIA2. The
mixing process has introduced the unknown constants Amix,i and Amix,n and a
phase shift in the complex amplitudes of Ri and Rn so that their values are Ii and
In when entering the LIAs. The ratio between Ri and Rn is still the only value
we need. It can be found, provided Amix,i and Amix,n are the same. This can
be achieved by using identical mixers and amplitudes of the Ωmix(I) and Ωmix(N)
generator signals. The phase shifts φmix,i and φmix,n are uncontrollable and will
introduce a random offset in the measured phase. This offset is however not
related to any part of the optical setup, so it will remain constant as long as the
local oscillators are phase locked to an external reference. The phase-locking fails
for a short period of time if the frequency is changed, so phase measurements of
the sample vibrations are not presently possible when scanning over a frequency
range [16].
Ii = 2
√
IobjIref · Amix,i · 2pia
λ
cos (2pifLIAt− φa + φref − φobj + φmix,i) (4.3)
= Amix,i · <
[
R∗i ejφmix,i · ej2pifLIAt
]
In = 2
√
IobjIref · Amix,n · cos (2pifLIAt+ φref − φobj − φmix,n) (4.4)
= Amix,n · <
[
Rne−jφmix,n · ej2pifLIAt
]
Ii Signal entering the lock-in amplifier 1 in figure 4.3
In Signal entering the lock-in amplifier 2 in figure 4.3
Amix,i Constant dependent on local oscillator amplitude, splitter attenuation, and mixer parameters
Amix,n Constant dependent on local oscillator amplitude, splitter attenuation, and mixer parameters
φmix,i Phase of mixing signal
φmix,n Phase of mixing signal
It has not yet been explained what value fm, which is the sum or difference of
frequencies of the AOMs, should have. Even if no equations surrounding the
interferometer suggest a value, it should not be set randomly. The different com-
ponents in the electrical setup have their own frequency responses, which leads
to different attenuation of signals of different frequency. This implies that the
frequency spacing ∆f between Ri and Rn should be small to avoid measure-
ment errors. ∆f should however be large enough to separate the two frequency
components comfortably, so that they do not overlap. A few kHz has been found
experimentally to be best value for ∆f . We can now make a set of expressions for
determination of the frequency settings for the AOMs (fm) and local oscillators
(fmix,i and fmix,n) [16], equations 4.5, 4.6 and 4.7:
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fm =
1
2 (fa −∆f) (4.5)
fmix,n = fm − fLIA = 12 (fa −∆f)− fLIA (4.6)
fmix,i = (fa − fm) + fLIA = 12 (fa + ∆f) + fLIA (4.7)
fLIA Reference frequency of the lock-in amplifiers.
fmix,i Frequency of signal used to mix the detected Ri signal down to fLIA
fmix,n Frequency of signal used to mix the detected Rn signal down to fLIA
∆f Frequency spacing between the detected Rn and Ri signal
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5 Gaussian beam width
The theory presented in this section will be used to calculate the minimum width
of the laser beam focused onto the sample. This information is interesting to
obtain because it gives a clue about how good the spatial resolution of the in-
terferometer is. If the calculations show a small beam width, the interferometer
setup may be adapted to measure even smaller acoustic devices than the CMUT.
In practice, obtaining the minumum spot size is done by projecting the sample
reflection of the object beam on a screen and adjusting the sample height until
the projection becomes a spot. This gives good accuracy.
5.1 Useful formulas
The fact that a laser beam has a Gaussian intensity distribution of its fundamental
mode TEM00 was discovered in the very youth of the laser technology [22]. A
Gaussian distribution simplified to a single dimension can according to [23] be
expressed as equation 5.1. Changing the arbitrary constants will change the slope,
height and/or position of the graph, but it will still have the same fundamental
bell-like shape. Note that b must be less than zero because the graph must be
concave. The distributions are commonly normalized, which leads to that the
integral of the normalized distribution is equal to unity. Figure 5.1 shows some
arbitrary Gaussian distributions.
f(x) = Kebx2+cx+d (5.1)
K Arbitrary constant
x Position variable
b Arbitrary constant
c Arbitrary constant
d Arbitrary constant
The Gaussian profile will be used in order to make the desired calculations pos-
sible. Equation 5.2 is an expression for the complex amplitude of a Gaussian
distributed field as a function of position [14]. Note that the paraxial approxima-
tion [14] was used to obtain the result. The formula is applicable for a focused
laser beam, like the beam in this interferometer setup.
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Figure 5.1: Four arbitrary normalized Gaussian distributions
U(~r) = A1W0
jz0W (z)
e−
ρ2
W2(z) e−jkz−jk
ρ2
2R(z)+j arctan(
z
z0
)
(5.2)
U(~r) Complex field amplitude
~r Position vector
A1 Arbitrary constant
W0 Minimum beam radius
z0 Rayleigh range
W (z) Beam radius at a position along the z-axis
ρ2 Simplifying expression, ρ2 = x2 + y2
k Wave number
R(z) Wavefront radius of curvature
W (z) is actually a good measure of the beam radius at a certain point on the axis
of propagation, even if the Gaussian field distribution has no abrupt stop as the
distance from the beam axis increases. According to [22], the electric field of the
beam at a distance W (z) from the beam axis is e−1 times the peak amplitude at
the axis of propagation. In other words, approximately 86% of the beam power
is carried within a circle of radius W (z), [14]. W0 is known as the beam waist,
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i.e. the minimum value of W (z). It is a measure of how narrowly the power of
the beam can be focused under certain conditions.
W (z) and W0 are the most interesting variables of equation 5.2 when calculating
the minimum beam width for a laser beam with Gaussian intensity distribution.
Expressions for the desired variables are given in ref. [14] and presented here in
equations 5.3 and 5.4.
W (z) = W0
√
1 + ( z
z0
)2 (5.3)
W0 =
√
λz0
pi
(5.4)
λ Wavelength
The z0 parameter is known as the Rayleigh range and is a metric distance. Per
definition, the intensity of the beam is 50% of its peak value at a distance of one
Rayleigh range from the beam centre [14]. Within this parameter lies the infor-
mation about the conditions concerning the focusing of the beam. An expression
for the Rayleigh range is found in [24] and repeated here in equation 5.5. The
numerical aperture is a dimensionless number which characterizes the range of
angles in which a system can accept light.
z0 =
λ
piNA2
(5.5)
NA Numerical aperture of the focusing interface
5.2 Calculations
The goal of these calculations is to determine the minimum beam radius of the
probing laser when propagating in air. The optical system simply consists of
a microscope objective focusing the beam down on the non-immersed sample
surface. The required parameters of the system is presented in table 5.1.
It is fairly easy to make an applicable formula, it is just a matter of substituting
equation 5.5 into equation 5.4 and inserting the known parameters. The formula
with its result is stated in equation 5.6.
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Table 5.1: Required parameters of the system
Parameter Value Description
nair ≈ 1 Refractive index of air
λ0 532nm Laser wavelength in vacuum
NAMO 0.45 Numerical aperture of microscope objective
W0,air =
λ0
nairpiNAMO
≈ 0.38µm (5.6)
λ0 Laser wavelength in vacuum
nair Refractive index of air
NAMO Microscope objective numerical aperture
0.38µm is a very satisfying result, as there is a distance of several microns across
a single CMUT cell. A scan over an entire cell would give a result with high reso-
lution. Even smaller acoustical devices could thus be measured in the same setup
without losing too much information. The translation table of the interferometer
setup can move with steps of 0.1µm, so the minimum beam width is, however,
still the limiting factor of the spatial resolution.
When focusing the beam through air and oil, the spot size would be smaller.
However, this size difference is negligable in practice.
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6 Sample 1
This section will first present electric and optical measurements performed in air
on what is referred to as sample 1. It contains a symmetric CMUT array. Many
measurements were done on this sample, but in order to keep this report readable,
only the most interesting are included. The results will be presented more or less
in a chronological order. That way it is easier to follow the reason for doing the
next measurement after seeing the result of the previous one.
The structure is called a symmetric CMUT array due to the shape of the top
electrodes, see figure 6.1. In the array, there are 72 cells in one direction and 104
cells in the other. At the end of the columns of the array, the top electrodes are
in contact. This means that the whole array should be excited simultaneously
when voltage is applied. Each cell’s circular membrane has a radius of 5.7µm,
thickness of 100nm, and the membrane material is silicon nitride deposited in low
pressure. The aluminum top electrodes are 500nm thick, and the gap between
the membrane and the bottom electrode is 120nm. The dimensions are fetched
from ref. [25].
Figure 6.1: Optical microscope photo of the symmetric CMUT array on sample 1,
seen from above4
4Captured by PhD student Sigrid Berg
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6.1 Electrical measurements
The symmetric CMUT chip was in the start of the semester in the hands of PhD
student Sigrid Berg at NTNU. She was conducting electrical measurements on
sample 1 with an automatic network analyzer (ANA), type HP 8753E, in order to
characterize the frequency response. The measurements are done by connecting
the CMUT transmit circuit from figure 3.2 and using the ANA as the AC voltage
source. The ANA measures the complex scattering parameter S11, also known as
the input reflection coefficient of the network [26]. For more background theory
on this subject, please visit section 3.4. When the ANA is calibrated properly,
the parameter S11 is measured to be larger near the resonance frequency of the
CMUTs. Berg’s measurement, shown in figures 6.2(a) and 6.2(b), revealed an
unexpected behaviour of the frequency response when the CMUTs were biased
with -36V. The response has two peaks, which is very rare when measuring an
array of alledgedly identical CMUT cells. Network analyzers can only measure
the sum of electrically interconnected cells, i.e. not single cells. The sample
was thus handed over to the undersigned to look at individual cells with the
interferometer. This way it should be possible to determine if all the cells had
two peaks in their frequency responses, or if the differences between the cells were
large enough to explain the dual peaks.
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(a) Real part of input reflection coefficient S11
(b) Imaginary part of input reflection coefficient S11
Figure 6.2: Measured input reflection coefficient S11 as a function of frequency
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6.2 Optical measurements
All measurements presented in this subsection are conducted with the heterodyne
interferometer. The laser power was set to 20mW. Frequency scans are done by
focusing the laser onto the centre of the CMUT cell in question and exciting it
with a range of frequencies. The frequency scans presented here are done with
0.3MHz step between each data point and took between 40 seconds and 1 minute
each. 2-dimensional scans are conducted by exciting the CMUT at the resonance
frequency and measuring the absolute vibration amplitude and phase at a set of
spatial points all over the given area.
The first property to investigate was the frequency response of a set of CMUT
cells, i.e. determine the absolute vibration amplitude as a function of excitation
frequency. The behaviour of the S11 graphs in figures 6.2(a) and 6.2(b) could
then hopefully be better explained. It was decided to scan the 9 cells closest to
each corner of the array and 9 cells in the middle of the array, a total of 45 cells.
This was to include possible edge effects and to get a representative selection of
CMUT cells. The results are presented in figure 6.3.
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(a) Frequency responses of the 9 cells closest
to the top left corner of the array
(b) Frequency responses of the 9 cells closest
to the top right corner of the array
(c) Frequency responses of the 9 cells closest
to the bottom left corner of the array
(d) Frequency responses of the 9 cells closest
to the bottom right corner of the array
(e) Frequency responses of the 9 cells closest
to the centre of the array
(f) Average frequency response of all the 45
cells
Figure 6.3: Frequency responses of 45 cells when excited with 20mVRMS and −36V
bias voltage. The numbers in the graph legends denote the location of
the cell in the array, where (1,1) is the top left cell. The x-direction is
downwards and the y-direction is towards the right of the array.
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During the frequency scans in figure 6.3 it became clear that the resonances were
drifting along the frequency axis as a function of time. It was not known what
this phenomenon could be, so before each scan the excitation voltages and the
laser were turned off for 5 minutes. The scans were done immediately after turn-
ing the stimulis back on in order to give the sample close to the same starting
conditions. This seemed to give nearly repeatable results.
It was decided to investigate the drifting resonance frequencies further. The
same method as in the last paragraph was used in order to recreate the same
conditions for each scan of the sample. A number of frequency scans were then
conducted while keeping track of how long the CMUT voltages and the laser
had been turned on. Figures 6.4, 6.5 and 6.6 show the results of the scans when
looking at three different cells in the array. It was also necessary to determine
if the drifts not only were a function of position, but also applied DC voltage.
The corner cell (104,1) was tested with both −36V and −20V bias, see figures
6.6 and 6.7. (104,1) denotes the location of the cell in the array, where the first
coordinate denotes the cell number in the x-direction and the second coordinate
represents the y-direction.
Figure 6.4: Frequency scans of array centre cell (52,36) with −36V bias and a
20mVRMS AC component applied
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Figure 6.5: Frequency scans of array cell (102,3) with −36V bias and a 20mVRMS AC
component applied
Figure 6.6: Frequency scans of array corner cell (104,1) with −36V bias and a
20mVRMS AC component applied
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Figure 6.7: Frequency scans of array corner cell (104,1) with −20V bias and a
20mVRMS AC component applied
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The resonance frequency of the cell (104,1) seems to be vanishing after about 10
minutes of activity according to figure 6.6. The same scan as in this figure was
repeated. When the resonance could no longer be observed, the bias voltage was
turned off for 20 seconds. Then the voltage was switched on and a new scan was
made to observe the CMUT cell vibrations coming back to life. The result is
depicted in figure 6.8.
Figure 6.8: Frequency scans of array corner cell (104,1) with −20V bias and a
20mVRMS AC component applied. Bias turned off for 20 seconds before
the last scan.
The level of bias voltage definitely has an impact on how fast the resonance
frequency is drifting. Next, it was suggested to reverse the polarity of the bias to
see if this had anything to do with the velocity of the drifts. Tests were conducted
on the corner cell (104,1) with −28V and +28V bias. The results are given in
figures 6.9 and 6.10.
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Figure 6.9: Frequency scans of array corner cell (104,1) with −28V bias and a
20mVRMS AC component applied.
Figure 6.10: Frequency scans of array corner cell (104,1) with +28V bias and a
20mVRMS AC component applied.
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It was at this point solidly established that the drift in resonance frequency was
influenced by the bias voltage. The rate of the drift also differed from cell to cell.
It was therefore decided to take 2-dimensional scans of the corner cell (104,1)
and the centre cell (52,36) in order to look for differences in the vibration pattern
which may explain why one cell’s resonance drifts more than the other. The
measurement of the corner cell could not be done at a higher bias voltage than
−20V because the resonance peak would drift away during the scan, rendering
the result inreliable. The centre cell was subjected to −36V bias. The results
of the 2-dimensional scans are shown in figures 6.11 and 6.12. Note that the
area between each data point has been interpolated for a better illustration. The
figures contain information about vibration amplitude, phase and the amplitude
of In from equation 4.4. In is a good measure of the signal strength and thus the
optical reflectivity at a certain measurement point.
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(a) Colours, contour and height represent
absolute vibration amplitude. The unit of
the colour bar is picometers.
(b) Colours and contour denote absolute vi-
bration amplitude in a logarithmic scale.
The unit of the colour bar is decibel picome-
ters.
(c) Colours represent reflectivity (amplitude
of In), and contour denotes absolute vibra-
tion amplitude. The unit of the colour bar is
volts.
(d) Colours represent the phase of the vibra-
tions, and contour shows absolute vibration
amplitude. The unit of the colour bar is de-
grees.
Figure 6.11: Array cell (104,1) measured at its resonance frequency 34.5MHz when
excited with −20V bias and 20mVRMS
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(a) Colours, contour and height represent
absolute vibration amplitude. The unit of
the colour bar is picometers.
(b) Colours and contour denote absolute vi-
bration amplitude in a logarithmic scale.
The unit of the colour bar is decibel picome-
ters.
(c) Colours represent reflectivity (amplitude
of In), and contour denotes absolute vibra-
tion amplitude. The unit of the colour bar is
volts.
(d) Colours represent the phase of the vibra-
tions, and contour shows absolute vibration
amplitude. The unit of the colour bar is de-
grees.
Figure 6.12: Array cell (52,36) measured at its resonance frequency 32.1MHz when
excited with −36V bias and 20mVRMS
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6.3 Discussion
6.3.1 Spread resonance frequencies
Figure 6.2 shows the frequency response of the input reflection coefficient S11.
When the sample had a bias of −36V the response showed two distinct peaks
with a spacing of 1.1MHz, which is very rare for those CMUTs. The main objec-
tive for measuring sample 1 optically was to be able to explain this phenomenon.
The electrical measurement probed the whole array simultaneously since the top
electrodes of this particular CMUT prototype are connected. Hence, the resulting
S11 frequency response is strongly correlated to the sum of the vibrations of every
cell in the array as a function of excitation frequency. Performing interferometric
measurements of the absolute vibration amplitude of the 7488 cells in the array
at a range of frequencies would give the opportunity of looking at the character-
istics of each cell to determine if the dual peaks are inherent in every CMUT. It
would also be possible to calculate the sum of the vibrations of the entire array
at each tested frequency to check the result up against the electric measurement.
However, this would result in unmanageable amounts of data, so it was decided
to scan cells from different areas of the array to get a representative selection.
After doing 45 frequency scans of individual cells in the CMUT array it be-
came clear that the two peaks did not represent two distinct modes of vibration
common for every cell. In other words, all the cells had one single resonance fre-
quency within the frequency range the CMUT was meant to operate. One might
question this statement after looking at figure 6.4. In this figure, the frequency
response of cell number (52,36) has two peaks at about the same vibration ampli-
tude. This phenomenon was observed only for this particular cell, however, and
does not affect the total frequency response in any mentionable manner. Fig-
ures 6.3(a)-(e) show that the resonance frequencies of the 45 measured cells are
scattered over an area of about 5MHz, which is a wider band than the electric
measurement would suggest. Looking closely at the graphs in figures 6.3(a)-(e),
one notices that the cells close to the edge of the array have a lower resonance
frequency than the ones closer to the centre.
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In figure 6.3(f) all the 45 cells’ vibrations have been averaged for each measured
frequency. The peak at 30MHz is not found in the scan of S11. This is probably
because this peak mostly originates from the resonances of the edge cells, and
the ratio of measured edge cells was much larger in the optical scans than in the
electrical scan of the whole array. In the optical measurements, 20 of 45 cells
were located at the edges, while in the whole array 350 of 7488 cells are on the
edges. Thus the resonances of the edge cells may have been hard to see in the
electric scan. The two peaks at 32MHz and 33MHz are in any case visible on
both the electric scan and the average of the optical measurements. This fact
means that the sample had the same conditions in both the electric and optical
measurements, and validates the results.
6.3.2 Temporal drift
It was established that the cells within the array have different resonance fre-
quencies, but it was decided to take the measurements one step further. This
was because some of the resonance frequencies seemed to be shifting as a func-
tion of how much time the sample had been under the influence of applied bias
voltage. Figures 6.4, 6.5 and 6.6 indicate that the rate of the drift is also depen-
dent on where the cell is located in the array. Figure 6.7 shows that the drift
is a function of the level of applied DC voltage as well. The reason for these
resonance drifts is not completely clear. Three theories are outlined.
The first theory is that the adhesion between the membrane and the substrate
is poor at the edges of the array. This could have happened when the chip was
under processing. A low level of adhesion could result in an effective membrane
diameter being larger on the cells near the edge, which would be equivalent to a
larger area of vibration and thus give a lower resonance frequency. At high bias
voltages, this effect would be enlarged.
Another theory is directed towards the materials of the CMUT chip. The top
electrode could be subjected to strong enough electrostatic forces to induce creep-
ing/yielding of the aluminum when voltage is applied. This could make the
frequency response of the cells quite unpredictable and explain the strange mea-
surement results.
The last and most supported theory is based on charges. Silicon nitride is the
membrane material of the CMUT and is a good electrical isolator. However, ref.
[28] has submitted that charges may be trapped in the silicon nitride layer. Even
a small leakage current from an electrode could be enough to accumulate charges
in the membrane [29]. The effects of such an accumulation in a CMUT mem-
brane have already been investigated in ref. [30], where the author showed that
the buildup of charge would increase the electric potential difference between the
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electrodes. In the eyes of the electrodes, this would be the same as an increasing
bias level. In turn, that would lead to the membrane bending towards the bot-
tom electrode, thus making the resonance frequency drift along the frequency axis
until the membrane finally collapses. Ref. [30] also suggests that the buildup of
charge would go exponentially faster with a linearly increasing applied bias volt-
age. This explains why the resonance frequency in figure 6.7 (−20V bias) shifted
much slower than in figure 6.6 (−36V bias). The charges entering the membrane
could come from either the top or the bottom electrode. Figure 6.13 illustrates
charges coming from the bottom electrode and figure 6.14 shows charges coming
from the top electrode.
The latter theory is supported by the results in figure 6.8 where the bias was
applied until the membrane collapsed. Turning the bias off for 20 seconds proba-
bly allowed some of the charges to recombine into electron-hole pairs, decreasing
the potential difference between the electrodes. The last scan shows that the
membrane has detached from the bottom electrode and is vibrating again, but
still with a higher effective DC voltage than the bias which is applied by the
generator.
Figure 6.10 illustrates a measurement series on the cell which seems to have
the fastest drift of resonance frequency in the earlier scans. The difference in
this particular measurement is that the polarity of the voltage has been reversed,
applying a bias of +28V instead of −28V, as in figure 6.9. Clearly, the drift
moves much slower with a positive voltage polarity. It is assumed that the reason
for this is that electrons and holes have different mobilities. Put in other words,
electrons move easily into the membrane and get trapped there at a negative
bias voltage, while holes have a harder time moving into the membrane when the
voltage is positive.
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Figure 6.13: Possible charging mechanism; charges entering the membrane from the
doped silicon substrate [27]
Figure 6.14: Possible charging mechanism; charges entering the membrane from the
aluminum top electrode [27]
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6.3.3 Vibration patterns
Two 2-dimensional scans were conducted on two cells operating at their reso-
nance frequencies, one at the corner of the array and another in the middle. The
corner cell had shown a large frequency drift, while the other seemed quite sta-
ble. The purpose of the measurement was to identify visible defects which may
explain why the two cells had different properties. The results of the scans are
shown in figures 6.11 and 6.12. Subfigures 6.11(c) and 6.12(c) illustrate the op-
tical reflectivity of the measured areas and could give an indication if the cells
were damaged physically. However, it is not possible to see any flaws from the
reflectivity plots. The amplitude plot of the corner cell in figure 6.11(a) shows
a large spike. The high vibration amplitude at the spike is probably not real.
Due to the difference in height between the electrode and the membrane, the
boundary conditions of the object beam may be unclear at the border between
the two planes. This phenomenon could give unwanted diffraction and distort
the signal at the detector. Figure 6.11(b) represent the same data as in figure
6.11(a), but is plotted logarithmically for better visibility. The vibration ampli-
tude plots do not show any indication as to why the resonance frequency might
drift more for one cell and less for the other. Subfigures 6.11(d) and 6.12(d) in-
dicate the phase of the vibrations. The one thing which may indicate unwanted
behaviour of the corner cell is seen in its phase plot. The pink areas on the
cell vibrate slightly out of phase with the rest of the membrane. It is unknown
if this is a measurement artifact or if the cell is damaged in this out-of-phase area.
One might ask why the neighbouring cells are vibrating out of phase with re-
spect to each other when they are excited by the same AC signal. The reason is
simply that the cells have different resonance frequencies, and thus their phases
differ as well. Cells have different resonance frequencies mainly because fabri-
cation is never perfect. Even a small difference in the geometrical and material
properties will affect the location of the resonance frequency for each cell.
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This section comprises the results and appropriate discussion on the second sam-
ple which we call sample 2. The chapter is structured the same way as the section
on the symmetric sample. First, some network analyzer results are presented with
the sample positioned in air, followed by optical measurements done in air and
in oil. Next, another electrical measurement will be shown in order to make a
comparison of the same measurement done before the sample was immersed in
oil. Lastly, there will be a discussion of the results.
This prototype is an older CMUT version. Figure 7.1 shows a photo taken of
this sample through a microscope. There are fewer cells on this array, 52 in one
direction and 36 in the other. The cell columns are interconnected at the top
electrodes and each row is interconnected to one of its neighbouring rows. The
cells have circular membranes with a radius of 11.4µm, thickness of 100nm, and
the membrane material is silicon nitride deposited in low pressure. The aluminum
top electrodes have a thickness of 500nm, and the cavity between the membrane
and the bottom electrode is 120nm. The dimensions are collected from ref. [25].
Figure 7.1: Optical microscope photo of the CMUT array on sample 2, seen from
above
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The sample was unused before these measurements were taken, in other words
no voltage had ever been applied over the electrodes. This presented a unique
opportunity to observe any phenomena which could change the characteristics
of the CMUT during the first few uses. The second incentive for measuring
on this type of CMUT is to be able to compare the frequency responses of the
CMUT when surrounded by air and immersed in a liquid. This had never been
done before with the optical setup. Finally, another electrical measurement was
performed in the network analyzer after a cleaning session to get an idea of the
durability of the CMUT chip.
7.1 Electrical measurements 1
Sample 2 was connected to its transmit circuit and hooked up to the automatic
network analyzer (ANA). Then three different bias voltages were applied in a
rising fashion, and the scattering parameter S11 was measured in the frequency
range 5MHz-20MHz. The AC excitation was at a level of 10mVRMS. The mea-
surement results can be viewed in figure 7.2.
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(a) Real part of input reflection coefficient S11
(b) Imaginary part of input reflection coefficient S11
Figure 7.2: Measured input reflection coefficient S11 as a function of frequency. The
sample was not immersed.
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7.2 Optical measurements in air
The first optical measurement series to be conducted was frequency scans of
a single and arbitrary CMUT cell. The plan was to increase the bias voltage
in increments while measuring the frequency response for each bias level. The
highest bias was 12V, which should be enough to collapse the membrane. After
completing this set of measurements the series was repeated two times to see if
the collapse changed the characteristics of the frequency response. The results
are shown in figure 7.3.
Figure 7.3: Frequency scans of array cell (13,17) with increasing bias increments and
an AC excitation of 50mVRMS.
After observing the drift in resonance frequency of the symmectric sample in
section 6, it became clear that it was necessary to check if this phenomenon
could cause a problem for the measurements on sample 2. Hypothetically, charges
accumulated by the bias would result in increasing electrostatic attraction forces
between the electrodes. This would bend the membrane gradually towards the
substrate while changing the resonance frequency. A resonance frequency being
dependent on how long the bias had been on, would make the larger and more
time consuming measurements invalid. To test whether or not resonance drifting
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was the case, frequency scans were done at different times on the array cell (21,17)
while keeping a relatively high bias of 10V. Charges may still be trapped in the
CMUT even after the bias voltage is switched off. They would be pulling on
the membrane and possibly creating the conditions for a resonance peak in the
frequency response before they have the time to dissipate. The bias was thus
turned off, and a new measurement was done immediately. This was done to
look for a resonance frequency which could only exist if the electrodes have a
charge difference between them; an effective bias voltage. The result of this
measurement series are presented as graphs in figure 7.4.
Figure 7.4: Frequency scans of array cell (21,17) with two different different bias levels
and an AC excitation of 50mVRMS.
Now that it is clear that cell (21,17) does not have a flaw causing the resonance
frequency to drift, time consuming measurements could be conducted without
the concern of changing conditions. It was decided to make the frequency scan
of the cell more thoroughly, this time with a wider frequency range and several
measurement points along a line crossing the CMUT. In other words, measuring
was made on several x-coordinates ranging over the CMUT membrane while
keeping the y-coordinate fixed. The result is plotted in figure 7.5. Different
colours indicate strong or weak vibration amplitudes.
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Figure 7.5: Frequency-x scan over the CMUT membrane of cell (21,17) with 10V bias
and an AC excitation of 50mVRMS. The unit of the colour bar is decibel
picometer.
Figure 7.5 gives the impression that there are several peaks along the frequency
response. The first peak lies at 11.80MHz, which is the one that has been focused
on so far. The second peak is located at 22.97MHz. To investigate this peak
further, it was decided to perform a 2-dimensional scan of the entire CMUT cell
when excited at 22.97MHz. The result of the scan is plotted in figure 7.6. The
area between each data point has been interpolated for a better illustration.
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(a) Colours, contour and height represent
absolute vibration amplitude. The unit of
the colour bar is picometer.
(b) Colours and contour denote absolute vi-
bration amplitude in a logarithmic scale.
The unit of the colour bar is decibel picome-
ter.
(c) Colours represent reflectivity (amplitude
of In), and contour denotes absolute vibra-
tion amplitude. The unit of the colour bar is
volt.
(d) Colours represent the phase of the vibra-
tions, and contour shows absolute vibration
amplitude. The unit of the colour bar is de-
gree.
Figure 7.6: Array cell (21,17) measured at its frequency peak 22.97MHz when excited
with 10V bias and 50mVRMS
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7.3 Optical measurements in oil
The planned measurements on the CMUT chip in air had at this point been com-
pleted. The next step was to immerse the sample in oil and characterize it once
again. All the measurements presented here are made with a 10mm thick layer
of olive oil covering the sample, unless otherwise stated. Since the membrane
was covered in a fluid, more energy was required to excite vibrations. An AC
voltage 10 times stronger than the one employed in air was therefore applied in
the immersion measurements.
A natural first step was to determine the frequency response of some cells and
compare its properties with the air measurements. Unfortunately, the cells which
were tested earlier did not seem to work after the sample had been immersed.
Figure 7.7 shows the result of a frequency scan made on each of two randomly
chosen working cells. If we zoom in on the scan of cell (29,45) in figure 7.7, a
strange ripple is observed. See figure 7.8.
Figure 7.7: Frequency scans of array cells (5,45) and (29,45) with 10V bias and a
500mVRMS AC component applied.
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Figure 7.8: Frequency scan of array cell (29,45) with 10V bias and a 500mVRMS AC
component applied.
The frequency response of cell (29,45) peaks at 5MHz according to figure 7.7. It
was decided to perform two 2-dimensional scans at this frequency. The first scan
would do a high resolution measurement of the vibration pattern of the specific
cell in question. This was mostly to test the performance of the experimental
setup when transmitting the probing laser through oil, but also to look for expla-
nations behind the ripple in figure 7.8. The second 2-dimensional scan at 5MHz
covered a large spatial area, one data point for every cell in the array. By per-
forming this scan one should be able to see how the vibration pattern of an entire
array would be when many cells were excited at the same time and at the same
frequency. The results of the two 2-dimensional scans are depicted in figures 7.9
and 7.10.
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(a) Colours, contour and height represent
absolute vibration amplitude. The unit of
the colour bar is picometer.
(b) Colours and contour denote absolute vi-
bration amplitude in a logarithmic scale.
The unit of the colour bar is decibel picome-
ter.
(c) Colours represent reflectivity (amplitude
of In), and contour denotes absolute vibra-
tion amplitude. The unit of the colour bar is
volt.
(d) Colours represent the phase of the vibra-
tions, and contour shows absolute vibration
amplitude. The unit of the colour bar is de-
gree.
Figure 7.9: Array cell (29,45) measured at its resonance frequency 5MHz when ex-
cited with 10V bias and 500mVRMS. The area between each data point
has been interpolated for a better illustration.
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Figure 7.10: 2-dimensional scan of the entire array with 10V bias and a 500mVRMS
AC component applied. One pixel of the colour map is equivalent to
one CMUT cell. The unit of the colour bar is picometer.
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It was appropriate to conduct the same type of measurement as in figure 7.5,
where a line across the membrane of a CMUT cell in air was measured at different
frequencies. Comparing the scan results for the sample surrounded both by air
and oil, it would be easy to visualize the effect immersion has on the frequency
response. The result of the scan in oil is shown in figure 7.11.
Figure 7.11: Frequency-x scan over the CMUT membrane of cell (29,45) with 10V
bias and an AC excitation of 500mVRMS. The unit of the colour bar is
decibel picometer.
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7.4 Electrical measurements 2
In order to prepare the next measurement, the sample was taken out of the oil
and cleaned with ethanol before being connected to the ANA once again. At this
point, the sample had been immersed for 5 weeks and excited by AC and DC
voltage for most of this period. It was therefore decided to do a similar electrical
measurement as in figure 7.2 to look for changes in the frequency response. The
sample had been through a lot, and figure 7.12 shows the resulting S11 frequency
response.
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(a) Real part of input reflection coefficient S11
(b) Imaginary part of input reflection coefficient S11
Figure 7.12: Measured input reflection coefficient S11 as a function of frequency. The
sample was not immersed.
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7.5 Discussion
7.5.1 ”‘Children’s disease”’
The electrodes of this sample had never been subjected to any voltage before
the measurement series in this chapter. But even if the sample was new, the
surface features seemed to have some imperfections when examined in an optical
microscope, see figure 7.1. The electrical measurements in figure 7.2 did however
confirm that the CMUT was working. The ANA scans show that the resonance
frequencies of the cells in air seemed to be in the area of 11MHz-14MHz.
According to the theory on CMUTs presented in section 3.1, the vibration am-
plitude of the membranes should be negligible when the electrodes are unbiased.
The ANA measurements in figure 7.2 do suggest otherwise, though. The graph
for 0V bias gave a resonance peak even larger than the graph that represents
7.2V bias. Another point which does not correlate with the theory is the fact
that the 0V resonance frequency is lower than the 7.2V peak, when one actually
would expect it to be the other way around. The last piece of information we
can extract from the S11 measurements is that the CMUT array had no visible
resonance frequency at 3.6V.
The questions arising from the electrical measurements are answered by the re-
sults of the first interferometric scans in figure 7.3. These scans were a set of
frequency measurements focused on a single cell in the CMUT array. The ap-
plied bias was increased from 0V to 12V three times, and the frequency response
was measured at four voltage increments for each scan. We notice that the scans
do not fit the response from the ANA measurements perfectly. This is an inter-
esting point, because it shows that the CMUT had an unpredictable frequency
response. In the last two measurement series in figure 7.3, the unpredictable
behaviour seems to have come to an end. The one thing which had changed
between the first and second series is the fact that the membrane had collapsed
for the first time, as the 12V measurement suggests. The collapse could have
changed the mechanical properties of the CMUT. Another explanation is based
on electrical charges.
Charges are known to be trapped on the membrane surface facing the cavity
of the CMUT cells, as shown in ref. [30]. The extra charge difference between
the electrodes would then effectively give a larger bias voltage than that applied
by the generator. This can explain the results shown in figure 7.3. In the first
measurement series, the 5V and 10V resonance peaks are much closer in frequency
than in the last two scan series. It is more than likely that the membrane was
close to collapse at 5V during the first series. During the time the voltage was
increased to do the 10V scan, the membrane probably collapsed momentarily at
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a certain voltage. A spark may have been triggered, releasing the surface charges
under the membrane and allowing them to dissipate into the bottom electrode.
At this point, the charge distribution of the membrane had probably stabilized.
Thus when the DC generator reached 10V, the potential difference between the
electrodes was no longer enough to collapse the membrane. These events would
explain why all the 10V resonance peaks are at the same frequency. This theory
also explains why the second and third measurement series were repeatable.
7.5.2 Temporal drift
Sample 1, the symmetric array, had resonance frequencies which shifted as a
function of time. Since sample 2 also showed signs of charging effects, it was
deemed necessary to investigate this further. Figure 7.4 shows that resonance
drifting is less of a problem for this particular prototype. A leakage current from
an electrode to the membrane must be present, before the charges can build up
when bias voltage is applied [29]. There may have been a leakage current on
sample 1, but this problem was not observed in sample 2. How the initial surface
charges got to the membrane in sample 2 in the first place (see the last paragraph)
is a still a mystery for the MUSIC group.
7.5.3 Multiple vibration modes
Line scans across the membrane of a CMUT for a range of excitation frequencies
revealed several vibration amplitude peaks in the response. Figure 7.5 illustrates
the result of this measurement. The first peak near 12MHz represents the fun-
damental symmetric mode of vibration, and it is this one that gives the highest
acoustic power. Therefore it is this mode which is best suited for real life applica-
tions. The other red and orange parts of the plot reveal the antisymmetric modes.
A 2-dimensional scan of the mode at 22.97MHz was conducted to attempt to prove
that the membrane actually had an antisymmetric vibration pattern. The results
are given in figure 7.6. The vibration amplitude patterns in subfigures (a) and
(b) show that at a line across the CMUT cell it actually does not vibrate at all.
Subfigure (c) shows the phases of the vibrations, and the different colours on the
membrane indicate that two sides of it are wobbling in anti-phase with respect to
each other. This measurement gives an idea about how precise the measurements
of the interferometer really are.
7.5.4 Measurements in oil
Some frequency scans on the sample immersed in olive oil are given in figures 7.7
and 7.8. As expected, the bandwidths have increased, and the cells’ resonance
frequencies are lower than in air. The ripple in figure 7.8 actually emerges from
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the acoustic waves the CMUT is generating. When the waves are reflected back
from the oil surface, the CMUT membranes will receive this energy and new vi-
brations are formed. The result is a ripple due to constructive and destructive
interference with the vibrations which are already there.
The explanation of the ripple may not be easy to understand in terms of the
frequency domain. An inverse Fourier transform [15] of the ripples gives a func-
tion in the time domain which has a distinct peak at a certain point on the
temporal axis. The location of the peak in the time domain equals how long it
took for the acoustic wave to travel from the CMUT and back again. Knowing
the velocity of sound in olive oil, one can multiply these two parameters to deter-
mine the distance the acoustic waves went before they returned to the CMUT.
By adding more oil on top of the sample incrementally and doing more frequency
scans it was possible to prove the theory. The measured added travelling distance
of the acoustic wave was plotted as a function of millimeters of added oil and is
shown in figure 7.13. Applying linear curve fitting, one can observe that the slope
of the curve is 1.994 ≈ 2. The value 2 actually denotes a round trip from the
sample to the surface and back again. This means that the theory is solid.
Figure 7.13: Measured change in travelling distance of the acoustic wave as a function
of added oil level. The graph confirms the theory on why there were
ripples in the frequency response.5
A 2-dimensional scan was conducted over the membrane of a cell in the array at
its resonance frequency, and the figure 7.9 illustrates the result. Even if the area
between each data point is interpolated, it is clear that the interferometer setup
5Particular measurement performed by PhD student Erlend Leirset, NTNU
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works well, also with the sample immersed in oil. It is impossible to point out
any measurement artifacts.
The second 2-dimensional scan in immersion was conducted over the whole array
at 5MHz AC excitation frequency. Results are given in figure 7.10. Each spatial
point of measurement was placed at the centre of the cells, so the colour of each
pixel in the figure is equivalent to the maximum vibration amplitude of each cell
at the given frequency. We can see that some of the rows of cells are excited,
while others are not. It also seems that many cells are not functioning properly,
as all the pixels representing the excited rows should be green, yellow or red to
indicate a moderate or strong vibration. Many of the pixels representing cells
that should be working are coloured blue in the figure, which indicates a low level
of vibration. This could mean that the membranes of these cells are punctured,
letting oil into the cavity and thus ruining the conditions for vibration. The light
blue area where there should be no excited rows shows that there is a low level
of vibration going on. These vibrations are probably induced by the ultrasonic
waves emerging from the working cells after being reflected back from the oil
surface. Areas where the colour of the figure is dark blue represents cells that are
barely or not at all vibrating. Those cells might be damaged or have a resonance
frequency far from 5MHz.
7.5.5 Durability
Figure 7.11 shows the result of the last optical measurement, which was a fre-
quency scan across the membrane of a CMUT cell. It was discovered that the
whole array stopped functioning during this scan, which explains the abrupt
characteristic of the plot. After this occurrence, every electrical system and con-
nection to the sample was checked for errors to confirm that it actually was the
CMUT itself that stopped working. No errors were found in the experimental
setup. The electrical measurements in figure 7.12 were done after the sample had
been taken out of the oil and cleaned, and the frequency response suggests that
the sample is competely dead.
What happened physically to the sample is unknown, but what we do know is
that the sample had been immersed in oil for 5 weeks and heavily excited with AC
voltage during that time. This could have been enough to shake it apart some-
how. It must also be emphasized that the surface features on the sample seemed
to have many imperfections when it was examined in a microscope. There is not
sufficient evidence for stating that every CMUT of this design stops functioning
after 5 weeks of immersed operation.
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8 New circuit board suggestion
At the present time, a sample consists of one or more CMUT arrays glued to a
small circuit board with conducting silver paint. The silver paint is in contact
with the bottom electrode of the CMUT array and a path of paint finds its way
to a copper pad on the circuit board which becomes the ground reference node.
The CMUT connection pads (top electrodes) are bonded to other copper pads
on the circuit board to make place for soldered connections of physically larger
electrical components. Figure 8.1 illustrates how two of four CMUT elements are
connected to the circuit board. The copper pads are connected to the generators
via the CMUT transmit mode circuit from figure 3.2 and measurements are then
ready to be made. The components of the transmit circuit are soldered to a vero
board. This solution works well, but the circuit board is quite small and must be
taped or glued in place to avoid spatial drift. This fact makes it impractical to
move the sample from one measuring instrument to another.
Figure 8.1: Old circuit board design: CMUTs attached by silver paint
A new CMUT prototype was produced during this thesis period, which has a
somewhat different design with respect to older models. Among other changes,
the CMUT connection pads are now on the opposite side of the membranes and
one pad is dedicated to the substrate. That is, the top electrode connections
are now made through isolated via holes which emerge on the other side of the
CMUT array. The bonding wires must thus be connected on the opposite side of
the membranes which should be able to be probed by laser light with the interfer-
ometer. Using the old circuit board setup would either make the membranes face
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away from the laser, or crush the bonds under the weight of the sample. Figure
8.2 illustrates the problem.
Figure 8.2: New CMUT prototype: membranes and connection pads placed on op-
posite sides
It is clear that a new circuit board must be designed. The following suggestion
will make it possible to measure the sample both with the interferometer and
the network analyzer. It would be simple to unmount the sample and move it.
Another new feature would be the opportunity to selectively switch on and switch
off interconnected CMUT elements. On the new prototype, 4 CMUT cells make
up 1 interconnected element.
The basic idea is to place the CMUT array between two plates, each plate having
a layer of fibreglass under a layer of copper. One of the plates will be bonded to
the CMUT pads. Copper is however a material known to be difficult to bond gold
wire to. The plate should be covered with a 300nm thick layer of gold on top of a
100nm thick layer of titanium, making it a good conductor while easier to bond
to. The thicknesses are known from experience. Growing the titanium and gold
layers can for instance be done using electron beam physical vapour deposition.
The design of each of the two plates is shown in figure 8.3. In the plate on the
left in the figure there will be drilled a square hole in the middle, slightly bigger
than the size of the CMUT chip. On the same spot on the right plate, a smaller
circular hole will be made. The membrane side of the CMUT chip should then
be glued to the copper side of the right plate so that the membranes can ”‘see”’
through the circular hole. Sandwiching the plates will thus reveal both sides of
the CMUT, without falling through. The membranes of the CMUTs of the new
prototype will be looking out of the hole of the plate that is not covered in gold
and titanium. Since the optical measurements involve a laser focusing onto the
membranes, the hole should be made in a cone-shape as shown in figure 8.3.
This will help avoid making an unnecessary aperture for the laser when probing
CMUT cells at the edges of the sample. The other holes can be drilled with less
care; we will come back to them later.
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Figure 8.3: New circuit board design: the CMUT chip will be placed between these
two plates. The solid black lines across the plates indicate the cross-
sectional areas shown below the plates. Note that the dimensions are not
to scale.
The plate on the left in figure 8.3 should be selectively milled down to the fi-
breglass layer to create conducting and isolating structures. 20 conducting lines
must be made. 18 of these lines will later be in electrical contact with the top
electrodes of the CMUT and 2 of them will be dedicated to earth i.e. the sub-
strate.
As noted earlier, the sample should be glued in place at the hole of the fibreglass-
copper plate with the membranes facing the hole. The other plate can then be
fastened on top of the fibreglass-copper plate using the screw holes in figure 8.3.
Filling the two soldering pewter holes shown in the figure with liquid tin will
permanently bind the sample to the two plates. Both surfaces of the CMUT chip
will now be positioned slightly deeper than the plates’. Gold wires can thus be
tightly bonded from the CMUT connection pads to the conducting lines of the
4-layer plate without risking shorts between the electrodes of the CMUT.
Figure 8.4 will illustrate the next steps. The two merged plates with the sand-
wiched CMUT will now be referred to as the sample board. A flexible flat cable
(FFC) connector (figure 8.5(a)) is soldered to the sample board so that each con-
ductive line is in contact with its dedicated pin on the connector. An FFC will
go into another FFC connector placed on a printed circuit board (PCB). This
PCB can thus easily be connected or disconnected from the FFC connector and
obviously be used several times with other sample boards.
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Each line coming from the FFC connector on the PCB in figure 8.4 will be
expanded into 3 lines, so that there are a total of 20 ∗ 3 = 60 lines entering the
dual in-line package (DIP) switch. A DIP switch is a set of small manual switches
which can be flipped using a pen or a small finger nail, see figure 8.5(b). As es-
tablished, 3 switches now control 1 connection pad on the CMUT chip. 1 of these
switches can be used to ground the CMUT pad. The 2 others each control a DC
input with a protective 1MΩ resistor and an AC input/output terminal with 1nF
capacitors to block the DC from entering the AC terminals. 2 AC terminals are
used because it gives the opportunity to use one as an input and the other as
an output. This can be used to examine cross-talk effects between the CMUT
elements. It is also propitious for pulse-echo measurements, using terminal AC1
to send the pulse while listening at the echo at AC2.
The circuits are designed in accordance with figures 3.2 and 3.3 in the theory
section. The components should be of the surface mounted technology (SMT)
type as in figure 8.5(c). This is a good idea because SMT gives increased board
density and reduced weight, volume and cost [31].
A steady base could be made in addition, with screw holes fitting the ones in
the sample plate. Having such a base near the different instruments used to test
CMUTs would make it easy to move samples from one instrument to another
and fastening it without the mess that follows with glue and tape. Being able
to selectively activate transducer elements makes it much easier than before to
characterize the samples in great detail. New features include characterizing dif-
ferent parts of the CMUT array electrically and investigating cross-talk effects
just by flipping switches on the DIP component.
In order to be fair, the two inconveniences with this design must be mentioned.
Number one is the fact that this solution would be more expensive than the pre-
vious one due to the many steps of production. Another problem might be that
the signals of each CMUT pad may pollute each other since their conductors
would be quite close in the FFC and on the PCB.
The design presented in this chapter was mainly outlined by PhD student Erlend
Leirset, with the assistance of PhD student Sigrid Berg and the author.
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Figure 8.4: New circuit board design: the CMUT pads are bonded to the conductive
lines. Every line is elongated through an FFC to a printed circuit board.
On the circuit board, a DIP switch can selectively activate transducer
elements.
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(a) Flexible flat cable (b) Typical dual in-line
package switch
(c) Surface mount resistor
Figure 8.5: Real photos of a flexible flat cable, a dual in-line package switch and a
surface mount resistor5
5Subfigures are respectively from refs. [32], [33] and [34].
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9 Conclusion
Two Capacitive Micromachined Ultrasonic Transducer (CMUT) prototypes have
been characterized in this thesis. Electrical measurements with a network ana-
lyzer proved to be a fast and easy way of determining the frequency response of
an interconnected transducer element comprised of several CMUT cells. Optical
measurements were also performed by a heterodyne interferometer in order to
probe single cells. The optical setup was extremely sensitive, being able to detect
vibration phases and amplitudes down to a few picometers. Its spatial resolution
is also very small, with the object beam having a radius of ≈ 0.38µm at the
sample plane.
The prototype tested first, referred to as sample 1, was an interconnected array
of CMUTs. Network analyzer measurements showed that the frequency response
had two distinct peaks at 32.2MHz and 33.3MHz near its collapse voltage in air.
Two peaks so close to each other is a rare phenomenon, so the sample was tested
further with the interferometer. The peaks were evidently not originating from
two different vibration modes inherent in each cell. Each cell had its own unique
fundamental resonance frequency, some of them close to 32.2MHz and others
near 33.3MHz. It is impossible to fabricate all the cells identically, and this ex-
plains the different resonances. The resonance frequencies were also shifting as
a function of how long the CMUT had been biased. Experiments showed that
the drift is probably caused by charges being trapped under the membranes of
the CMUTs, effectively increasing the potenial difference between the electrodes
until the membranes collapse. These charging effects make the characteristics of
the prototype unpredictible and should be solved before incorporating it in an
ultrasonic probe.
A second prototype had resonance freqencies between 10MHz and 12MHz in
air near the collapse voltage. The first measurements suggested that this sample,
sample 2, was precharged. This assumption is based on the fact that the char-
acteristics of the CMUT changed permanently after it collapsed once. Even if
this is not the correct assumption, we have learned that the transducer should be
collapsed at least once in order to achieve a predictible frequency response. Other
charging effects were not observed. Sample 2 was also immersed in a fluid with
many properties resembling blood plasma and measured optically. The band-
width of the centre frequency became wider, and the resonances were observed
near 5MHz in this case. A higher centre frequency is needed to achieve the wanted
spatial resolution of the probe. The sample stopped functioning after 5 weeks of
operating in immersion. This does not necessarily mean that the quality of the
prototype is poor, as this particular sample seemed to have a few non-uniformities
on the surface even before the measurements started.
79
9 CONCLUSION
The next prototype to be tested has different geometrical properties with re-
spect to older models and does not fit today’s experimental setups. A new way of
connecting this CMUT variant to the measuring instruments is outlined in this
thesis. The design is more complicated than before, but easier to handle in prac-
tice. Measuring crosstalk effects between the transducer elements would literally
be as easy as flipping a switch, as the elements could selectively be switched on
or off.
Future work in developing the ultrasonic probe involves characterizing more
CMUT prototypes while learing about their positive and negative properties
along the way. The CMUT must be improved before it is ready to be incor-
porated in an intravascular probe. It is still a challenge to make a reliable CMUT
structure with a centre frequency of 30− 50MHz in blood. When this challenge
is overcome, the next steps involve designing the electronics and figuring out how
the CMUTs should be distributed on the probe.
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A/R coating, Vacuum Bonding 
 
APPLICATION 
      
· Wideband Modulator 
· Frequency Shifter 
 
FEATURES 
      
· Very High Video Bandwidth 
· Low Drive Power 
· Compact 
· Good Temperature Stability 
 
 
DRIVERS 
  
   525C-L (DIGITAL MODULATION)   620C-200 (VARIABLE FREQUENCY & DIGITAL MOD’N) 
   535C-L (ANALOG MODULATION)   630C-200 (VARIABLE FREQUENCY & ANALOG MOD’N) 
 
 
OUTLINE DRAWING 
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4-40 UNC x 4mm dp
(2 places)
Bragg pivot Hole
2.38mm x 4mm dp
Optical centre of AO cell
Coincides to C/L within 0.76mm
Active
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C/L
50,76 22,34
16,00
Aperture
Dimn: mm
(1" = 25.4mm)
 
 
[*Please refer to 1205/06/50C-NIR Data sheet addendum for performance at wavelengths > 800nm] 
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A/R coating, Vacuum Bonding 
 
SPECIFICATIONS 
 
   Spectral Range:    .442-> 1.5mm* 
   Standard A/R Wavelengths: 442-488nm, 488-633nm (Options to 1.5um available) 
   Interaction Medium:   Lead Molybdate (PbMo04) 
   Acoustic Velocity:    3.63mm/ms 
   Active Aperture:    0.75mm 
   Centre Frequency:    200MHz 
   RF Bandwidth:     100MHz 
   RF Input Impedance:   50W Nominal 
   DC Contrast Ratio:    >1000:1 min (2000:1 typical) 
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Input Bragg   
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0th-1st  Order Beam  
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Static Insertion 
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DYNAMIC CONTRAST RATIO 
 
Maximum modulation bandwidth (50MHz) 
dynamic contrast ratio (CR) is obtained with a 
focussed beam diameter of 31mm.  The typical 
MTF (depth of modulation) curve for the 1250C 
is shown at left.   For larger beam diameters, 
the abscissa scales linearly.  The value of M 
from the curve may be used to determine the 
sine wave contrast ratio at a particular 
modulating frequency according to the relation:  
 
CR = 1+M/1-M 
 
For digital, on-off modulation, the CR will be 
greater than the value calculated from the 
above equation. 
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Features
l High-speed response and high sensitivity
l Flat frequency characteristics
l Compact and lightweight
l Single power supply operation
Applications
l Laser radar
l Spatial light transmission
l Optical rangefinder
M O D U L E
APD module
Detects optical signals at 1 GHz, with high sensitivity
C5658
APD module C5658 is a highly sensitive photodetector consisting of a Si APD (avalanche photodiode), a bias power supply and a low-noise 
amplifier, all integrated into a compact case. The APD used has an effective active area of φ0.5 mm to allow efficient coupling to a light beam in 
applications such as spatial light transmission. The APD internally multiplies the photocurrent to produce an ample gain (set to 100 times for 
C5658) and also features high-speed response, achieving detection limits up to 1 GHz wideband and -48 dBm (16 nWr.m.s.) noise level in 
combination with the low-noise amplifier. C5658 also incorporates a thermosensor and a temperature-compensated bias power supply necessary 
for stable operation of the APD. Highly sensitive optical measurements can be made just by supplying +12 V to C5658.
 Absolute maximum ratings
Parameter Condition Value Unit
Supply voltage +13.5 V
Maximum incident light level Continuous input 10 mW
Operating temperature 0 to +50 °C
Storage temperature -20 to +70 °C
 Electrical and optical characteristics (Ta=25 °C, Vcc=12 V, output terminated with 50 Ω)
Parameter Condition Typ. Unit
Spectral response range 400 to 1000 nm
Active area φ0.5 mm
Quantum efficiency λ=800 nm 70 %
High band 1 GHz
Cut-off frequency (-3 dB)
Low band 50 kHz
Detection sensitivity λ=800 nm 2.5 × 105 V/W
Gain stability 25 °C ± 10 °C ±5.0 %
Noise level Dark state -48 dBm
Output impedance 50 Ω
VSWR * 1.5 -
Compression point at 1 dB 3 µW
* VSWR (Voltage Standing Wave Ratio)
If internal matching of elements on a signal transmission line (matching between element input/output impedance and signal line
impedance) is poor, signal reflections occur that generate standing waves on the signal line. The VSWR is the ratio of standing
wave maximum amplitude (V Max.) to minimum amplitude (V Min.) and indicates how well the impedance is internally matched.
When this internal matching is complete, no standing waves exit and the VSWR is 0 (zero).
 Signal connector
Parameter Standard
Signal output SMA
Power supply connector D-sub 9 pin
 General specifications
Parameter Condition Value Unit
Supply voltage +12 ± 0.1 V
Current consumption 100 mA
Dimensional outline Excluding projecting parts 28 × 50 × 60 mm
Weight 120 g
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Mating connector (supplied):
DE-9S (made by JAE) or equivalent
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 Dimensional outline (unit: mm)
KACCB0051EB
KACCA0092EA
 Pin connection
Pin No. Signal
1 +12 V
2 NC
3 GND
4 NC
5 NC
6 NC
7 NC
8 NC
9 NC
 Pulse response waveform  Frequency response
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 Block diagram
50 Ω
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SIGNAL OUTPUT
TEMPERATURE-
COMPENSATED
BIAS VOLTAGE
-200 V
GAIN           : -100
HIGH BAND: 1 GHz
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