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INTRODUCTION
The paper was conceived in two parts. Part I, previously published in this journal [1] , highlighted the main steps of adaptive output feedback control for non-affine uncertain systems, having a known relative degree [2] . A main paradigm of the approach has been the feedback linearization (dynamic inversion) with neural network augmentation. Meanwhile, two contributions of the authors were published [3] , [4] , centred on the works [5] , [6] , thus proposing a new unitary approach on adaptive control synthesis. This approach supposes the addendum of another paradigm, namely that of designing a stabilizing compensator for a pair plant-internal model of exogeneous signals. The current Part II of the paper presents the validation of the controller hereby obtained by using the longitudinal channel of a hovering VTOL-type aircraft as mathematical model.
NEW UNITARY ADAPTIVE CONTROL DESIGN
The control design parameters are herein step by step presented. For the sake of friendliness and clarity of the Section, let's recall the basic architecture of the control system ( Fig. 1 ) and the improved, versus the work [1] , implementation block diagram (Fig. 2) .
The plant dynamics ( Fig. 2) refers to a service model -the longitudinal channel of a hovering VTOL-type aircraft [7] (see (1) ,  is the actuator time constant. 
It is worthy to note that this mathematical model is only a pretext in order to validate the controller by numerical simulations; in fact, our approach on controller design is a model free one):
or, in matrix form and with added measurement The control objective is the following: the system output is required to track a known bounded input . The main sources of uncertainty are the neglected dynamics and control 
As main knowledge about the system, the relative degree was assumed: one can see that in (1)-(2) the controlled output  has the relative degree . 3 r  The pseudo control , Fig. 1, 2 , is chosen to have the form [8] - [13] v
The 
Aiming to correlate the blocks in order to simplify the structure, the block in upper loop of Fig. 1 should be conceived as 
At this point, an ordinary reflection concerns the necessity of completing the error dynamics by introducing a stabilizing compensation by means of a control component. The treatment of the question in the quoted references (e.g., [10] ) suffers of some lack of coherence and clarity concerning the theory and exemplification of compensation selection. In [3] , [4] , a unitary viewpoint of approach was proposed. Consider, thence, the output dynamics as object and framework of component synthesis. The procedure used in [5] - [6] is invoked: for the order three integrator-type plant (4) (with the state vector 
:
The state vector  must have in principle the dimension 1 2 r   [13] , and the selection of matrices aims to obey the property of internal model for the step input signals [6] : 
Thus, the closed loop system is given by
must be proved, due to the substitution of   . A and the stability of matrix Bringing now in attention the complete equation of error (6), let proceed therein to the substitution of the control component value
The error dynamics system will have the form 
or, in the matrix-vector description
Summarizing the proposed procedure for the control component synthesis, we have to run on computer the system (9) with the inputs [9]- [13] , [17] , [18] . Also, it is worthy to mention the following: the choice of the key parameters is performed until this choice leads, by a trial and error process, to a stable matrix 0 , , , , ,
A . The procedures of designing the adaptive components and remain valid as described in Part I of the paper, but with the mention that a proof of the stable working of the controller (3) was done in [4] . Thus, the representation for the reference model is chosen as a third order filter of the input (2)). The structure of the adaptive component is more complicated, but for reasons of conformity it will be shortly presented furher on.
Given , a three layer-layer neural network (NN) (with a single hidden layer) has an output given by
where and are the numbers of input nodes, hidden layer nodes, and outputs, respectively. [19] . Accordingly, the dynamic inversion error  (Figs. 1, 2) can be approximated by a NN. A contextual result was proven in [4] in the form: Given , there exists a set of bounded weights,
is the functional reconstruction error and is an activation potential. Thus a
, , 
V Ŵ
As concerning the approximate inversion law (Fig. 2) , this will provide the real control . To be consequent in our approach, let's assume an enhanced level of uncertainty and evade the direct use of equations (1) . A simple, heuristic approach of flight mechanics enables us a series of inferences on the dynamics of output 
Assume however, that above is not the exact expression derived from applying feedback linearization mapping on (1). Now taking into account (4), 
The pseudo control hedge is then substracted from the third derivative of the reference model, see Fig. 4 . 
CONTROLLER VALIDATION
An excellent working of the achieved control law, in conditions of increased parameter structural uncertainty concerning the system, was demonstrated in [3] , considering a different mathematical model. Herein, and in [4] , the simulations are performed on the mathematical model (1) and in the presence of the filtered white noise having the intensity , with the filter pole at 0.314 rad/sec; the nonlinear effects were neglected. The maximum accepted level for the state variable in (1) was set at 5.14 ft/s and the saturation level for the control
 is 0.17 m [7] . For the sake of rigor, canonical coordinates transformation [2] on system (1) was done and the zero dynamics were proved to be asymptotically stable. Further on, the system parameters were as follows: is a matrix with all entries 1; , are rate limit and position limit of the saturation functions, respectively. With these choices, the stable matrices and Figs. 6 and 7 displays the tracking performance without and with PCH compensation of saturations. In Fig. 7 , it can be seen that the PCH compensator removes the oscillation which was present in the response in Fig. 6 . This exhibits that the proposed controller, improved with an antisaturation mechanism, which interacts with the actuator dynamics, achieves good tracking performance for a system with advanced level of uncertainty. From Fig. 7 it is evident that the control position and rate limits are partially diminished during most of the response, as a consequence of the PCH influence. Thus, the synthesized adaptive output feedback controller, augmented with the PCH compensator, ensures a superior tracking performance for uncertain systems, having a known relative degree.
A further improving of tracking properties versus can be still reached by the trail and error procedure. 
CONCLUSIONS
Output feedback adaptive control is a promising approach in order to achieve good tracking performances for uncertain systems. This approach relies on accurately accounting for the relative degree for the system, but does not require an accurate model for the plant dynamics. Achievable performance is ultimately limited by the actuator performance, but the effects of the actuator limits and delays can be considerably reduced by employing an anti-saturation compensator; herein, a pseudo-control hedging was considered, but other procedures are available, see for example [5] , [6] , [20] . But the main conclusion of this paper in two parts refers to the proposal and validation, by numerical simulations, of a new unitary conceived pseudo control, obtained in an uncertainty framework. The components of this so called pseudo control, thought on a superposition effects principle, are the following: 1) the output of the reference model, 2) the output of a Kalman type stabilizing compensator of the pair of systems composed by a) an output dynamics of a set of integrators of order tantamount to the assumed known relative degree r of the controlled system and b) an internal model, of order r -1, oriented to the tracking error decreasing in the presence of step input signals, and 3) the adaptive control designed to approximately cancel the error of approximate dynamic inversion by virtue of whom the real control is hereby determined from the pseudo control. A single hidden layer neural network is used to counteract this dynamic inversion error. The common approach of the pseudo control design based on tracking error dynamics estimation [10] - [13] is evaded.
