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a b s t r a c t
Doubly censored data, which include left as well as right censored observations, are
frequently met in practice. Though estimation of the distribution function with doubly
censored data has seen much study, relatively little is known about the inference of
regression coefficients in the proportional hazards model for doubly censored data. In
particular, theoretical properties of the maximum likelihood estimator of the regression
coefficients in the proportional hazards model have not been proved yet. In this paper, we
show the consistency and asymptotic normality of the maximum likelihood estimator and
prove its semiparametric efficiency. The proposed methods are illustrated with simulation
studies and analysis of an application from a medical study.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In survival analysis, data are subject to censoring. The most common type of censoring is right censoring. For example,
if a subject has not failed before the study end, right censoring occurs. In some cases, however, data are subject to left
censoring when a subject had a failure before the start of the study. Data with both right and left censored observations are
called doubly censored data. Examples of doubly censored data are abundant. For example, Khan and Tamer [1] investigated
duration models with double censoring which are of great interest in empirical studies in labor economics. Ren and Peer [2]
analyzed doubly censored data in a study of the effectiveness of screening mammograms. Other examples include an HIV
study [3] and an effective treatment of genetic disorder [4].
Previous work on double censoring includes two-sample tests, distribution function estimation and regression analysis.
Gehan [5] and Mantel [6] considered two-sample tests with doubly censored data. Estimation of the distribution function
based on doubly censored data has been studied by many others including Turnbull [7], Tsai and Crowley [8], Chang and
Yang [9], Chang [10] and Gu and Zhang [11]. Linear regression models with doubly censored data have been studied by
Zhang and Li [12] and Ren and Gu [13], and semiparametric transformation models were considered by Cai and Cheng [3].
However, relatively little is known about the inference of regression coefficients in the proportional hazards model [23]
for doubly censored data. Much of the existing literature has been focused on the extension of the Cox proportional hazards
model to interval censored data [14] and partly interval censored data [15]. Note that doubly censored data, as defined by
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us, are different from interval censored data where only a certain range containing the true survival time is known and from
partly interval censored data which consist of exact data and interval censored data.
While one can adopt a self-consistency algorithm developed for partly censored data such as in [15] for the computation
of the ML estimator for doubly censored data, extensions of theoretical properties of the ML estimator for other types of
censoring to those of theML estimatorwith double censoring are not straightforward. For example, themaximum likelihood
estimator obtained by using only the exact data is consistent for partly interval censored data, but it is not for doubly
censored data. To our knowledge, theoretical properties of the maximum likelihood estimator of the regression coefficients
in the proportional hazard have not been proved yet, though desirable properties were conjectured by Chen and Ying [16].
In this paper, we prove the consistency and asymptotic normality of the ML estimator of the regression coefficients as
well as the baseline hazard function based on doubly censored data. We also show the semiparametric efficiency of ML
estimators.
The paper is organized as follows. In Section 2, we describe the model and the ML estimator. Also, we give sufficient
conditions for the existence of the ML estimate. In Section 3, we prove the consistency and asymptotic normality of the ML
estimator. Simulation studies aswell as real data analysis are given in Section 4.We provide concluding remarks in Section 5.
All technical proofs are relegated to Appendix.
2. Model and ML estimator
Let Xi denote the survival time of interest. The Cox proportional hazards model specifies that the survival function S(t|zi)
for Xi with a given p× 1 covariate vector zi satisfies
S(t|zi) = S(t)exp(z′iβ)
where S(t) is an unknown baseline survival function and β is a p× 1 regression coefficient vector. The equivalent model is
that where the hazard function λ(t|zi) of Xi with zi is given as
λ(t|zi) = exp(z ′iβ)λ(t)
where λ(t) is a baseline hazard function.
Independently of the Xi, the Yi ≥ Vi are independent and identically distributed pairs of right and left censoring times
with possibly defective marginal distribution functions SV and SY . Under the doubly censoring mechanism, we observe only
pairs of (Wi, δi):
(Wi, δi) =
{
(Xi, 1) if Vi < Xi ≤ Yi
(Yi, 2) if Xi > Yi
(Vi, 3) if Xi ≤ Vi.
(1)
The censoring indicator δi is 1, 2, and 3 if the survival time Xi is observed, right censored, and left censored, respectively. The
aim of this paper is to develop inferential procedures for estimating the regression coefficient β based on n observations
(W1, δ1, z1), . . . , (Wn, δn, zn).
To obtain the ML estimator, we first construct an empirical likelihood for the proportional hazards model by discretizing
the baseline cumulative hazard functionΛ(t) = − log(1− S(t)). We assume thatΛ(t) has jumps only at times in the set U
where U consists of allWi with δi = 1 andW(1), the smallest order statistic amongW1, . . . ,Wn, ifW(1) is left censored. The
motivation for this choice of U is that the ML estimator with this support without a covariate becomes the self-consistent
estimator [17].
Let λ(t) = 1Λ(t) and U = {tk}qnk=1 where ti < tj for i < j. Suppose there is no left censored observation. In this case, a
popular empirical likelihood is
Lp(β,Λ) =
n∏
i=1
[
exp(z ′iβ)λ(Wi) exp
{− exp(z ′iβ)Λ(Wi)}]I(δi=1) [exp {− exp(z ′iβ)Λ(Wi)}]I(δi=2) . (2)
The profile likelihood of β based on (2) becomes Cox’s partial likelihood. See [18] for motivations and details of (2). For data
including left censored observations, a natural extension of (2) is
Le(β,Λ) =
n∏
i=1
[
1− exp {− exp(z ′iβ)Λ(Wi)}]I(δi=3) [exp(z ′iβ)λ(Wi) exp {− exp(z ′iβ)Λ(Wi)}]I(δi=1)
× [exp {− exp(z ′iβ)Λ(Wi)}]I(δi=2) (3)
since Pr(Xi ≤ Wi|Wi, δi = 3) = 1− exp
{− exp(z ′iβ)Λ(Wi)}.
The ML estimator of (β,Λ) can be obtained by maximizing the empirical likelihood (3). For computation, one can use
the Gauss–Seidel algorithm [15].
The ML estimator exists under mild regularity conditions. One can easily show that
Le(β,Λ) ≤ Lp(β,Λ), (4)
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since 1 − exp{− exp(z ′β)Λ(t)} ≤ 1. Note that Lp(β,Λ) is the empirical likelihood based only on uncensored and right
censored observations. Let D∗(t) = {i : Wi = t, δi = 1} and R∗(t) = {i : Wi ≥ t, δi 6= 3}. For a set A in Rp, the conical hull of
A is the collection of all conical combinations of vectors from A or
coni(A) =
{
m∑
j=1
λjxj : xj ∈ A and λj are positive real numbers
}
.
By [19], Lp(β,Λ) has a unique maximizer and is strictly log-concave if coni(B) = Rp where
B = {zj − zk : j ∈ D∗(ti), k ∈ R∗(ti)− D∗(ti), i = 1, . . . , qn} . (5)
Therefore, for any  > 0, we can find a compact subset C() of Rp × Rqn+ such that
sup
(β,Λ)∈C()c
Le(β,Λ) ≤ sup
(β,Λ)∈C()c
Lp(β,Λ) ≤ ,
where R+ = [0,∞). If we let  = Le(0,Λn) > 0 where λn(tk) = 1/qn for k = 1, . . . , qn, we conclude that the maximizer
of Le(β,Λ) exists in the compact subset C(). Moreover, the ML estimator of λ(tk) cannot be 0 for any k = 1, . . . , qn since
Le(β,Λ) becomes 0 in such a case. So, the ML estimate is an interior point of Rp× Rqn+ and hence the gradient of log Le(β,Λ)
becomes 0 at the ML estimate.
Remark. For doubly censored data, there are many possible choices for U , the set of jump points of Λ. A standard choice
would be that U includes allWi. However, with this choice, the gradient of log Le(β,Λ)may not be 0 since some λ(tk) can
be 0 at the ML estimate. In this paper, we let U include all uncensored observations and possibly the smallest left censored
observations so that the gradient of log Le(β,Λ) will be 0 at the ML estimate. The zero-gradient plays an important role in
proving asymptotic properties of the ML estimator. Chen and Ying [16] used the same choice.
3. Asymptotic properties of the ML estimator
In this section, we prove the consistency and asymptotic normality of the ML estimator under regularity conditions. All
the detailed proofs are deferred to Appendix. We assume the following regularity conditions:
A1. Pr(V ≤ Y ) = 1.
A2. There exists τ > 0 such that Pr(Y ≤ τ) = 1.
A3. SY (t)− SV (t) > 0 on (0, τ ).
A4. SY (0) = 1.
A5. There exist ρ and T , 0 < ρ < T < τ such that SV (t) is constant with a value less than 1 on [0, ρ] and SV (T ) = 0, i.e.,
Pr(V = 0) > 0, Pr(V ∈ (0, ρ)) = 0 and Pr(V ≤ T ) = 1.
A6. |Zi| are bounded byMz > 0.
A7. Pr(c ′Z1 = 0) = 1 implies c = 0.
A8. 0 < inft∈[ρ,T ] λ0(t) ≤ supt∈[ρ,T ] λ0(t) <∞, where λ0 is the true hazard function.
A9. SY and SV have bounded derivatives on [0, τ ] except at finitely many points.
Remark. A1–A5 are standard conditions which are almost identical to the ones used by Chang [10] for proving the weak
convergence of a self-consistent estimator. A6 and A7 are conventional conditions used in most regression problems. Also,
similar sufficient conditions were used by Kim [15] for proving the asymptotic properties of the ML estimator with partly
interval censored data. It is not difficult to show that A7 implies coni(B) = Rp asymptotically and hence guarantees the
existence of theML estimator asymptotically. A8 andA9,which are satisfied easily in practice, are assumed to avoid technical
difficulties.
We first state the consistency of the ML estimators. Let (β0,Λ0) be the true values of the parameters.
Theorem 3.1. For the ML estimator (βˆ, Λˆ), under the conditions A1–A9, ‖βˆ − β0‖ → 0 and supt∈[0,τ ] |Λˆ(t) − Λ0(t)| → 0
with probability 1 where ‖ · ‖ is the Euclidean norm on Rp.
The asymptotic normality of the ML estimator is stated in the following theorem.
Theorem 3.2. For the ML estimator, under the conditions A1–A9, the random element
√
n(βˆ − β0, Λˆ(·) − Λ0(·))′ converges
weakly to a zero-mean Gaussian process in the metric space Rp × `∞[0, τ ] where `∞[0, τ ] is the space of bounded valued
cadlag (right continuous with left limits existing) functions on [0, τ ] under the supremum norm. Furthermore, βˆ is asymptotically
efficient.
It is essential to estimate the asymptotic covariance matrix of βˆ and Λˆ(t) for a given t . The next theorem proves that
this asymptotic covariance matrix can be approximated by the inverse of the Fisher information matrix of the empirical
likelihood, treating β and {λ(tk)}qnk=1 as parameters.
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Table 1
Performances of the ML estimator: ‘Cen. prob.’ indicates the left and right censoring probabilities.
Cen. prob. β n MSE Variance Bias2
(0.1, 0.3) 0 30 0.2737 0.2734 2.964e−04
50 0.1207 0.1207 7.530e−05
100 0.0463 0.0463 1.616e−05
0.5 30 0.3235 0.3224 1.037e−03
50 0.1672 0.1671 1.343e−04
100 0.0777 0.0766 1.126e−03
1 30 0.2212 0.2056 1.551e−02
50 0.1881 0.1880 1.451e−04
100 0.0967 0.0962 4.278e−05
(0.3, 0.1) 0 30 0.2385 0.2345 3.913e−03
50 0.1170 0.1154 1.608e−03
100 0.0607 0.0594 1.349e−03
0.5 30 0.2064 0.2051 1.247e−03
50 0.1351 0.1319 3.174e−03
100 0.0680 0.0670 9.922e−04
1 30 0.3032 0.2914 8.892e−03
50 0.1844 0.1698 1.460e−02
100 0.1837 0.1837 3.654e−05
Table 2
90% coverage probabilities: ‘Cen. prob.’ indicates the left and right censoring probabilities.
Cen. prob. (0.1, 0.3) (0.3, 0.1)
Sample size 30 50 100 30 50 100
β = 0 0.9020 0.9015 0.8955 0.9044 0.9027 0.8947
Λ(100) 0.8848 0.8931 0.8956 0.8783 0.8923 0.8959
β = 0.5 0.9038 0.8982 0.8976 0.9061 0.9018 0.9013
Λ(100) 0.8877 0.8885 0.8988 0.8826 0.8885 0.8949
β = 1.0 0.9055 0.9016 0.9024 0.9103 0.9055 0.9002
Λ(100) 0.8885 0.8916 0.8966 0.8879 0.8951 0.8990
Theorem 3.3. Let Jn be the (p + qn) × (p + qn) negative Hessian matrix of log Le(βˆ, Λˆ). For given (h1, h2) ∈ Rp × `∞[0, τ ],
let V (h1, h2) be the asymptotic variance of
√
n(h′1(βˆ − β0) +
∫ τ
0 h2(t)d(Λˆ(t) − Λ0(t))). Then, under conditions A1–A9, the
estimator nh′nJ−1n hn → V (h1, h2) uniformly in (h1, h2) in probability where hn = (h1, h2n) and h2n = (h2(t1), . . . , h2(tqn)).
Theorem 3.3 implies that when the number of uncensored observations is not too large, one can simply invert the
observed information matrix for all the parameters β and {λ(tk)}qnk=1 to calculate the covariance matrix. Similar results are
obtained for various semiparametric models, for example, by Zeng et al. [20] and Fang et al. [21].
4. Numerical results
4.1. Simulation
In this section, we study small sample properties of the ML estimator through simulation. First, we generate a data set
from the following model. Let λ0(t) = 1/100 and z be either 0 or 1 with probability 0.5. We generate V ∼ Exp(λv) and
Y = V + Exp(λy) where Exp(a) represents the exponential distribution with mean a. We choose (λv, λy) accordingly to
give left and right censoring probabilities.
We first calculate the MSE (mean square error), variance and bias2 for various values of β, n and censoring probabilities,
which are presented in Table 1. The MSE, variance and bias2 decrease as the sample size increases, which confirms the
theoretical results. Note that the variance is much larger than bias2 even when the sample size is small (n = 30) regardless
of β and the censoring probabilities. That is, the ML estimator is almost unbiased.
To investigate the performance of the variance estimator, we calculate the true coverage probabilities of the 90%
confidence intervals of the regression coefficient and the cumulative hazard function at time 100 (the truemean) for various
sample sizes. The results are presented in Table 2,which shows that the variance estimate obtained by inverting the observed
Fisher information of the empirical likelihood performs reasonably well for moderate sample sizes.
The dimension of the empirical Fisher information matrix is proportional to the number of distinct uncensored
observations qn. Hence the empirical Fisher information matrix may be nearly singular when qn is large and so the resulting
variance estimation can be unstable. We ran a small simulation study to investigate the stability of the proposed variance
estimation with respect to the relative size of qn to n (i.e. censoring probability). Table 3 presents the coverage probabilities
of the 90% confidence intervals of β and Λ(100) for various values of the sample sizes and censoring probabilities when
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Table 3
90% coverage probabilities with respect to the various censoring probabilities. The two numbers in parentheses in the censoring probabilities column are
left and right censoring probabilities, respectively.
Sample size Parameters Censoring probabilities
(0.2, 0.2) (0.1, 0.1) (0.05, 0.05) (0.01, 0.01)
30 β 0.9017 0.8956 0.8923 0.8910
Λ(100) 0.8830 0.8837 0.8858 0.8890
50 β 0.9038 0.8971 0.8979 0.8943
Λ(100) 0.8931 0.8948 0.8933 0.8937
100 β 0.8975 0.8886 0.8943 0.8921
Λ(100) 0.8983 0.8958 0.8982 0.8994
Table 4
Estimation of the regression coefficient for the bipolar disorder data.
βˆ Std. error 90% CI
0.4482 0.3653 (−0.2678, 1.1644)
Time
17.5 25 35 45 55.5 70
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Fig. 1. The estimated cumulative hazard function (solid line) and pointwise 90% confidence bands (dashed lines).
β0 = 0 and λ0(t) = 1/100. The coverage probabilities are not seriously affected by the size of qn which implies that the
proposed variance estimation obtained by inverting the empirical Fisher information matrix is quite stable. For when the
sample size is several hundreds, we found that the variance estimation still performs well but the computational burden of
inverting the empirical Fisher information matrix is too heavy to be practically feasible. Developing alternative methods of
estimation of the variance for large sample sizes is worth pursuing.
4.2. Illustration on bipolar disorder data
We analyze bipolar disorder data, which are presented in [22]. The data set consists of the retrospective onset time (age)
of the bipolar disorder of 127 subjects (63 males and 64 females), one of whose parents has the bipolar disorder. Among
127 observations, 27 (22%) have bipolar disorder and remember exact onset times, 94 (74%) do not have bipolar disorder
(right censoring), and 6 (4%) have bipolar disorder but they do not remember the onset time (left censoring). Estimating the
lifetime risk was the main goal of the analysis. Using an estimated age at onset distribution as a weight, [22] estimated the
ML estimator of the lifetime risk of the bipolar disorder and age at onset distribution simultaneously while using the latter
as a weight. An alternative to the weighting method is to use the survival approach. With the proportional hazards model
for doubly censored data, a covariate such as gender can be incorporated in estimating the survival function.
Table 4 presents the 90% confidence interval for the regression coefficient of gender and Fig. 1 shows the estimation of the
baseline cumulative hazard function with its pointwise 90% confidence band. This reconfirms that there is no significance
different betweenmale and female lifetime risks as in [22]. Given a density estimate, Risch [22] used a likelihood ratio test to
test whether there is any difference between lifetime risks. Depending on the density estimates, the χ2 test statistic values
were between 0.88 and 1.68 (df = 1) while our test statistic is (0.4482/0.3653)2 = 1.50.
5. Concluding remarks
In this paper, we proved consistency and asymptotic normality for the ML estimator of the proportional hazards model
for doubly censored data. In our simulation studies, we confirmed the theoretical properties of theML estimator and showed
that it performs reasonably well with moderate sample sizes. We also analyzed a real data set from a medical study.
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Since the ML estimator has no explicit form for doubly censored data, computing the ML estimator can be cast as a
constraint optimization problem computed via the Gauss–Seidel algorithm as in [15]. However, during simulation, we found
that sometimes (5 among 5000 data sets) the algorithm fails to converge. All the results are summarized, excluding non-
convergence cases. To avoid this, implementing a more efficient algorithm which provides an alternative estimator that is
computationally simpler but has the same asymptotic efficiency is worth pursuing. We leave this problem as future work.
Appendix A. Proof of Theorem 3.1
We divide the proof into six steps. We start with the following lemma.
Lemma A.1. Let Λn(t) = ∑tk≤t 1/n. Then, log(Le(β,Λn)/nqn)/n converges to a certain function C(β) uniformly in β with|β| < M for some constant M > 0. Also,
−∞ < inf
β:|β|<M C(β) ≤ supβ:|β|≤M C(β) <∞.
Proof. Note that
1
n
log(Le(β,Λn)/nqn) = 1n
n∑
i=1
log
[
1− exp {− exp(z ′iβ)Λn(Wi)}] I(δi = 3) (6)
+ 1
n
qn∑
k=1
{
z ′ρ(k)β −
∑
j∈R∗(tk)
exp(z ′jβ)/n
}
(7)
where ρ(k) is the index i such thatWi = tk and δi = 1 and R∗(t) = {i : Wi ≥ t, δi 6= 3}.
Since Λn(t) converges to Λ∗(t) = Pr(W ≤ t, δ = 1) uniformly by the Glivenko–Cantelli lemma, the right hand side
of (6) converges to
Ez,W ,δ
[
log
{
1− exp (− exp(z ′β)Λ∗(W ))} I(δ = 3)] ,
by the strong law of large numbers. Similarly, we can prove the convergence of the right hand side of (7). Also, these con-
vergences hold uniformly on {β : |β| < M}. 
Step 1. We will prove that the sequence of the ML estimators is bounded with probability 1. That is, there exist constants
Mβ andMΛ such that |βˆ| ≤ Mβ and Λˆ(τ ) ≤ MΛ for all sufficiently large nwith probability 1.
In (4), we have seen that Le(β,Λ) ≤ Lp(β,Λ)where Lp(β,Λ) is the empirical likelihood based only on uncensored and
right censored observations.
First, consider β . Let `p(β) = supΛ log Lp(β,Λ)/nqn . Then, `p(β) is the log partial likelihood based only on uncensored
and right censored observations. Since coni(B) = Rp for all sufficiently large n, `p(β) is log-concave and has a unique max-
imum by [19] for all sufficiently large n. Since
`p(β,Λ)
n
= 1
n
n∑
i=1
[
z ′iβI(δi = 1)− log
{
n∑
k=1
exp(z ′kβ)I(Wk ≥ Wi, δi 6= 3)/n
}]
,
the Glivenko–Cantelli lemma with Lemma A2 in [24] implies that `p(β)/n converges to a concave function H(β)which has
a maximum at some β∗.
On the other hand, Lemma A.1 implies that
log(Le(β,Λ)/nqn)/n→ C(0)
when β = 0 and λ(tk) = 1/n, k = 1, . . . , qn.
Hence, if we chooseMβ such that H(β) < C(0) for all β with |β| ≥ Mβ − , then |βˆ| should be less thanMβ .
For the boundedness of Λˆ(τ ), we know from (4) that
`e(βˆ, Λˆ)+ qn log n ≤
qn∑
k=1
{
z ′ρ(k)βˆ + log λˆk − λˆk
∑
j∈R∗(tk)
exp(z ′j βˆ)
}
+ qn log n.
Let ak = nλˆk. Then, we have
`e(βˆ, Λˆ)+ qn log n
n
≤
n∑
k=1
z ′ρ(k)βˆ
n
+
n∑
k=1
log ak − akαn
n
where αn = infz,|β|≤Mβ exp(z ′β)
∑n
i=1 I(Wi ≥ τ)/n.
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Since
∑n
k=1 z
′
ρ(k)βˆ/n converges to E(ZI(δi = 1)) with probability 1, αn converges to some α > 0 with probability 1 and∑qn
k=1 log ak/n ≤ (log(Λˆ(τ ))+ log(n/qn))qn/n, we have
`e(βˆ, Λˆ)+ qn log n
n
≤ E(ZI(δi = 1))− αΛˆ(τ )+ log(Λˆ(τ ))qn/n+ O(1).
Hence, if Λˆ(τ )→∞, the right hand side of the above inequality diverges to−∞.
On the other hand, `e(βˆ,Λ)+qn log n/n is larger than a certain constant for all sufficiently large nwith probability 1when
λ(tk) = 1/n, k = 1, . . . , qn by Lemma A.1. Hence Λˆ(τ ) should be bounded for all sufficiently large nwith probability 1.
Step 2. We will show that there exists a constant Mλ > 0 such that supk λˆ(tk) ≤ Mλ/n for all sufficiently large n with
probability 1.
Let θ = (β,Λ) and θˆ = (βˆ, Λˆ). A direct calculation yields that
λˆ(tl) = 1
nξn(tl : θˆ )
where
ξn(t : θ) =
n∑
i=1
exp(z ′jβ) {I(Wi ≥ t, δi 6= 3)+ ai(θ)I(Wi ≥ t, δi = 3)} n
and
ai(θ) = − exp
{− exp(z ′iβ)Λ(Wi)}
1− exp {− exp(z ′iβ)Λ(Wi)} .
Hence, it suffices to show that there exists Mξ > 0 such that inft∈[0,τ ] ξn(t : θˆ ) > Mξ for all sufficiently large n with
probability 1.
SinceWi ≥ ρ for δi = 3, ξn(t : θ) > ξn(ρ : θ) for t ≤ ρ. Also, ξn(t : θˆ ) > α∑ni=1 I(Wi ≥ t)/n for t > T where α =
infz,|β|≤Mβ exp(z
′β). Therefore it suffices to show that inft∈(ρ,T ) ξn(t : θˆ ) > Mξ for all sufficiently large nwith probability 1.
Suppose that such anMξ does not exist. Let  be fixed, whose value will be specified later. Then, we can find a sufficiently
large n and t∗ ∈ (ρ, T ) such that ξn(t∗ : θˆ ) < .
By A8 and A9, there exists κ > 0 such thatW has a bounded density on either (t−κ, t] or (t, t+κ] for any t ∈ (ρ, T ). We
will show that whenW has a bounded density on (t∗−κ, t∗], Λˆ(t∗)− Λˆ(t∗−κ) > Mλ as n→∞, which is a contradiction.
A similar contradiction can be derived whenW has a bounded density on (t∗, t∗+ κ] and so we omit the proof for this case.
Note that there exists η > 0 such that Λˆ(ρ) > η for all sufficiently large n. This is obvious because
Λˆ(ρ) ≥
∑
tl≤ρ
1∑
j∈R∗(tl)
exp(z ′j βˆ)
≥ 1
sup
z,|β|≤Mβ
exp(z ′β)
∑
tl≤ρ
1∑
j∈R∗(tl)
1
, (8)
where the right hand side converges to a positive constant with probability 1.
Hence, there existsMa > 0 such that supi |ai(θˆ)| ≤ Ma for all nwith probability 1.
Let γ = supz,|β|<Mβ exp(z ′β)(1+Ma). For any t ∈ (t∗ − κ, t∗), we have
ξn(t : θˆ ) ≤ |ξn(t : θˆ )− ξn(t∗ : θˆ )| + ξn(t∗ : θˆ ) ≤ γ
n∑
i=1
I
(
t < Wi ≤ t∗
)
/n+ .
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SinceW has a bounded density on (t∗−κ, t∗], the Glivenco–Cantelli lemma implies that there exists a constant φ > 0 such
that
∑n
i=1 I(t < Wi ≤ t∗)/n ≤ φ(t∗ − t)+  for all sufficiently large n. Hence, we have
Λˆ(t∗)− Λˆ(t∗ − κ) = 1
n
∑
k:t∗−κ<tk≤t∗
1
ξn(tk : θˆ )
≥ 1
n
∑
k:t∗−κ<tk≤t∗
1
|ξn(tk : θˆ )− ξn(t∗ : θˆ )| + ξn(t∗ : θˆ )
≥ 1
n
∑
k:t∗−κ<tk≤t∗
1
γφ(t∗ − tk)+ (1+ γ )
= 1
n
n∑
i=1
I(t∗ − κ < Wi ≤ t∗, δi = 1)
γ φ(t∗ −Wk)+ (1+ γ )
→
∫
Z
∫ t∗
t∗−κ
1
γφ(t∗ − w)+ (1+ γ ) (SY (w)− SV (w))fX (w|z)dwP(dz)
≥ ζ
γ φ
[log(γ φκ + (1+ γ ))− log((1+ γ ))] (9)
where
ζ = inf
z,x∈[ρ,T ](SY (x)− SV (x))fX (x|z)
and fX (x|z) is the density of X given z. Note that ζ > 0 due to A8. Finally, choose  sufficiently small that (9) is larger than
MΛ, which is a contradiction.
Step 3. Define
λ˜l = 1nξn(tl : θ0)
where θ0 = (β0,Λ0).
We will prove that Λ˜(·) =∑qnk=1 λ˜(tk)I(tk ≤ ·) converges toΛ0(·) on [0, τ ] uniformly. Note that
Λ˜(t) =
∫ 1
0
1
ξn(s : θ0)
1
n
dNn(s),
where Nn(t) =∑ni=1 I(Wi ≤ t, δi = 1).
By the Glivenco–Cantelli lemma,
Nn(t)
n
→ Ez
{∫ t
0
(SY (s)− SV (s))fX (s|z)ds
}
uniformly with probability 1.
Also, again by the Glivenco–Cantelli lemma, we can show that
n∑
i=1
exp(z ′iβ0)I(δi = 1,Wi ≥ t)→ Ez
{
exp(z ′β0)
∫ ∞
t
(SY (s)− SV (s))fX (s|z)ds
}
,
n∑
i=1
exp(z ′iβ0)I(δi = 2,Wi ≥ t)→ Ez
[
exp(z ′β0)
{
SY (t)SX (t|z)−
∫ ∞
t
SY (s)fX (s|z)ds
}]
,
n∑
i=1
exp(z ′iβ0)ai(θ0)I(δi = 3,Wi ≥ t)→ Ez
[
exp(z ′β0)
{
−SV (t)SX (t|z)+
∫ ∞
t
SV (s)fX (s|z)ds
}]
uniformly with probability 1.
To sum up, we have
ξn(t : θ0)→ Ez
{
exp(z ′β0)SX (t|z)[SY (t)− SV (t)]
}
uniformly with probability 1.
Since
dEz
{∫ t
0
(SY (s)− SV (s))fX (s|z)ds
}/
dt = Λ0(t)Ez
[
exp(z ′β0)SX (t|z){SY (t)− SV (t)}
]
,
the proof is complete by Lemma A2 of [24].
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Step 4. Suppose that βˆ and Λˆ converge to β∗ andΛ∗ uniformly. We will show that
dΛˆ
dΛ˜
(t)→ dΛ∗
dΛ0
(t) (10)
uniformly with probability 1.
Note that ξn(t : θˆ )→ ξ(t : θ∗) uniformly with probability 1 where
ξ(t : θ) = Ez
[
exp(z ′β)
{
SY (t)SX (t|z)−
∫ ∞
t
SV (s)fX (s|z)ds
+
∫ ∞
t
(
− exp
(− exp(z ′β)Λ(s))
1− exp (− exp(z ′β)Λ(s))
)
(1− SX (s|z))dSV (s)
}]
.
Since inft∈[0,τ ] ξn(t : θˆ ) > Mξ , inft∈[0,τ ] ξ(t : θ∗) > Mξ > 0. Similarly, we can show that ξn(t : θ0)→ ξ(t : θ0) uniformly in
t with probability 1. Hence,
dΛˆ
dΛ˜
(t)→ ξ(t : θ0)
ξ(t : θ∗)
uniformly with probability 1.
Finally,
Λ∗(t) ← Λˆ(t)
=
∫ t
0
ξn(t : θ0)
ξn(t : θˆ )
dΛ˜(s)
→
∫ t
0
ξ(t : θ0)
ξ(t : θ∗)dΛ0(s),
and hence
dΛ∗
dΛ0
(t) = ξ(t : θ0)
ξ(t : θ∗) .
Step 5. By Helly’s selection theorem, we can find a convergent subsequence of θˆ [25]. With abuse of notation, we let θˆ be a
convergent subsequence and θ∗ be the convergent point of θˆ . Then, (10) implies that
0 ≤ `e(βˆ, Λˆ)/n− `e(β0, Λ˜)/n→ KL(θ∗, θ0),
where KL(θ∗, θ0) is the Kullback–Leibler divergence defined by
KL(θ∗, θ0) = E(z,W ,δ)
{
I(δ = 1) {z ′β∗ + log (Λ∗(W ))}− I(δ 6= 3) exp(z ′β∗)Λ∗(W )
+ I(δ = 3) (log [1− exp {− exp(z ′β∗)Λ∗(W )}])}
− E(z,W ,δ)
{
I(δ = 1) {z ′β0 + log (Λ0(W ))}− I(δ 6= 3) exp(z ′β0)Λ0(W )
+ I(δ = 3) (log [1− exp {− exp(z ′β0)Λ0(W )}])} .
Since the KL divergence is nonpositive, KL(θ∗, θ0) = 0.
Step 6. Now, it suffices to show that themodel is identifiable since in that case KL(θ∗, θ0) = 0 implies θ∗ = θ0. For themodel
identifiability, we prove that if Pr((W , δ) ∈ A|β1,Λ1, z) = Pr((W , δ) ∈ A|β2,Λ2, z) for all Borel subsets A of [0,∞) ×
{1, 2, 3} and all z, then (β1,Λ1) = (β2,Λ2). Note that for any Borel subset B of [0,∞),
Pr(W ∈ B, δ = 1|β,Λ, z) =
∫
B
exp(z ′β)λ(t) exp
{− exp(z ′β)Λ(t)} (SY (t)− SV (t))dt.
Hence, by A3, if
Pr(W ∈ B, δ = 1|β1,Λ1, z) = Pr(W ∈ B, δ = 1|β2,Λ2, z)
for all Borel subset B of [0,∞) and z, then
exp(z ′β1)λ1(t) exp
{− exp(z ′β)Λ1(t)} = exp(z ′β1)λ1(t) exp {− exp(z ′β)Λ1(t)}
for all t and z. Since the proportional hazard model is identifiable with A7, the proof is complete. 
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Appendix B. Proof of Theorem 3.2
We shall prove the theorem by verifying the four conditions stated in Theorem 2 of [26]. Essentially, the proof is the same
as that for partly interval censored data given by Kim [15]. However, we present the detailed proof for completeness of the
paper.
To calculate the score operator, one might differentiate Le(β,Λ)with respect to the jump sizes ofΛ and β . However an
equivalent method which is useful as a thinking tool is to consider submodels of the form
ε→ (βε,Λε(·)) :=
(
β + εh1,Λ(·)+ ε
∫ .
0
h2dΛ
)
,
where h1 is a d-dimensional vector and h2 is a function of bounded variation. The score operator is given by
Sn(β,Λ)(h1, h2) = 1n
∂
∂ε
log Le(βε,Λε)|ε=0
= 1
n
n∑
i=1
{
(exp(− exp(z ′iβ)Λ(Wi))− bi) exp(z ′iβ)Λ(Wi)z ′ih1
1− exp(− exp(z ′iβ)Λ(Wi))
+ aiz ′ih1
}
(11)
+ 1
n
n∑
I=1
{
(exp(− exp(z ′iβ)Λ(Wi))− bi) exp(z ′iβ)
∫ Wi
0 h2(t)dΛ(t)
1− exp(− exp(z ′iβ)Λ(Wi))
+ aih2(Wi)
}
(12)
where ai = I(δi = 1) and bi = I(δi 6= 3).
Let the right hand sides of (11) and (12) be An1(h1) and An2(h2), respectively. Let
Hp = {h = (h1, h2) : h1 ∈ Rd, h2(·) is a function on [0, τ ]; ‖h‖Hp = |h1| + ‖h2‖v ≤ p}
where ‖h2‖v is the absolute value of h2(0) plus the total variation of h2 on the interval [0, τ ]. Further, we shall restrict
consideration to h2 which is cadlag.We can consider the parameter θ = (β,Λ) as a functional onHp given by θ(h) = h′1β+∫ τ
0 h2dΛ and the parameter space Θ as a subset of `
∞(Hp), the space of bounded functionals on Hp, equipped with the
supremum norm ‖θ‖p = suph∈Hp |θ(h)|.
Let
`β = (exp(− exp(z
′β)Λ(w))− b) exp(z ′β)Λ(w)z
1− exp(− exp(z ′β)Λ(w)) + az,
`Λ[h2] = (exp(− exp(z
′β)Λ(w))− b) exp(z ′β) ∫ w0 h2(t)dΛ(t)
1− exp(− exp(z ′β)Λ(w)) + ah2(w).
Then An1(h1) = Pn(h′1`β) and An2(h2) = Pn(`Λ[h2])where Pn denotes the empirical measure. Correspondingly, we define
the limit map S : (β,Λ) → `∞(Hp) as S(β,Λ)(h1, h2) = A1(h1) + A2(h2) where the linear functionals Ap(p = 1, 2) are
obtained by replacing the empirical sum in Anp by the expectation.
We shall prove the asymptotic normality of theML estimator by verifying the four conditions stated in Theorem 2 of [26].
Clearly Sn(β̂, Λ̂) = 0 and S(β0,Λ0) = 0.
The first condition that
√
n{Sn(β0,Λ0) − S(β0,Λ0)} = √nSn(β0,Λ0) weakly converges to a tight Gaussian process on
`∞(Hp), which we denote byW , holds becauseHp is a Donsker class and the functionals Anp are bounded Lipschitz func-
tionals with respect toHp. The submodel ε → (β + εh1,Λ(·) + ε
∫ ·
0 h2dΛ) is a regular parametric submodel, and we can
calculate the asymptotic variance as
var(W(h)) = E
(
− ∂
2
∂ε2
log L(βε,Λε)
∣∣∣∣
ε=0
)
= −S˙(β0,Λ0)
(
h1,
∫ ·
0
h2dΛ0
)
(h),
where S˙(β0,Λ0) is the Fréchet derivative of S at (β0,Λ0) (see below). Similarly, the asymptotic covariance can be calculated
by considering two-dimensional submodels (ε1, ε2)→ (β0 + ε1h1 + ε2g1,Λ0(·)+ ε1
∫ ·
0 h2dΛ0 + ε2
∫ ·
0 g2dΛ0) and differ-
entiating at (ε1, ε2) = (0, 0), which gives
cov(W(h),W(g)) = −S˙(β0,Λ0)
(
g1,
∫ ·
0
g2dΛ0
)
(h).
We shall now show that S is Fréchet differentiable. First note that S is Gâteaux differentiable and the derivative is
continuous. And it is relatively easy to show that
sup
{∥∥∥∥ ∂∂λS(θ0 + λθ)
∥∥∥∥
p
: ‖θ‖p ≤ 1, |λ| ≤ 
}
<∞
for an  > 0 because z is bounded. By Proposition 1 in Appendix of [27], S is Fréchet differentiable.
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To prove the approximation condition, we use Lemma 3.3.5 in [28]. Let φ(θ, h) = h′1`β + `Λ[h2] andF = {θ : ‖θ − θ0‖p
< δ}. Then, it can be shown that F andHp are Donsker classes and E(φ(θ, h)2) < ∞ for all (θ, h) ∈ F × Hp. Hence, by
Theorem 2.10.6 of [28], {φ(θ, h) : (θ, h) ∈ F ×Hp} is a Donsker class and so {φ(θ0, h) : h ∈ Hp} is also a Donsker class
because
{φ(θ0, h) : h ∈ Hp} ⊂ {φ(θ, h) : (θ, h) ∈ F ×Hp}.
Therefore {φ(θ, h)− φ(θ0, h) : (θ, h) ∈ F ×Hp} is a Donsker class.
On the other hand, since
E sup
h∈Hp
(φ(θ, h)− φ(θ0, h))2 <∞,
the dominated convergence theorem implies
sup
h∈H
E(φ(θ, h)− φ(θ0, h))2 → 0
as θ → θ0.
By Lemma 3.3.5 in [28], the approximation condition holds.
It remains to show that the linear map S˙(β0,Λ0), denoted byA, is continuously invertible on its range. Note thatAmaps
(β − β0,Λ−Λ0) to a bounded functional onHp. Algebraic manipulations yield
S˙(β0,Λ0)(β − β0,Λ−Λ0)[h1, h2] = (β − β0)′Q1(h1, h2)+
∫ τ
0
Q2(h1, h2)(t)d(Λ(t)−Λ0(t))
where
Q1(h1, h2) = B · h1 +
∫ τ
0
{
D1(s)′
(∫ s
0
h2(t)dΛ0(t)
)}
ds,
Q2(h1, h2) = D2(t)′ · h1 +
∫ τ
t
{
D3(s)
∫ s
0
h2(t)dΛ0(t)
}
ds+ D4(t)h2(t),
where B is a constant matrix, D1(·),D2(·),D3(·),D4(·) are continuously differentiable functions depending on the true
distribution.
As is done in the proof of Theorem 2 in [25], for continuously invertibility of S˙(β0,Λ0), it suffices to show thatQ(h1, h2) =
(Q1(h1, h2),Q2(h1, h2)), viewed as an operator from H∞ to H∞, is continuously invertible. To verify that Q(h1, h2) is
continuously invertible, we show thatQ is one to one and can bewritten as a sumof a continuously invertible linear operator
L and a compact operator C . This implies thatQ is continuously invertible. See, for example, [29].
First, we will prove thatQ is a one-to-one map. IfQ(h1, h2) = 0, thenA(β − β0,Λ−Λ0)(h) = 0 for any (β,Λ) in the
neighborhood of (β0,Λ0). We choose β − β0 = εh1, Λ(·)−Λ0(·) = ε
∫ ·
0 h2dΛ0 for a small constant ε.
By the definition ofA,
0 = A(β − β0,Λ−Λ0)(h) = εE(h′1`β + `Λ[h2])2.
Thus
h′1`β + `Λ[h2] =
{
(exp(− exp(z ′β)Λ(w))− I(δ 6= 3)) exp(z ′β)Λ(w)
1− exp(− exp(z ′β)Λ(w)) + I(δ = 1)
}
z ′h1
+
{
(exp(− exp(z ′β)Λ(w))− I(δ 6= 3)) exp(z ′β) ∫ w0 h2(t)dΛ(t)
1− exp(− exp(z ′β)Λ(w)) + I(δ = 1)h2(w)
}
= 0
almost surely.
If δ 6= 1, then z ′h1Λ(w)+
∫ w
0 h2(t)dΛ(t) = 0 a.s. on {δ 6= 1}.
Suppose that h2(·) ≡ 0. Then z ′h1 is a constant on {δ 6= 1}, which is impossible. Therefore h2(·) ≡ 0. By A6, h1 = 0
because {w : Λ(w) > 0} has a positive probability. ThereforeQ is a one-to-one map.
Next we will prove that Q is a sum of a continuously invertible linear operator L and a compact operator C . Let
L(h) = (Lβ0(h1), LΛ0(h2)), where
Lβ0(h1) = E
(
∂2
∂β2
log L(β0,Λ0)
)
· h1 = B · h1
and LΛ0(h2)(·) = D4(·)h2(·).
It can be shown by a direct calculation that B is invertible and hence Lβ0 is one to one. Since Lβ0 is a finite-dimensional
operator and D4(t) 6= 0 for all t ∈ [0, τ ], L is a continuously invertible linear operator.
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To show that Q(h) − L(h) is a compact operator, we show that for an arbitrary sequence {hn}n≥1 in Hp, there exists
a convergent subsequence of {Q(hn) − L(hn)}. It follows from Helly’s selection theorem that there exists a subsequence,
{nk}k≥1, and a function, h, such that hnk converges pointwise to h sinceHp is compact.
Using the dominated convergence theorem, it is easy to see that the subsequenceQ(hnk)−L(hnk) converges toQ(h)−L(h).
Therefore S˙(β0,Λ0) is continuously invertible on its range. Hence by Theorem 2 of [26],
√
n{(βˆ, Λˆ)− (β0,Λ0)} =⇒ −S˙−1(β0,Λ0)W .
Furthermore,
√
nS˙(β0,Λ0)(β − β0,Λ−Λ0)[h1, h2] =
√
n(β − β0)′Q1(h1, h2)+
√
n
∫ τ
0
Q2(h1, h2)d(Λ(t)−Λ0(t))
= √n(Pn − P )[h′1`β + `Λ[h2]] + op(1)
uniformly in h = (h1, h2).
BecauseQ = (Q1,Q2)′ is invertible, we can find d unique directionsw1 = (w11, w12), . . . , wd = (wd1, wd2) ∈ Hp such
that
(βˆ − β0)′ = (βˆ − β0)′(Q1(w1), . . . ,Q1(wd))+
∫ τ
0
(Q2(w1), . . . ,Q2(wd))(Λ(t)−Λ0(t)).
For such aw,
√
n(βˆ − β0)′ =
√
n(Pn − P )(w′11`β + `Λ[w12], . . . , w′d1`β + `Λ[wd2])+ op(1).
Thus, βˆ is an asymptotically linear estimator for β and its influence function belongs to the space spanned by the score
function. It follows that βˆ is semiparametrically efficient [27].
Appendix C. Proof of Theorem 3.3
Let W denote the ML estimator. The asymptotic distribution of
√
n{(βˆ, Λˆ) − (β0,Λ0)}(h) is −S˙−1(β0,Λ0)(W(h)) =
−W(Q−1(h)). Therefore the asymptotic variance of
√
n{(βˆ, Λˆ)− (β0,Λ0)}(h) =
√
n
{
h′1(βˆ − β0)+
∫ τ
0
h2d(Λˆ−Λ0)
}
is h′1Q
−1
1 (h)+
∫ τ
0 h2Q
−1
2 (h)dΛ0.
A natural estimate for this is obtained by estimatingQ = Q(θ) by the observed information operator Qˆn = Qn(θˆn) and
then inverting Qˆn where θ = (β,Λ) and Qn is the same as Q except that B and Dk(·), k = 1, . . . , 4, are replaced by their
empirical counterparts.
Using Proposition 3 in [25], it is straightforward to show that Qˆn → Q in probability in `∞(Hp) for all p. Therefore, with
a probability going to 1, we can write Qˆn as a sum of a continuously invertible operator and a compact operator.
Further, Qˆn must be one to one with a probability going to 1; otherwise, using the linearity of Q we can find a bounded
sequence {hnk}k converging to some h0 6= 0 such that Qnk(hnk) = 0 converges to Q(h0) = 0. This gives us a contradiction.
Hence Qˆn is continuously invertible with a probability going to 1.
For a given g ∈ H∞, let hn = Qˆ−1n (g). SinceQ−1 is continuous, there exists a constant K such that
‖Qˆ−1n (g)−Q−1(g)‖ = ‖Q−1(Q(hn))−Q−1(Qˆn(hn))‖
≤ K‖Q(hn)− Qˆn(hn)‖.
If {hn} is bounded then the right hand side converges to zero as n tends to infinity. Suppose that {hn} is not bounded. Thenwe
can find a subsequence {nk} and real numbers {cnk} satisfying cnk → 0, {cnkhnk} → h0 6= 0 and Qˆnk(cnkhnk)→ Q(h0) 6= 0.
On the other hand, using the linearity of Qˆn we have
lim
k
Qˆnk(cnkhnk) = limk cnkg = 0,
which gives us a contradiction. Therefore Qˆ−1n (g) converges toQ−1(g) and
h′1Qˆ
−1
n1 (h)+
∫ τ
0
h2Qˆ−1n2 (h)dΛˆ→ h′1Q−11 (h)+
∫ τ
0
h2Q−12 (h)dΛ0,
in probability for h ∈ Hp.
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The S˙(β0,Λ0)(β − β0,Λ−Λ0)[h1, h2] can be approximated uniformly in (h1, h2) ∈ Hp by
(βˆ − β0)′Qˆn1(h)
∫ τ
0
Qˆn2(h)d(Λˆ−Λ0) = (h′1,
−→
h2
′
)
(
Jn
n
)(
βˆ − β0
{1Λˆ(Wi)−1Λ0(Wi) : δi = 1}
)
, (13)
where
−→
h2 denotes the vector of {h2(Wi) : δi = 1}, 1Λ0(Wi) = Λ0(Wi) − maxWl<Wi,δl=1Λ0(Wl) and Jn is the negative
Hessian matrix of log Ln(βˆ, Λˆ)with respect to β and the jump sizes ofΛ at theWi for which δi = 1.
Because the left hand side of (13) is continuously invertible, Jn is continuously invertible for sufficiently large n with
probability 1.
Note that the asymptotic variance of
√
n
{
(βˆ − β0)′Qˆn1(h)+
∫ τ
0
Qˆn2(h)d(Λˆ−Λ0)
}
= √n(h′1,
−→
h2
′
)
(
Jn
n
)(
βˆ − β0
{1Λˆ(Wi)−1Λ0(Wi) : δi = 1}
)
,
is h′1Q1(h)+
∫ τ
0 h2Q2(h)dΛ.
And
(h′1,
−→
h2
′
)
Jn
n
(h1,
−→
h2 ) = h′1Qˆn1(h)+
∫ τ
0
h2Qˆn2(h)dΛˆ→ h′1Q1(h)+
∫ τ
0
h2Q2(h)dΛ0.
By the replacement of (h′1,
−→
h2
′
) by (h′1, Eh′2)
( Jn
n
)−1
, we can show that the asymptotic variance of
√
n(h′1,
−→
h2
′
)
(
βˆ − β0
{1Λˆ(Wi)−1Λ0(Wi) : δi = 1}
)
is the limit of (h′1,
−→
h2
′
)
( Jn
n
)−1 (
h1,
−→
h2
)
. Thus
√
n{(βˆ−β0)′h1+
∫ τ
0 h2(t)d(Λˆ(t)−Λ0(t))} converges to a zero-mean normal
distribution whose variance is the limit of n(h′1,
−→
h2
′
)J−1n (h′1,
−→
h2
′
).
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