In this paper we perform an analysis of the learning process with the ReSuMe method and spiking neural networks (Ponulak, 2005; Ponulak, 2006b) . We investigate how the particular parameters of the learning algorithm affect the process of learning. We consider the issue of speeding up the adaptation process, while maintaining the stability of the optimal solution. This is an important issue in many real-life tasks where the neural networks are applied and where the fast learning convergence is highly desirable.
Introduction
A rapidly growing interest in applications of Artificial Neural Networks (ANNs) in real-life systems has been observed in the last decades (Freeman and Skapura, 1991; Korbicz, Obuchowicz and Uciński, 1994; Kangas and Kohonen, 1996; Papik, Molnar, Schaefer, Dombovari, Tulassay and Feher, 1998 ; ?). The fundamental property of ANNs spurring this interest is their learning ability. ANNs can adapt to changes in their environment. From the engineering point of view, it is desirable to reduce the time required for the adaptation process, while maintaining the stability of the optimal state of the network (Hertz, Krogh and Palmer, 1991) . Here we consider this issue in the context of Spiking Neural Networks (SNNs) (Gerstner and Kistler, 2002b; Maass and Bishop, 1999) and a ReSuMe learning method (Ponulak, 2005; Kasiński and Ponulak, 2005; Ponulak, 2006b) .
ReSuMe (or Remote Supervised Method) is a learning algorithm dedicated for spiking neurons. The method corresponds to the Widrow-Hoff rule, but also takes advantage of spike-based plasticity mechanisms such as Spike-Timing Dependent Plasticity (STDP) (Gerstner and Kistler, 2002a; Gerstner and Kistler, 2002b) . It was shown that ReSuMe enables effective learning of complex temporal and spatio-temporal spike patterns with a given accuracy and that the method allows imposing on the networks the desired input/output behaviour . Generalization properties of spiking neurons trained with ReSuMe were demonstrated in (Ponulak and Kasiński, 2006a) . Several applications of the ReSuMe method were discussed in Ponulak and Kasiński, 2006b; Ponulak, Belter and Kasiński, 2006) .
The goal of this study is to perform a thorough analysis of the ReSuMe learning process and to determine how the particular adjustable parameters of the ReSuMe algorithm influence the learning convergence. The obtained results will be evaluated in order to ascertain the optimal parameter values leading to the fastest learning convergence.
Learning algorithm and the investigation procedure
We consider the ReSuMe learning rule given by the following equation (Ponulak, 2006b ):
where S d (t), S in (t) and S o (t) are the desired, pre-and postsynaptic spike trains (Gerstner and Kistler, 2002b) , respectively. The constant a represents the so-called non-Hebbian contribution to the weight changes. The function W (s) of a time delay s between the correlated 118 F. Ponulak spikes is known as a learning window (Gerstner and Kistler, 2002b ). The shapes of W (s) applied in ReSuMe are similar to the ones used in STDP models and can be mathematically described in the following form:
with amplitudes A + , A − ≥ 0 and time constants τ + , τ − > 0 of the positive and negative parts of the learning window, respectively, see left-hand side panels in Fig. 2 . In our analysis we consider the ReSuMe learning algorithm implemented in the LSM (Liquid State Machine) network architecture . The network consists of a large, recurrent neural structure NMC (Neural Microcircuit) and a set of readout neurons (the output layer). In our study the NMC, containing 1600 LIF (Leaky-Integrate and Fire, (Gerstner and Kistler, 2002b) ) neurons, is driven with a single input signal. The outputs of individual NMC neurons are projected onto a single readout LIF-neuron, considered as the network's output and trained to reconstruct the predefined target spike train (for details on the methods and simulation parameters, see the Appendix). Now, we investigate how the particular parameters v = {a, A + , A − , τ + , τ − } of the ReSuMe rule, Eqns. (1) and (2), influence the learning process.
The experimental procedure is summarized in Ta ] of v i is chosen to be wide enough to observe the various qualitative phenomena attributed to the learning process.
In order to obtain statistically reliable results, the implemented network is tested on 10 pairs (denoted by T = {T 1 , . . . , T 10 }) of the input and desired output signals applied to the network for every selected vector of the ReSuMe parameter values v. The particular signals T are generated randomly according to the uniform distribution over a time period of 100 ms.
For each set v and T j , j = 1, . . . , 10, the learning process is repeated for 20 epochs. After every learning epoch m the performance index P (m) is evaluated as a measure of the error between the desired S d (t) at the actual S o (t) network output (see Appendix for details). Finally, a sum P j = 20 m=3 P (m) is calculated over the last 18 epochs. The sum P j can be considered as an approximation of the integral of P (m) over m. P j provides quantitative information on the quality of learning and the speed of convergence. Smaller values of P j correspond to the better performance of the learning process. We observed that at the beginning of learning the value of the performance index P (m) is much more influenced by the initial distance between the desired and actual output signals than by the learning process itself. For this reason we do not consider the first two epochs while computing P j . The values of P j calculated for each training pair T j are collected in a set P = {P 1 , . . . , P 10 }, and the median med (P ) and standard deviation std (P ) of P are found.
The procedure described above is repeated for each value of v i . Finally, med (P ) and std (P ) are plotted against the corresponding values of v i .
The motivation for choosing the described investigation procedure is twofold. First, we observed that the influence of the particular parameters on the learning process is independent of the other parameters and so we are allowed to analyse each parameter separately. Second, the chosen procedure allows us to observe the new phenomena arising in the system under study whenever they occur.
Since not all of these phenomena could be a-priori anticipated, some of them could be probably not accounted for by the optimization criteria if standard optimization techniques were used.
Based on the results of our previous experiments, we observed that satisfactory results of learning are obtained for the following set of parameter values:
. These values are considered as our initial parameter settings and will be used in all experiments as default values.
Results

3.1.
Non-Hebbian parameter (a). We begin with studying the influence of the non-Hebbian parameter a on the learning process. Suppose for a while that a is the main factor determining the weight change in (1). In such a case we can reduce the ReSuMe learning rule (1) to
According to this equation we note that for the case of excitatory synapses, where a > 0, the total weight change induced by the signals S o (t) and S d (t) is positive as long as the number of spikes in
. This weight increase results in a stronger excitation of the postsynaptic neuron and, eventually, leads to its higher activity. On the other hand, the weight is decreased whenever the number of spikes in S o (t) is greater than desired. Opposite effects are observed for the case of inhibitory synapses and a < 0. There is no weight change if and only if the numbers of spikes in S o (t) and
This analysis suggests that the role of a in the ReSuMe learning is to set the activity (the instantaneous firing rate) of the postsynaptic neuron to the level determined by the desired signal, but without taking into account a precise timing of particular spikes. Collect a set P = {P 1 , . . . , P 10 } Find median med(P ) and standard deviation std(P )
Plot med(P ) and std(P ) versus v i
In the experiment considered the network is trained according to the ReSuMe learning rule given by (1), with a taking evenly spaced values from the range [0, 0.1]. The results demonstrate ( Fig. 1(a) ) that the median of the index P takes the lowest values, corresponding to the best performance of learning, for a ∈ [0.01, 0.07]. This suggests that too small or too high values of a are not optimal for learning. Indeed, if we analyse the performance index P (m) calculated during the training with a taking the representative values a = {0, 0.025, 0.1, 0.2}, we observe the following ( Fig. 1(b) ):
• In the case of training with a = 0, i.e., with a below the optimal range, P (m) decreases very slowly and reaches its minimal value, corresponding to obtaining a solution close to the desired one, not before the 20-th learning epoch.
• For a = 0.1, 0.2, a significant jump down of P (m) occurs already after the first learning epoch. However, in the consecutive learning epochs P (m) fluctuates around its minimal value, without settling there. This is a consequence of the too high weight changes forced by the high values of a.
• In the case of a taken from its optimal range (here a = 0.025), P (m) decreases quickly enough and reaches its minimal level already after a few learning epochs. There exists an epoch m s (here m s =15), after which no fluctuations occur, and P (m) remains close to zero, which confirms the stability of the obtained convergent process.
Amplitudes of the learning window (A + , A − ).
In the next experiment we consider the influence of the amplitudes of the learning window (Eqn. (2)) on the learning process. We analyse three cases with the amplitude . In all three cases we observe (right-hand side panels in Fig. 2 ) that the index P has the minimum for the values of A + around (1 − 3) × 10 −10 , which suggests that for a given set of simulation parameters this range of values of A + is optimal. This demonstrates that too low or too high values of the learning rate (A + ,A − ) are not favourable for the good performance of the learning process.
By comparing the diagrams of P (A + ) obtained for the three cases considered, we note that, generally, the best learning performance is observed for the case where A − = 0.1A + and the worst one is recorded for A − = A + . This suggests that the influence of the negative part of the learning windows on the learning process is disadvantageous and that A − should be significantly reduced or even rejected in order to improve the learning performance.
Time-constants of the learning window (τ + , τ − ).
The influence of the time-constants of the learning windows (τ + , τ − ) on the learning performance is considered under several scenarios.
First, we assume that τ − = τ + and that both time constants vary in a range of [0.1, 10] × 10 −3 s. Under these conditions the best learning performance is obtained for τ − , τ + = [0.6, 1.5]×10
−3 s (Fig. 3(b) ).
From the definition of exponential learning windows (Eqn. (2)) it turns out that the effective time range of the learning window can be considered as [−4τ − , 4τ + ]
1 . According to this remark, we note that the optimal values of the time constants τ − , τ + = (0.6 − 1.5) × 10 −3 s imply the effective range of the learning window equal to ±(2.4 − 6) × 10 −3 s.
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−3 s, then we conclude that the best learning performance was observed in a situation where each single spike in S d (t) or S o (t) was correlated with at most one or two spikes at the particular presynaptic inputs.
Next, we search for the optimal ratio between τ + and τ − . For this reason we keep τ + fixed and modify only τ − in the range [0.1τ + , 8τ + ]. We perform three series of simulations for A − = 0.1A + , A − = 0.5A + and A − = A + , respectively (Fig. 4) . In all the three cases we observe that the learning performance deteriorates as the contribution of the negative part to the learning window increases. This is particularly evident for A − = 0.5A + and A − = A + , where the relationship between P and τ − /τ + is almost linear. However, even for the case of A − = 0.1A + , where the contribution of the negative part of the learning window is already insignificant due to the small value of A − , we still observe the same tendency, i.e., the learning performance decreasing with an increase in τ − /τ + .
These results confirm our previous observation that, in order to improve the learning performance, it is reasonable to reduce the contribution of the negative part of the learning window in the ReSuMe learning algorithm.
3.4. Shape of the learning window. So far our analysis has been restricted to experiments with the exponential learning window. This choice was motivated mainly by experimental findings indicating that the exponential function can serve as a good mathematical model of the synaptic plasticity and of the relationship between the pre-/postsynaptic firing delays and the synaptic efficacy changes (Markram, Luebke, Frotscher and Sakmann, 1997; Bi, 2002) .
On the other hand, it is intriguing to determine to what extent the shape of the learning window could influence the convergence of the ReSuMe learning process.
To answer this question here we examine six learning windows: a rectangular window, two versions of the linear windows, the original (exponential) window and two variants of double-exponential windows. The rectangular and linear windows are examined mainly to find out whether the mathematical description of the learning window can be simplified without affecting the convergence of learning. This is an important issue in the context of possible hardware implementations of the ReSuMe learning algorithm Kraft, Kasiński and Ponulak, 2006) .
The double-exponential shape is sometimes suggested as another approximation of learning windows observed in biological synapses. A thorough analysis of such a shape of the learning window was performed in the context of STDP processes, e.g., in (Kempter, Gerstner and van Hemmen, 1999; van Hemmen, 2001 ). Here, we investigate in particular the applicability of the doubleexponential window to the ReSuMe learning method.
We performed a series of experiments in which we examined the learning process by implementing the particular learning windows in the ReSuMe learning rule.
For all learning windows considered the experimental procedure was identical, i.e., we trained a single neuron having 1600 inputs. Each synaptic input was assumed to deliver a single input spike at a randomly chosen time. For each learning window we used the same target spike pattern to be reconstructed. The training was performed for 40 epochs.
In order to be able to compare the results observed for the particular learning windows, the parameters were set in a way to ensure that the integrals of the particular windows over time were in all cases similar. This approach was motivated by the assumption that the statistical influence (i.e., for the very large number of spikes) of the two different learning windows on the given synaptic weight should be similar if the areas under the particular learning windows are the same. Thus, if the compared learning windows can ensure the learning convergence, then we expect the learning process to have a similar evolution. The details of the experimental procedure are presented in Appendix.
In the following we discuss and compare the results obtained for the particular learning windows.
Rectangular learning window.
In the case of the rectangular learning window it is assumed that the amplitude of the weight change is constant as long as the time delay s between the presynaptic and postsynaptic firings (or the presynaptic and target firings) falls within some given time range. The rectangular learning window is described by a simple mathematical formula:
The learning window is illustrated in Fig. 7 (a) (lefthand side panel). In the diagram of the performance index P (m) (left-hand side panel of Fig. 7(c) ) one can observe a significant learning improvement at the initial stage of training (during the first four epochs). However, in the following epochs, P (m) settles around a certain positive value and does not converge to zero even if the learning continues. Indeed, if we compare the resulting spike train S o (t) at the postsynaptic neuron to the target pattern S d (t) (Fig. 7(b) , left-hand side panel), we see that all spikes of S d (t) are reproduced at the neurons output, yet the precision of approximation is limited to the width of the learning window (i.e., to the range [−τ − , τ + ]). In order to ex-plain this phenomenon, consider a scenario with the single input, output and target firings at t in , t out and t d , respectively (Fig. 5) . In this case the synaptic weight is modified if and only if exactly one of the postsynaptic or target spikes falls within a time range [(t in −τ − ), (t in +τ + )] of the learning window (see Figs. 5(a) and (b) ). The learning stops as soon as both spikes at t out and t d occur in
, since in such cases the amplitudes of the positive and negative weight changes are the same and they balance each other (cf. Fig. 5(c) ). Alternatively, there is no learning at all if both spikes at t out and t d are outside the learning window. This explains why the learning process does not fully converge and the precision of learning is bounded to the width of the learning window.
3.4.2. Linear learning window, Version 1. We consider two options of the linear learning window. First, we concentrate on the window defined by the following formula:
The shape of the learning window and the results of training with the use of this window are illustrated in Figs. 7(a)-(c) (central panels). As could be expected, this shape of the learning window does not lead to the convergence of learning. Although the performance index initially decreases, it stays at a reasonably high level as the learning process continues, indicating poor approximation of the target pattern (Fig. 7(c), centre) . Indeed, the resulting spike sequence at the outputŜ o (t) differs evidently from S d (t) (Fig. 7(b) , centre). The effect of the analysed learning window on the weight changes is opposite to what is expected in order to move the output spike towards t o ≈ t d (for illustration see Figs. 6(a) and (b) ). This is the reason why this learning window does not guarantee the convergence of the learning process.
Linear learning window, Version 2.
Here, we consider another version of the linear window. This time the maximal or minimal values of W (s) are reached for s close to zero and the slope of the window's linear parts is negative (Fig. 7(a), right) . The learning window is described by the following formula:
In contrast to the previous example, the learning window described by (6) implies weight changes that lead to the convergence of the learning process (Figs.6(c) and (d)). The analysis of the typical learning result with the window given by (6) confirms good learning performance and the stability of the optimal solution (Figs. 7(b) and (c), right). However, unlike in the case of the exponential learning window, the convergence cannot be formally proved (for details, we refer to (Ponulak, 2006a) ).
Exponential learning window.
We rewrite here the formula describing the exponential learning window:
The shape of this window is illustrated in Fig. 7 (d) (left panel). The quality of the learning process and the learning results are comparable to the ones observed for the linear learning window given by (6) (compare Figs.7(e) and (f) (left) and Figs.7(b) and (c) (right)).
Note, that the influence of the linear window in (6) on the synaptic weights is sharply restricted to the time range s ∈ (−τ − , τ + ) and for any s outside this range there is no learning effect. By contrast, the exponential window in (7) covers, in principle, the whole time domain and may affect the synaptic weights, gradually leading to the convergence even for long delays between the presynapticand postsynaptic-or target spikes.
3.4.5. Double-exponential learning window. Finally, we consider the double-exponential learning windows
with τ r+ , τ r− and τ d+ , τ d− being the time constants of the rising and decaying slopes of W (s), respectively. As usually, the subscript '+ ( − ) is used to describe the parameters of the positive (negative) part of the window.
In our experiments we consider two cases: the one with a very short rising slope of the double-exponential window ( Fig. 7(d) , centre) and yet another one with a relatively longer rising part of the window (Fig. 7(d), right) .
In the first case the following time constants are assumed: τ r+ = τ r− = 0.14 × 10 −3 s and τ d+ = τ d− = 2 × 10 −3 s. From the learning performance diagram we see that during learning the index P (m) decreases quickly to zero with only slight fluctuations (Fig. 7(f) , centre). The target spiking pattern S d (t) is correctly reconstructed at the output neuron (Ŝ o ) with a high precision (Fig. 7(e) , middle). 
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The time constants of the second learning window are τ r+ = τ r− = 0.3×10 −3 s and τ d+ = τ d− = 2×10 −3 s. In this case we observe that the approximation quality is improved during the first few learning epochs. However, as the training continues, the performance index P (m) increases, indicating a decline in the approximation quality (Fig. 7(f), right) . We observe that the learning process does not finally converge and the resulting output signal S o differs from the target signal S d (t) (Fig. 7(e) , right). The difference between the learning results observed in both cases can be explained on the basis of our theoretical deliberations presented in (Ponulak, 2006a) . According to that analysis we note that the learning convergence relies only on the decaying part of the learning window. However, if the contribution of the rising part of the learning window is sufficiently small, then its diverging effect on the learning process is suppressed by the desired action of the decaying part. This is the case, e.g., for the first double-exponential learning window presented in Fig. 7(d) (middle) . A thorough analysis of this case revealed that only about 5% of all 1600 presynaptic spikes fall in the rising part of the learning window, to correlate with the spikes in S o (t) or S d (t). However, in the case of the double-exponential window illustrated in Fig. 7(d)  (right) , where the rising slope amounts to about 15% of the total width of the learning window, the contribution of the rising part in the learning processes increased to 25%. This affected the learning results substantially, leading to the lack of convergence.
In this context we see that the double-exponential learning windows, which are sometimes considered as a good approximation of the biologically realistic learning windows observed for STDP, can be successfully applied to the ReSuMe training only if some conditions on the window time constants are satisfied.
Conclusions
In this paper we presented results of a parametric analysis of the ReSuMe learning process. The goal of this study was to determine the influence of individual parameters on the learning convergence. Our analysis leads to the following conclusions:
• The role of the non-Hebbian contribution (parameter a in Eqn.
(1) to the ReSuMe learning is to set the activity (the instantaneous firing rate) of the postsynaptic neuron to the level determined by the desired signal, but without taking into account a precise timing of the particular spikes (cf. Section 3.1).
• The influence of the negative part of the learning window W (s) (cf. Eqn. (1)) on the learning process is disadvantageous. A reduction or even a rejection of this part of the learning window leads to a significant improvement of the learning performance in ReSuMe (cf. Sections 3.2 and 3.3).
• The best learning performance was observed when the time constants of the learning window were set such that each single spike in S d (t) or S o (t) was correlated with at most one or two spikes at the particular presynaptic inputs. This is the case if the effective range of the learning window is of the order of the absolute refractory period of the trained neuron (cf. Section 3.3).
• The learning convergence is observed only for the learning windows which are described or can be approximated well by monotonically decreasing functions of a time distance between the presynaptic and the postsynaptic or target spikes (cf. Section 3.4). This observation confirms our previous theoretical results discussed in (Ponulak, 2006a) , where we applied a formal mathematical approach to investigate the convergence of learning with ReSuMe.
