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a b s t r a c t
The problem of the set of k-covers is a distance measure for strings. Another well-studied
string comparison measure is that of parameterized matching. We consider the problem
of the set of parameterized k-covers (k-SPC) which combines k-cover measure with
parameterized matching. We prove that k-SPC is NP-complete. We describe an approach
to solve k-SPC. This approach is based on constructing a logical model for k-SPC.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A substringW of X is defined as a cover of X if and only if X can be constructed by concatenations and superpositions of
W , such that every position of X lies within some occurrence of W in X . The study of covers dates back to the pioneering
work [1]. The well-known notion of cover is a measure of similarity of strings.
The idea of k-covers can be introduced by extending the definition of covers. The length of a string S is the number of
letters in it and is denoted as |S|. For simplicity, we use S[i] to denote the ith letter in string S, and S[i..j] to denote the
substring of S consisting of the ith letter through the jth letter. Given a nonempty string X of length n, a set
V = {v1, v2, . . . , vp}
of p substrings of X . We say that V is a set of covers for X if and only if every position of X lies within an occurrence of some
vi, 1 ≤ i ≤ p. In addition, if each string in V has length k, then V is a set of k-covers of X . For example, {ab, bc} and {ab, ca}
are sets of 2-covers of abcab. The set of k-covers problem is defined as follows.
Given a string X of length n, a set V of p strings of length k. Is it true that V is a set of k-covers of X?
The set of k-covers problem is solvable in polynomial time [2]. A number of algorithms which compute all the covers of a
given string in polynomial time is proposed in [3–6]. An integer array C is the minimal-cover (respectively, maximal-cover)
array of stringW if C[i] is the minimal (respectively, maximal) length of covers ofW [0..i], or zero if no cover exists. In [7],
the authors presented a constructive polynomial time algorithm checking the validity of an array as a minimal-cover or
maximal-cover array of some string. When the array is valid, the algorithm produces a string over an unbounded alphabet
whose cover array is the input array. A polynomial time algorithm that computes all the covers of every prefix of a string is
proposed in [8]. In [9], the k-covers problemwas introduced: find a minimum set of k-covers of a given string X . In [10], the
authors proved that the k-cover problem is NP-complete (see also [9,11]). In [12], two O(nlogn) algorithms were described
that yielded an approximation to a minimum k-cover of string X .
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Since most of the works associated with problems related to covers present polynomial time algorithms, it is natural to
attempt to accommodate problems related to covers along with other measures. A natural extension of the above problems
is to allowerrorswhen computing patterns (e.g. [2,13]). In particular, [2] considered the set of approximate k-covers problem
under Hamming, Levenshtein and edit distances:
Given a string X of length n, a set V of p strings of length k, and a distance measure, compute the minimum number t such that
V is a set of approximate k-covers for X with distance t.
Several algorithms have been proposed for these problems [2], e.g., anO(kp(n−k)) time algorithm for Hamming distance,
an O(pn2) time algorithm for Levenshtein distance, and an O(pn2) time algorithm for edit distance.
Another well-studied string comparison measure is that of parameterized matching, where two equal-length strings
are a parameterized-match if there exists a bijection on the alphabets such that one string matches the other under the
bijection [14]. Most of the works associated with parameterized pattern matching present polynomial time algorithms
(e.g. [14–18]). Note that there have been several attempts to accommodate parameterized matching along with other
measures, e.g., Hamming distance [16], a bounded version of edit-distance [17], and the longest common subsequence [19].
Several algorithms have been proposed for these problems. In this paper we consider the k-SPC problem which combines
k-cover measure with parameterized matching.
2. Preliminaries and problem definition
Amodel of parameterized patternmatching was introduced in [14]. Themainmotivation for this scheme lies in software
maintenance, where programs are to be considered ‘‘identical’’ even if variable names are different. Therefore, strings under
this model are comprised of symbols from two disjoint sets Σ and Π containing fixed symbols and variable/parameter
symbols respectively. Formally, parameterized pattern matching is as follows (see e.g. [15]). A parameterized string is a
string overΣ ∪Π . Two parameterized strings S1 ∈ (Σ ∪Π)∗ and S2 ∈ (Σ ∪Π)∗ of same length are said to parameterized
match if there exists a bijection F : Π1 → Π2, where Π1 and Π2 are the symbols from Π in S1 and S2 respectively, such
that the following holds: S1 (S2, respectively) equals S2 (S1, respectively) when any occurrence x ∈ Π1 (Π2, respectively) is
replaced by F(x) (F−1(x), respectively). We define S1 =Π S2 if and only if S1 is a parameterized match of S2.
Given a positive integer k. The decision version of the set of parameterized k-covers problem can be formulated as
following.
The Set of Parameterized k-Covers Problem (k-SPC):
Instance: A fixed alphabet Σ ∪ Π , positive integers n and p, a string X ∈ (Σ ∪ Π)∗ of length n, a set V ⊆ (Σ ∪ Π)∗ of p
strings of length k.
Question: Is there a string Y ∈ (Σ ∪Π)∗ such that V is a set of k-covers of Y and X =Π Y?
3. NP-completeness
Assume that k = 1. In this case, it is easy to see that V ⊆ Σ ∪Π . Let V1 = V ∩Σ , V2 = V ∩Π . Let
U1(Z) = {x | x ∈ Σ; Z = Z1xZ2; Z1, Z2 ∈ (Σ ∪Π)∗},
U2(Z) = {x | x ∈ Π; Z = Z1xZ2; Z1, Z2 ∈ (Σ ∪Π)∗}.
The definition of parameterized pattern matching implies that there is a string Y such that V is a set of k-covers of Y and
Y =Π X if and only if U1(X) ⊆ V1 and |U2(X)| ≤ |V2|. Therefore, it is easy to see that 1-SPC is solvable in linear time.
Theorem 1. If k ≥ 2, then k-SPC is NP-complete.
Proof. Let Y be a string overΣ ∪Π . Since the set of k-covers problem is solvable in polynomial time (e.g. [2]), we can check
that V is a set of k-covers of Y in polynomial time. By direct verification we can check in O(n) time that X =Π Y . Therefore,
k-SPC is in NP.
In order to prove that k-SPC is NP-hard, we shall reduce 3-coloring to k-SPC. Let G = ⟨VG, EG⟩ be a finite connected
graph with vertex set VG and edge set EG where
VG = {a1, a2, . . . , am}.
A k-coloring of a graph G is an assignment of one of k possible colors to each vertex of G such that no two adjacent vertices
receive the same color.
3-coloring:
Instance: A graph G = ⟨VG, EG⟩ and a positive integer k such that k ≤ |V |.
Question: Is there a k-coloring of G?
3-coloring is NP-complete (see e.g. [20], Theorem 9.8.).
Note that the adjacency matrix of G is symmetric. Therefore, we can consider G as a directed graph in which every vertex
has equal indegree and outdegree. Under this directed graph interpretation we may find, in polynomial time, an Eulerian
circuit. Considered in the non-directed sense, this is a bi-Eulerian circuit—a path through G that passes through each edge
exactly once in each direction. Let
b1, b2, . . . , br = b1
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be a bi-Eulerian circuit for G, so that
bi ∈ VG,
1 ≤ i ≤ r,
EG = {(bi, bi+1) | 1 ≤ i < r}.
Suppose that
Σ = {e, g} ∪ {ci | 1 ≤ i ≤ m},
Π = {zi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ 3},
V = V1 ∪ V2 ∪ {ee} ∪ {gz1,1, gz1,2, gz1,3, z1,1g, z1,2g, z1,3g}
where
V1 = {zi,jci | 1 ≤ i ≤ m, 1 ≤ j ≤ 3},
V2 = {zi[1],j[1]zi[2],j[2] | 1 ≤ i[1] ≤ m, 1 ≤ j[1] ≤ 3, 1 ≤ i[2] ≤ m, 1 ≤ j[2] ≤ 3, i[1] ≠ i[2], j[1] ≠ j[2]}.
Let
X1 = z1,1c1z1,2c1z1,3c1 · · · zm,1cmzm,2cmzm,3cm, X2 = d1d2 · · · dr
where
di = z2j,1 ⇔ bi = aj.
Let
X = X1eegX2g.
Suppose that V is a set of 2-covers of Y ∈ (Σ∪Π)∗ and X =Π Y . Note that X1 ∈ ((Σ∪Π)\{e, g})∗, X2 ∈ Π∗, {e, g} ⊂ Σ .
Therefore, the definition of parameterized pattern matching implies that
Y = Y1eegY2g
where Y1 = F(X1), Y2 = F(X2) for some bijection F : Π → Π which extended by the identity mapping on the setΣ .
Since ci ∈ Σ where 1 ≤ i ≤ m, then F(ci) = ci. Note that cizj,p /∈ V for all i, j and p. The definition of V implies that
zj,pci ∈ V only if zj,pci ∈ V1. Therefore, the definition of V1 implies that zj,pci ∈ V if and only if i = j. Since V is a set of
2-covers of Y , then F(zi,j[1]ci) = zi,j[2]ci for all i. So, the definition of X1 implies that F(zi,j[1]) = zi,j[2] for all i.
Let ds = z2i[1],1, ds+1 = z2i[2],1. Since F(zi,j[1]) = zi,j[2] for all i, then F(ds) = z2i[1],p, F(ds+1) = z2i[2],q. In view of z2i,j /∈ V
for all i and j, the definition of X2 implies that zi[1],pzi[2],q ∈ V . So, the definition of V2 implies that p ≠ q. Therefore, since
b1, b2, . . . , br is a bi-Eulerian circuit for G, then V is a set of 2-covers of Y if and only if we can color the vertices of Gwith 3
colors such that no two adjacent nodes have the same color. So, 2-SPC is NP-complete.
To extend this result to arbitrary k is straightforward: all that is required is to replace Σ , V , and X by Σ ′, V ′, and X ′,
respectively, where
Σ ′ = {e, g, h} ∪ {ci | 1 ≤ i ≤ m},
V ′ = V ′1 ∪ V ′2 ∪ {ek} ∪ {gk−1z1,1, gk−1z1,2, gk−1z1,3, z1,1gk−1, z1,2gk−1, z1,3gk−1},
V ′1 = {zi,jck−1i | 1 ≤ i ≤ m, 1 ≤ j ≤ 3},
V ′2 = {hk−2zi[1],j[1]zi[2],j[2] | 1 ≤ i[1] ≤ m, 1 ≤ j[1] ≤ 3, 1 ≤ i[2] ≤ m, 1 ≤ j[2] ≤ 3, i[1] ≠ i[2], j[1] ≠ j[2]},
X ′ = X ′1ekgk−1X ′2gk−1,
X ′1 = z1,1ck−11 z1,2ck−11 z1,3ck−11 · · · zm,1ck−1m zm,2ck−1m zm,3ck−1m , X ′2 = d1d2 · · · dr
where
di = zj,1hk−2zj,1 ⇔ bi = aj.
Then essentially the same argument can be used. In particular, assume that X ′ =Π Y and V ′ is a set of k-covers of Y where
k > 2 and Y ∈ (Σ ′ ∪Π)∗. Note that X ′1 ∈ ((Σ ′ ∪Π)\{e, g, h})∗, X2 ∈ ({h} ∪Π)∗, {e, g} ⊂ Σ . Therefore, the definition of
parameterized pattern matching implies that
Y = Y1ekgk−1Y2gk−1
where Y1 = F(X ′1), Y2 = F(X ′2) for some bijection F : Π → Π which extended by the identity mapping on the setΣ .
Since ci ∈ Σ ′ where 1 ≤ i ≤ m, then F(ci) = ci. Note that cqi zj,pck−1−qi /∈ V ′ for all i, j, p, and 1 ≤ q < k where c0i is an
empty symbol. The definition of V ′ implies that zj,pck−1i ∈ V ′ only if zj,pck−1i ∈ V ′1. Therefore, the definition of V ′1 implies that
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zj,pck−1i ∈ V ′ if and only if i = j. Since V ′ is a set of k-covers of Y , then F(zi,j[1]ck−1i ) = zi,j[2]ck−1i for all i. So, the definition of
X ′1 implies that F(zi,j[1]) = zi,j[2] for all i.
Let ds = zi[1],1hk−2zi[1],1, ds+1 = zi[2],1hk−2zi[2],1. Note that h ∈ Σ ′. Thus, F(h) = h. Since F(zi,j[1]) = zi,j[2] for all i, then
F(ds) = zi[1],phk−2zi[1],p, F(ds+1) = zi[2],qhk−2zi[2],q. In view of
zi,jhk−2zi,j /∈ V ′
and
hqzi[1],j[1]zi[2],j[2]hk−2−q /∈ V ′
for all i, j, and 0 ≤ q < k−2, the definition of X ′2 implies that hk−2zi[1],pzi[2],q ∈ V ′. So, the definition of V ′2 implies that p ≠ q.
Therefore, since b1, b2, . . . , br is a bi-Eulerian circuit for G, then V ′ is a set of k-covers of Y if and only if we can color the
vertices of Gwith 3 colors such that no two adjacent nodes have the same color. So, k-SPC is NP-complete where k > 2. 
4. Logical models of k-SPC
In the previous sectionwehaveproved that k-SPC isNP-complete. Since this problem isNP-complete, onedoes not expect
to find a polynomial time algorithm to solve it. However, there are heuristical methods for some NP-complete problems
that can solve many instances in reasonable time. In particular, it is natural to use a reduction to different variants of the
satisfiability problem to solve computational hard problems. Encoding problems as Boolean satisfiability and solving them
with very efficient satisfiability algorithms has recently caused considerable interest (see e.g. [21,22] and references). There
are several ways of SAT-encoding constraint satisfaction, clique, planning, coloring and the Hamiltonian cycle problems
(e.g. [23,24]).
The satisfiability problem (SAT) was the first known NP-complete problem. The problem SAT is the problem of
determining if the variables of a given Boolean function in conjunctive normal form (CNF) can be assigned in such a way
as to make the formula evaluate to true. Different variants of SATwere considered. The problem SAT remains NP-complete
even if all expressions are written in conjunctive normal form with 3 variables per clause (3-CNF). The problem 3SAT is the
problem of determining if the variables of a given 3-CNF can be assigned in such a way as to make the formula evaluate to
true.
In practice, the satisfiability problem is fundamental in solving many problems in automated reasoning, computer-aided
design, computer-aidedmanufacturing, machine vision, database, robotics, integrated circuit design, computer architecture
design, and computer network design (see e.g. [25], Section 14). In recent years, many optimization methods, parallel
algorithms, and practical techniques have been developed for solving the satisfiability problem (see e.g. [25]).
In this paper we consider reductions from k-SPC to SAT and 3SAT.
Let
Σ = {a1, a2, . . . , a|Σ |},
Π = {b1, b2, . . . , b|Π |}.
Suppose that XΠ is a subsequence of X which is obtained by deleting from X all letters of the alphabetΣ . Let
XΠ = X[ι(1)]X[ι(2)] · · · X[ι(|XΠ |)].
In order to obtain a reduction from k-SPC to SAT, we use twomatrices x[i, j] and y[r, s]where 1 ≤ i ≤ |XΠ |, 1 ≤ j ≤ |Π |,
1 ≤ r ≤ |V |, 1 ≤ s ≤ |X |. Matrix x[i, j] used to define bijection F : Π → Π . Matrix y[r, s] used to define positions of strings




 ∧1≤i≤|XΠ |((∨1≤j≤|Π |x[i, j]) ∧ (∧1≤j[1]<j[2]≤|Π |(¬x[i, j[1]] ∨ ¬x[i, j[2]]))),
ϕ2[i[1], i[2]] 
 ∧1≤j≤|Π |((¬x[i[1], j] ∨ x[i[2], j]) ∧ (x[i[1], j] ∨ ¬x[i[2], j])),
ϕ2 
 ∧1≤i[1]<i[2]≤|XΠ |,XΠ [i[1]]=XΠ [i[2]]ϕ2[i[1], i[2]],
ϕ3 
 ∧1≤i[1]<i[2]≤|XΠ |,1≤j≤|Π |,XΠ [i[1]]≠XΠ [i[2]](¬x[i[1], j] ∨ ¬x[i[2], j]),
η1 
 ∧1≤i≤|X | ∨1≤j≤p,hi≤s≤i y[j, s],
η2[i, j] 
 ∧0≤t≤k−1,1≤s≤|Π |,X[j+t]∈Π,vi[t+1]∈Π,vi[t+1]≠bs(¬y[i, j] ∨ ¬x[ι−1(j+ t), s]),
η2 
 ∧1≤i≤p,1≤j≤|X |−k+1η2[i, j],
η3 
 ∧1≤i≤p,1≤j≤|X |−k+1,0≤t≤k−1,X[j+t]/∈Π,vi[t+1]∈Π¬y[i, j],
η4 
 ∧1≤i≤p,1≤j≤|X |−k+1,0≤t≤k−1,X[j+t]∈Π,vi[t+1]/∈Π¬y[i, j],
η5 
 ∧1≤i≤p,1≤j≤|X |−k+1,0≤t≤k−1,X[j+t]∈Σ,X[j+t]≠vi[t+1]¬y[i, j],
ξ 
 ϕ1 ∧ ϕ2 ∧ ϕ3 ∧ η1 ∧ η2 ∧ η3 ∧ η4 ∧ η5 (1)
where hi = 1, if i ≤ k; hi = i− k+ 1, if i > k.
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time fgrasp posit OA
average 47 min 31.8 min 17.5 min
max 17.4 h 19.31 h 14 h
best 6.9 min 7.3 min 43 sec
Fig. 1. Experimental results for 3SAT.
Theorem 2. Given a fixed alphabetΣ ∪Π , a string X of length n, a set V of p strings of length k. There is a string Y such that V
is a set of k-covers of Y and X =Π Y if and only if (1) is satisfiable.
Proof. Consider a fixed alphabetΣ ∪Π , a string X of length n, a set V of p strings of length k. Suppose that Y is a string such
that V is a set of k-covers of Y and X =Π Y . Since X =Π Y , there is a bijection F : Π → Π which transforms X into a string
Y such that F(X[i]) = Y [i] for all X[i] ∈ Π . Let x[ι−1(i), j] = 1 if and only if F(X[i]) = bj. It is easy to see that for such values
of variables x[i, j] values of formulas ϕ1, ϕ2, and ϕ3 are same and equal to 1.
Let y[i, j] = 1 if and only if X[j..j+ k− 1] = vi. Since V is a set of k-covers of Y , it is easy to check that for such values of
variables x[i, j] and y[i, j] values of formulas η1, η2, η3, η4, and η5 are same and equal to 1.
Now suppose that ξ = 1. Since ϕ1 = 1, it is easy to see that, for all i, there is only one value of j such that x[i, j] = 1. So,
we can consider values of x[i, j] as a definition of F . We suppose that x[ι−1(i), j] = 1 if and only if F(X[i]) = bj. In view of
ϕ2 = ϕ3 = 1, F is a bijection.
We can suppose that if y[i, j] = 1, then j is a position of first letter of vi. Since η1 = 1, each letter of X has assigned some
letter of some word vi. In view of
η2 ∧ η3 ∧ η4 ∧ η5 = 1,
it is easy to check that such mapping sets a coverage of Y . 
Clearly, ξ is a CNF. So, ξ gives us an explicit reduction from k-SPC to SAT.
Note that
α ⇔ (α ∨ β1 ∨ β2) ∧ (α ∨ ¬β1 ∨ β2) ∧ (α ∨ β1 ∨ ¬β2) ∧ (α ∨ ¬β1 ∨ ¬β2), (2)
∨sj=1αj ⇔ (α1 ∨ α2 ∨ β1) ∧ (∧s−4i=1 (¬βi ∨ αi+2 ∨ βi+1)) ∧ (¬βs−3 ∨ αs−1 ∨ αs), (3)
α1 ∨ α2 ⇔ (α1 ∨ α2 ∨ β) ∧ (α1 ∨ α2 ∨ ¬β), (4)
∨4j=1αj ⇔ (α1 ∨ α2 ∨ β1) ∧ (¬β1 ∨ α3 ∨ α4) (5)
where s > 4. Using relations (2)–(5) we can obtain an explicit transformation ξ in τ such that ξ ⇔ τ and τ is a 3-CNF.
Clearly, τ gives us an explicit reduction from k-SPC to 3SAT.
5. Experimental results
We used a heterogeneous cluster based on three clusters (Cluster USU, Linux, 8 calculation nodes; umt, Linux, 256
calculation nodes; um64, Linux, 124 calculation nodes) [26]. Each test was run on a cluster of at least 100 nodes.
In the previous section we have obtained explicit reductions from k-SPC to some variants of satisfiability, SAT and 3SAT.
There is a well known site on which solvers for SAT are posted [27]. We used algorithms fgrasp and posit from [27]. We
have designed our own genetic algorithm (OA) for SAT which is based on algorithms from [27]. In particular, we consider
the following three commands for run algorithms: Try_fgrasp, Try_posit, and Try_ga, where Try_ga runs a simple genetic
algorithm that tries to predict the value of some variable. Execution of Try_ga reduces the number of variables of a Boolean
function by one. Execution of each of commands Try_fgrasp and Try_posit consists in the run of corresponding algorithm
for current Boolean function on a separate set of calculation nodes and the transition to the next command. OA evolves a set
of sequences of commands.
The site [27] presented a large set of test problems. This set includes randomly generated instances of 3SAT. In particular,
we used Uniform Random-3-SAT [28]. We have created a generator of natural instances for k-SPC. We used random (with
uniform distribution of positions) substrings of strings from [29].
Selected experimental results for 3SAT are given in Fig. 1.
6. Conclusion
In this paper we have considered an approach to create a solver for k-SPC. In particular, explicit polynomial reduction
from the decision version of the problem to 3SAT is constructed. Alsowe have considered genetic and local search algorithms
for the problem.
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