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Abstract
In approximating solutions of nonstationary problems, various approaches are
used to compute the solution at a new time level from a number of simpler (sub-
)problems. Among these approaches are splitting methods. Standard splitting
schemes are based on one or another additive splitting of the operator into “sim-
pler” operators that are more convenient/easier for the computer implementa-
tion and use inhomogeneous (explicitly-implicit) time approximations. In this
paper, a new class of splitting schemes is proposed that is characterized by an
additive representation of the solution instead of the operator corresponding to
the problem (called problem operator). A specific feature of the proposed split-
ting is that the resulting coupled equations for individual solution components
consist of the time derivatives of the solution components. The proposed ap-
proaches are motivated by various applications, including multiscale methods,
domain decomposition, and so on, where spatially local problems are solved
and used to compute the solution. Unconditionally stable splitting schemes are
constructed for a first-order evolution equation, which is considered in a finite-
dimensional Hilbert space. In our splitting algorithms, we consider the decom-
position of both the main operator of the system and the operator at the time
derivative. Our goal is to provide a general framework that combines temporal
splitting algorithms and spatial decomposition and its analysis. Applications of
the framework will be studied separately.
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1. Introduction
Development of computational algorithms for the approximate solution of
nonstationary partial differential equations is carried out on parabolic and hy-
perbolic equations of the second order. The issues related to the time approx-
imation require a separate consideration when using finite element or finite
volume approximations in space [1, 2]. Explicit schemes [3, 4], that are easy
to implement, have strict stability constraints for time steps. Implicit schemes,
on the contrary, belong to the class of unconditionally stable schemes, but the
computation of the solution at new time step is more complicated compared to
explicit schemes. The goal of many studies is to build time approximations that
would keep advantages of both explicit schemes (simple computational imple-
mentation), and implicit schemes (unconditional stability).
Some options for simplifying the computation on a new time level (where the
solution is computed) without loss of stability associated with the use of non-
uniform time approximations. The problem operator is split into two operator
terms by selecting an appropriate decomposition for computational implemen-
tation purposes - for example, linear, stationary. In explicit-implicit schemes
(IMEX methods) (see, for example, [5, 6]), one part of the problem operator is
taken from the lower time level, and the second (admissible) part is taken from
the upper (current) level.
The main idea of constructing computationally acceptable unconditionally
stable schemes is implemented when building splitting schemes [7, 8]. In this
case, the transition to a new level in time is carried out by solving evolution-
ary problems for individual operator terms. The splitting schemes are char-
acterized by the choice of splitting operators and the formulation of auxiliary
problems that are used to determine an approximate solution. In the case of two-
component splitting, the most promising approaches are the operator analogs of
the classical ADI (Alternating Direction Implicit) schemes [9, 10]. Among the
unconditionally stable multicomponent splitting schemes, we note the schemes
of summarized approximation [4, 7], regularized additive schemes [11, 12] and
vector schemes [13, 14].
Standard splitting schemes are based on the initial additive decomposition of
the operator(s) of the problem, that are typically used for approximation. An
example of such technology can be the additive-averaged schemes [15], when
the solution on the new time level is the arithmetic mean of auxiliary problems’
solutions [8]. In many cases, a methodologically more acceptable approach is to
consider the decomposition of the solution, which indirectly yields a decompo-
sition of the operator. For example, when constructing domain decomposition
schemes for the approximate nonstationary solution, it is natural to consider
isolating the solution in the subdomains [16, 17] and performing solution split-
ting, as a result. After that, we select tasks in subdomains, perform operator
decompositions, and construct certain splitting schemes [18].
In the present work, the transition to simpler problems is carried out on
the basis of the solution decomposition. Based on the solution decomposition,
we construct splitting schemes for the solution. An approximate solution to
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the Cauchy problem in a finite-dimensional Hilbert space for a first-order evo-
lution equation is constructed on a family of spaces using proposed restriction
and prolongation operators. These restrictions and prolongation operators are
derived from solution decomposition. After that, the individual components of
the solution are determined from the system of evolutionary equations. Three-
level schemes for splitting the solution with time transfer to the upper level are
proposed and investigated based on splitting that uses the diagonal parts of the
operator matrices of the corresponding evolutionary system for the components
of the solution. When narrowing the class of solution decomposition methods
to the case of direct sum of subspaces, two- and three-level splitting schemes
are constructed that are of the second order of accuracy in time.
Our studies are motivated by a number of problems that include domain
decomposition methods [16], multiscale methods [19], reduced-order models,
proper orthogonal decomposition techniques [20], and so on. In these ap-
proaches, the solution is decomposed in space using various ideas. For example,
in multiscale methods, the decomposition of the solution is based on local basis
functions (cf., domain decomposition methods), in proper orthogonal decom-
position techniques, the solution decomposition uses global reduced-order basis
functions. These decompositions provide appropriate restriction and prolon-
gation operators. When using these techniques for non-stationary problems,
one can take an advantage of using implicit time stepping only in some parts
of the solution space and, thus, reducing the computational cost at each time
iteration. Though these time decompositions may be intuitive, their rigorous
analysis and a choice of parameters in time splitting require further investiga-
tions. This paper presents a general framework that will be used to guide these
spatial decomposition approaches in non-stationary problems. We will report
our results regarding applications of the proposed framework elsewhere.
The paper is organized as follows. In Section 2, we discuss solution splitting
and some preliminaries. In Section 3, we discuss splitting schemes and provide
stability conditions. Section 4 is devoted to solution decomposition on direct
sum subspaces.
2. Solution splitting
Let U be a finite dimensional Hilbert space. We consider a Cauchy problem
for the first-order evolution equation:
du
dt
+Au = f(t), 0 < t ≤ T, (1)
u(0) = u0. (2)
We seek the solution u(t) of (1) for 0 < t ≤ T in a finite dimensional Hilbert
space U with prescribed right hand side f(t) and the initial condition (2). For
simplicity, we assumeA : U 7→ U does not depend on t, self-adjoint, and positive:
d
dt
A = A
d
dt
, A = A∗ > 0. (3)
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The equations (1)–(3) are typically obtained as a result of space discretization
of parabolic partial differential equations. When using finite-difference approx-
imations [4], u is a grid-based function defined at the nodes of a computational
grid. With finite element approximations [21], the unknowns u are the coeffi-
cients in the corresponding finite element basis functions for the approximate
solutions.
The scalar product for u, v ∈ U is (u, v), and the norm is ‖u‖ = (u, u)1/2.
For a self-adjoint and positive operator D, the Hilbert space is defined UD with
scalar product and norm (u, v)D = (Du, v), ‖u‖D = (u, v)
1/2
D .
In the approximate solution of the Cauchy problem (1), (2), implicit time
approximations are often used, which provide unconditionally stable schemes.
We will use a uniform grid in time with step τ and let yn = y(tn), tn = nτ ,
n = 0, . . . , N, Nτ = T . We can, for example, use an implicit scheme:
yn+1 − yn
τ
+Ayn+1 = fn, n = 0, . . . , N − 1, (4)
y0 = u0. (5)
Difference scheme (4), (5) approximates (1), (2) with the first order in τ assum-
ing sufficient smoothness of the solution u(t).
When formulating stability conditions for two-level schemes, we can focus
on general stability results for operator-difference schemes [4, 18]. Our goal is
to obtain similar a priori estimates that take place for the differential problem.
The simplest estimate of the stability of the solution with respect to the initial
data and the right-hand side for solving the problem (1) - (3) can be obtained
by multiplying the equation (1) by du/dt, which gives∥∥∥∥dudt
∥∥∥∥2 + 12 ddt (Au, u) =
(
f,
du
dt
)
.
Taking into account the positivity of the operator A and using the inequality(
f,
du
dt
)
≤
∥∥∥∥dudt
∥∥∥∥2 + 14‖f‖,
we get
d‖u‖2A
dt
≤
1
2
‖f‖2.
Applying Gronwall’s lemma, we obtain
‖u(t)‖2A ≤ ‖u
0‖2A +
1
2
∫ t
0
‖f(θ)‖2dθ. (6)
For an approximate solution, an analogous process can be done. We multiply
(4) by yn+1 − yn and arrive at the equality∥∥∥∥yn+1 − ynτ
∥∥∥∥2 + (Ayn+1, yn+1) = (Ayn+1, yn) + (fn, yn+1 − yn).
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Taking into account
(Ayn+1, yn) ≤
1
2
(Ayn+1, yn+1) +
1
2
(Ayn, yn),
(fn, yn+1 − yn) ≤ τ
∥∥∥∥yn+1 − ynτ
∥∥∥∥2 + 14τ(fn, fn),
we have the following estimate on new time level
‖yn+1‖2A ≤ ‖y
n‖2A +
1
2
τ‖fn‖2, n = 0, . . . , N − 1.
From here (Gronwall’s difference lemma), we obtain an a priori estimate
‖yn+1‖2A ≤ ‖u
0‖2A +
1
2
n∑
k=0
τ‖fk‖2, (7)
which is a grid analogue of the estimate (6).
The main disadvantage of implicit schemes is associated with the computa-
tional complexity involved in determining solutions on a new time level. When
using (4), (5), an approximate solution to yn+1 is found as a solution of the
problem
(I + τA)yn+1 = ϕn,
where I is the unit operator, for the known right-hand side ϕn = yn + τfn.
A task consists of constructing such approximations in time, which can lead to
simpler algorithms for computing an approximate solution on a new time level.
The splitting methods [7, 8] use one or another representation of the operator
(operators) of the problem as a sum of simpler operators. In this case, various
variants of explicit-implicit approximations in time are used for problem (1),
(2), when the operator A has an additive representation:
A =
p∑
i=1
Ai.
The transition to a new time level is associated with the solution of a number
of simpler problems associated with individual operators Ai, i = 1, . . . , p,
(I + τσiAi)y
n+1
i = ϕ
n
i , σi = const, i = 1, . . . , p.
We consider a new class of methods that are associated not with operator
splitting, but with splitting the solution itself. We assume that the solution has
an additive representation
u =
p∑
i=1
ui. (8)
The main issue is the construction of individual solution terms to achieve
the goal of simplifying the tasks for finding these solution terms. In this paper,
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it is assumed that this choice problem has been solved and we will focus on
constructing approximations in time when solving the Cauchy problem (1), (2)
when decomposing the solution in the form (8) under the following general
assumptions.
We will work with the family of finite-dimensional Hilbert spaces Vi, i =
1, . . . , p. For each of these spaces, the linear restriction operator Ri and the
interpolation (prolongation or extension) operator R∗i are defined:
Ri : U 7→ Vi, R
∗
i : Vi 7→ U, i = 1, . . . , p.
We assume that for U , the following expansion holds
U =
p∑
i=1
R∗i Vi,
such that for each u ∈ U , the following holds
u =
p∑
i=1
R∗i vi, vi ∈ Vi, i = 1, . . . , p. (9)
In this way, ui = R
∗
i vi, i = 1, . . . , p, in (8).
To obtain a system of equations for individual terms vi, i = 1, . . . , p, we
substitute the representation (9) into equation (1) and multiply it by Ri, i =
1, . . . , p. This gives
p∑
j=1
RiR
∗
j
dvj
dt
+
p∑
j=1
RiAR
∗
jvj = fi(t), fi(t) = Rif(t), i = 1, . . . , p. (10)
This system of equations is supplemented by the initial conditions
vi(0) = v
0
i , i = 1, . . . , p, (11)
which follow from (2). In (11), v0i , i = 1, . . . , p, — a solution, possibly not
unique, of the system of equations
p∑
j=1
RiR
∗
jv
0
j = Riu
0, i = 1, . . . , p.
We would like to construct time approximations for the Cauchy problem
(10), (11), which gives the transition to a new level in time by solving individual
problems for v0i , i = 1, . . . , p. In this case, taking into account the representation
(9), we end up with the schemes of splitting the solution for the problem (1),
(2)
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3. Splitting schemes
Let us write the system (10) in the form of one first-order equation for vector
quantities. Define a vector v = {v1, . . . , vp} and f = {f1, . . . , fp} and from (10),
(11), we get to the Cauchy problem
C
dv
dt
+Bv = f , (12)
v(t) = v0. (13)
For the operator matrices C and B, we have the representation
C = {RiR
∗
j}, B = {RiAR
∗
j }, i, j = 1, . . . , p.
Problem (12), (13) can be considered on the direct sum of spaces V =
V1 ⊕ . . .⊕ Vp, when for v, z ∈ V , the scalar product and norm are determined
by the expressions
(v, z) =
p∑
1=1
(vi, zi)i, ‖v‖ = (v,v)
1/2,
where (vi, zi)i —scalar product for vi, zi ∈ Vi Vi, i = 1, . . . , p.
Because (RiR
∗
j )
∗ = RjR
∗
i , i, j = 1, . . . , p, the operator C is self-adjoint. In
addition, we have
(Cv,v) =
( p∑
i=1
R∗i vi
)2
, 1
 . (14)
From (14), it follows that the operator C is non-negative, and taking into ac-
count (9), we have
(Cv,v) = ‖u‖2. (15)
Similar properties are set for the operator B conditions (3):
(Bv,v) =
( p∑
i=1
R∗i vi
)2
, 1

A
= ‖u‖2A. (16)
We arrive at vector-valued problem (12), (13), where
C = C∗ ≥ 0, B = B∗ ≥ 0. (17)
Multiplying (12) in V by dv/dt (in scalar way), we get(
C
dv
dt
,
dv
dt
)
+
1
2
d
dt
(Bv,v) =
(
f ,
dv
dt
)
.
For the right hand side, we have(
f ,
dv
dt
)
=
p∑
i=1
(
Rif,
dvi
dt
)
i
=
p∑
i=1
(
f,R∗i
dvi
dt
)
=
(
f,
du
dt
)
.
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If we take into account (15), (17), we get the estimate (6) for the solution of
(1), (2).
When constructing difference schemes for problem (12), (13), we start from
an implicit scheme:
C
wn+1 −wn
τ
+Bwn+1 = fn, n = 0, . . . , N − 1, (18)
w0 = v0. (19)
To obtain an a priori estimate, we scalarly multiply (18) by wn+1 −wn. As in
the case of the Cauchy problem for the differential-operator equation (12), (13),
for the scheme (18), (19), we have the stability estimate (7), which is also the
case for the implicit scheme (4), (5). In this case
yn =
p∑
i=1
R∗iw
n
i , n = 0, . . . , N.
For the vector v, we cannot obtain similar estimates in view of the fact
that (see (17)) neither C nor B are positive definite and the norm v cannot
be associated with them. If we consider (12), (13) as an auxiliary problem for
solving (1), (2), then we are not interested in the vector v, but in the scalar
combination of its components u. The stability estimates, we have both at the
differential and at the discrete level for the computed values u(t) and yn.
Implementing an implicit scheme requires solving a vector problem
(C + τB)wn+1 = ϕn, ϕn = wn + fn, (20)
at every time step. In the general case, we have (17) and, therefore, can not
guarantee the uniqueness. We must narrow the admissible class of spaces Vi, i =
1, . . . , p (operators Ri, i = 1, . . . , p). For example, such that the operator C is
positive. In this case, instead of (17) we have
C = C∗ > 0, B = B∗ > 0. (21)
The problems of computational implementation lie in the fact that the individual
components of the vector on each new time level are determined from coupled
system of equations (20). Because of this, we focus on the splitting schemes of
the solution, which separate components vi, i = 1, . . . , p, of the vector v, and
are determined from independent problems.
We can construct splitting schemes for the solution by separating the diago-
nal parts of the operator matricesC andB (analogues of block Jacobi methods)
or on their triangular decomposition (analogs of the Seidel block methods) [8].
If necessary, apart from the main operator of the problem (the operator B in
the equation (12)) and the operator at the time derivative of the solution (op-
erator C), we will focus on the selection of the diagonal parts of the operator
matrices C and B in splitting. The splitting schemes themselves will be built
by analogy with the work [22].
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The minimal assumptions about the spaces Vi, i = 1, . . . , p are formulated
as follows:
RiR
∗
i > 0, i = 1, . . . , p. (22)
Select the diagonal parts of C and B:
C0 = diag{R1R
∗
1, . . . , RpR
∗
p}, B0 = diag{R1AR
∗
1, . . . , RpAR
∗
p}.
With the conditions (4) and (22), we have
C0 = C
∗
0 > 0, B0 = B
∗
0 > 0. (23)
For the approximation (12), (13), we will use three-level scheme
C0
(
µ
wn+1 −wn
τ
+ (1− µ)
wn −wn−1
τ
)
+ (C −C0)
wn −wn−1
τ
+B0(σw
n+1 + (1− 2σ)wn + σwn−1) + (B −B0)w
n = fn,
n = 1, . . . , N − 1,
(24)
w0 = v0, w1 = v˜1, (25)
with some weight parameters µ = const > 0, σ = const > 0. The second initial
condition (25) is calculated, for example, using a two-level scheme (18), (19).
To find an approximate solution on a new level, we have a system of equations
(µC0 + σB0)w
n+1 = ϕn,
which (see (23)) is uniquely solvable. Stability conditions are given by the
following statement.
Theorem 1. The three-level explicit-implicit scheme (22) - (25) is uncondi-
tionally stable for
µ ≥
p
2
, σ ≥
p
4
. (26)
Under these constraints, for an approximate solution to the problem (1), (2),
the a priori estimate holds
‖yn+1/2‖2A ≤ ‖y
1/2‖2A +
(
D
v˜1 − v0
τ
,
v˜1 − v0
τ
)
+
1
2
n∑
k=1
τ‖fk‖2, (27)
where the approximate solution to problem (1), (2) is
yn+1/2 =
yn+1 + yn
2
,
and the operator D = D∗ ≥ 0 has the representation
D = τ
(
µC0 −
1
2
C
)
+ τ2
(
σB0 −
1
4
B
)
. (28)
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Proof. Taking into account the equalities
wn+1 −wn
τ
=
wn+1 −wn−1
2τ
+
τ
2
wn+1 − 2wn +wn−1
τ2
,
wn −wn−1
τ
=
wn+1 −wn−1
2τ
−
τ
2
wn+1 − 2wn +wn−1
τ2
,
wn =
1
4
(wn+1 + 2wn +wn−1)−
τ2
4
wn+1 − 2wn +wn−1
τ2
,
the scheme (24) can be written as
C
wn+1 −wn−1
2τ
+D
wn+1 − 2wn +wn−1
τ2
+B
1
4
(wn+1 + 2wn +wn−1) = fn.
(29)
Taking into account (14) and inequality p∑
j=1
ai
2 ≤ p p∑
j=1
a2i ,
we have
(C0v,v) =
p∑
j=1
(
(R∗i vi)
2, 1
)
≥
1
p
(Cv,v).
A similar relation holds for the operator B and its diagonal part B0, so that
C ≤ pC0, B ≤ pB0. (30)
The operator D, defined according to (29) with (30) and (26), is non-negative:
D = D∗ ≥ 0.
We introduce the following new variables
sn =
1
2
(wn +wn−1), rn = wn −wn−1.
The scheme (29) can be re-written
C
rn+1 + rn
2τ
+
1
τ2
D(rn+1 − rn) +B
sn+1 + sn
2
= fn.
We multiply this equation by (in a scalar way)
2(sn+1 − sn) = rn+1 + rn−1,
and obtain the equality
1
2τ
(C(rn+1 + rn), rn+1 + rn) +
1
τ2
(D(rn+1 − rn), rn+1 + rn)
+ (B(sn+1 + sn), sn+1 − sn) = (fn, rn+1 + rn)).
(31)
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Considering (15) and component-wise representation (see (10)) of the vector of
the right-hand side fn = {Rif
n}, for two terms in (31), we have
(fn, rn+1 + rn)−
1
2τ
(C(rn+1 + rn), rn+1 + rn) ≤
τ
2
‖fn‖2.
This allow to obtain from (31), the following inequality
En+1 ≤ En +
τ
2
‖fn‖2, (32)
where
En+1 = (Bsn+1, sn+1) +
1
τ2
(D(rn+1, rn+1).
Taking into account that the operators B and D are non-negative, and (32),
we get
En+1 ≤ E1 +
1
2
n∑
k=1
τ‖fk‖2. (33)
Furthermore, taking into account (16) and the introduced notations, we have
En+1 ≥ (Bsn+1, sn+1) =
∥∥∥∥yn+1 + yn2
∥∥∥∥2
A
.
Thus, the estimate (27) follows from (33).
According to Theorem 1, when using splitting scheme (22) - (25), we find an
approximate solution to the problem (1) - (3) at times tn+1/2. But at the same
time, we do not have a suitable stability estimate for an approximate solution
of the vector problem (12), (13).
4. Solution decomposition on direct sum subspaces
The main difficulties in constructing splitting schemes for a solution are
due to splitting the operator C for the time derivatives of the vector v in the
equation (12). For this reason, we need to focus on three-level schemes. We
note if these difficulties can be avoided, one can use two-level schemes. One can
achieve a success by narrowing the class of the family of spaces Vi, i = 1, . . . , p,
by a stricter choice of restriction operators Ri, i = 1, . . . , p.
Let the space U be the direct sum of subspaces Vi, i = 1, . . . , p:
U = R∗1V1 ⊕ . . .⊕R
∗
pVp,
such that for every u ∈ U there is a representation (9). In this case
vi = Riu, i = 1, . . . , p,
and therefore for the restriction operators, we have
RiR
∗
j =
{
Ii, i = j,
0, i 6= j,
(34)
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where Ii — unit operator in Vi, i = 1, . . . , p. Previously, weaker constraints
(22) were used instead of (34) for restriction operators Ri, i = 1, . . . , p.
For (34), the Cauchy problem is solved for the equation
dv
dt
+Bv = f , (35)
i.e., in (12) C = C0 = I. We can restrict ourselves to heterogeneous approx-
imation of only the operator B. Let us note new possibilities of constructing
splitting for an approximate solution of the problem (13), (35), connecting them,
in particular, with the schemes of second order time approximation.
By analogy with (24), for an approximate solution of the problem (13), (35),
we will use the scheme separating the diagonal part of the operator B:
wn+1 −wn−1
2τ
+B0(σw
n+1 + (1− 2σ)wn + σwn−1)
+ (B −B0)w
n = fn, n = 1, . . . , N − 1.
(36)
Theorem 2. The three-level scheme of the second order approximation (25),
(34), (36) is unconditionally stable for σ ≥ p/4, and for the approximate solution
of the problem (1), (2), a priori estimate (27) holds where
D = τ2
(
σB0 −
1
4
B
)
.
Proof. The proof is carried out similarly to the proof of Theorem 1.
A simpler variant of the splitting scheme with the selection of the diagonal
part of the problem operator is associated with the use of a two-level scheme
wn+1 −wn
τ
+B0(σw
n+1 + (1− σ)wn)
+ (B −B0)w
n = fn, n = 0, . . . , N − 1.
(37)
The stability conditions for this scheme are given by the following statement.
Theorem 3. The two-level scheme of the first order approximation (19), (34),
(37) is unconditionally stable for σ ≥ p/2, and for the approximate solution of
the problem (1), (2), a priori estimate (7) holds.
Proof. We rewrite (37) in the form(
I + τ
(
σB0 −
1
2
B
))
wn+1 −wn
τ
+B
wn+1 +wn
2
= fn, (38)
Taking into account the inequality (30) with σ ≥ p/2, we have
σB0 −
1
2
B ≥ 0.
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Multipying (38) (scalarly) by 2(wn+1 −wn), we have
2τ
∥∥∥∥wn+1 −wnτ
∥∥∥∥2 + (Bwn+1,wn+1)− (Bwn,wn) ≤ 2(fn,wn+1 −wn).
For the estimate on the right hand side, we use
(fn,wn+1 −wn) ≤ τ
∥∥∥∥wn+1 −wnτ
∥∥∥∥2 + τ4 ‖fn‖2,
and therefore
(Bwn+1,wn+1) ≤ (Bwn,wn) +
τ
2
‖fn‖2.
This inequality immediately implies the estimate (7) for the approximate solu-
tion (1), (2).
Separately, we single out the class of splitting schemes for the problem (13),
(35), which is associated with triangular splitting operator B. We define
B1 =

1
2
R1RR
∗
1 0 · · · 0
R2RR
∗
1
1
2
R2RR
∗
2 · · · 0
· · · · · · · · · 0
RpRR
∗
1 RpRR
∗
2 · · ·
1
2
RpRR
∗
p
 ,
B2 =

1
2
R1AR
∗
1 R1AR
∗
2 · · · R1AR
∗
p
0 1
2
R2AR
∗
2 · · · R2AR
∗
p
0 · · · · · · · · ·
0 0 · · · 1
2
RpRR
∗
p
 ,
and, thus,
B = B1 +B2, B
∗
1 = B2. (39)
For two-component splitting (39), more interesting cases are factorized schemes
[4, 8]. For an approximate solution of the problem (13), (35), (39), we will use
the scheme
(I + τσB1)(I + τσB2)
wn+1 −wn
τ
+Bwn = fn, n = 0, . . . , N − 1. (40)
For σ = 1, the factorized scheme (40) has the first order approximation in time
and has a similar operator analog as the classical Douglas-Rachford scheme. Of
particular interest is the factorized scheme (40) of the second order approxima-
tion, when σ = 1/2, it is an analogue of the Peaceman-Rachford scheme.
Theorem 4. The factorized scheme (19), (39), (40) is unconditionally stable
for σ ≥ 1/2, and for an approximate solution of the problem (1) , (2), a priori
estimate (7) holds.
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Proof. Similar to (38), we rewrite (40) in the form
(I + τG)
wn+1 −wn
τ
+B
wn+1 +wn
2
= fn,
where
G =
(
σ −
1
2
)
B + σ2τB1B2.
Taking into account (39) with σ ≥ 1/2, we have
G = G∗ ≥ 0.
The rest of the proof is similar to the proof of Theorem 3.
5. Conclusions
In this paper, we discuss splitting methods and solution decomposition and
investigate splitting methods for solution decomposition. The proposed meth-
ods, in general, can combine spatial decomposition of the solution and temporal
splitting for efficient solution computations of nonstationary problems. The pro-
posed splitting method results to equations for individual solution components
that consist of the time derivatives of the solution components. Unconditionally
stable splitting schemes are constructed and analyzed for a first-order evolution
equation formulated in a finite-dimensional Hilbert space. In our splitting algo-
rithms, we consider the decomposition of both the main operator of the system
and the operator at the time derivative. These approaches are motivated by
various applications, including model reduction, multiscale methods, domain
decomposition, and so on, where spatially local problems are solved and used
to compute the solution. This paper presents a general framework that can be
used to guide, for example, spatial decomposition approaches in non-stationary
problems.
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