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“The world was filled with danger . . .
all of these forces working very, very hard to kill 
us. Nothing personal.
Whether it was the weather, lack of 
resources, maybe a saber-toothed tiger . . 
so we evolved into social animals, where we lived 
together and worked together
in what I call a circle of safety, inside the tribe
. . . when we felt safe amongst our own,
the natural reaction was trust and cooperation. ”
Sinek, “Why Good Leaders Make You Feel Safe,” TED2014
Image: badassoftheweek.com/index.cgi?id=11577785209  
 
I’m a huge fan of Simon Sinek, and this is a quote from his 2014 TEDTalk that perfectly 
summarizes the theme of my presentation: how external pressures can bring people together.  
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“The world was filled with danger . . .
all of these technologies working very, very hard 
to kill us. Nothing personal.
Whether it was the weather, lack of resources,
maybe a corrupted snapshot . . . 
so we transformed into social animals, where we 
lived together and worked together
in what I call a circle of safety, inside the tribe
. . . when we felt safe amongst our own,
the natural reaction was DevOps. ”
Adapted from Sinek, “Why Good Leaders Make You Feel Safe,” TED2014
 
 
I’ve tweaked this quote for our particular circumstances which I’m sure many of you can relate 
to as IT professionals. I will talk today about how a disaster brought us together as a team and 
moved us forward in our transformation to DevOps.  
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Agenda
• Who we are
• What we do
• What happened
• How we responded
• What we learned
• What do you think
Takeaways
1. Model of behavioral 
patterns in DevOps
2. Techniques for influencing 
these patterns
 
 
I’ll start by providing some context to the incident: who we are and what we do. I would like to 
spend the majority of the time talking about how we responded to the disaster. Then open it up 
for discussion so we can learn from one another.  
There are 2 takeaways: 
1) I’ll present a model to make sense of what happened: that summarizes the team’s behavioral 
patterns before, during and after the disaster.  
2) I will offer a few practical techniques for influencing behavior patterns into a more productive 
DevOps culture.  
I would like to suggest that paying attention to these patterns may provide you as a manager, 
some insight into the nature of the relationship between devs and sysadmins and how well they 
would work together in a highly pressurized situation, such as disaster recovery.  
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“A cultural movement…
Culture
Lean
Automation
Measurement
Sharing
“. . . that changes how individuals 
think about their work, values
the diversity of work done, 
supports intentional processes 
that accelerate the rate by which 
businesses realize value . . .
a way of thinking and 
a way of doing” 
Davis & Daniels, Effective DevOps: Building a Culture of 
Collaboration, Affinity, and Tooling at Scale, 2016
(Willis, Edwards, Humble)
 
 
There is a lot of confusion around what DevOps really means with some very squishy and 
unsatisfying definitions. Reading about Continuous Delivery at Amazon and Etsy is how I was 
introduced to the idea of DevOps. The number and frequency of commits at these companies 
are somewhat intimidating for a small team in a non-profit organization. If that’s DevOps, then 
that’s not attainable for our team. So I’m in support of being careful to distinguish among tools, 
processes, outcomes, and culture, with continuous delivery as one possible outcome. I’m a 
particular fan of the CLAMS acronym, and today, I would like to focus on DevOps as culture--
values, norms, relationships, ways of thinking, ways of behaving--that enables development 
teams and operations teams to work together toward a common goal.  
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University Libraries
 
 
Before I review the specifics of the disaster, I would like to provide some context for the project 
I will discuss today. As I mentioned I work at Ohio State in the Libraries, so our team is an 
embedded IT unit that operates relatively independently from the central IT of the university. 
The university is the 2nd largest public university in the US with 52,000 undergrads, 10,000 
graduate students and 7,000 faculty. The library serves these students and researchers with 
over 9 million cataloged holdings at 15 locations.  
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University Libraries
 
 
Here is a winter picture of the library for those of you who are suffering in the Atlanta heat. 
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Distinctive collections
library.osu.edu/find/collections/  
 
The library has 9 Special Collections. 
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Distinctive collections
https://library.osu.edu/find/collections/rarebooks/
Psalterium Sancti Ruperti: 
Salzburg, Stiftsbibliothek St. 
Peter, Codex a I 0 (ca. 850-
875) a 14th century tax roll 
dated 4 January 1352
Robert Barker, the King’s Printer, in 
1611, the King James Version The 
Holy Bible, Conteyning the Old 
Testament, and the New: Newly 
Translated out of the Originall Tongues
 
 
There are very old, fragile, and irreplaceable materials such as the King James Bible of 1611. 
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Distinctive collections
 
 
Our primary stakeholders for the project that I will talk about today is The Billy Ireland Cartoon 
Library & Museum—the world’s largest collection of cartoons and comics. They have 300,000 
original cartoons on site plus 2.5 million comic strip clippings. Researchers need to travel to 
Columbus to study these materials, by appointment only. That’s a lot of paper hidden away 
from the public.   
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Digital vault
Image: http://www.ldschurchnewsarchive.com/articles/48623/Digitizing-
hastens-at-microfilm-vault.html
Granite Mountain Records Vault
Little Cottonwood Canyon, Utah
 
 
Our project is about building a digital vault for special collections called IMS. Digital vault means 
an archival, preservation-level repository for master objects. To a librarian, curator, or archivist, 
the expectation is that these digital images need to live on, in perpetuity, forever, and you 
should be able to find them among the ashes of the scorched earth. But our project is not just 
about preserving digital copies of unique materials, it’s also about giving access to the public. 
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Digital collections
library.osu.edu/ims  
 
Our website, Image Management System, or IMS, is the front-end to the preservation 
repository. There are about 32,000 images in the repository now, and we have 2+ million more 
to ingest. That’s just images. Eventually there will be audio, archival docs and manuscripts. We 
use the open source Fedora/Hydra stack which is a specialized repository platform mostly used 
by cultural heritage institutions, such as libraries.   
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Digital collections
library.osu.edu/ims  
 
Each item includes detailed metadata added by the curator. This is an example of digitized 
original art published in Harper’s Weekly in 1909.  
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Digital collections
library.osu.edu/ims  
 
This is an example of a tear sheet from a newspaper from 1904.  
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Digital collections
library.osu.edu/ims  
 
You can zoom in and see the tiniest of details which can be fun. So we’re giving researchers 
access to materials that have previously only been available at the physical site. And making the 
materials available online to anyone in the world who might be interested, not just researchers.  
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IT services
library.osu.edu/blogs/it/  
 
So that’s our project. What about our team? We’re a small team of 17 people. And you can see 
structurally there are 3 departments—Infrastructure Support, Digital Initiatives (product 
manager), and Applications Development & Support. There are 5 developers on my team when 
we are at full staff—challenging to retain developers right now with the competition in the 
Columbus market right now. And 2 systems administrators in Infrastructure. We practice agile 
software development, Scrum for new development and Kanban for maintenance projects. 
And, we have adopted many of the tools that would be considered part of the DevOps 
toolchain such as Puppet, Nagios, Splunk, Capistrano, etc.  
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Blameless retrospective
Regardless of what we discover, we must understand and 
truly believe that 
everyone did the best job he or she could
given what was known at the time, 
his or her skills and abilities, 
the resources available, and 
the situation at hand.
Kerth's Prime Directive, 2001
 
 
Before I talk about the events leading up to the disaster, I would like to pause a second and 
remind everyone of Kerth’s Prime Directive for project retrospectives. You may think that this 
would never happen to your team. We did make some mistakes, but I want you to know that 
everyone did the best job he or she could under the circumstances, at the time, and I ultimately 
am accountable.  
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What happened
 
 
I’m not expecting you to be able to read the timeline, and I don’t want to get too down in the 
weeds. But I think it’s important to appreciate the time frame and complexities of the events at 
some level. The entire series of events happened between Dec 24 through Feb 19, 2016.  
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What happened
Jan 19 IMS not responding
Jan 20 Inconsistent data, restart so db repairs itself, it doesn’t
Jan 22 Last good snapshot Dec 23, restore system to read only
Jan 22-26 Attempt to repair db
Jan 26 Decide to shift to recovery
Jan 27-Feb 9 “Replay” transactions from logs
Feb 10 Failed reindex, can’t “see” objects
Feb 10-19 Manually traverse objects to update index
Feb 19 System ready for data entry
2016  
 
The critical event was on January 19 when the customer reported that IMS was not responding 
and they were stopping data entry—they were frustrated and had enough with the system. 
That’s when we realized something serious was going on and went back into the logs and saw 
there were errors on Jan 11 about inconsistent data. So there’s this thing called LevelDB, key 
value store, very low in the stack that keeps track of the pointers to where the objects are 
physically stored. We restarted the system expecting LevelDB to repair itself. It didn’t. IMS goes 
down. We shift to restoring on Jan 22. That’s when we discovered that the snapshots were 
corrupted since Dec 24. The last good snapshot was Dec. 23. We go ahead and restore that 
snapshot to get the system back up in read only mode to buy us some time to figure out what 
was going on with the system. We spent a week Jan 22-26, trying to repair LevelDB. That wasn’t 
happening, despite reaching out to several experts in the community, so we shifted to 
recovering the data that had been entered since the last good snapshot. Our devs wrote scripts 
to essentially replay transactions from our different logs. Thankfully not that many. On Feb 10, 
the reindex finished but the customer reported, what they described as, not being able to “see 
anything”. The problem was that the index and objects were out of sync and permissions had 
reverted to the most restrictive. We tried to reindex several more times. Finally, our lead dev 
wrote scripts to traverse the tree of objects and manually repair the index. On Feb 19, the 
system was finally ready for the customer to start uploading new objects. That’s 3 days of the 
system being completely unavailable to anyone, and many intermittent outages as we 
reindexed. And one month of downtime for the admins who needed to ingest images.  
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Why it happened
Trigger: network maintenance Dec 24
Root cause: system not robust enough to recover from 
disconnect to storage
 
 
To summarize, there was a network upgrade during regular maintenance on Dec 24 that 
resulted in an interruption between systems and storage. All of our systems were restarted, 
and every system we have gracefully came back up. Except one--Fedora--and unfortunately, we 
didn’t discover that until much later. So the trigger was a network drop, and ultimately, the 
root cause was that Fedora was not robust enough to recover from a disconnect to storage. 
Those are the technical causes, but there were a lot of other things going on.  
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Blameless retrospective
Project
• Developer turnover, inexperience with repository stack
• Biggest Agile project so far, organization not so agile 
• Some disconnect from end users
Process
• Deployments not always coordinated
• Incomplete monitoring
• Standups without sysadmins
• Ticket triage
 
 
During the retrospective with the project team, including devs, my boss, my peers, and sysadmins, 
we identified other factors related to personnel, the project, and the process.  
PERSONNEL 
• No single person had the full picture: each person on the team had a piece of the puzzle 
and it took a long time to put the puzzle together. One reason was that we had 
experienced a lot of turnover in developers. We lost 7 devs in 3 years including the 
original lead developer on the project and the second lead. One of our sysadmins 
temporarily left the Libraries. So only one dev really understood the architecture. We 
were onboarding 2 new devs at the tail end of the disaster. That’s a lot of churn in 
personnel.  
PROJECT 
• Other than for the ScrumMaster, we had limited face-to-face contact with the product 
owner and end users. It was the biggest agile project we had taken on up to that point, 
and the Libraries was not ready yet for Agile, culturally. I should also mention that 
Fedora was supposed to be a “black box”, written in Java. Our devs are Ruby developers 
who were hired to develop the application.  
PROCESS 
• We experienced several breakdowns in process, especially with alerting and monitoring. 
Roles were not always clear about who is supposed to respond to what alerts. Jira, our 
ticketing system, tended to be noisy at the time and we didn’t always do a great job 
triaging and responding quickly. And that one critical ticket slipped through the cracks.  
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But we get along great…
Can you do well at collaborating across teams
and not be DevOps?
Can you adopt the DevOps toolset
and not be DevOps?
 
 
At this point, I had a bit of a nervous breakdown. I was totally deflated as a manager. From my 
perspective, we had positive working relationships. There was no interpersonal conflict that I 
observed with lots of productive chatter and joking in the DevOps HipChat room. I wasn’t 
seeing the stereotypical silos between developers and infrastructure which I had experienced in 
past jobs. We had adopted DevOps tools. We are DevOps! So there clearly was a disconnect 
between my perception and the reality of the situation which led me to think a lot about the 
nature of the relationship between developers and sysadmins before, during and after the 
disaster. I could sense in the retrospective that the sysadmins were frustrated and the devs 
were pretty much clueless about what was going on. What was that really about? 
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Behavioral patterns
Request Fulfillment
Service as transaction
Knowledge Exchange
Service with cross-training
Promiscuous Pairing
Collaboration as needed
Shared Ownership
We’re all in this
together
 
 
I came up with this model to represent the behavioral patterns I was observing over the course 
of the disaster. I gave you a couple examples of a transactional relationship between devs and 
ops which I would describe as (ITIL) request fulfillment. There were 3 other patterns 
(knowledge exchange, promiscuous pairing, and shared ownership) during the disaster, and we 
waffled back and forth and back again into these patterns.  
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Promiscuous pairing
Image: flickr.com/photos/damienpollet/5048830734
 
 
Developers pair regularly on our team, and during the disaster, developers and sysadmins 
paired. I would see them sitting together and working heads-down to solve problems. 
Collaboration was as needed and targeted toward a single problem.  
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Shared ownership
• Daily DevOps standups
• Commitment to continuous improvement plan
• Alerting and monitoring
 
 
How did we express shared ownership? “We’re all in this together.” We had daily standups with 
the project team during the disaster for updates and problem-solving. We developed a 
continuous improvement plan before we met with the stakeholders to demonstrate how we 
were going to prevent the event from happening again. We as a team were committed to that 
plan, because we had recognized failures in our processes, like monitoring and alerting. I work 
very well with my peer in Infrastructure, and we worked to bring our teams together during the 
disaster. These were moments when I felt that both teams were in it together.  
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What to why
Request Fulfillment
Service as transaction
Knowledge Exchange
Service with cross-training
Promiscuous Pairing
Collaboration as needed
Shared Ownership
We’re all in this
together
[ Informal . . . Formal ]
 
 
We could add another dimension to this model to indicate whether these are formal or 
informal arrangements (request fulfillment: chat vs tickets; knowledge exchange: could have 
formal code reviews). I would argue that request fulfillment doesn’t reflect a DevOps culture 
when devs and sysadmins interact through transactions without any context or learning. So the 
disaster in my opinion brought us together and pushed us forward toward a true DevOps 
culture. And if you think of the patterns along a continuum, I would like to take a leap here and 
suggest that you could link these patterns to Sinek’s Golden Circle.  
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What to why
Really good at WHAT
Pretty good at HOW
Then something bad happened
Didn’t know WHY we were doing 
what we were doing?
Image: Sinek, Start With Why: How Great Leaders Inspire 
Everyone to Take Action, 2011  
 
Sinek talks about leadership and successful organizations in terms of what, how, why and he 
suggests that the most successful companies like Apple are successful because they clearly 
articulate their purpose--we buy WHY they do what they do, not WHAT they make. Sinek says if 
you want to be successful, you need to “start from WHY”.  
 
 
  
Snapp 2016  30 
Slide 35 
 
snapp.6@osu.edu
What to why
Request Fulfillment
Service as transaction
Knowledge Exchange
Service with cross-training
Promiscuous Pairing
Collaboration as needed
WHAT
Shared Ownership
We’re all in this
together
[ Informal . . . Formal ]
WHY
 
 
Perhaps we could link these patterns to WHAT and WHY. When your team is clear on WHY 
they’re coming to work each day, they share ownership of their success, which to me is really 
what DevOps culture is about. How does this relate to our own experience? A key turning point 
during the disaster was when both the lead developer and the lead sysadmin sat with the 
stakeholders during a very uncomfortable and stressful debrief meeting. I described what had 
happened and how we were going to fix it and how we were going to prevent it from 
happening again. One of the end users became emotional—tears in her eyes--when she 
described her frustration with the system. She couldn’t do her job. She no longer had trust in 
the system or in us. That hurt a lot to hear. That moment reminded me of our purpose: WHY do 
what we do. We are here to make our customers’ jobs easier and we were failing.  
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Building DevOps culture
“When a WHY is clear
those who share that belief 
will be drawn to it and 
maybe want to take part in 
bringing it to life.”
Sinek, Start With Why: How Great Leaders Inspire 
Everyone to Take Action, 2011
Provide clarity of purpose
 
 
 
So I believe that the single most important thing a manager can do to build a DevOps culture is 
to provide clarity of purpose. Everything else such as the automation tools will fall in place from 
there in support of that purpose. For us, our WHY is: anyone in the world can view cartoons 
from the BICLM, our HOW: DevOps tools and workflows; and our WHAT: build and release 
software.  
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What to why
Request Fulfillment
Service as transaction
Knowledge Exchange
Service with cross-training
Promiscuous Pairing
Collaboration as needed
WHAT
Shared Ownership
We’re all in this
together
[ Informal . . . Formal ]
WHY
 
 
Do you have examples of these patterns on your own teams? 
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Sustaining DevOps culture
 Fire drills: disaster simulations
 Encourage face to face communication
 Include sysadmins in daily standups
 Pair more often
 Include sysadmins in sprint planning and review meetings
 Maintain positive relationships with peers in IT
 Share responsibility for monitoring systems
 Solve problems together
 Connect team performance to customer satisfaction
 Reinforce long term program and project objectives
 Your ideas?
 
 
What can we do to sustain a shared ownership culture? Here are some ideas.  
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