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ABSTRACT: This paper presents an analysis of electron-ion recombination processes in 
ionization tracks of recoiled atoms in liquid argon (LAr) detectors. The analysis is based on the 
results of computer simulations which use realistic models of electron transport and reactions. 
The calculations reproduce the recent experimental results of the ionization yield from 6.7 keV 
nuclear recoils in LAr. The statistical distribution of the number of electrons that escape 
recombination is found to deviate from the binomial distribution, and estimates of 
recombination fluctuations for nuclear recoils tracks are obtained. A study of the recombination 
kinetics shows that a significant part of electrons undergo very fast static recombination, an 
effect that may be responsible for the weak drift-field dependence of the ionization yield from 
nuclear recoils in some noble liquids. The obtained results can be useful in the search for 
hypothetical dark matter particles and in other studies that involve detection of recoiled nuclei. 
KEYWORDS: Ionization and excitation processes; Noble liquid detectors (scintillation, 
ionization, double-phase); Simulation methods and programs. 
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1. Introduction 
Perhaps the only feasible way to detect the weakly interacting massive particles (WIMPs), 
expected to be a possible form of dark matter, is to look for an evidence of their elastic 
collisions with atomic nuclei on the Earth [1-3]. The nuclei recoiled in such collisions should 
have energy in the low keV range and produce dense ionization tracks of ~100 nm length in 
condensed media. Detection of nuclear recoils tracks is of interest not only for the dark matter 
search but also for studies on the postulated coherent elastic neutrino-nucleus scattering [4]. 
Particularly suitable target media for detecting low-energy ionization tracks are liquefied noble 
gases, mainly argon and xenon [5, 6]. They enable efficient extraction of electrons from the 
tracks by an applied electric field, and also have favorable scintillation properties. A number of 
experimental studies of low-energy nuclear recoils produced by monoenergetic neutron sources 
were done in the last decade using liquid xenon detectors [7-10]. Less results are available for 
liquid argon (LAr) [11, 12], but the interest in this target medium is increasing due to its 
advantages over other noble liquids, like the lower cost or good particle discrimination 
capabilities. Recently, the first results of the ionization yield of low-energy (6.7 keV) nuclear 
recoils in LAr were reported [13]. Very recently, the results obtained for nuclear recoils of 
energy from 16.9 to 57.3 keV have also been published [14]. 
The physical processes taking place in nuclear recoils tracks in condensed matter are still 
rather poorly understood. Although a general view of the mechanism of energy loss by recoiled 
atoms is provided by the theories originating from the Lindhard model [15-17], a more detailed 
information about track structure can only be obtained from simulations which suffer from 
serious uncertainties. Even less is known about the electron-ion recombination process. This is 
very disadvantageous, as the recombination probability directly affects both the ionization and 
scintillation yields. The available theories of Onsager [18], Jaffe [19], or Thomas and Imel [20] 
are for many reasons inapplicable to electron recombination in low-energy nuclear recoils 
tracks, especially in noble liquids where the electron transport cannot be described as ideal 
diffusion. In such a situation, empirical models are in use, with fitting parameters that usually 
have no physical significance. The lack of a realistic recombination model leaves many 
questions unexplained. For example, it is not clear why the ionization yield in LAr significantly 
  
– 2 – 
depends on the applied electric field [13, 14], while almost no field effect is observed in liquid 
xenon detectors [7, 10]. 
Another important issue is recombination fluctuations. In the search for dark matter 
particles, one looks for the signatures of extremely rare events. The expected count rates for 
nuclear recoils originating from WIMPs collisions are on the order of 10
-1
 counts/kg/year for 
both argon and xenon [6]. To analyze so rare events, one needs to know not only the average 
recombination probability, but also the probability distribution of the number of recombined (or 
escaped) electrons. 
This paper presents an analysis of electron-ion recombination in nuclear recoils tracks in 
LAr based on the results of computer simulations. This analysis gives an insight into the 
mechanism of the recombination process and provides quantitative predictions regarding the 
ionization yield and its fluctuations. The main element of the applied simulation method is the 
model of electron transport in LAr developed by Wojcik and Tachiya [21]. This model is based 
on the Cohen-Lekner theory of hot electrons in liquids [22], which postulates that the electron 
momentum and energy are exchanged with the liquid medium at different rates. In the model of 
Wojcik and Tachiya, these electron interactions are represented by two types of events – 
momentum-transfer collisions and energy-transfer collisions – both characterized by energy-
dependent cross sections. Importantly, this model reproduces the electric field dependence of 
electron mobility in LAr [21]. The model of Wojcik and Tachiya was originally used to 
interpret the experimental data on bulk electron-ion recombination in LAr [23, 24], which could 
not be explained by the Debye-Smoluchowski theory. In recent years, our simulation model has 
also found successful applications related to detector physics. It was used to explain the LET 
dependence of the recombination factor measured in high-energy stopping muon and stopping 
proton tracks [25], and was used by the ArgoNeuT collaboration to interpret their results of the 
angular dependence, with respect to the drift field, of the recombination probability [26]. Our 
model was also used by Foxe et al. [27] to describe the recombination stage in their calculations 
of the ionization yield from electron recoils in LAr. Very recently, a study of nuclear recoils in 
LAr by those authors, independent of our work, has also appeared [28], which includes a limited 
description of the recombination process. 
2. Method of calculation 
To model electron recombination in a nuclear recoil track, we first need to know the detailed 
track structure, namely, the number and positions of ionized atoms. This information can in 
principle be obtained from track simulations. However, as already mentioned, such simulations 
suffer from large uncertainties originating, for example, from incomplete cross section data. 
Besides, they produce a variety of track structures from which it is hard to select the most 
representative ones. To circumvent these difficulties, we decided to use a different approach. 
We consider two limiting cases: (a) a linear track where all ionized atoms are placed on a 
straight line, and (b) a ‘random’ track where the position of each ionization is generated in a 
random direction from the previous ionization. The structures of real nuclear recoils tracks most 
probably fall in between the cases (a) and (b). In the simulations for both case (a) and case (b), 
the distance between successive ionizations is randomly picked from an exponential distribution 
with the mean value ionr . According to the review paper by Chepel and Araujo [6] (see the data 
compilation in their table 1), the LET of low-energy (5 keV) nuclear recoils in LAr is about 
1.9×103 MeV/(g·cm-2), with the electronic part being estimated as ~0.2 of this value. Hence the 
electronic part of LET is approximately equal to 50 eV/nm. Using the widely accepted value of 
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the effective energy spent on producing one ionization in LAr, effW 23.6 eV [29], we obtain 
the mean distance between successive ionizations of about 0.5 nm. Therefore, in the calculations 
described in this paper we assumed ionr 0.5 nm. Concerning the initial number of ions in the 
modeled tracks, we used three values, iN 30, 50, and 70, which correspond to the nuclear 
recoil energy between about 3.5 and 8 keV and thus cover an energy range important for the 
dark matter searches. 
The simulation method applied in the present study to model the electron recombination 
processes is similar to that used in refs. [25, 26]. The electrons are randomly generated at a 
distance 0r  from their parent cations and assigned an initial kinetic energy 0kE . Then, the 
classical electron trajectories in the total electric field, which includes the Coulomb fields of all 
other electrons and cations and an applied external field F , are calculated. At each time step 
t , the electron collision probabilities are determined as 
  jj tP  exp1  ,    Nj ,...,2,1  , (1) 
where the mean free times j  are related to the collision cross sections [21] and N  is the 
number of electrons. The momentum-transfer collisions are modeled as isotropic elastic 
electron-atom collisions, while the energy-transfer collisions change only the magnitude of 
electron velocity without changing its direction. The electron trajectories and collisions are 
simulated until all electrons disappear due to either recombination or escape. By recording these 
events and repeating the simulation for many independently generated tracks, the recombination 
(or escape) probability can be obtained. The present application of our simulation model differs 
from its previous applications [25, 26] in two aspects. First, all cations and electrons forming a 
nuclear recoil track are now explicitly modeled, without any track periodicity assumed. Second, 
the cations are no longer immobile. They are initially assigned velocities sampled from the 
Maxwell-Boltzmann distribution, and their trajectories in the total electric field are then 
calculated. The cations undergo collisions with the mean free time emccc   , where c  and 
cm  are the cation mobility and mass, respectively, and e  is the elementary charge. The 
collision probability at each time step is determined using an expression analogous to eq. (1). In 
each collision, the cation velocity is randomized to restore the Maxwell-Boltzmann distribution 
(the collisions are isotropic). This procedure properly models both the cation drift and diffusion. 
Other details of the simulation method are widely described in ref. [25]. 
The calculations were carried out for temperature T 87 K, density n 2.11×1022 cm-3, 
and the dielectric constant  1.49. The cation mobility c 1.52×10
-3
 cm
2
V
-1
s
-1
 [30] was 
assumed. The space-energy criterion of recombination was used, as described in ref. [25], with  
the critical distance critr 1.29 nm and energy critkE , 1 eV (this form of the recombination 
criterion allowed us earlier to reproduce the measured electron escape probability from high-
energy particle tracks in LAr [25]). The electrons were assumed to escape recombination when 
they got separated from the center of the initial track structure by more than maxr 2500 nm. In 
the preliminary stage of calculations, extensive tests were performed to determine sensitivity of 
the simulation results to parameter changes. The calculated escape probability was found to very 
weakly (<1%) depend on critr , critkE , , and maxr  over the test ranges of 1-1.5 nm, 0.5-1.5 eV, and 
2500-5000 nm, respectively. The effect of cation mobility was also found to be small (the 
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escape probability increased by 1-2% when c  was set to zero). Unexpectedly, the dependence 
of the simulation results on the initial electron energy 0kE  and, in consequence, the initial 
distance 0r , turned out to be much stronger. For example, the change of 0kE  from 5 to 8 eV 
(with 0r 0.5 nm) was found to increase the escape probability by about 50%. This behavior is 
different from that observed in the earlier study of electron thermalization in LAr [31], carried 
out for a single electron-ion pair, where practically no effect of the initial electron energy was 
found over the range of several eV. Since no data are available that describe the energy of 
electrons ejected from ionized atoms in nuclear recoils tracks, we decided to initialize the 
electron energy in the simulation using a theoretical energy distribution of secondary electrons 
for low-energy electron collisions with argon atoms obtained from the EEDL database [32]. The 
following procedure was applied. For each initialized electron, an energy 0E  was sampled from 
the distribution that describes particles ejected from the M3 shell of Ar by 3.98 keV primary 
electrons. Then, the initial kinetic energy was calculated as 00
2
00 4 reEEk  , with 
0r 0.2 nm being assumed as the cation radius. An attempt was also made to assess how the 
simulation results would be affected by the change of the electron energy distribution resulting 
from interactions in the liquid phase. This was done by taking into account the conduction band 
energy 0V  in the initialized kinetic energy of electrons, as will be described later. 
3. Results 
Figure 1 shows the average number of escaped electrons eN  as a function of applied field. 
These results were obtained from the simulations using both the linear (closed circles) and 
random (open circles) models of the track with iN 30, 50, and 70. The results depend on the 
track model used, with 20-30% less electrons escaping from the random tracks than from the 
corresponding linear tracks. The shape of the field dependence of eN  is very similar for both 
types of track. However, the field effect is becoming stronger as the initial number of ions 
increases. The results shown in figure 1 by triangles were obtained for the linear tracks of 70 
ions using a modified method of generating the initial electron energy, in which 0E  was 
increased by  0V 1 eV. Various estimates of the electron energy at the bottom of the 
conduction band in LAr exist [33], usually in the range from 0 to -0.3 eV (with respect to the 
vacuum level). By setting 0V -1 eV we tried to assess the maximum effect that the use of a 
liquid-phase electron energy distribution, if available, would have on the simulation results. As 
seen from figure 1, this effect should not be strong, as only about 7% more electrons escape 
from the track when 0V  is set to -1 eV (very similar results, not shown in figure 1, were 
obtained for other values of iN , and for the random tracks). 
In addition to the simulation results, figure 1 shows the recent experimental data of Joshi et 
al. [13] for the number of detected electrons from 6.7 keV nuclear recoils in LAr. These authors 
estimate the total number of ionizations in the observed tracks as 72±2. Although our estimation 
of the track parameters, presented in section 2, suggests that this number might be somewhat 
lower (~60), it seems to be justified to compare the data of Joshi et al. with the simulation 
results obtained for iN 70. Figure 1 shows that the experimental data are quite well 
reproduced by the simulation when the linear model of track is used. Although the calculated 
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field dependence of eN  is weaker than that observed in experiment, the simulation results are 
mostly within the experimental uncertainties. The results of the random track model are well 
below the experimental results (except for the lowest drift field). This is probably due to the fact 
that the random model represents a theoretical limit rather than a typical structure of the tracks. 
It is hard to imagine that a significant part of nuclear recoils tracks do not have any orientational 
correlation with the direction of motion of the primary recoil. The linear track model seems to 
better represent the shape of real tracks, and an application of this model in simulation gives 
reasonable agreement with experiment. 
In figure 2 the simulation results obtained using the linear track model are shown as the 
electron escape probability ieesc NNP   (often termed the recombination factor).  escP  is seen 
to decrease with increasing iN , which can be explained as a result of stronger Coulomb 
attraction in tracks formed of a larger number of cations and electrons. We tried to describe 
these results using the Thomas-Imel box model [20] 
Figure 1. Mean number of escaped electrons as a function of applied drift field. The simulation results 
obtained for iN 30, 50, and 70 using the linear (closed circles) and random (open circles) models of 
the track. The results shown by triangles were calculated for the linear tracks using the modified electron 
energy distribution with 0V -1 eV, as described in the text. The squares show the experimental results of 
Joshi et al. [13] obtained for 6.7 keV nuclear recoils in LAr ( iN 72±2). 
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  

 1ln
1
escP  ,        
F
CN i  , (2) 
where C  is constant, but the field dependence obtained from the simulation is much weaker 
than that expressed by equation (2). Good fits were obtained when an empirical modification of 
equation (2) was applied with F  being replaced by bF  [34]. However, the fitted parameters 
were then found to strongly depend on iN , with b  and C  changing from 0.10 to 0.22 and from 
0.13 to 0.19, respectively, as iN  was increased from 30 to 70. 
Looking for a better empirical model, we studied the kinetics of the recombination process. 
Figure 3 shows the time dependence of the mean number of survived electrons  tN  calculated 
for the linear tracks of 30, 50, and 70 ions, and for the electric fields of 250 V/cm (solid lines) 
and 3000 V/cm (dashed lines). An interesting effect revealed by these data is that a significant 
part of simulated electrons undergo recombination at very short times. This effect is 
independent of the applied field. To exclude the possibility of a simulation artifact that might be 
related, for example, to the use of a space-energy recombination criterion, we ran test 
calculations with an additional restriction that recombination is not allowed at times shorter than 
a certain critical time critt . The use of this restriction with critt 10
-12
 s was found to increase 
Figure 2. Electron escape probability as a function of drift field. The circles represent the simulation 
results obtained for iN 30, 50, and 70 using the linear track model. The curves show the global fit of 
equation (3) to the simulation data. 
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escP  at iN 70 by only 1.4% at 250 V/cm and 4.4% at 3000 V/cm. The effects of varying the 
other critical values, critr  and critkE , , were also found to be weak, as already discussed. It can 
therefore be postulated that the very fast recombination of a significant part of electrons is a real 
effect, most probably caused by electron trapping in the Coulomb fields from densely located 
cations. This effect can be called the initial or static recombination. The electrons involved in 
this process do not separate from the cations to larger distances nor undergo the usual 
thermalization. They remain in close orbits or Rydberg-like states around the cations and 
quickly recombine. The probability of static recombination for a particular electron should be 
the lower, the higher its initial energy 0E . This was confirmed by a detailed analysis of the 
simulation results. However, this probability was found to be significant (~15%) even for those 
electrons which were assigned high initial energies 0E 5 eV. 
The fraction of electrons that avoid static recombination, determined at t 10-13 s (see the 
inset to figure 3), was found to be practically independent of iN  and equal to 0.63±0.01. 
Denoting this fraction by  , we propose a further modification of the Thomas-Imel box model 
in the following form 
Figure 3. Mean number of survived electrons as a function of time. The simulation results obtained for 
F 250 V/cm (solid curves) and 3000 V/cm (dashed curves). The inset shows the short-time 
recombination kinetics. It is assumed that the static recombination stage ends at t 10-13 s, as indicated 
by the arrow. 
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  


 1lnescP  ,        b
i
F
CN
   . (3) 
Equation (3) is based on an assumption that the earlier empirical model, proposed in Ref. [34], 
properly describes the recombination of those electrons that survive the static recombination. 
With   fixed to 0.63, we performed a two-parameter global fitting of equation (3) to all 
simulation data plotted in figure 2, and obtained C 0.227 and b 0.374 (when F  is expressed 
in V/cm) with the standard errors of 0.022 and 0.014, respectively. As shown in figure 2, the 
fitted curves are in good agreement with the simulation results, considering their dependence on 
both F  and iN . 
Figure 4. Histograms of the number of escaped electrons obtained from 1000 simulated tracks at F 250 
V/cm (lower panel) and 3000 V/cm (upper panel). The solid curves show approximations of the 
histograms by normal distributions. The parameters iN , eN ,  , and B  corresponding to each histogram 
are shown in the figure. 
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We now turn to an analysis of the statistical distribution  Nf  of the number of electrons 
that escape recombination. Figure 4 shows the histograms of N  calculated for iN 30, 50, and 
70 using the linear track model. Each histogram was obtained from 1000 independently 
simulated tracks. If the fate of each electron in a track (recombination vs. escape) was 
independent of the fates of other electrons in the same track, the distribution  Nf  should be 
binomial. At iN 30 this binomial distribution should in turn be well approximated by the 
normal distribution with the mean 
 iesceB NPN   (4) 
and the standard deviation 
   iescescB NPP  1  . (5) 
As seen from figure 4, the shapes of the histograms are well described by normal distributions. 
The standard deviations obtained from these histograms,  2eNN  , increase with 
Figure 5. Histograms of electron kinetic energy and distance from the track center at t 100 ps and 4 ns. 
The simulation results obtained for iN 70 and F 3000 V/cm. The height of the histogram at t 100 
ps is reduced by the factor of two. 
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increasing iN . However, the values of   are found to be smaller than the corresponding values 
of B . We quantify this effect using a parameter B  defined by 
 
B
B


  . (6) 
For all histograms shown in figure 4, B  is smaller than unity. This deviation from the binomial 
distribution is becoming larger as the number of ions increases. When iN  is changed from 30 to 
70, B  decreases from 0.75 to 0.68 at F 250 V/cm, and from 0.79 to 0.71 at F 3000 V/cm. 
This behavior can be understood as a result of stronger mutual interactions in tracks formed of a 
larger number of particles. The interparticle correlations become relatively weaker as the drift 
field increases, which explains why the values of B  are larger at 3000 V/cm than at 250 V/cm. 
The simulation methodology applied in this study can also give us an insight into the 
electron thermalization process. An example is given in figure 5, which shows two-dimensional 
distributions of electron kinetic energy kE  and distance r  from the track center obtained at 
t 100 ps and 4 ns. The average energy kE  and distance r  as functions of time are plotted 
in figure 6 ( iN 70, F 250 and 3000 V/cm). kE  is seen to decrease to an equilibrium 
Figure 6. The average electron kinetic energy (solid curves, left scale) and the average electron distance 
from the track center (dashed curves, right scale) as functions of time. The simulation results obtained for 
iN 70 and F 250 and 3000 V/cm. 
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energy, which is strongly dependent on the drift field and significantly higher than the thermal 
energy 23 TkB 0.011 eV (so, strictly speaking, this process should not be called 
thermalization). At F 250 V/cm the electron energy equilibrates at ~t 2 ns.  This time is 
approximately equal to the mean thermalization time of 1.8 ns obtained in ref. [31]. However, at 
F 3000 V/cm the equilibration occurs much earlier (~0.5 ns). Also the mean distance r  
significantly depends on the applied field, except for times shorter than ~0.3 ns. Therefore, the 
mean thermalization distance of 2600 nm [31] does not correctly describe the electron 
thermalization in nuclear recoils tracks at strong drift fields. 
4. Discussion 
In this paper we have given an analysis of various aspects of electron recombination in low-
energy nuclear recoils tracks in LAr. Our analysis is based on the simulation model which was 
previously applied to different ionization phenomena in LAr yielding reasonable agreement 
with experiment. Also in the present study, the obtained results reproduce the experimental data 
Figure 7. The ionization yield in [e
-
/keV] as a function of applied drift field. The open symbols show the 
experimental data of Cao et al. [14] obtained for four nuclear recoil energies from 16.9 to 57.3 keV, as 
indicated in the figure (for the sake of clarity, the error bars are shown only for selected data points). The 
results of Joshi et al. [13] are represented by closed squares. The closed circles show the simulation 
results obtained for iN 70 using the linear track model (cf. figure 1) with the ionization yield being 
calculated as ENQ ey   where E 6.7 keV. 
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quite well (see figure 1). It should be noted that this agreement has been achieved without 
parameter fitting. On the other hand, the applied simulation model, as any other theoretical 
model, involves approximations and is not free from systematic errors. It is very difficult to 
assess the overall magnitude of these errors, although extensive tests have been performed to 
determine sensitivity of the simulation results to parameter changes, as described earlier. The 
statistical simulation errors in all of the presented results are very small (<1%). 
It is instructive to compare the results of the present work with the experimental data 
obtained not only for nuclear recoils of energy E 6.7 keV, but also for those of higher 
energies. In figure 7 we plot the ionization yield yQ , defined as the number of escaped electrons 
per unit (1 keV) nuclear recoil energy, as a function of applied field. The open symbols show 
the results of Cao et al. [14] obtained for four nuclear recoil energies between 16.9 and 57.3 
keV. yQ  determined by these authors decreases with increasing E  at all applied fields. This 
trend is well reproduced by the simulation results presented in figure 2, noting that the escape 
probability escP  is proportional to yQ , and the number of ions iN  is proportional to E  (it is 
assumed here that the average energy spent on producing one ionization in a track is 
approximately independent of the nuclear recoil energy). 
The ionization yield measured by Joshi et al. [13] at E 6.7 keV (shown by closed squares 
in figure 7) is lower than that obtained by Cao et al. at E 16.9 keV. This unexpected behavior 
most probably results from experimental uncertainties. As shown by the error bars included in 
figure 7, these uncertainties can be as large as 15-30%. 
We now discuss the drift-field dependence of the ionization yield. As shown in figure 2, 
the simulation predicts this dependence to become stronger as the number of ions increases. 
This trend is also confirmed by the experimental results of Cao et al. The ratio 
   V/cm4.96V/cm486  FQFQ yy  calculated using their data is 1.56 at E 16.9 keV, and 
increases to 1.66 at E 57.3 keV. 
While the simulation results reproduce the trends observed experimentally, the calculated 
drift-field dependence of yQ  at E 6.7 keV is weaker than that measured by Joshi et al. [13]. 
Due to the large uncertainties of the experimental results, we are not completely sure which data 
better describe the electron recombination in LAr. It was postulated in this paper that a weak 
field dependence of the escape probability might result from the fast, static recombination which 
cannot be prevented even by a strong external field. Although this effect is a theoretical 
prediction that needs to be further verified, it is supported by the results of simulation tests 
described earlier. Even if not confirmed in LAr, the static recombination might explain the very 
weak drift-field dependence of the charge yield obtained from the measurements of ionization 
from nuclear recoils in liquid xenon [7, 10]. As demonstrated by Manzur et al. [10] (see their 
table I), almost no suppression of electron-ion recombination by the applied field was observed 
over a wide range of nuclear recoil energy between 3.9 and 66.7 keV. While the simulation 
model used in the present study is not directly applicable to xenon, the mechanisms of electron 
recombination in these two noble liquids might not be very different. 
This paper provides an estimation of recombination fluctuations in low-energy nuclear 
recoils tracks in LAr. The calculated fluctuations increase with increasing nuclear recoil energy, 
but are smaller than those obtained from the binomial distribution. No experimental data on 
recombination fluctuations in LAr are currently available that could be compared with our 
simulation results. In the case of liquid xenon, analyses of experimental data [35, 36] led to the 
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conclusion that the recombination fluctuations are larger than those given by the binomial 
distribution. It should be noted, however, that this conclusion was based on the results obtained 
mostly for electron recoils. The situation might be different in nuclear recoils tracks, where the 
ionization density is substantially higher and the interparticle correlations are therefore much 
stronger. 
We hope the proposed simulation methodology and the analysis of electron recombination 
presented in this paper will be useful in the search for dark matter particles or in other studies 
that involve observation of recoiled nuclei. A generalization of our simulation model to liquid 
xenon is worth to be undertaken. 
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