Let M be a subset of R k . It is an important question in the theory of linear inequalities to estimate the minimal number h = h(M ) such that every system of linear inequalities which is infeasible over M has a subsystem of at most h inequalities which is already infeasible over M. This number h(M ) is said to be the Helly number of M. In view of Helly's theorem, h( R n ) = n + 1 and, by the theorem due to Doignon, Bell and Scarf, h(
Introduction
Let M be a non-empty closed subset of R k . A subset C of M is said to be M-convex if C is intersection of M and a convex set in R k . The set M endowed with the collection of M-convex subsets becomes a convexity space (see [vdV93] ). Let h(M) be the Helly number of M, i.e. the minimal possible h satisfying the following condition.
(H) Every finite collection C 1 , . . . , C m (m ≥ h) of M-convex sets, for which every subcollection of h elements has non-empty intersection, necessarily satisfies C 1 ∩ · · · ∩ C m = ∅.
If h as above does not exist we set h(M) := ∞. The main purpose of this note is to study Helly type results in spaces M ⊆ R k paying special attention to mixed integer spaces, i.e. sets of the form M = R n × Z d , where n, d ≥ 0. For surveys of numerous Helly type results we refer to [DGK63] , [Eck93] , [GPW93] and the monograph [vdV93] .
It is known that h( R n ) = n + 1, by the classical Helly Theorem (see [Sch93,  Theorem 1.1.6]), and h( Z d ) = 2 d , by a result due to Doignon [Doi73, (4. 2)], which was independently discovered by Bell [Bel77] and Scarf [Sca77] (see also [Sch86, Theorem 16 .5] and [JW81, p. 176] ). We obtain the following theorem. Theorem 1.1. Let M ⊆ R k be non-empty and closed and let n, d ≥ 0 be integers. Then
Clearly, (3) is a direct consequence of (1), (2) and the theorems of Helly and Doignon. Equality (3) is a common extension of h( R n ) = n + 1 and h( Z d ) = 2 d , and thus it can be viewed as Helly's theorem for mixed integer spaces.
We notice that in general (2) cannot be improved to equality (and thus, the case M = R n , for which we derive the equality, is quite likely an exception). For showing this we define M := {0, 1, 2, 2.5} so that h(M) = 2. It turns out that h(M × Z ) ≥ 5 > 2h(M). In fact, consider the set A := {(0, 0), (1, 0), (1, 1), (2, 1), (2.5, 2)}, see also 
We wish to emphasize that theorems of Helly type are related, in a natural way, to the theory of linear inequalities. By this they also play a role in the theory of linear and integer programming, see for example [Sch86, Chapter 7] , [Roc97, § 21] and [Cla95] . The following statement provides equivalent formulations of h(M) in terms common for linear programming. Proposition 1.2. Let M ⊆ R k be non-empty and h ≥ 0 be an integer. Then (H) is equivalent to each of the following two conditions.
(A) For every collection of affine-linear functions a 1 , . . . , a m (m ≥ h) on R k either a 1 (x) ≥ 0, . . . , a m (x) ≥ 0 has a solution x ∈ M or, otherwise, there exist 1 ≤ i 1 , . . . , i h ≤ m such that the system a i 1 (x) ≥ 0, . . . , a i h (x) ≥ 0 has no solution x ∈ M. 
Equivalence (H) ⇐⇒ (B) above is an extension of the result of Scarf [Sca77] (see also [Tod77] and [Sch86, Corollary 16 .5a]).
Since h( R n × Z d ) is linear in n, formula (3) is in correspondence with the polynomial solvability of linear mixed integer programs in the case that the number of integer variables is fixed, see [Len83] . In terms of linear inequalities, (3) states that, in the mixed integer case, the (largest) number of inequalities in the insolvability certificate doubles if we introduce another integer variable and increases by 2 d (where d is the number of integer variables) if we introduce another real variable.
We also wish to discuss fractional Helly's theorems in spaces M ⊆ R k . The fractional Helly numberh(M) of M is defined to be the minimal h such that for every 0 < α ≤ 1 there exists 0 < β = β(α, M) ≤ 1 such that every collection of M-convex sets C 1 , . . . , C n (n ∈ N ) satisfies the following condition.
(F ) If i∈I C i = ∅ for at least α n h sets I ⊆ {1, . . . , n} of cardinality h, then at least βn elements of C 1 , . . . , C n have a common point.
If h as above does not exist, we seth(M) = ∞. It is known thath( The proof of Theorem 1.3 follows the ideas from [BM03] . In particular, we need a colored Helly's theorem for spaces M. Let I 1 , . . . , I d+1 be some pairwise disjoint sets of cardinality t. We introduce the set
The foregoing notations are used in the following theorem. 
, there exists j ∈ {1, . . . , d + 1} and R ⊆ I j with |R| = r such that i∈R C i = ∅.
We do not need to give a proof of Theorem 1.4. In fact, the proof in our case is identical to the proof for the case M = Z d from [BM03] , based on Lovász's colored Helly theorem, the theorem of Erdős and Simonovits on super-saturated hypergraphs, and combinatorial arguments which rely only on the fact that the Helly number of Z d is finite. As a consequence of (3) we can also estimate the Radon number of mixed integer spaces. For a non-empty M ⊆ R d the Radon number r(M) of the space M is defined to be the minimal r such that for every A ⊆ M with |A| ≥ r there exist disjoint sets B, C ⊆ A with M ∩ conv B ∩ conv C = ∅. For B and C satisfying the previous condition the set {B, C} is called a Radon partition of A in M. If r as above does not exist we set r(M) := ∞. By Radon's Theorem, r(
and [BB03] . Furthermore, for d = 3 one has 11 ≤ r( Z 3 ) ≤ 17 (see [Onn91] and [BB03] ).
Theorem 1.5. Let M ⊆ R k be non-empty and closed and let n, d ≥ 0 be integers. Then
We emphasize that the lower and upper bound in (5) are linear and quadratic in n, respectively. Thus, the exact asymptotics of r( R n × Z d ) with respect to n remains undetermined. Having (3) and (5), it is suggestive to look for some type of Carathéodory's theorem in mixed integer spaces. However, the authors are currently not aware of any non-trivial notion of a Carathéodory number for
It is not hard to see that for h(M) = 4, both cases r(M) = 5 and r(M) = 6 are possible. It is known that r( Z 2 ) = 6, and it is not hard to verify that h( Z × R ) = 5. It would also be interesting to study the relationship between r(M) and h(M) for M ⊆ R 
Proofs
In the proofs we use the standard terminology from the theory of polyhedra (see [Zie95] ). A polyhedron is the (possibly empty) intersection of finitely many closed half-spaces. Bounded polyhedra are said to be polytopes. If P is a polyhedron, then faces of P having dimension dim P − 1 are called facets. By conv we denote the convex hull operation.
We first give the proof of Proposition 1.2 since it is used as auxiliary statement in our main results.
Proof of Proposition 1.2. The implication (H) =⇒ (A) is trivial. Now, assuming that (A) is fulfilled we derive (H). Consider a collection C 1 , . . . C m (m ≥ h) of M-convex sets such that every sub-collection of h elements has non-empty intersection. For every I ⊆ {1, . . . , m} with |I| = h we choose p I ∈ i∈I C i . The polytope
is a subset of conv C i . Let f 1 , . . . , f s (s ∈ N ) be affine-linear functions on R n such that every P i can be given by P i = {x ∈ R n : f j (x) ≥ 0 for j ∈ J} for an appropriate J ⊆ {1, . . . , s} and every f j is non-negative on some P i . By construction, {x ∈ M : f j (x) ≥ 0 for j ∈ J} = ∅ for every J ⊆ {1, . . . , s} with |J| = h. Hence, in view of (A),
Next, assuming that (
In order to show (B) =⇒ (A) we assume that (A) is not fulfilled and derive that (B) is not fulfilled, as well. Let a 1 , . . . , a m (m ≥ h) be affine-linear functions such that {x ∈ M : a 1 (x) ≥ 0, . . . , a m (x) ≥ 0} = ∅ and for every I ⊆ {1, . . . , m} such that |I| = h there exists a p I ∈ {x ∈ M : a i (x) ≥ 0 for i ∈ I} . Without loss of generality we may assume that every subsystem of a 1 (x) ≥ 0, . . . , a m (x) ≥ 0 consisting of m − 1 inequalities is solvable over M. In fact, otherwise we can redefine the system a 1 (x) ≥ 0, . . Lemma 2.1. Let M ⊆ R k be non-empty and closed and let h ∈ N , h ≥ k + 1. Then (H) is equivalent to the following condition.
(A ′ ) For every choice of affine-linear functions a 1 , . . . , a m (m ≥ h) on R k such that the polyhedron
satisfies the conditions:
one necessarily has
for some 1 ≤ i 1 , . . . , i h ≤ m. ′ ) is trivial. Now, assume that (A ′ ) is fulfilled. We will show that (A ′ ) also holds when we drop out Conditions 1 and 2 (which, in view of Proposition 1.2, yields the sufficiency). Assume that P given by (6) satisfies Conditions 1 and 3 but does not satisfy Condition 2. If P = ∅, the existence of i 1 , . . . , i h satisfying (7) follows from Helly's theorem for R k . Assume that P = ∅. Then, employing the closedness of M and compactness of P , we see that there exists an ε > 0 such that P ε := x ∈ R k : a 1 (x) + ε ≥ 0, . . . , a m (x) + ε ≥ 0 is a k-dimensional polytope with P ε ∩ M = ∅. Consequently, applying (A ′ ) for the affine-linear functions a 1 (x) + ε, . . . , a m (x) + ε, we obtain
Proof. The implication (H) =⇒ (A
The latter implies (7). Thus, (A ′ ) still holds when we drop out Condition 2. Take P given by (6) which satisfies Condition 3 but does not satisfy Condition 1. For t ∈ N we introduce the polytope
where x 1 , . . . , x k are coordinates of x. Applying (A ′ ) (with dropped out Condition 2) for the affine-linear functions ±x i + t (i ∈ {1, . . . , k}), a j (x) (j ∈ {1, . . . , m}) that define Q t we find sets I ⊆ {1, . . . , m}, J + , J − ⊆ {1, . . . , k} (a priori depending on t) such that
Since the index sets {1, . . . , m}, {1, . . . , k} are finite we can fix I, J − , J + independent of t and such that (8) holds for infinitely many t's. Then {x ∈ M : a i (x) ≥ 0 for i ∈ I} = ∅, |I| ≤ h, and the assertion follows.
Proof of Theorem 1.1. Inequalities (1) and (2) are trivial if h(M) = ∞. Thus, we assume h(M) < ∞. Furthermore, without loss of generality we assume that M affinely spans R k so that h(M) ≥ k + 1. We derive (1) with the help of Lemma 2.1. Consider arbitrary affine-linear functions b 1 , . . . , b s (s ∈ N ) on R n × R k such that
The k-dimensional polytope T (P ) can be represented by
where a 1 , . . . , a m are affine-linear functions on R k such that for each j ∈ {1, . . . , m}, the set F j := {y ∈ T (P ) : a j (y) = 0} is a facet of T (P ). Hence G j := T −1 (F j ) ∩ P is a face of P of dimension at least k − 1. Consequently, the cone N j of affine-linear functions f (x, y) vanishing on G j and non-negative on P has dimension at most (n + k) − (k − 1) = n + 1. The cone N j is generated by those b i , i ∈ {1, . . . , s}, which vanish on some facet of P that contains G j . The function a j (y), y ∈ R k , can also be viewed as an affine-linear function on
Thus, by Carathédory's Theorem for convex cones (cf. [Sch86, § 7.7]) applied to the function a j (y) in the cone N j , there exists I j ⊆ {1, . . . , s} such that |I j | ≤ n + 1 and
for appropriate λ i,j ≥ 0 (i ∈ I j ). By the definition of h(M), there exists J ⊆ {1, . . . , m} with |J| ≤ h(M) such that {y ∈ M : a j (y) ≥ 0 for j ∈ J} = ∅. It follows that the system b i (x, y) ≥ 0 with i ∈ j∈J I j has no solution (x, y) ∈ R n ×M. This system consists of at most (n + 1)h(M) inequalities. Hence, in view of Lemma 2.1, we arrive at (1) Let us show (2). Let h := h(M) and C 1 , . . . , C h be M-convex sets such that C 1 ∩ . . . ∩ C h = ∅ but every sub-collection of C 1 , . . . , C h consisting of h − 1 elements has non-empty intersection. Then the collection (C i ×{j})∪(C i ×{1−j}), where i ∈ {1, . . . , h}, j ∈ {0, 1} consists of 2h (M × Z )-convex sets, has empty intersection and the intersection over every of its proper sub-collections is non-empty. This shows the bound
is a consequence of (1), (2) and the theorems of Helly and Doignon.
We remark that representation (9) can be viewed as Farkas type certificate of insolvability of a system of linear inequalities, see also [BW05, § 13.1] and [ALW08] for related results.
Next we work towards the proof of Theorem 1.3. We show that the main tools in the proof of the fractional Helly theorem for Z d given in [BM03] can also be applied for sets M ⊆ R d with a finite Helly number. First we obtain a weak form of the fractional Helly theorem. Consider M-convex sets C 1 , . . . , C n (n ∈ N ). Let I be the collection of those h-element subsets I of {1, . . . , n} for which i∈I C i = ∅. Assume that |I| ≥ α n h for some 0 ≤ α < 1. For every I ∈ I we choose p I ∈ i∈I C i and introduce the polytopes P i := conv {p I : I ∈ I, i ∈ I} , i = 1, . . . , n. By construction, P i ⊆ C i for every i, and p I ∈ i∈I P i . If S ⊆ {1, . . . , n} we shall write P S := i∈S P i . It is known that for a given non-empty, compact convex set K and almost all directions u, the direction u is an outward normal of precisely one boundary point of K; for a precise formulation see [Sch93, Theorem 2.2.9]. Applying this result to the sets conv(P S ∩ M) with S ⊆ {1, . . . , n}, we see that there exists an affine function a such that a is maximized in exactly one point x S on P S ∩ M (as long as P S ∩ M is non-empty).
For every I ∈ I there exists an (h − 1)-element subset J = J(I) of I such that x J = x I is the unique point maximizing a(x) for x ∈ M ∩ P J . In fact, for H I := {x ∈ M : a(x) > a(x I )} the family {P i ∩ M : i ∈ I}∪{H I } has empty intersection. Therefore, by the definition of h(M), some h-element subfamily of this family has empty intersection. The elements of this subfamily which do not coincide with H I determine J.
There are at most n h−1 possible sets J and at least α n h different sets I. Thus, for a suitable β = β(α, h) > 0, some J =: J * is assigned to at least βn different sets I. Each such I has exactly one i ∈ J * , and x J * is a common point of these (at least βn many) sets P i . 
By Carathéodory's theorem (for R 2 ) p is in conv T , for some three-element subset T of A. If conv T and conv A do not share edges, then taking into account (10) and the fact that A is a vertex set of conv A we get p ∈ conv(A \ T ) ∩ conv T ∩ M. Consider the case that conv T and conv A share an edge. First notice that conv A and conv T cannot share two edges, since otherwise we would get a contradiction to (10). We define q, q 1 , q 2 , q 3 , q 4 such that T = {q, q 2 , q 3 }, and q 1 , . . . , q 4 are consecutive vertices of conv A. Since |A| ≥ 6, for some i = {2, 3} the triangle conv{q, q i+1 , q i−1 } does not share edges with conv A. Then p ∈ conv{q, q i+1 , q i−1 }, since otherwise one would get a contradiction to (10). Hence for T ′ := {q, q i+1 , q i−1 }, one has p ∈ conv(A \ T ′ ) ∩ conv T ′ ∩ M, which shows that r(M) ≤ h(M) + 1.
