In this work we systematically analyze general properties of differential equations used as machine learning models. We demonstrate that the gradient of the loss function with respect to to the hidden state can be considered as a generalized momentum conjugate to the hidden state, allowing application of the tools of classical mechanics. In addition, we show that not only residual networks, but also feedforward neural networks with small nonlinearities and the weights matrices deviating only slightly from identity matrices can be related to the differential equations. We propose a differential equation describing such networks and investigate its properties.
Introduction
Deep learning is a form of machine learning that uses neural networks with many hidden layers [1, 2] . Deep learning models have dramatically improved speech recognition, visual object recognition, object detection and many other domains [2] . Since the number of layers in deep neural networks become large, it is possible to consider the layer number as a continuous variable [3] and represent the neural network by an differential equation.
The connection between the neural networks and differential equations first appeared with an additive model for continuous time recurrent neural networks, described by the differential equations [4] τ i dx i dt = −x i + n j=1 w j,i σ(x j − θ j ) + I i (t) .
Cohen and Grossberg applied the Liapunov method to prove that global limits exist in a class of dynamical systems with symmetric interaction coefficients, which includes the additive and shunting models [5] . Hopfield's work [6] pioneered the analog computation of continuous time recurrent neural networks instead of digital computation using complex numerical algorithms on a digital computer. A Hopfield network has a quadratic form as an Lyapunov function for the activity dynamics. As a consequence, the state of the network evolves to a final state that is a minimum of the Lyapunov function when started in any initial state [7] . Continuous time recurrent neural networks have been applied to address vision [8] , cognitive behavior [9] , and cooperation [10] . New relations between neural network and differential equation appeared after proposal of residual networks (ResNets) [11] . Forward propagation of discrete vector x ∈ R n through residual network can be written as
where q (l) are the parameters that need to be determined by the training of the neural network. In [12] a connection of residual network with recurrent neural network, which is known as an approximation of a dynamical system, has been made. Furthermore, equation (2) can be seen as an Euler discretization
of an ordinary differential equation (ODE) d dt x(t) = F (x(t), q(t)) .
Such a link between residual neural networks and nonlinear differential equations has been first proposed in [13, 14] . This interpretation of neural network as a discretization of differential equation has been applied to analyze stability properties of deep learning [15] and to derive reversible neural network architectures [16] . The view of ResNets as an Euler discretization of ODEs allowed to construct invertible ResNets (i-ResNets) [17] . Related to this interpretation is a view of a finite deep neural network as a broken line approximation of a continuous trajectory [3] and the formulation of the training process of ResNet as an control problem of a transport equation [18] . Subsequently it has been demonstrated [19] that many networks, such as ResNet, PolyNet, FractalNet and RevNet, can be interpreted as different numerical discretizations of differential equations and linear multistep architecture has been proposed. In addition to interpreting the layer depth as a continuous variable, the input to the neural network can also be represented as being continuous. Such a view has been taken in [20] , where residual convolutional neural networks have been interpreted as a discretization of a space-time partial differential equation (PDE). In [21, 22] a new feed-forward deep network, PDE-Net, has been proposed to predict dynamics of complex systems and to uncover the underlying hidden PDE models. Using differential equations a family of models called Neural ODEs has been proposed in [23] . The output of the network is computed using a black-box differential equation solver and the gradients are computed by solving a second, augmented ODE backwards in time [23] . These models have shown great promise on a number of tasks including modeling continuous time data and building normalizing flows with low computational cost. However, neural ODEs learn representations that preserve the topology of the input space, therefore there exist functions that neural ODEs cannot represent [24] . Usual ResNets, being a discretization of the ODE, allow the trajectories to make discrete jumps to cross each other and do not have this limitation. To address the limitations of neural differential equations, Augmented Neural ODEs are introduced by adding additional dimensions [24] .
In this work we first systematically analyze general properties of differential equations used as machine learning models. We demonstrate that the gradient of the loss function with respect to to the hidden state can be considered as a generalized momentum conjugate to the hidden state, allowing application of the tools of classical mechanics. In addition, we show that not only residual networks, but also feedforward neural networks with small nonlinearities and the weights matrices deviating only slightly from identity matrices can be related to the differential equations. We propose a differential equation describing such networks and investigate its properties.
This paper is organized as follows. In section 2 we investigate general properties of first-order nonlinear differential equations as models in machine learning. In section 3 we propose a differential equation describing feedforward neural networks and in section 4 we analyze its properties. In section 5 we apply the proposed differential equation for a couple of simple problems. Finally, section 6 summarizes our results.
Ordinary differential equations as machine learning models
In this section we investigate nonlinear ordinary differential equations used as machine learning models. We assume the differential equations of the form
where F are nonlinear functions and q(t) are arbitrary parameters that are functions of t. Equation (5) is more general than the differential equations considered in [23] , where the parameters do not depend on t. Starting from the input x(0), the output x(T ) is the solution at t = T to the initial value problem of the differential equation (5) . The output x(T ) corresponds to the features learned by the model. The parameters q(t) are adjusted such that equation (5) transforms the input x(0) to a y which is close to true label y true .
Backward propagation for differential equations
Let us consider a loss function L(x(T )) that is a function of a final output x(T ). When t is a continuous variable, the loss function L is a functional of functions q(t). To minimize the loss we apply gradient descent method. In order to derive update rule for for the parameters q(t) one needs to use calculus of variations and compute the functional derivatives [25] . The loss function L(x(T )) should be minimized with the constrainṫ x − F (x, q) = 0, where for the brevity we use the notationẋ ≡ dx/dt. For the minimization we can employ the method of Lagrange multipliers. Thus we will consider the functional
where a(t) is a vector of Lagrange multipliers. Since the constraintẋ − F (x, q) = 0 is satisfied by construction, we are free to set the values of a. We need to calculate the functional derivative δL/δq(t) = δS/δq(t). Using equation (6) we obtain
The last term we integrate by parts:
The initial condition x(0) does not depend on the parameters q, therefore δx(0)/δq(t) = 0. Inserting into equation (7) we have
F (x(t), q(t)) .
(9) Since a(t) can be arbitrary, we can set the coefficients in equation (9) to be zero:
and
Equation (11), representing the differential equation for backward propagation, is adjoint to the equation (5) [26] . It is a continuous-time analog to the usual backporpagation algorithm [27] . In contrast to the non-linear equation (5) for the forward propagation, equation (11) for the backward propagation of the gradient is linear. The remaining term in equation (9) gives
An alternative derivation of equation (11) that does not involve variational calculus is presented in the Appendix A. If the functions q(t) depend on parameters θ that do not depend on t, q(t) = q(θ, t), then the gradient of the loss can be calculated as
Using equation (12) we get
In particular, if the parameters q do not depend on t then we can take θ = q and from equation (14) obtain
The total time T can also be interpreted as one of the parameters of the model. The gradient of the loss L(x(T )) with respect to the total time T is
Euler-Lagrange and Hamiltonian form of the equations
Equations (5) and (11) can be written in the form of the Euler-Lagrange equations
with the Lagrangian
Here x and a play the role of generalized coordinates. Lagrangian of this type for differential equations considered together with adjoint equations has been proposed in [28] . This Lagrangian (19) appears in equation (6) . The Lagrangian (19) yields the generalized momentum
leading to the corresponding Hamiltonian
Then the equations (5) and (11) take the form of the Hamilton equations
The Euler-Lagrange and the Hamilton form of the equations allows us easily derive consequences of the possible symmetries in equation (5) . For example, if the parameters q do not depend on t then ∂L/∂t = 0 and according to the Noether's theorem [29] this symmetry leads to a conservation laẇ
Therefore
Probability density functions
Let us assume that initial data x(0) is characterized by a probability density function P (x(0), 0). The solution of the differential equation (5) has a transformed probability density P (x(t), t). Since the transformation of the variable x(t) is described by a differential equation, the probability density P (x, t) obeys the continuity equation [ 
Computing partial derivatives we obtain the partial differential equation
This equation can be written in the form of the instantaneous change of variables formula of [23] :
Now let us consider the probability density P (x, a, t) of features x together with the gradient a of the loss. From the existence of the Hamiltonian H(x, a, t) = aF (x, q(t)) follows that the Liouville's theorem holds: the total derivative of the probability density function P (x, a, t) is zero:
or, explicitly,
The distribution P (x, a, t) is constant along any trajectory in phase space (x, a).
The information entropy associated with the data x is defined as
Since P (x, t) obeys the differential equation (27) , for the information entropy we have
With increasing t the model should discard the features that are unnecessary for the prediction of true label y true . Thus one can argue that the information entropy should decrease with t , dH(t)/dt 0. This also follows from the requirement of the stability of differential equations (5) [15].
Symmetric equations
Let us consider the case where the function F (x, q) satisfies the condition
that is, the matrix ∂F /∂x is symmetric. Then the vector field F is conservative and, therefore, it can be expressed as a gradient of of scalar function:
In such a case the differential equation (5) can be written as
If the parameters q do not depend on t, the function E(x(t), q) does not increase with with t. Indeed, we have
The existence of an energy function that decrease along trajectories is a property of Cohen-Grossberg model [5] and Hopfield's [6] continuous time recurrent neural networks.
Gradient descent updates of the parameters
If the parameters q(t) are changed by ∆q(t), the change of the loss function L due to the change of the parameters is
Let us find the optimal updates of the parameters in the gradient descent step, leading to a largest change ∆L of the loss. In order to fix a learning rate we will keep the L 2 norm of ∆q(t) fixed, T 0 ∆q(t) ∆q(t) dt = 1. Then the optimal change ∆q(t) can be found using Lagrange multipliers by maximizing the functional
This gives the optimal change ∆q(t) = −α δL δq(t) (39) leading to the change of the loss function
Using equation (12) we get the updates of the parameters in the gradient descent step
When the function q(t) is parameterized by parameters θ, then the change is
with
The change of the loss function becomes
In particular, if the parameters q do net depend on t then
and the change of the loss function is
One can see that in the equation (40) the integral is taken of the non-negative quantity. Each infinitesimal segment δt has a positive contribution to the change of the loss. On the other hand, in equation (46) the integration is performed of the quantities that can have various signs and different segments of t can partially cancel each other, resulting in smaller change of the loss. The parameters q(t) that depend on t can lead to faster training of the model.
Ordinary differential equation as a model of feedforward neural networks 3.1 Heuristic derivation of differential equation
In this section we present a non-strict derivation of a differential equation that captures essential properties of feedforward neural networks. Let us consider a feedforward neural network consisting of a large number L of layers. The l-th layer (l ∈ {1, 2, . . . , L}) applies a nonlinear transform on its input x (l) to produce its output x (l+1) , where the nonlinear transform is an affine transform
followed by a non-linear activation function h(x):
Here in the equation (47) W (l) is a matrix of weights and B (l) is a bias vector. For simplicity at first we assume that the vector x (l+1) has the same number of dimensions as x (l) ; the situation when the dimensions are different will be discussed below (subsection 3.2). In order to obtain a differential equation we require that the vector x (l+1) differ only slightly from x (l) . Small difference between the input and the output of a layer can occur when the matrix W (l) has the form
where I is an identity matrix and ∆t 1 is a small parameter. In addition, the bias also should be proportional to the small parameter,
In such a case the affine transform reads
Thus the affine transform is a sum of two terms, the first term being an unchanged input and the second term being proportional to the small parameter ∆t. The first term resembles a shortcut connection in highway networks [30, 31] and residual networks [11] . Furthermore, to get small difference between the input and the output of a layer, the non-linear function h(u) should be almost linear. We can obtain such a nonlinear function by adding a small cubic term to the linear function:
where γ > 0 is a parameter of nonlinearity. One can interpret this non-linear function as a generalization of a hyperbolic tangent activation, because the first two terms in the Taylor series of tanh x are tanh x = x − x 3 /3. Note, that Taylor series of arbitrary function h(x) should have also a quadratic term x 2 , however the quadratic term can be eliminated by the shift of x. If one considers non-analytic functions, equation (48) can be generalized as
where µ > 1 is the exponent of nonlinearity.
Combining the equations (48), (51), (52) and keeping only the terms up to the first order in ∆t we obtain
Instead of the layer number l we will use t = l∆t and write
Interpreting t as a continuous variable and taking the limit ∆t → 0 we obtain a differential equation
Note, that the equation (56) is non-linear, the non-linear term γx 3 plays the role of a non-linear activation function. Using the non-linear activation function (53) the differential equation becomes
Since the non-linear differential equation (56) has been obtained starting from a discrete neural network, we expect that the proposed equation can reflect some properties of deep neural networks. Equation (56) can be further generalized to the case of continuous indices, yielding an integro-differential equation
Such double continuum limit of neural networks has been proposed in [3] . Taking a singular kernel w(u, v, t) in equation (58) one can get a partial differential equation instead of an integral one [20, 21, 22] .
Different number of dimensions in input and output
When the number of dimensions N (l+1) in the output x (l+1) differs form the number of dimensions N (l) in the input x (l) , the structure of the weights (49) is not possible and the transition to the differential equation is not straightforward. However, when the number of dimensions is increased, N (l+1) > N (l) at some l = L 0 , we can interpret this increase as the presence of N (l+1) − N (l) units with the activation equal to zero in the l-th layer. Then we can require the structure of the weights W (l) that can be described by an equation similar to (49), where the identity matrix I is replaced by a rectangular matrix with ones on the main diagonal and zeros elsewhere. Equation (54) then becomes
This equation keeps the L 2 norm of x (l+1) equal to the norm of x (l) when ∆t = 0. In the limit ∆t → 0 we get the differential equation (56) with an additional boundary condition x i (t = T 0 ) = 0 if i > N (L0) . When the number of dimensions in the output is decreased, a rectangular matrix W (l) that keeps the L 2 norm of a vector W (l) x (l) equal to the norm of x (l) does not exist. Thus decreasing the number of units necessarily leads to the change of the norm of the signal.
Backward propagation for the proposed model
The general equations obtained in the previous section 2 can be applied to the proposed differential equation (56), which corresponds to the function
Thus,
and the differential equation for the backward propagation becomes
The last term on the right hand side of equation (62) represents a decay of the gradient with the decay rate 3γx
In the case of continuous indices this backward propagation equation has the form
According to the equation (12), the gradients (functional derivatives) of the loss function L with respect to the parameters w(t) and b(t) are
These gradients lead to the updates of the parameters in the gradient descent step
Here the function a(t) should be obtained by solving equation (62) first. However, from equations (56) and (62) follows that we can obtain the updates to the parameters δw i,j (t) = a i (t)x j (t) and δb i (t) = a i (t) by directly solving the following differential equations:
We can consider the parameter of nonlinearity γ as an additional parameter to be learned instead of having a fixed value. The learnable parameter of nonlinearity is similar to the idea of Parametric ReLUs [32] . From the equation (15) we can obtain the gradient of the loss with respect to the parameter γ:
Convolutional neural networks
Equation (56) can be easily adapted to model convolutional neural networks. For convolutional neural networks the affine transformation (47) reads u
Here for simplicity we write the equation as one-dimensional cross-correlation with only one feature channel. The generalization to more dimensions and more channels is straightforward. In addition, we assume that input x (l) is zero padded so that the size of the output is the same as the size of the input. Requiring that
in the limit ∆t → 0 we obtain the differential equation
When there are more than one channel we assume that the number of channels in each layer remains the same. In this case the forward propagation is described by differential equations that are similar to the equations (75), only with summation over channels added. Proceeding similarly as in subsection 3.3, from equation (75) we get the differential equation
describing the backward propagation for the convolutional networks. When there are more than one channel, the backward propagation is described by differential equations that are similar to the equations (76) with added summation over channels. Finally, the gradients of the loss function with respect to the parameters are
and lead to the updates of the parameters in the gradient descent step
Here the functions a j (t) are the solutions of equation (76).
Regularization
Deep neural networks with a large number of learnable parameters are prone to overfitting when trained on a relatively small training set. The learned weights become adjusted only for the training set and the network lacks the generalization ability to the unseen data. One of the causes of the the overfitting problem is the co-adaptation of the neurons that results in the neural network dependent on the joint response instead of each neuron learning a useful feature representation [33] . To prevent overfitting during the training of the network a number of regularization methods have been introduced. These methods include data augmentation [34] , L 1 and L 2 regularization [35] , early stopping [36] , and random dropout [37] . Description of the forward propagation by a differential equation provides yet another method of regularization: one can prefer the weights that vary smoothly with t. The variation of the parameters can be minimized by using the regularization functional
where · F represents the Frobenius norm. Discretization with the step ∆t yields the regularization function
Such a regularization has been proposed in [15, 16, 20] . This method of regularization has been justified by the stability requirements in [15] .
Properties of the proposed differential equation
In this section we will examine the differential equation (56), proposed in the previous section. This equation has several scaling properties. We can eliminate the parameter γ by rescaling the variable t to a scaled variable t s = γt and introducing scaled weights and biases, w s = γ −1 w, b s = γ −1 b. Therefore, without losing generality one can set γ = 1. In addition, rescaled activations x s = cx, where c is some constant, obey the same equation (56) 
Some solutions of the proposed equation
It is instructive to solve the differential equation (56) for a some particular values of the parameters w, b. In all the cases we will take symmetric matrix w, w = w and consider parameters that do not depend on t. Then, according to the results of section 2.4, the quantity
does not increase with with t. The solution of the differential equation approach minima of E(x) when t → ∞. When the weights matrix w is diagonal and does not depend on t, biases are zero b(t) = 0, the forward propagation is described by the equation
The solution obeying the initial condition x i (t = 0) = x i (0) is
If w i,i < 0, at large values of t, t |w i,i | −1 , the solution (85) exponentially approaches zero. If w i,i > 0, at large values of t depending on the sign of the initial value x i (0) the solution approaches one of the two fixed values
In the particular case of w i,i = 0 the solution (85) is
At large values of t, t γ −1 x i (0) −1 , the solution (87) approaches
The activation decays to zero but as a power-law, t −1/2 , not exponentially. We can interpret the model with the parameters equal to zero as a situation when the model does not have any information about the possible inputs. Inserting the solution (85) into the backward propagation equation (62) we obtain the gradients
This solution can be obtained without solving the adjoint equation by utilizing the conservation law (24) . When w i,i < 0, the gradient at large t decays exponentially with decreasing t as a i (t) = a i (T )e −|wi,i|(T −t) . When w i,i > 0, the gradient also decays exponentially, as a i (t) ≈ a i (T )e −2wi,i(T −t) . When w i,i = 0, equation (89) becomes
This equation shows that the gradients decay as a power-law function of t when t decreases toward zero. When weights are zero, w(t) = 0 and biases b do not depend on t, the solution of the equation for the forward propagation d dt
with increasing t approaches a stationary value
This means that the backward propagation equation (62) at large t becomes
which has a solution
We see that in this case the gradient decays exponentially with decreasing t.
Effect of weights matrix w
The weights matrix w(t) in the first term of the equation (56) can be separated into symmetric and antisymmetric (or skew-symmetric) parts:
where
The matrix transposition operation leaves the symmetric matrix unchanged, w sym = w sym , the antisymmetrix matrix changes the sign, w anti = −w anti . In terms of the matrix elements these properties read (w sym ) i,j = (w sym ) j,i and (w anti ) i,j = −(w anti ) j,i . In convolutional neural networks the antisymmetric property of the weights matrix corresponds to the kernel that changes sign when the indices are reversed,
The symmetric part of the weights matrix w can be diagonalized by a properly chosen orthogonal matrix, that is by a rotation in a space of activation vectors x. If x(t) is an eigenvector of the symmetric matrix w sym (t) then it is multiplied by the corresponding eigenvalue in equation (56). The antisymmetric part of the weights matrix causes a rotation in the N -dimensional space of activation vectors around the point x 1 = x 2 = · · · = x N = 0; the rotation plane determined by the coefficients (w anti ) i,j . This can easily be seen in the case of two-dimensional activation vectors. Assuming that the antisymmetric weights matrix w does not depend on t, the bias b = 0 and the activations are small, γx 2 i 1, so that the term γx 3 i can be neglected, the forward propagation equations become
The solution of the equations is
From this solution we see that w causes rotation of the vector x. In order to obtain stable forward propagation it was proposed to use only antisymmetric weight matrices in [15] .
Physical interpretation of the proposed equation
Let us consider the dependence of L 2 norm of the activation vector x on the variable t. Introducing the quantity
that is proportional to the square of the L 2 norm and using the equation (56) we get the derivative
Equations (104)-(108) suggest the following physical interpretation of the equation (56): we can interpret the vector x(t) as a "velocity" in N -dimensional space and the variable t as "time". The three terms on the right hand side of the equation (56) represent "forces" that change the velocity. The first velocity-dependent term containing the antisymmetric matrix w anti (t) can be interpreted as an action of a "magnetic field" in Ndimensional space, the strength of this magnetic field given by w anti (t). Continuing with the electric analogy, the bias vector b(t) can be interpreted as an "electric field". The velocity-dependent term containing the symmetric matrix w sym (t) represents a linear friction or gain. Finally, the last term γx i (t) 3 corresponds to a "friction force" that is proportional to the velocity cubed. The quantity E(t) corresponds to the "kinetic energy", whereas the equation (104) represents the energy balance: the energy is lost due to non-linear friction with the power of friction losses given by P γ (t) and can be increased by the action of a "force" b(t) + w sym (t)x(t) producing the added power P w (t) + P b (t). The "magnetic field" w anti (t) does not change the energy. Note, that the sign of b(t) x(t) depends on the angle between the vectors b(t) and x(t) and can be positive as well as negative.
Initialization of weights
For efficient training of deep neural networks a proper initialization of weights becomes important, since a bad initialization can impede the learning of a highly non-linear system. The difficulty arises because in the deep networks the variance of the backpropagated gradient can vanish or explode due to the multiplicative effects through layers [38] . A proper initialization method should avoid this exponential reduction or growth of the magnitudes of input signals, such methods have been proposed in [38] and [32] . In our model described by the differential equation (56) such an initialization is not necessary and one can set initially w(t) = 0. Indeed, as equations (87), (90) show, setting w(t) = 0 leads to a power-law decay of signals and gradients due to the non-linear activations, which is much slower than an exponential decay. The initial values of the weights in the neural networks are usually chosen randomly (as has been done, for example, in [39] ) to break the unwanted initial symmetry. As it is evident from the equations (87), (90) and the update rule (67), even the initial setting w(t) = 0 leads to different updates for different weights thus it is not necessary to start from unequal weights w(t). 
Examples
The numerical approximation to the solutions of the differential equation for the forward propagation (56) can be obtained using various numerical methods [40] . The simplest is the forward Euler method, although more complex methods are also possible. Discretizing the variable t with the step ∆t and using the Euler method we obtain the numerical solution scheme given by the equation (54),
are the scaled parameters. Explicit linear multi-step method with the number of steps equal to two gives the structure [19, 40] x
where k l are the trainable parameters for each layer l. In this section we will investigate the simplest forward Euler method, given by the equation (109). The numerical solution scheme for the backward propagation equation (62) 
The structure of the equation (109) can be graphically represented by figure 1. As equation (109) shows, the output is a sum of a non-linear transformation of the input x
and an affine transformation
i . One can look at the figure 1 as a building block of a residual network [11] with a residual function containing only a non-linear transform and a shortcut connection containing an affine transform.
The discretized equation (109) and scaled parameter of nonlinearityγ s = c −2γ . Thus we can setγ s = 1 by taking c = √γ .
Planar data classification
In order to demonstrate the behavior of the model described by the differential equation (56) it is convenient to consider data described by only two features x 1 and x 2 , because such data can be visualized as points in the Euclidean plane. We limit the number of classes to two and will consider a dataset shown in figure 2 a) . The dataset consist 400 samples of a Gaussian noise with standard deviation 0.2 added to the two concentric circles where the outer circle has two times larger radius than the inner circle. In the first model the differential equation (56) is solved on the R 2 space, giving the solutions x 1 (t), x 2 (t). According to [24] , the dataset is hard to learn using such an equation, because the differential equation can only continuously deform the input space. Using the forward Euler method, described by the equation (109), we discretize the continuous variable t into L = 100 steps, producing a neural network with 100 layers, each layer containing N = 2 units. Softmax of the output of the final layer is calculated to get the predicted probabilities of the two classes. Similar to learnable parameter of nonlinearity in Parametric ReLUs [32] , we consider the nonlinearityγ as an additional parameter to be learned. Thus the neural network has 601 trainable parameters. Employing the regularization method described in section 3.5 we minimize the changes of the parameters between the neighboring layers and use the loss function
where L ce is the usual cross entropy loss. We take the regularization parameter λ = 1.0 in the loss (113). All trainable parameters of the neural network are initialized to zero, as described in section 4.4, and optimized using the stochastic gradient descent. The parametersb andw of the trained model are shown in figure 3 a) and b), respectively. We see that indeed the loss (113) produces smooth variations of the parameters with the layer number l. The nonlinearity parameterγ acquires the valueγ = 0.014. Since each layer of the network has two units, we can interpret all activations as points in the same plane. After training, the transformed data in the output of the network is shown in the figure 2 b). As one can see, the points from the inner circle are moved to the upper left part of the plane, the points from the outer circle are moved to the lower right part. Plotting activations of each layer in the same plane we can draw the gradual transformation of an input by the differential equation (56) as a trajectory. Sample trajectory is shown in the figure 2 c). The trajectory has several parts that look like rotations of the point in the x 1 -x 2 plane, consistent with the description in section 4.2. However, the trajectory is complicated, reflecting the difficulty to learn the dataset. In the second model we solve the differential equation on the extended R 3 space, taking the initial condition x 3 (0) = 0. We discretize the continuous variable t into L = 20 steps, producing a neural network with 20 layers, each layer containing N = 3 units. The predicted probability of the first class is calculated as sigmoid of x (L) 3 . We use loss (113) with the regularization parameter λ = 1.0 and fixed nonlinearity parameterγ = 0.1. Consequently, the neural network has 240 trainable parameters. The parametersb andw of the trained model are shown in figure 4 a) and b), respectively. After training, the transformed data in the output of the network is shown in the figure 5 a). As one can see, the points from the inner circle are moved to the upper part x 3 > 0, the points from the outer circle are moved to the lower part x 3 < 0. Sample trajectory, showing the gradual transformation of an input by the differential equation (56) is shown in the figure 5 b) . We see that, compared with the first model, the trajectory is much simpler, indicating that the dataset is easier to learn using the second model. This fact that wider models are superior to thin and deep counterparts has been noticed for ResNets [41] .
MNIST digit recognition
To demonstrate the behavior of the convolutional model described by the differential equation (75) we will consider recognition of digits from MNIST dataset. As is suggested in [24] , we augment the solution space by adding new channels of zeros to the input image. We choose the number of additional channels equal to 9 thus making the total number of channels equal to 10, which also is the number of classes. In the model we use convolutions with 3 × 3 filter size. We discretize the continuous variable t into L = 20 steps, producing a neural network with 20 convolutional layers. After the last convolutional layer we perform global max pooling and take softmax of the resulting 10 numbers as the predicted probabilities of the 10 classes. We consider the nonlinearitỹ γ as an additional parameter to be learned. The resulting neural network has (3×3×10×10+10)×20+1 = 18201 trainable parameters. As in previous subsection, we use the regularization method that minimize the changes of the parameters between the neighboring layers, taking the regularization parameter λ = 0.1. All trainable parameters of the neural network are initialized to zero, as described in section 4.4, and optimized using the stochastic gradient descent. After training the network achieves 97.8% accuracy. The nonlinearity parameterγ acquires the valueγ = 4.8 · 10 −4 . The parametersb andκ of the trained model are shown in figure 6 a) and b) , respectively. As in the previous subsection we see smooth variations of the parameters with the layer number l. Sample activations of the final layer of the network when the initial image contains digit "0" are shown in the figure 7 a) and the corresponding activations in the first channel after each layer are shown in figure 7 b). As we can see in figure 7 b), the input image is gradually transformed by the neural network to the output activations. ward propagation
Instead of variational calculus we can employ a simpler method by discretizing the equation (5) using a small time step ∆t as 1 ∆t [x(t l+1 ) − x(t l )] = F (x(t l ), q(t l )) (A.1) with t l = l∆t and taking the limit ∆t → 0 afterwards. This equation leads to the following Jacobian of the layer transform: ∂x(t l+1 ) ∂x(t l ) = I + ∆t ∂ ∂x(t l )
F (x(t l ), q(t l )) .
(A.2)
In order to calculate the gradients of a loss function L with respect to the parameters of the network, one needs to have the gradients with respect to the activations x (l) of each layer. The gradient of the loss with respect to the activations of the l-th layer is related to the gradient with respect to the activations of the l + 1-th layer via the equation ∂L ∂x(t l ) = ∂L ∂x(t l+1 )
Inserting the Jacobian (A.2) we obtain 1 ∆t [a(t l ) − a(t l+1 )] = a(t l+1 ) ∂ ∂x(t l )
F (x(t l ), q(t l )) , (A. 4) where for the brevity we introduced the notation
Interpreting t as a continuous variable and taking the limit ∆t → 0 we get the differential equation (11) for the backward propagation. The gradients of the loss function L with respect to the parameters can be calculated using the equations ∂L ∂q(t l ) = ∂L ∂x(t l+1 ) ∂x(t l+1 ) ∂q(t l ) (A. 6) where the derivatives ∂x(t l+1 ) ∂q(t l ) = ∆t ∂ ∂q(t l )
F (x(t l ), q(t l )) (A.7)
are obtained from the equation (A.1). Equations (A.6), (A.7) lead to the gradients of the loss function ∂L ∂q(t l ) = ∆ta(t l+1 ) ∂ ∂q(t l )
F (x(t l ), q(t l )) (A.8)
In the limit ∆t → 0 the gradients vanish. However, taking the learning rate proportional to ∆t −1 , = α∆t −1 , one can get finite updates of the parameters in the gradient descent step. If the functions q(t) depend on parameters θ that do not depend on t, q(t) = q(θ, t), then the gradient of the loss can be calculated as
Using equation (A.8) and taking the limit ∆t → 0 we get equation (14) .
