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1. Introduction
Our main result concerns long-time existence for solutions to semi-linear Klein–Gordon equations
on the torus of type
(
∂2t −+m2
)
v = vκ+1,
v|t=0 = v0,
∂t v|t=0 = v1 (1.1)
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152 D. Fang, Q. Zhang / J. Differential Equations 249 (2010) 151–179where (t, x) ∈ R+ × Td , m ∈ R∗+ , (v0, v1) ∈ Hs+1(Td) × Hs(Td) for a large enough s and where  > 0
is small enough.
This problem has been studied in dimension 1 by Bourgain [4], Bambusi [1], Bambusi and
Grébert [3]. They showed that one has almost global existence: for any N , if the data are in Hs+1 ×Hs
for some s depending on N , if m stays outside an exceptional subset of zero measure, the solution
exists at least on an interval of length CN−N . For the problem in dimension at least 2, Delort and
Szeftel [6] proved that the solution is deﬁned on an interval of length at least c−2, if the nonlinear-
ities vanish at the origin at order κ + 1 = 2. Recently, it was shown in Delort [5] that, for dimension
d 2 and for nonlinearities vanishing at the origin at order κ + 1 with any κ ∈ N∗ , the solutions ex-
tend at least over an interval of length c−κ(1+2/d) up to a logarithm. Note that the gain of the power
α = 2/d, in comparison with the result given by local theory, depends on dimension d and becomes
smaller and smaller as dimension d goes to inﬁnity. A natural question is: Is it possible to obtain
for such a Cauchy problem a solution deﬁned on c−κ(1+α) with α > 0 explicit and independent of
dimension d? This paper gives a positive answer to this question. In fact, we prove that α can be
taken to be a constant as close to 1/2 as wanted. This is better than the result of Delort [5] when
dimension d is larger than 4.
The method we use is based on normal form methods. Such an idea has been introduced in the
study of nonlinear Klein–Gordon equations on Rd by Shatah [9] and is at the root of the results
obtained on S1, Sd , Td in [4,1,3,2,5]. We also refer to Delort and Szeftel [6,7] for an application of
this idea when one studies long-time existence of the same Cauchy problem on spheres and Zoll
manifolds. And in Zhang [10], the author used such an idea to obtain a lower bound for the lifespan
of solutions to (∂2t −  + |x|2 +m2)v = vκ+1 in Rd with small smooth Cauchy data. The proof there
implies that the multiplicity of eigenvalues of
√−+ |x|2 on Rd does not play any role and the gain
on the exponent is independent of dimension d. Enlightened by that, we solve the problem we have
just posed.
For the convenience of the reader, let us explain the idea more clearly with model (1.1) though it
is similar to that of [5]. The goal is to control the Sobolev energy computing
d
dt
[∥∥v(t, ·)∥∥2Hs+1 + ∥∥∂t v(t, ·)∥∥2Hs]. (1.2)
Using the equation, we may write this quantity as a multilinear expression in v , ∂t v homogeneous of
degree κ + 2. We then perturb the Sobolev energy by an expression homogeneous of degree κ + 2
so that its time derivative cancel out the contribution in (1.2), up to reminders of higher order.
The diﬃculty is to construct the perturbation in such a way that it can be controlled by powers
of ‖v(t, ·)‖Hs+1 +‖∂t v(t, ·)‖Hs , with the same s in (1.2). Using expansion of elements of Hs on a basis
of L2 made of eigenfunctions of
√−, we are reduced to study the expression of type
∑
n0,...,nκ+1
Fm(λn0 , . . . , λnκ+1)
−1
∫
Td
(Πλn0
u0) · · · (Πλnκ+1 uκ+1)(λn0 + · · · + λnκ+1)2s (1.3)
where λn j are eigenvalues of
√− on Td , Πλ is the spectral projector associated to the eigenvalue λ,
and Fm is given by
Fm(ξ0, . . . , ξκ+1) =
κ+1∑
j=0
e j
√
m2 + ξ2j , e j ∈ {−1,1}. (1.4)
The problem is to bound |Fm(λn0 , . . . , λnκ+1 )| from below, for those λn j for which (1.3) is nonzero,
in such a way that (1.3) can be bounded from above by C
∏‖u j‖Hs for s large enough. We assume
for simpliﬁcation that κ is odd and that λn0 , λnκ+1 are the largest two among λn0 , . . . , λnκ+1 . We
D. Fang, Q. Zhang / J. Differential Equations 249 (2010) 151–179 153divide it into two cases according to the estimate of Fm . The ﬁrst case is e0eκ+1 = 1. We have (see
Proposition 7.2), in this case, for almost all m> 0, there are c > 0 and N0 ∈ N with
∣∣Fm(λn0 , . . . , λnκ+1)∣∣ c(1+ λn0 + λnκ+1)
× (1+ the third largest among(λn0 , . . . , λnκ+1))−N0 (1.5)
for any n0, . . . ,nκ+1 ∈ N. Plugging (1.5) into (1.3), we see that the loss is given by a large power of
a small frequency, which allow us to estimate (1.3) by C
∏
j ‖u j‖Hs for s  N0. This case corresponds
to terms M˜p
 in Section 6 when |λn0 − λnκ+1 | 12 (λn0 + λnκ+1 ), and to terms R˜ p
 when |λn0 − λnκ+1 | >
1
2 (λn0 + λnκ+1 ). The second case is e0eκ+1 = −1. We shall show (see Proposition 7.1) for any ρ > 0,
for almost m> 0, there are c > 0 and N0 ∈ N such that
∣∣Fm(λn0 , . . . , λnκ+1)∣∣ c(1+ λn0 + λnκ+1)−3−ρ × (|λn0 − λnκ+1 | + λn1 + · · · + λnκ )−N0 (1.6)
for any n0, . . . ,nκ+1 ∈ N. Note that this inequality is independent of the dimension d and better than
the corresponding one of [5] when the dimension d  4. This is the key point for us to improve the
results of [5]. Plugging (1.6) into (1.3), we then see that when dividing by Fm there is not only a
loss of a power of low frequencies which is harmless, but also a loss of 3 + ρ derivatives of high
frequencies. However, solving the linear equation makes gain one derivative since the nonlinearity
involves no derivative of v and we may gain one more derivative through commutators. This allows
us to recover the loss and get an upper bound by C
∏‖u j‖Hs of (1.3) through partition of frequencies
between zones {λn j  −κθ , j = 1, . . . , κ + 1} and {λn j > −κθ for at least one j ∈ {1, . . . , κ + 1}},
where θ is a constant to be chosen.
In comparison with the method of [5], we have to overcome several diﬃculties in the above pro-
cess. The ﬁrst one is to ﬁnd out a way so that one can get a dimension-independent estimate of small
divisors, that is (1.6). In fact, we can use the projectors on the eigenspaces associated to different
eigenvalues of
√− on Td , instead of the projectors on the space spanned by each eigenfunction
which were exclusively used in [5]. From this point of view, the multiplicity of the eigenvalues does
not play any role while it does in [5]. This implies that the estimates we want may be independent
of the dimension. However, when one tries to extend multilinear operators to Sobolev spaces, a loss
of one derivative is inevitable in this framework (see Proposition 5.2) because of the bad behavior
of the eigenvalues of
√− on Td . So another diﬃculty is to ﬁnd a technique to avoid such a loss
for the high frequency part of the nonlinearity to which we shall not use normal forms. But above
all, one has to prove (1.6) which is independent of the dimension. This can be done by noting that
the eigenvalues of the harmonic oscillator
√−+ |x|2 on Rd and those of √− on Td share similar
properties and we have already had an estimate of that type in the case of the harmonic oscillator.
The point is that when the dimension increases, the multiplicity of the eigenvalues of
√− on Td
grows, while the spacing between different eigenvalues remains essentially the same.
We state our main result in Section 2 and after introducing some notations we obtain some prop-
erties of eigenvalues and spectral projections in Section 4. Then we deﬁne some multilinear operator
spaces so that we may rewrite Sobolev energy in terms of elements in these spaces. This is done in
Section 5 and 6. The last two sections are devoted to prove boundedness of Sobolev energy, which
implies the main theorem.
2. Statement of the main theorem
Let d 2 and set Td = (R/2πZ)d for the standard torus. Denote by = ∂2t − the D’Alembertian
on R × Td . Let F :Td → R, v → F (v) be a real valued smooth function. We shall assume
∂
j
v F (0) = 0 for j = 0, . . . , κ (2.1)
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v|t=0 = v0,
∂t v|t=0 = v1 (2.2)
where v0 ∈ Hs+1(Td,R), v1 ∈ Hs(Td,R), and  > 0 is small enough. From Delort [5], we know that
if s is large enough and  ∈ (0,1) small enough, Eq. (2.2) admits for any (v0, v1) in the unit ball of
Hs+1 × Hs a unique smooth solution deﬁned on the interval (−T , T) with T  c−κ(1+2/d)|log|−A
for some uniform constant c > 0 and any A > 1. Moreover, ‖v(t, ·)‖Hs+1 + ‖∂t v(t, ·)‖Hs may be con-
trolled by C , for another uniform constant C > 0, on the interval of existence. The goal of this paper
is to show that under convenient assumptions, we may obtain a solution on an interval of length
larger than c−κ(1+1/2−ρ) for some constant c > 0 and for any ρ > 0. Let us state the main result.
Theorem 2.1. For any ρ > 0, there is a zero measure subset N of R∗+ such that for every m ∈ R∗+ − N , there
are 0 > 0, c > 0, s0 > 0 such that for any s  s0 , any  ∈ (0, 0), any pair (v0, v1) of real valued functions
belonging to the unit ball of Hs+1(Td)× Hs(Td), problem (2.2) has a unique solution
v ∈ C0((−T, T), Hs+1(Td))∩ C1((−T, T), Hs(Td))
with T  c−κ(3/2−ρ) . Moreover, the solution v is uniformly bounded in Hs+1(Td) for |t| c−κ(3/2−ρ) and
∂t v is uniformly bounded in Hs(Td) on the same interval.
3. Notations
For k ∈ Zd we set
ϕk = 1
(2π)d/2
eikx (3.1)
so that (ϕk)k∈Zd is a Hilbertian basis of L2(Td,C). Let Π˜k be the orthogonal projection on the span
of ϕk . We have for u ∈ L2(Td,C)
Π˜ku = 〈u,ϕk〉ϕk. (3.2)
Denote by S the spectrum of
√− on Td , that is,
S = {|k|; k ∈ Zd}. (3.3)
Let (λn)n∈N be the sequence consisting of distinct elements of S deﬁned by induction as follows:
λn+1 = inf
{|k|; k ∈ Zd and |k| > λn}; λ0 = 0. (3.4)
For n ∈ N, we also denote by Πn the orthogonal projection on the eigenspace associated to λn , that
is, for u ∈ L2(Td,C)
Πnu =
∑
k∈Zd, |k|=λ
〈u,ϕk〉ϕk. (3.5)n
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paper
n = (n0, . . . ,np+1) ∈ Np+2,
n˜ = (n1, . . . ,np) ∈ Np,
λn′ = λn1 + · · · + λnp , (3.6)
where λn j ’s are deﬁned in (3.4).
Finally, let E denote the space of trigonometric polynomials.
4. Properties of eigenvalues and spectral projectors onTd
For the sequence of eigenvalues deﬁned in (3.4), we have the following properties.
Lemma 4.1. Let (λn)n∈N be deﬁned by (3.4) and S by (3.3). Then:
(i) (λn)n∈N is a nonnegative strictly increasing sequence;
(ii) |λ2n+1 − λ2n| 1, for any n ∈ N;
(iii) |λn+1 − λn| 1/(2λn+1) for any n ∈ N;
(iv) Let N > 2 and A  1. Then there exists C > 0 such that for any 
 ∈ N
∑
n∈N
(|λn − λ
| + A)−N  C(A−(N−1)λ
 + A−(N−2)). (4.1)
In particular, we have
∑
n∈N
(λn + A)−N  C A−(N−2). (4.2)
Proof. (i) is an immediate result of the construction of (λn)n . From the deﬁnition we know that there
are k ∈ Zd , k˜ ∈ Zd such that λn+1 = |k|, λn = |k˜|. Since λn+1 > λn , k = k˜. Therefore, (ii) holds true.
From (i) and (ii) we know that (iii) holds true. We are left to prove (iv). Compute
∑
n∈N
(|λn − λ
| + A)−N = A−N + ∑
n∈N,n =

∑
j∈Z
(|λn − λ
| + A)−N1{2 j−1|λn−λ
|<2 j}
 A−N + C
∑
j∈Z
(
2 j + A)−N ∑
n∈N,n =

1{2 j−1|λn−λ
|<2 j}. (4.3)
Let us estimate the number of λn ’s satisfying 2 j−1  |λn − λ
| < 2 j . For such λn ’s, λn ∈ (λ
 − 2 j,
λ
 +2 j). From (iii) we know that the distance between two successive λn ’s staying in such an interval
may be bounded from below by c/(λ
 + 2 j) for some c > 0. Consequently, the number of such λn ’s is
not bigger than C2 jλ
 if λ
 > C˜2 j , and than C22 j if λ
  C˜2 j . Therefore by (4.3) we have
∑
n∈N
(|λn − λ
| + A)−N  A−N + C ∑
j∈Z
(
2 jλ
 + 22 j
)(
2 j + A)−N
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 + C1)A−N + C
∑
j∈N
(
2 jλ
 + 22 j
)(
2 j + A)−N
 C
(
A−(N−1)λ
 + A−(N−2)
)
. (4.4)
This concludes the proof. 
Lemma 4.2. Let v ∈ Hs(Td), s  [d/2] + 1 and assume that F ∈ C∞(R) vanishes at the origin at order p,
p ∈ N∗ . Then we have F (v) ∈ Hs(Td). Moreover, ‖F (v)‖Hs  Cs‖v‖pHs for some Cs > 0.
Proof. Since Td is a compact manifold, using the ﬁnite cover theorem and partitions of unity, we may
reduce ourselves to working in local coordinate. Now the lemma follows from Corollary 6.4.5 in [8]
and Sobolev inequality. 
We shall need the following lemmas.
Lemma 4.3. For any γ > d, there is a constant C such that for any A > 1∑
k∈Zd
(|k| + A)−γ  C A−(γ−d). (4.5)
Proof. This follows from the facts that for any N > 1,
∑
n∈Z(|n| + A)−N  C A−(N−1) and that∑
k∈Zd (|k| + A)−γ  C
∑
k1,...,kd∈Z(|k1| + · · · + |kd| + A)−γ . 
By deﬁnition, we have
Lemma 4.4. For any n ∈ N, any k ∈ Zd,
‖Πn‖L(L2,L2)  1, ‖Π˜k‖L(L2,L2)  1. (4.6)
It is known that the product of two eigenfunctions of
√− on the torus is another eigenfunction.
This fact together with Lemma 4.4 and Sobolev embedding theorem gives
Lemma 4.5. Let p ∈ N∗ . For any k0,kp+1 ∈ Zd, any n0, . . . ,np+1 ∈ N, any u1, . . . ,up+1 ∈ L2(Td,C),
(i) if |k0 − kp+1| > λn′ with λn′ deﬁned by (3.6), then
Π˜k0
[
(Πn1u1) · · · (Πnp up)(Π˜kp+1up+1)
] ≡ 0;
(ii) if |λn0 − λnp+1 | > λn′ , then
Πn0
[
(Πn1u1) · · · (Πnp up)(Πnp+1up+1)
] ≡ 0;
(iii) one has for any ν > d/2,
∥∥Π˜k0[(Πn1u1) · · · (Πnp up)(Π˜kp+1up+1)]∥∥L2  (1+ λn′)ν p+1∏
j=1
‖u j‖L2 , (4.7)
∥∥Πn0[(Πn1u1) · · · (Πnp up)(Πnp+1up+1)]∥∥L2  (1+ λn′)ν p+1∏
j=1
‖u j‖L2 . (4.8)
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In this section we give some deﬁnitions of various spaces of multilinear operators we shall use. We
also deduce some properties of operators in such spaces. Keep notations E , (λn)n∈N and λn′ deﬁned
in Section 3 in mind.
Deﬁnition 5.1. Let ν ∈ R+ , τ ∈ R, δ ∈ (0,1), p ∈ N∗ . We denote by Mν,τp+1,δ the space of all p + 1-
linear operators (u1, . . . ,up+1) → M(u1, . . . ,up+1), deﬁned on E × · · ·× E with values in L2(Td) such
that:
(i) For any u1, . . . ,up+1 ∈ E , one has
Πn0
[
M(Πn1u1, . . . ,Πnp+1up+1)
] ≡ 0 (5.1)
if (n0, . . . ,np+1) ∈ Np+2 satisﬁes one of the following conditions:
(a) |λn0 − λnp+1 | 1/2(λn0 + λnp+1 );
(b) |λn0 − λnp+1 | > λn′ ;
(c) λn′  δλnp+1 .
(ii) There exists C > 0 such that for any (n0, . . . ,np+1) ∈ Np+2, any u1, . . . ,up+1 ∈ E , one has
∥∥Πn0[M(Πn1u1, . . . ,Πnp+1up+1)]∥∥L2  C(1+ λn0 + λnp+1)τ (1+ λn′)ν p+1∏
j=1
‖u j‖L2 . (5.2)
The best constant in the preceding inequality will be denoted by ‖M‖Mν,τp+1,δ .
We may extend the operators in Mν,τp+1,δ to Sobolev spaces.
Proposition 5.2. Let ν ∈ R+ , τ ∈ R, δ ∈ (0,1), p ∈ N∗ , s > ν + 2. Then any element M ∈ Mν,τp+1,δ extends as
a bounded operator from Hs(Td) × · · · × Hs(Td) to Hs−τ−1(Td). Moreover, for any s0 ∈ (ν + 2, s], there is
C > 0 such that for any M ∈ Mν,τp+1,δ and any u1, . . . ,up+1 ∈ Hs(Td),
∥∥M(u1, . . . ,up+1)∥∥Hs−τ−1  C‖M‖Mν,τp+1,δ
p∏
j=1
‖u j‖Hs0 ‖up+1‖Hs . (5.3)
Proof. We write∥∥M(u1, . . . ,up+1)∥∥2Hs−τ−1
=
∑
n0
∥∥∥∥∑
n1
. . .
∑
np+1
Πn0M(Πn1u1, . . . ,Πnp+1up+1)
∥∥∥∥2
L2
(
1+ λ2n0
)s−τ−1
. (5.4)
Because of (i) of Deﬁnition 5.1, using the symmetries, we may assume (n0, . . . ,np+1) ∈ Np+2 is such
that
|λn0 − λnp+1 | < 1/2(λn0 + λnp+1),
λn1  · · · λnp < δλnp+1 ,
|λn0 − λnp+1 | λn′ (5.5)
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λn0 ∼ λnp+1 , λn′ ∼ λnp .
Therefore, we see from (5.2) that the square root of the general term in the n0 sum in (5.4) is smaller
than a constant times
∑
n1···np+1
(1+ λnp+1)s−1(1+ λnp )ν 1¯{n0,...,np+1}
p+1∏
j=1
‖Πn j u j‖L2 , (5.6)
where
1¯{n0,...,np+1} = 1{|λn0−λnp+1 |Cλnp , λn0∼λnp+1 , λnpδλnp+1 }.
Now Hölder inequality allows us to bound (5.6) from above by a constant times the product of I
and II, where I and II stand respectively for
I=
( ∑
n1···np+1
(1+ λnp )ν 1¯{n0,...,np+1}
p∏
j=1
‖Πn j u j‖L2
)1/2
,
II =
( ∑
n1···np+1
(1+ λnp+1)2s−2(1+ λnp )ν 1¯{n0,...,np+1}
p∏
j=1
‖Πn j u j‖L2‖Πnp+1up+1‖2L2
)1/2
.
By (iv) of Lemma 4.1 we have
∑
n0
1¯{n0,...,np+1}  C
∑
n0
(1+ λnp )31{λnpδλnp+1 }
(|λn0 − λnp+1 | + 1+ λnp )3
 C(1+ λnp+1)(1+ λnp ),
∑
np+1
1¯{n0,...,np+1}  C
∑
np+1
(1+ λnp )31{λnpCλn0 }
(|λn0 − λnp+1 | + 1+ λnp )3
 C(1+ λn0)(1+ λnp ). (5.7)
Thus using (5.7) to deal with np+1 sum we get
I C
[ ∑
n1···np
(1+ λnp )ν+1(1+ λn0)
p∏
j=1
‖Πn j u j‖L2
]1/2
 C(1+ λn0)1/2
p∏
j=1
‖u j‖1/2Hs0
if we take s0 > ν+2 using (4.2). We incorporate the factor (1+λn0 )1/2 coming from the term I into II
and then compute
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[ ∑
n1···np+1
(1+ λnp )ν 1¯{|n0,...,np+1}
× (1+ λnp+1)2s−1
p∏
j=1
‖Πn j u j‖L2‖Πnp+1up+1‖2L2
]1/2
.
By the above analysis, we get
∥∥M(u1, . . . ,up+1)∥∥2Hs−τ−1  C ∑
(n0,...,np+1)∈Np+2
(1+ λnp )ν 1¯{n0,...,np+1}(1+ λnp+1)2s−1
×
p∏
j=1
‖Πn j u j‖L2‖Πnp+1up+1‖2L2
p∏
j=1
‖u j‖Hs0
 C
∑
(n1,...,np+1)∈Np+1
(1+ λnp )ν+1(1+ λnp+1)(1+ λnp+1)2s−1
×
p∏
j=1
‖Πn j u j‖L2‖Πnp+1up+1‖2L2
p∏
j=1
‖u j‖Hs0
 C
p∏
j=1
‖u j‖2Hs0 ‖up+1‖2Hs , (5.8)
where we have used (5.7) in the second inequality to handle n0 sum and we have also taken s > ν+2.
The constant ‖M‖Mν,τp+1,δ is implicit in the constant C when we get the inequality (5.6). This concludes
the proof. 
Let us deﬁne convenient subspaces of the spaces of Deﬁnition 5.1.
Deﬁnition 5.3. Let ν ∈ R+ , τ ∈ R, δ ∈ (0,1), p ∈ N∗ , ω : {0, . . . , p + 1} → {−1,1} be given.
• If ∑p+1j=0 ω( j) = 0, we set M˜ν,τp+1,δ(ω) = Mν,τp+1,δ ;
• If ∑p+1j=0 ω( j) = 0, we denote by M˜ν,τp+1,δ(ω) the closed subspace of Mν,τp+1,δ given by those M ∈
Mν,τp+1,δ such that
Πn0M(Πn1u1, . . . ,Πnp+1up+1) ≡ 0 (5.9)
for any (n0, . . . ,np+1) ∈ Sωp , where
Sωp =
{
(n0, . . . ,np+1) ∈ Np+2; there is a bijection:
σ :
{
0 j  p + 1, ω( j) = −1} → { j; 0 j  p + 1, ω( j) = 1}
with nσ ( j) = n j for any j in the ﬁrst set
}
. (5.10)
We shall need another subspace whose elements have better properties than those in Mν,τp+1,δ .
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operators (u1, . . . ,up+1) → M(u1, . . . ,up+1), deﬁned on E × · · · × E with values in L2(Td) such that:
(i) For any u1, . . . ,up+1 ∈ E , one has
Π˜k0
[
M(Πn1u1, . . . ,Πnp up, Π˜kp+1up+1)
] ≡ 0 (5.11)
if k0,kp+1 ∈ Zd , (n1, . . . ,np) ∈ Np satisfy one of the following conditions:
(a) |k0 − kp+1| 1/2(|k0| + |kp+1|);
(b) |k0 − kp+1| > λn′ ;
(c) λn′  δ|kp+1|.
(ii) There is C > 0 such that for any (n1, . . . ,np) ∈ Np+2, any k0,kp+1 ∈ Zd , any u1, . . . ,up+1 ∈ E , one
has ∥∥Π˜k0[M(Πn1u1, . . . ,Πnp up, Π˜kp+1up+1)]∥∥L2
 C
(
1+ |k0| + |kp+1|
)τ
(1+ λn′)ν
p+1∏
j=1
‖u j‖L2 . (5.12)
The best constant in the preceding inequality will be denoted by ‖M‖Gν,τp+1,δ .
Let us show that the space deﬁned in Deﬁnition 5.4 is a subspace of that of Deﬁnition 5.1.
Proposition 5.5. Let ν ∈ R+ , τ ∈ R, δ ∈ (0,1), p ∈ N∗ . Then we have
Gν,τp+1,δ ⊂ Mν+d,τp+1,δ .
Proof. Let M ∈ Gν,τp+1,δ . For any (n0, . . . ,np+1) ∈ Np+2 and any u1, . . . ,up+1 ∈ E ,
Πn0M(Πn1u1, . . . ,Πnp up,Πnp+1up+1)
=
∑
k0,kp+1∈Zd
|k0|=λn0 , |kp+1|=λnp+1
Π˜k0M(Πn1u1, . . . ,Πnp up, Π˜kp+1up+1). (5.13)
For the indices, which appear in (5.13), the conditions listed in (i) of Deﬁnition 5.1 imply the corre-
sponding ones in (i) of Deﬁnition 5.4. Thus item (i) of Deﬁnition 5.1 is satisﬁed for M . Now let us
establish (5.2). According to (5.13) the square of the quantity in the left-hand side of (5.2) equals
∑
k0∈Zd|k0|=λn0
∥∥∥∥ ∑
kp+1∈Zd
|kp+1|=λnp+1
Π˜k0M(Πn1u1, . . . ,Πnp up, Π˜kp+1up+1)
∥∥∥∥2
L2
. (5.14)
The square root of the general term over k0 sum in (5.14) is not larger than∑
kp+1∈Zd
|kp+1|=λnp+1
∥∥Π˜k0M(Πn1u1, . . . ,Πnp up, Π˜kp+1up+1)∥∥L2 , (5.15)
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∑
kp+1∈Zd
|kp+1|=λnp+1
(1+ λn0 + λnp+1)τ (1+ λn′)ν1{|k0−kp+1|λn′ }
p∏
j=1
‖u j‖L2‖Π˜kp+1up+1‖L2 . (5.16)
Therefore, applying Hölder inequality to the sum over kp+1 in (5.16), we get an upper bound of (5.16)
by a constant times
(1+ λn0 + λnp+1)τ (1+ λn′)ν
p∏
j=1
‖u j‖L2
×
( ∑
kp+1∈Zd
|kp+1|=λnp+1
1{|k0−kp+1|λn′ }
)1/2( ∑
kp+1∈Zd
|kp+1|=λnp+1
1{|k0−kp+1|λn′ }‖Π˜kp+1up+1‖2L2
)1/2
. (5.17)
By Lemma 4.3, we have
∑
kp+1∈Zd
|kp+1|=λnp+1
1{|k0−kp+1|λn′ }  C
∑
kp+1∈Zd
|kp+1|=λnp+1
(1+ λn′)d+1
(|k0 − kp+1| + 1+ λn′)d+1  C(1+ λn
′)d. (5.18)
Thus, by the above analysis and (5.18), we ﬁnally obtain
∥∥Πn0M(Πn1u1, . . . ,Πnp+1up+1)∥∥2L2
 C(1+ λn0 + λnp+1)2τ (1+ λn′)2ν+d
p∏
j=1
‖u j‖2L2
×
∑
k0,kp+1∈Zd
|k0|=λn0 , |kp+1|=λnp+1
1{|k0−kp+1|λn′ }‖Π˜kp+1up+1‖2L2
 C(1+ λn0 + λnp+1)2τ (1+ λn′)2ν+2d
p∏
j=1
‖u j‖2L2
∑
kp+1∈Zd
|kp+1|=λnp+1
‖Π˜kp+1up+1‖2L2
= C(1+ λn0 + λnp+1)2τ (1+ λn′)2ν+2d
p∏
j=1
‖u j‖2L2‖Πnp+1up+1‖2L2
 C(1+ λn0 + λnp+1)2τ (1+ λn′)2ν+2d
p+1∏
j=1
‖u j‖2L2 . (5.19)
Thus, (5.2) holds true with ν replaced with ν + d. This concludes the proof. 
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Hs−τ−1(Td). But the elements in its subspace Gν ′,τp+1,δ have a better property. As a matter of fact, if
we mimic the proof of Proposition 5.2 but using (5.12) and Lemma 4.3 instead of using (5.2) and
Lemma 4.1, then we get
Proposition 5.6. Let ν ∈ R+ , τ ∈ R, δ ∈ (0,1), p ∈ N∗ , s > ν + d+ 1. Then any element M ∈ Gν,τp+1,δ extends
as a bounded operator from Hs(Td)× · · · × Hs(Td) to Hs−τ (Td). Moreover, for any s0 ∈ (ν + d+ 1, s], there
is C > 0 such that for any M ∈ Gν,τp+1,δ and any u1, . . . ,up+1 ∈ Hs(Td),
∥∥M(u1, . . . ,up+1)∥∥Hs−τ  C‖M‖Gν,τp+1,δ
p∏
j=1
‖u j‖Hs0 ‖up+1‖Hs . (5.20)
We shall also need classes of remainder operators. If n1, . . . ,np+1 ∈ N and if j0 ∈ {1, . . . , p + 1} is
an index such that λn j0 = max{λn1 , . . . , λnp+1 }, where λn j , j = 1, . . . , p + 1, are deﬁned by (3.4), we
denote
max2(λn1 , . . . , λnp+1) = 1+max{λn j ; 1 j  p + 1, j = j0}. (5.21)
Deﬁnition 5.7. Let ν ∈ R+ , τ ∈ R, p ∈ N∗ . We denote by Rν,τp+1 the space of (p + 1)-linear maps from
E × · · · × E to L2(Td), (u1, . . . ,up+1) → R(u1, . . . ,up+1) such that for any N ∈ R+ , there is CN > 0
such that for any (n0, . . . ,np+1) ∈ Np+2, any u1, . . . ,up+1 ∈ E ,
∥∥Πn0 R(Πn1u1, . . . ,Πnp+1up+1)∥∥L2  CN(1+ λn0)τ max2(λn1 , . . . , λnp+1)ν+N(λn0 + · · · + λnp+1 + 1)N
p+1∏
j=1
‖u j‖L2 . (5.22)
The elements in Rν,τp+1 also extend as bounded operators on Sobolev spaces.
Proposition 5.8. Let ν ∈ R+ , τ ∈ R, p ∈ N∗ be given. Then for any s, s0 ∈ R with s  s0 > 2, any
R ∈ Rν,τp+1 , (u1, . . . ,up+1) → R(u1, . . . ,up+1) extends as a bounded map from Hs(Td) × · · · × Hs(Td) →
H2s−ν−τ−7(Td). Moreover we have
∥∥R(u1, . . . ,up+1)∥∥H2s−ν−τ−7  C ∑
1 j1< j2p+1
[
‖u j1‖Hs‖u j2‖Hs
∏
k = j1,k = j2
‖uk‖Hs0
]
. (5.23)
Remark 5.9. In fact, any R ∈ Rν,τp+1, (u1, . . . ,up+1) → R(u1, . . . ,up+1) extends as a bounded map from
Hs(Td) × · · · × Hs(Td) → H2s−ν−τ−a(Td) for any a > 6 and we also have a counterpart of (5.23). We
take a = 7 for the convenience of expression and this will be enough for the use.
Proof. We may assume τ = 0. We need to bound ‖Πn0 R(u1, . . . ,up+1)‖L2 from above by (1 +
λn0 )
−2s+ν+7cn0 for an 
2-sequence cn0 . To do that we decompose u j as
∑
n j
Πn j u j and use (5.22).
By the symmetries we limit ourselves to summation over
n1  · · · np+1, (5.24)
which according to (i) of Lemma 4.1 is equivalent to
λn1  · · · λnp+1 . (5.25)
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max2(λn1 , . . . , λnp+1) = 1+ λnp . (5.26)
Therefore we are done if we can bound from above
C
∑
n1···np+1
(1+ λnp )ν+N
(1+ λn0 + · · · + λnp+1)N
p−1∏
j=1
(1+ λn j )−s0(1+ λnp )−s(1+ λnp+1)−s (5.27)
by (1 + λn0)−2s+ν+7cn0 for s  0, since ‖Πn j u j‖L2  (1 + λn j )−ρ‖u j‖Hρ holds true with any ρ > 0.
Using (5.25) we bound (5.27) from above by
C
∑
n1···np+1
(1+ λnp )ν+N−2s
(1+ λn0 + λnp+1)N
p−1∏
j=1
(1+ λn j )−s0 . (5.28)
Applying (iv) of Lemma 4.1 to np+1 sum, we see that (5.28) is not larger than
C
∑
n1···np
(1+ λnp )ν+N−2s(1+ λn0)−(N−2)
p−1∏
j=1
(1+ λn j )−s0 .
Also because of (iv) of Lemma 4.1, this can be bounded from above by (1 + λn0 )−2s+ν+7cn0 with
(cn0 )n∈N an 
2-sequence if we take N = 2s − ν − 5/2, s0 > 2 and thus concludes the proof. 
Deﬁnition 5.10. Let ν ∈ R+ , τ ∈ R, p ∈ N∗ , ω : {0, . . . , p + 1} → {−1,1} be given.
• If ∑p+1j=0 ω( j) = 0, we set R˜ν,τp+1(ω) = Rν,τp+1;
• If ∑p+1j=0 ω( j) = 0, we denote by R˜ν,τp+1(ω) the closed subspace of Rν,τp+1 given by those R ∈ Rν,τp+1
such that
Πn0 R(Πn1u1, . . . ,Πnp+1up+1) ≡ 0 (5.29)
for any (n0, . . . ,np+1) ∈ Sωp , where Sωp is deﬁned by (5.10).
6. Rewriting of the energy
We shall ﬁnally control the energy. But in this section let us compute its time derivative. We shall
write it in terms of several types of multilinear operators introduced in the previous section according
to the estimate of the function of type (1.4). One diﬃculty is to make appear a commutator so that
we can gain one derivative to obtain longer lifespan than the one given by local existence theory.
There is another thing we should take care of. In order to recover the loss of derivatives coming
from dividing small divisors, we shall use normal forms only to eliminate the low frequency part of
one type of multilinear operators (in fact these are Mp
 ) and we have to properly estimate the high
frequency part. Since by Proposition 5.2 there is one derivative loss when we extend the operators in
Mν,τp+1,δ to Sobolev spaces, we have to exploit a better property of the high frequency part in order
to not lose derivatives. This is realized by showing Mp
 ∈ Gν,2s−2p+1,δ .
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−F (v) = −
2κ−1∑
p=κ
∂
p+1
v F (0)
(p + 1)! v
p+1 + G(v) (6.1)
where G(v) vanishes at order 2κ + 1 at v = 0. (Here we only decompose the nonlinearity up to
order 2κ because it is enough for us to get a lifespan of length c−3/2.) By making a change of
unknown
u = (Dt +Λm)v, v = 1
2
Λ−1m (u + u¯) (6.2)
with
Dt = −i∂t, Λm =
√
−+m2, (6.3)
we write Cauchy problem (2.2) as
(Dt −Λm)u = −F
(
Λ−1m
(
u + u¯
2
))
,
u|t=0 = u0 (6.4)
with u0 = −iv1 +Λmv0 ∈ Hs(Td,C). The energy to be estimated is
Θs
(
u(t, ·)) = 1
2
〈
Λsmu(t, ·),Λsmu(t, ·)
〉
. (6.5)
Proposition 6.1. There are ν ∈ R+ , δ ∈ (0,1) and large enough s0 such that for any s s0 , there are:
• Multilinear operators Mp
 ∈ Gν,2s−2p+1,δ ∩ M˜ν+d,2s−2p+1,δ (ω
), κ  p  2κ − 1, 0 
 p with ω
 deﬁned by
ω
( j) = −1 for j = 0, . . . , 
, and ω
( j) = 1 for j = 
+ 1, . . . , p + 1;
• Multilinear operators M˜ p
 ∈ M˜ν,2s−1p+1,δ (ω˜
), κ  p  2κ − 1, 0 
 p with ω˜
 deﬁned by ω˜
( j) = −1
for j = 0, . . . , 
, p + 1, and ω˜
( j) = 1 for j = 
+ 1, . . . , p;
• Multilinear operators Rp
 ∈ R˜ν,2sp+1(ω
), R˜ p
 ∈ R˜ν,2sp+1(ω˜
), κ  p  2κ − 1, 0 
 p;
• A map u → T (u) deﬁned on Hs(Td) with values in R, satisfying when ‖u‖Hs  1, |T (u)| C‖u‖2κ+2Hs
such that
d
dt
Θs
(
u(t, ·)) = 2κ−1∑
p=κ
p∑

=0
Re i
〈
Mp
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p+1−

),u
〉
+
2κ−1∑
p=κ
p∑

=0
Re i
〈
M˜p
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p−

, u¯),u
〉
+
2κ−1∑
p=κ
p∑

=0
Re i
〈
Rp
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p+1−

),u
〉
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2κ−1∑
p=κ
p∑

=0
Re i
〈˜
Rp
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p−

, u¯),u
〉
+ T (u). (6.6)
Remark 6.2. Let us explain the meaning of the proposition. In the right-hand side of (6.6), we have
two main contributions: the Mp
 terms will be expressed in the proof below from commutators. This
will make gain one derivative, and explains why these terms are of order 2s − 2, and not just 2s − 1.
On the other hand, the M˜p
 terms are of order 2s − 1 because their expression will not involve any
commutator.
In the rest of the paper, we shall modify Θs in the left-hand side of (6.6) in order to cancel out
the Mp
 , M˜
p

 terms in the right-hand side. The fact that we gained two derivatives on M
p

 will allow
us to loose one derivative when constructing the corrector used to eliminate this term. On the other
hand, we shall see that M˜p
 is a “noncharacteristic” term, which can be eliminated without loosing
derivatives (actually we shall even gain one derivative): see Lemma 8.1. This explains why the fact
that M˜p
 is only of order 2s − 1 is unimportant.
Proof. We compute according to (6.1) and (6.4)
d
dt
Θs
(
u(t, ·)) = Re i〈ΛsmDtu,Λsmu〉 = Re i〈−Λsm F(Λ−1m (u + u¯2
))
,Λsmu
〉
=
2κ−1∑
p=κ
c(p)Re i
〈
Λsm
(
Λ−1m
(
u + u¯
2
))p
Λ−1m u¯,Λsmu
〉
+
2κ−1∑
p=κ
c(p)Re i
〈
Λsm
(
Λ−1m
(
u + u¯
2
))p
Λ−1m u,Λsmu
〉
+ Re i
〈
ΛsmG
(
Λ−1m
(
u + u¯
2
))
,Λsmu
〉
, (6.7)
where c(p) is a real constant. The last term in the right-hand side of (6.7) contributes to the last term
T (u) in (6.6) by Lemma 4.2 if s is large. We then have to compute I and II with
I= c(p)Re i
〈
Λsm
(
Λ−1m
(
u + u¯
2
))p
Λ−1m u¯,Λsmu
〉
,
II = c(p)Re i
〈
Λsm
(
Λ−1m
(
u + u¯
2
))p
Λ−1m u,Λsmu
〉
. (6.8)
This is the content of the next several lemmas.
Lemma 6.3. There are ν ∈ R+ and small enough δ such that there are multilinear operators M˜ p
 ∈
M˜ν,2s−1p+1,δ (ω˜
), R˜ p
 ∈ R˜ν,2sp+1(ω˜
) with κ  p  2κ − 1, 0  
  p and ω˜
 deﬁned by ω˜
( j) = −1 for
j = 0, . . . , 
, ω˜
( j) = 1 for j = 
+ 1, . . . , p and ω˜
(p + 1) = −1 such that
I =
p∑

=0
Re i
〈
M˜p
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p−

, u¯),u
〉+ p∑

=0
Re i
〈˜
Rp
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p−

, u¯),u
〉
. (6.9)
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 be deﬁned as in the statement of the lemma and S
ω˜

p deﬁned by (5.10) with ω replaced
by ω˜
 . Let 0< δ  1. We shall use notation (3.6) in the following. We decompose
I= c(p)Re i〈A1p(u¯,u)u¯,u〉+ c(p)Re i〈A2p(u¯,u)u¯,u〉, (6.10)
where Aip , i = 1,2, are operators deﬁned as follows:
A1p(u¯,u) =
∑
n1,...,np+1∈N
1{λn′<δλnp+1 }Λ
2s
m
p∏
j=1
(
Λ−1m Πn j
(
u¯ + u
2
))
Λ−1m Πnp+1 , (6.11)
A2p(u¯,u) =
∑
n1,...,np+1∈N
1{λn′δλnp+1 }Λ
2s
m
p∏
j=1
(
Λ−1m Πn j
(
u¯ + u
2
))
Λ−1m Πnp+1 . (6.12)
We denote
a
(n˜;u1, . . . ,up) = c(p)
2p
(
p


)(
Λ−1m Πn1u1
) · · · (Λ−1m Πnp up) (6.13)
and deﬁne
M˜p
 (u1, . . . ,up+1) =
∑
n∈(Sω˜p )c
1{λn′<δλnp+1 }Λ
2s
mΠn0a
(n˜;u1, . . . ,up)Λ−1m Πnp+1up+1,
R˜ p
 (u1, . . . ,up+1) =
∑
n∈(Sω˜p )c
1{λn′δλnp+1 }Λ
2s
mΠn0 a
(n˜;u1, . . . ,up)Λ−1m Πnp+1up+1. (6.14)
Then we claim that
Re i
〈
M˜p
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p−

, u¯),u
〉
equals the quantity obtained replacing M˜p
 by the expression given by the ﬁrst equality in (6.14) but
with a sum taken for all n0, . . . ,np+1. In fact, if (n0, . . . ,np+1) ∈ Sω˜
p with Sω˜
p = ∅, then by deﬁnition
there exists a bijection σ mapping {0, . . . , 
, p + 1} to {
 + 1, . . . , p} with n j = nσ( j) for j in the ﬁrst
set. Therefore if we denote by M˜p,c
 the multilinear operators obtained by the expression given by the
ﬁrst equality in (6.14) but with a sum for n ∈ Sω˜p , by coupling Πn j u¯, j = 0, . . . , 
, p + 1, respectively
with Πnσ( j)u, j = 0, . . . , 
, p + 1, we deduce that〈
M˜p,c
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p−

, u¯),u
〉
,
is real and thus contributes for nothing to the computation of I. With the same reasoning, if R˜ p,c

denote the multilinear operators obtained by the expression given by the second equality in (6.14)
but with a sum for n ∈ Sω˜p , we see that〈˜
Rp,c
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p−

, u¯),u
〉
,
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binomial expansion and the symmetries on n1, . . . ,np .
We are left to show that M˜p
 ∈ M˜ν,2s−1p+1,δ (ω˜
) and R˜ p
 ∈ R˜ν,2sp+1(ω˜
).
Assume that Πn0 M˜
p

 (Πn1u1, . . . ,Πnp+1up+1) is nonzero. Then by (ii) of Lemma 4.5 and the deﬁni-
tion we have
|λn0 − λnp+1 | λn′ , (6.15)
which, together with the cut-off function in the deﬁnition, implies
λn′ < δλnp+1 , |λn0 − λnp+1 | <
1
2
(λn0 + λnp+1) (6.16)
if δ is small enough. From (6.15) and (6.16) we see that M˜p
 satisﬁes item (i) of Deﬁnition 5.1. When
we establish (5.2) for M˜p
 , we assume that the left-hand side of (5.2) with M replaced by M˜
p

 does not
vanish. Then since we have (6.15) and (6.16), we deduce that λn0 and λnp+1 are comparable to each
other. Therefore, we obtain by (iii) of Lemma 4.5 that (5.2) holds true for any large enough ν ∈ R+
and for τ = 2s− 1, since there is Λ2sm before Πn0 and Λ−1m before Πnp+1 in the deﬁnition of M˜p
 . Thus
M˜p
 ∈ Mν,2s−1p+1,δ . On the other hand, (5.9) holds true for (n0, . . . ,np+1) ∈ Sω˜
p since in the deﬁnition we
have ruled out the sum over the indices in that set. So we have M˜p
 ∈ M˜ν,2s−1p+1,δ (ω˜
).
To prove R˜ p
 ∈ R˜ν,2sp+1(ω˜
), we assume that the left-hand side of (5.22) with R replaced by R˜ p
 is
nonzero. Then we have by Lemma 4.5 and the deﬁnition of R˜ p

|λn0 − λnp+1 | λn′ (6.17)
and also obtain
λn′  δλnp+1 , (6.18)
which is due to the cut-off function in the deﬁnition. From (6.17) and (6.18) we deduce
λn′  Cλn0 . (6.19)
Therefore we get
(1+ λn′) ∼ (λn0 + · · · + λnp+1 + 1). (6.20)
Thus (5.22) with R replaced by R˜ p
 and τ = 2s follows from (iii) of Lemma 4.5, (6.20) and the fact
that
(1+ λn′) C max2(λn1 , . . . , λnp+1).
On the other hand, (5.29) holds trivially for (n0, . . . ,np+1) ∈ Sω˜
p by the deﬁnition. Thus we have
R˜ p
 ∈ R˜ν,2sp+1(ω˜
). 
168 D. Fang, Q. Zhang / J. Differential Equations 249 (2010) 151–179Lemma 6.4. There are ν ∈ R+ and small enough δ such that there are multilinear operators Mp
 ∈ Gν,2s−2p+1,δ ∩
M˜ν+d,2s−2p+1,δ (ω
), R p
 ∈ R˜ν,2sp+1(ω
) with κ  p  2κ − 1, 0  
  p, and ω
 deﬁned by ω
( j) = −1 for j =
0, . . . , 
 and ω
( j) = 1 for j = 
+ 1, . . . , p + 1, such that
II =
p∑

=0
Re i
〈
Mp
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p+1−

),u
〉+ p∑

=0
Re i
〈
Rp
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p+1−

),u
〉
. (6.21)
Proof. By the adjointness of the operator Λm and (6.8)
II = c(p)
2
Re i
〈(
Λ2sm
(
Λ−1m
(
u¯ + u
2
))p
Λ−1m −Λ−1m
(
Λ−1m
(
u¯ + u
2
))p
Λ2sm
)
u,u
〉
. (6.22)
Let δ > 0 be small. We then deﬁne B1p , B
2
p to be the operators
B1p(u¯,u) =
c(p)
2
∑
n∈Np+2
1{λn′δλnp+1 }Πn0
( p∏
j=1
(
Λ−1m Πn j
(
u + u¯
2
)))
Πnp+1 , (6.23)
B2p(u¯,u) =
c(p)
2
∑
n∈Np+2
1{λn′<δλnp+1 }Πn0
( p∏
j=1
(
Λ−1m Πn j
(
u + u¯
2
)))
Πnp+1 . (6.24)
Remark that by the symmetries on n1, . . . ,np and with notation (6.13), they may also be written
B1p(u¯,u) =
1
2
∑
n∈Np+2
p∑

=0
1{λn′δλnp+1 }Πn0a
(n˜; u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p−

)Πnp+1 , (6.25)
B2p(u¯,u) =
1
2
∑
n∈Np+2
p∑

=0
1{λn′<δλnp+1 }Πn0a
(n˜; u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p−

)Πnp+1 . (6.26)
Then we have by (6.22)
II = Re i〈(Λ2sm (B1p(u¯,u)+ B2p(u¯,u))Λ−1m −Λ−1m (B1p(u¯,u)+ B2p(u¯,u))Λ2sm )u,u〉
= Re i〈Λ2sm B1p(u¯,u)Λ−1m u,u〉− Re i〈Λ−1m B1p(u¯,u)Λ2sm u,u〉
+ 〈[Λ2sm , B2p(u¯,u)]Λ−1m u,u〉− Re i〈[Λ−1m , B2p(u¯,u)]Λ2sm u,u〉
:= III+ IV+ V+ VI. (6.27)
Let ω
 be deﬁned by ω
( j) = −1 for j = 0, . . . , 
, and ω
( j) = 1 for j = 
 + 1, . . . , p + 1. Let Sω
p be
deﬁned by (5.10) with ω replaced by ω
 .
(i) The term III.
With notations (3.6) and (6.13) we set
Rp,1
 (u1, . . . ,up+1) =
1
2
∑
n∈(Sω
p )c
1{λn′δλnp+1 }Λ
2s
mΠn0a
(n˜;u1, . . . ,up)Λ−1m Πnp+1up+1 (6.28)
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III =
p∑

=0
Re i
〈
Rp,1
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p+1−

),u
〉
. (6.29)
Note that we have ruled out the indices (n0, . . . ,np+1) ∈ Sω
p in the deﬁnition with the same rea-
soning as in the proof of Lemma 6.3. Therefore, (5.29) with R replaced with Rp,1
 holds trivially for
(n0, . . . ,np+1) ∈ Sω
p . We now assume that the left-hand side of (5.22) with R replaced by Rp,1
 is
nonzero. Then by Lemma 4.5 and the deﬁnition we must have
λn′  δλnp+1 , |λn0 − λnp+1 | λn′ , (6.30)
which implies
λn′  Cλn0 , (1+ λn′) ∼ (λn0 + · · · + λnp+1 + 1). (6.31)
On the other hand, we always have
1+ λn′  C max2(λn1 , . . . , λnp+1). (6.32)
Thus, by Lemma 4.5 and the above inequalities we see that (5.22) holds with τ = 2s and R replaced
by Rp,1
 . So we get R
p,1

 ∈ R˜ν,2sp+1(ω
).
(ii) The term IV.
By (6.23) and using the fact Πn j w = Πn j w¯ we easily deduce
B1p(u¯,u)
∗ = c(p)
2
∑
n∈Np+2
1{λn′δλn0 }Πn0
( p∏
j=1
(
Λ−1m Πn j
(
u¯ + u
2
)))
Πnp+1 , (6.33)
which, using the symmetries on (n1, . . . ,np), may also be written
B1p(u¯,u)
∗ = 1
2
p∑

=0
∑
n∈Np+2
1{λn′δλn0 }Πn0a
(n˜; u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p−

)Πnp+1 . (6.34)
Set
Rp,2
 (u1, . . . ,up+1) =
1
2
∑
n∈(Sω
p )c
1{λn′δλn0 }Λ
2s
mΠn0a
(n˜;u1, . . . ,up)Λ−1m Πnp+1up+1 (6.35)
so that
IV= Re i〈Λ2sm B1p(u¯,u)∗Λ−1m u,u〉 = p∑

=0
Re i
〈
Rp,2
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p+1−

),u
〉
, (6.36)
provided we rule out the sum over the indices (n0, . . . ,np+1) ∈ Sω
p , which may be shown with the
same reasoning as in the proof of Lemma 6.3. Now if we assume that the left-hand side of (5.22)
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 is nonzero, we also have (6.30)–(6.32). Thus by Lemma 4.5 we see that
(5.22) with R replaced by Rp,2
 holds. Therefore R
p,2

 ∈ Rν,2sp+1. Since (5.29) with R replaced by Rp,2
 is
trivial for (n0, . . . ,np+1) ∈ Sω
p , Rp,2
 ∈ R˜ν,2sp+1(ω
).
(iii) The term V.
First we claim that if δ is small, we have
B2p(u¯,u) =
∑
k0,kp+1∈Zd
1{|k0−kp+1|< 12 (|k0|+|kp+1|)}Π˜k0 B
2
p(u¯,u)Π˜kp+1 . (6.37)
Indeed, we only need to show that B˜2p(u¯,u) deﬁned by
B˜2p(u¯,u) =
∑
k0,kp+1∈Zd
1{|k0−kp+1| 12 (|k0|+|kp+1|)}Π˜k0 B
2
p(u¯,u)Π˜kp+1 , (6.38)
is a zero operator. By (6.26) we decompose
B˜2p(u¯,u) =
1
2
∑
k0,kp+1∈Zd
∑
n∈Np+2
p∑

=0
1{λn′<δλnp+1 , |k0−kp+1| 12 (|k0|+|kp+1|)}
× Π˜k0Πn0a
(n˜; u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p−

)Πnp+1Π˜kp+1 . (6.39)
From the facts that Π˜k jΠn j = Πn j Π˜k j , j = 0, p + 1 and that Π˜k jΠn j = 0 if and only if |k j | = λn j for
j = 0, p + 1 and Lemma 4.5, we see that Π˜k0Πn0a
(n˜; u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p−

)Πnp+1Π˜kp+1 is supported on
|k0| = λn0 , |kp+1| = λnp+1 , |k0 − kp+1| λn′ , |λn0 − λnp+1 | λn′ , (6.40)
which is not compatible with
λn′ < δλnp+1 , |k0 − kp+1|
1
2
(|k0| + |kp+1|), (6.41)
if δ < 1/2. Thus B˜2p(u¯,u) = 0.
By (6.26) and (6.39) we set
Mp,1
 (u1, . . . ,up+1) =
1
2
∑
k0,kp+1∈Zd
∑
n∈(Sω
p )c
1{λn′<δλnp+1 , |k0−kp+1|< 12 (|k0|+|kp+1|)}
× ((m2 + |k0|2)s − (m2 + |kp+1|2)s)
× Π˜k0Πn0 a
(n˜;Πn1u1, . . . ,Πnp up)Λ−1m Πnp+1Π˜kp+1up+1 (6.42)
so that we have
V=
p∑

=0
Re i
〈
Mp,1
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p+1−

),u
〉
, (6.43)
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p in deﬁnition (6.42), so that (5.9) holds auto-
matically with M replace by Mp,1
 and for any n ∈ Sω
p .
It follows by Lemma 4.5 and the cut-off function in the deﬁnition that item (i) of Deﬁnition 5.4
is satisﬁed for Mp,1
 . To establish (5.12) for M
p,1

 , we may assume that the left-hand side of (5.12)
with M replaced by Mp,1
 is nonzero. Thus we have for some n0,np+1 ∈ N
|k0 − kp+1| < 1
2
(
k0| + |kp+1|
)
,
|k0 − kp+1| λn′ ,
λn′ < δλnp+1 ,
|k0| = λn0 ,
|kp+1| = λnp+1 , (6.44)
from which we also deduce |k0| ∼ |kp+1| and∣∣(m2 + |k0|2)s − (m2 + |kp+1|2)s∣∣ C(1+ |k0 − kp+1|)(1+ |k0| + |kp+1|)2s−1
 C(1+ λn′)
(
1+ |k0| + |kp+1|
)2s−1
. (6.45)
Then it follows by (iii) of Lemma 4.5 and Lemma 4.4 that (5.12) holds with M replaced by Mp,1
 and
for τ = 2s−2 and for some ν ∈ R+ . So we have Mp,1
 ∈ Gν,2s−2p+1,δ . Since we have already seen that (5.9)
holds, we then get by Proposition 5.5 that Mp,1
 ∈ Gν,2s−2p+1,δ ∩ M˜ν+d,2s−2p+1,δ (ω
).
(iv) The term VI.
The analysis of the term VI is almost the same as that of V. We deﬁne
Mp,2
 (u1, . . . ,up+1) =
1
2
∑
k0,kp+1∈Zd
∑
n∈(Sω
p )c
1{λn′<δλnp+1 , |k0−kp+1|< 12 (|k0|+|kp+1|)}
× ((m2 + |kp+1|2)−1/2 − (m2 + |k0|2)−1/2)
× Π˜k0Πn0a
(n˜;Πn1u1, . . . ,Πnp up)Λ2smΠnp+1Π˜kp+1up+1 (6.46)
so that we have
VI=
p∑

=0
Re i
〈
Mp,2
 (u¯, . . . , u¯︸ ︷︷ ︸


,u, . . . ,u︸ ︷︷ ︸
p+1−

),u
〉
. (6.47)
We assume that the left-hand side of (5.12) with M replaced by Mp,2
 is nonzero, and we then
have (6.44) and∣∣(m2 + |kp+1|2)−1/2 − (m2 + |k0|2)−1/2∣∣ C(1+ λn′)(1+ |k0| + |kp+1|)−2. (6.48)
And again we get Mp,2
 ∈ Gν,2s−2p+1,δ ∩ M˜ν+d,2s−2p+1,δ (ω
) for some ν ∈ R+ and small δ.
Deﬁne Mp
 , R
p

 to be the operators
Mp
 (u1, . . . ,up+1) = Mp,1
 (u1, . . . ,up+1)+ Mp,2
 (u1, . . . ,up+1),
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 (u1, . . . ,up+1) = Rp,1
 (u1, . . . ,up+1)+ Rp,2
 (u1, . . . ,up+1).
This concludes the proof. 
Summarizing the above lemmas gives an end to the proof of Proposition 6.1. 
Remark 6.5. We will gain one derivative on the terms used to eliminate M˜p
 which is of order 2s− 1,
but no derivative on the terms used to eliminate Mp
 .
7. Geometric bounds
Consider the function on Rp+2 depending on the parameter m ∈ (0,+∞), deﬁned for 
 =
0, . . . , p + 1 by
F 
m(ξ0, . . . , ξp+1) =

∑
j=0
√
m2 + ξ2j −
p+1∑
j=
+1
√
m2 + ξ2j . (7.1)
The following result will play an important role in inverting the multilinear operators deﬁned in
Section 5.
Proposition 7.1. For any ρ > 0, there is a zero measure subset N of R∗+ such that for any integers 0  
 
p + 1, any m ∈ R∗+ − N , there are constants c > 0,N0 ∈ N such that the lower bound∣∣F 
m(λn0 , . . . , λnp+1)∣∣ c(1+ λn0 + λnp+1)−3−ρ(|λn0 − λnp+1 | + 1+ λn′)−N0 (7.2)
holds true for any (n0, . . . ,np+1) ∈ Np+2 − Sω
p , where (λn)n∈N is given by (3.4), λn′ by (3.6), and Sω
p
by (5.10) with ω
( j) = −1 for j = 0, . . . , 
, and ω
( j) = 1 for j = 
+ 1, . . . , p + 1.
This proposition is an analogue of Theorem 2.3.1 in [10]. Let us assume that λn0 , λnp+1 
λn1 , . . . , λnp and brieﬂy explain the way of the proof of (7.2). The reader may refer to [10] for more
details. We ﬁrst notice that one only needs to show that, for any compact interval I ⊂ (0,+∞), the
measure of the set
{
m ∈ I; ∣∣F 
m(λn0 , . . . , λnp+1)∣∣< r}
where r is the right-hand side of (7.2) with c replaced by α, goes to zero as α tends to zero. Using
tools of subanalytic geometry, the interval I may be written for any ﬁxed n0, . . . ,np+1 as the union
of a uniform number of intervals on which |∂ F 
m/∂m| can be bounded from below by a large negative
power of small frequencies (1 + λn1 + · · · + λnp ), and of a remaining set. On each of these intervals,
since we have |∂ F 
m/∂m|  C(1 + λn1 + · · · + λnp )−N1 , we then take F 
m as a coordinate so that we
can estimate the measure of this interval by Cr(1 + λn1 + · · · + λnp )N1 . Taking the expression of r
into account, we get an upper bound of the sum of these quantities in n0, . . . ,np+1 by a constant
which goes to zero as α tends to zero. Also using tools of subanalytic geometry we can show that the
measure of the remaining set, on which we have |∂ F 
m/∂m| = O (1+ λn1 + · · · + λnp )−N1 , is small and
goes to zero as α tends to zero. This shows that (7.2) holds true for all (n0, . . . ,np+1) ∈ Np+2 − Sω
p
when m is outside a subset of zero measure in I .
For the difference between the estimate of type (7.2) in [5] and ours, one has to take into account
the multiplicity of the eigenvalues of
√− on Td in the framework of [5], while in our framework,
the multiplicity of the eigenvalues does not play any role. Simply speaking, with the same reasoning
as above, after getting an upper bound of the measure of the intervals on which |∂ F 
m/∂m| C(1 +
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the framework of [5], while in our method we only need to sum over n0, . . . ,np+1 ∈ N. This makes
the estimate different.
We shall need another proposition which is nothing but Proposition 2.1.5 in [5]. Before stating it,
let us introduce some notations. For m ∈ R∗+ , ξ j ∈ R, j = 0, . . . , p + 1, e = (e0, . . . , ep+1) ∈ {−1,1}p+2,
deﬁne
F˜ (e)m (ξ0, . . . , ξp+1) =
p+1∑
j=0
e j
√
m2 + ξ2j . (7.3)
When p is even and #{ j; e j = 1} = p/2+ 1, denote by N(e) the set of all (n0, . . . ,np+1) ∈ Np+2 such
that there is a bijection σ from { j; 0 j  p + 1, e j = 1} to { j; 0 j  p + 1, e j = −1} so that for
any j in the ﬁrst set n j = nσ( j) . In the other cases, set N(e) = ∅.
Proposition 7.2. There is a zero measure subset N of R∗+ and for any m ∈ R∗+ −N , there are constants c > 0,
N0 ∈ N such that for any (n0, . . . ,np+1) ∈ Np+2 − N(e) we have∣∣˜F (e)m (λn0 , . . . , λnp+1)∣∣ c(1+ λn0 + · · · + λnp+1)−N0 . (7.4)
Moreover, if e0ep+1 = 1, we have the inequality∣∣˜F (e)m (λn0 , . . . , λnp+1)∣∣ c(1+ λn0 + λnp+1)(1+ λn1 + · · · + λnp )−N0 . (7.5)
8. Energy control and the proof of the main theorem
We shall show in this section that the Hs energy is ﬁnite on an interval so that the solution
does not blow up on it. As we have pointed out in the introduction, we shall perturb the Sobolev
energy in such a way that the time derivative of perturbations will cancel out the main contribution
to that of the Sobolev energy, up to remainders of higher order. Moreover, the perturbations should
be controlled properly. We ﬁrst introduce some notations. When M(u1, . . . ,up+1) is a p + 1-linear
form, let us deﬁne for 0 
 p + 1,
L−
 (M)(u1, . . . ,up+1) = −ΛmM(u1, . . . ,up+1)−

∑
j=1
M(u1, . . . ,Λmu j, . . . ,up+1)
+
p+1∑
j=
+1
M(u1, . . . ,Λmu j, . . . ,up+1) (8.1)
and
L+
 (M)(u1, . . . ,up+1) = −ΛmM(u1, . . . ,up+1)− M(u1, . . . ,up,Λmup+1)
−

∑
j=1
M(u1, . . . ,Λmu j, . . . ,up+1)
+
p∑
j=
+1
M(u1, . . . ,Λmu j, . . . ,up+1). (8.2)
174 D. Fang, Q. Zhang / J. Differential Equations 249 (2010) 151–179Let χ :R → R be a cut-off function supported with small support.
We shall need the following lemma:
Lemma 8.1. For any ρ > 0, let N be the zero measure subset of R∗+ deﬁned by taking the union of the zero
measure subsets deﬁned in Propositions 7.1 and 7.2, and ﬁx m ∈ R∗+ − N . Let ω
 , ω˜
 be deﬁned as in the
statement of Proposition 6.1. Then there is a ν¯ ∈ N such that the following statements hold true for any large
enough s, for any integer p with κ  p  2κ − 1, for any integer 
 with 0 
 p:
(i) Let θ ∈ (0,1), Mp
 ∈ Gν,2s−2p+1,δ ∩ M˜ν+d,2s−2p+1,δ (ω
) and M˜p
 ∈ M˜ν,2s−1p+1,δ (ω˜
). Deﬁne
Mp,
 (u1, . . . ,up+1) = Mp

(
χ
(
κθΛm
)
u1, . . . ,χ
(
κθΛm
)
up+1
)
. (8.3)
Then there are Mp,
 ∈ M˜ν+ν¯,2s−1p+1,δ (ω
) and M˜p
 ∈ M˜ν+ν¯,2s−2p+1,δ (ω˜
) satisfying
L−

(
Mp,

)
(u1, . . . ,up+1) = Mp,
 (u1, . . . ,up+1),
L+

(
M˜
p


)
(u1, . . . ,up+1) = M˜p
 (u1, . . . ,up+1) (8.4)
with the estimate,
∥∥Mp,
 ∥∥Mν+ν¯,2s−1p+1,δ  C−(2+ρ)θκ∥∥Mp
 ∥∥Mν,2s−2p+1,δ ,∥∥M˜p
∥∥Mν+ν¯,2s−2p+1,δ  C∥∥M˜p
 ∥∥Mν,2s−1p+1,δ , (8.5)
where ‖ · ‖Mν,τp+1,δ is deﬁned in the statement of Deﬁnition 5.1.
(ii) Let Rp
 ∈ R˜ν,2sp+1(ω
), R˜ p
 ∈ R˜ν,2sp+1(ω˜
). Then there are Rp
 ∈ R˜ν+ν¯,2sp+1 (ω
) and R˜ p
 ∈ R˜ν+ν¯,2sp+1 (ω˜
) such
that
L−

(
Rp

)
(u1, . . . ,up+1) = Rp
 (u1, . . . ,up+1),
L+

(
R˜
p


)
(u1, . . . ,up+1) = R˜ p
 (u1, . . . ,up+1). (8.6)
Proof. (i) First we have Mp,
 ∈ M˜ν+d,2s−2p+1,δ (ω
) by assumption. We then substitute in (8.4) Πn j u j
for u j , j = 1, . . . , p + 1, and compose on the left with Πn0 . According to (8.1), equalities in (8.4) may
be written as
−F 
m(λn0 , . . . , λnp+1)Πn0Mp,
 (Πn1u1, . . . ,Πnp+1up+1)
= Πn0Mp,
 (Πn1u1, . . . ,Πnp+1up+1),
F˜ (e)m (λn0 , . . . , λnp+1)Πn0 M˜
p

 (Πn1u1, . . . ,Πnp+1up+1)
= Πn0 M˜p
 (Πn1u1, . . . ,Πnp+1up+1), (8.7)
where F 
m is deﬁned by (7.1) and F˜
(e)
m is deﬁned by (7.3) with
e0 = · · · = e
 = ep+1 = −1, e
+1 = · · · = ep = 1.
When considering the ﬁrst equality of (8.7), we assume its right-hand side does not vanish. By the
deﬁnition this implies
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p (8.8)
with Sω
p the same as that in Proposition 7.1. Therefore the assumptions of Proposition 7.1 are satisﬁed.
Thus for any ρ > 0, there is a zero measure subset N of R+ such that we have by (7.2), (8.8) and the
condition λn0 + λnp+1 < −θκ∣∣F 
m(λn0 , . . . , λnp+1)∣∣−1  C(1+ λn0 + λnp+1)3+ρ(|λn0 − λnp+1 | + 1+ λn′)N0
 C−(2+ρ)θκ (1+ λn0 + λnp+1)(1+ λn′)N0 (8.9)
for some N0 > 0. Consequently, if we set
Mp,
 (u1, . . . ,up+1) = −
∑
n/∈S
p
F 
m(λn0 , . . . , λnp+1)
−1Πn0M
p,

 (Πn1u1, . . . ,Πnp+1up+1), (8.10)
we obtain according to (8.9) and (5.2) that Mp,
 ∈ M˜ν+ν¯,2s−1p+1,δ (ω
) with the ﬁrst estimate in (8.5)
with ν¯ = N0 + d.
When considering the second equality of (8.7), we also assume its right-hand side does not
vanish. Therefore, we know from (5.9) with M replaced by M˜p
 that there is no bijection σ from{0, . . . , 
, p + 1} to {
+ 1, . . . , p} such that n j = nσ( j) , j = 0, . . . , 
, p + 1. Consequently, the condition
of Proposition 7.2 is satisﬁed and we may use (7.5). We divide in both sides by F˜ (e)m and add up all
these nonzero components as in (8.10) to get an element M˜
p

 , which is easily seen to be in the class
M˜ν+ν¯,2s−2p+1,δ (ω˜
) for some ν¯ . This completes the proof (i) of Lemma 8.1.
(ii) We deduce again from (8.6)
−F 
m(λn0 , . . . , λnp+1)Πn0 Rp
 (Πn1u1, . . . ,Πnp+1up+1) = Πn0 Rp
 (Πn1u1, . . . ,Πnp+1up+1), (8.11)
F˜ (e)m (λn0 , . . . , λnp+1)Πn0 R˜
p

 (Πn1u1, . . . ,Πnp+1up+1) = Πn0 R˜ p
 (Πn1u1, . . . ,Πnp+1up+1), (8.12)
where F 
m and F˜
(e)
m are the same as in (8.7). Since R
p

 ∈ R˜ν,2sp+1(ω
), we have (n0, . . . ,np+1) /∈ Sω
p if the
right-hand side of (8.11) does not vanish. This allows us to use Proposition 7.1 to get for some N0 > 0∣∣F 
m(λn0 , . . . , λnp+1)∣∣−1  C(1+ λn0 + λn1 + · · · + λnp+1)N0+4.
Dividing (8.11) by −F 
m , we deﬁne as in (8.10) an element Rp
 in R˜ν+ν¯,2sp+1 (ω
) with ν¯ = N0 + 4. With
the same reasoning we may use the inequality (7.4) in Proposition 7.2 with e0 = · · · = e
 = ep+1 = −1,
e
+1 = · · · = ep = 1 and get from (8.12) an element R˜ p
 ∈ R˜ν+ν¯,2sp+1 (ω˜
) for some ν¯ . This concludes the
proof. 
Proposition 8.2. For any ρ > 0, let N be the zero measure subset of R∗+ deﬁned in Lemma 8.1, and ﬁx m ∈
R
∗+−N . LetΘs be deﬁned in (6.5). Then there are for any large enough s, amapΘ1s , sending Hs(Td)×(0,1/2)
to R, and maps Θ2s , Θ
3
s , Θ
4
s sending H
s(Td) to R such that there is a constant Cs > 0 and for any u ∈ Hs(Td)
with ‖u‖Hs  1 and any  ∈ (0,1/2), we have∣∣Θ1s (u, )∣∣ Cs−(2+ρ)θκ‖u‖κ+2Hs , ∣∣Θ js (u)∣∣ Cs‖u‖κ+2Hs , j = 2,3,4, (8.13)
and such that
R(u)
def= d [Θs(u(t, ·))−Θ1s (u(t, ·), )−Θ2s (u(t, ·))−Θ3s (u(t, ·))−Θ4s (u(t, ·))] (8.14)dt
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∣∣R(u)∣∣ Cs−(2+ρ)θκ‖u‖2κ+2Hs + Cs2θκ‖u‖κ+2Hs + Cs‖u‖2κ+2Hs . (8.15)
Proof. Considering the right-hand side of (6.6), we decompose
Mp
 (u1, . . . ,up+1) = Mp,
 (u1, . . . ,up+1)+ V p,
 (u1, . . . ,up+1), (8.16)
where the ﬁrst term in the right-hand side is given by (8.3) and the second one is the sum of terms
like
Mp

(
χ1
(
κθΛm
)
u1, . . . ,χp+1
(
κθΛm
)
up+1
)
, (8.17)
where χ j = χ or 1−χ , j = 1, . . . , p + 1, and where there is at least one j0 ∈ {1, . . . , p + 1} such that
χ j0 = 1− χ .
We claim that the H−s norm of V p,
 (u1, . . . ,up+1) is controlled by C2κθ
∏p+1
j=0 ‖u j‖Hs for large
enough s. To see this, we ﬁrst note that
(u1, . . . ,up+1) → Mp

(
χ1
(
κθΛm
)
u1, . . . ,χp+1
(
κθΛm
)
up+1
)
deﬁnes an element of Gν,2s−2p+1,δ since Mp
 ∈ Gν,2s−2p+1,δ . Then if j0 ∈ {1, . . . , p} is such that χ j0 = 1 − χ ,
without loss of generality, we take j0 = 1, i.e., χ1 = 1 − χ . Then by Proposition 5.6 with s replaced
by s − 2 and τ = 2s − 2 we bound the H−s norm of (8.17) from above by a constant times
∥∥(1− χ)(κθΛm)u1∥∥Hs0 p∏
j=2
‖u j‖Hs0 ‖up+1‖Hs−2 . (8.18)
But
∥∥(1−χ)(κθΛm)u1∥∥Hs0  C(s−s0)κθ‖u1‖Hs  C2κθ‖u1‖Hs
if s > s0 + 2. Then we get an upper bound of H−s norm of (8.17) by C2κθ ∏p+1j=1 ‖u j‖Hs . Now if
j0 = p + 1 is such that χ j0 = 1 − χ , i.e., χp+1 = 1 − χ . Again, by Proposition 5.6 with s replaced by
s − 2 and τ = 2s − 2, the H−s norm of (8.17) is bounded from above by a constant times
p∏
j=1
‖u j‖Hs0
∥∥(1− χ)(κθΛm)up+1∥∥Hs−2 ,
which turns out to be controlled by C2κθ
∏p+1
j=1 ‖u j‖Hs . This proves our claim.
Consequently, the quantity
2κ−1∑
p=κ
p∑

=0
Re i
〈
V p,
 (u¯, . . . , u¯,u, . . . ,u),u
〉
(8.19)
is bounded form above by the second term of the right-hand side of (8.15) if ‖u‖Hs  1. In the rest
of the proof, we may therefore replace in the right-hand side of (6.6) Mp
 by M
p,

 .
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 , M˜
p

 , R
p

 , R˜
p

 gives M
p,

 , M˜
p

 , R
p

 , R˜
p

 . We set
Θ1s
(
u(t, ·), ) = 2κ−1∑
p=κ
p∑

=0
Re
〈
Mp,
 (u¯, . . . , u¯,u, . . . ,u),u
〉
,
Θ2s
(
u(t, ·)) = 2κ−1∑
p=κ
p∑

=0
Re
〈
M˜
p

 (u¯, . . . , u¯,u, . . . ,u, u¯),u
〉
,
Θ3s
(
u(t, ·)) = 2κ−1∑
p=κ
p∑

=0
Re
〈
Rp
 (u¯, . . . , u¯,u, . . . ,u),u
〉
,
Θ4s
(
u(t, ·)) = 2κ−1∑
p=κ
p∑

=0
Re
〈˜
R
p

 (u¯, . . . , u¯,u, . . . ,u, u¯),u
〉
. (8.20)
The general term in Θ1s (u(t, ·), ) has modulus bounded from above by∥∥Mp,
 (u¯, . . . , u¯,u, . . . ,u)∥∥H−s‖u‖Hs  C−(2+ρ)θκ‖u‖κ+2Hs
for u in the unit ball of Hs(Td), using Proposition 5.2 with τ = 2s − 1 and (8.5) in Lemma 8.1. This
gives the ﬁrst inequality in (8.13). We apply Proposition 5.2 to M˜
p

 , remarking that if in (5.3) τ = 2s−1
and s is large enough, the left-hand side of (5.3) controls the H−s norm of M˜ p
 (u¯, . . . , u¯,u, . . . ,u, u¯).
We also apply Proposition 5.8 with τ = 2s in (5.23) to Rp
 , R˜ p
 . Then if s0 is large enough, the left-
hand side of (5.23) controls H−s norm of Rp
 (u¯, . . . , u¯,u, . . . ,u) and R˜
p

 (u¯, . . . , u¯,u, . . . ,u, u¯). These
give us the other inequalities in (8.13). Consequently we are left with proving (8.15). Remarking that
we may also write the equation as
(Dt −Λm)u = −F
(
Λ−1m
(
u + u¯
2
))
, (8.21)
we compute using notation (8.1)
d
dt
Θ1s (u, ) =
2κ−1∑
p=κ
p∑

=0
Re i
〈
L−

(
Mp,

)
(u¯, . . . , u¯,u, . . . ,u),u
〉
+
2κ−1∑
p=κ
p∑

=0

∑
j=1
Re i
〈
Mp,
 (u¯, . . . , F¯ , . . . , u¯,u, . . . ,u),u
〉
−
2κ−1∑
p=κ
p∑

=0
p+1∑
j=
+1
Re i
〈
Mp,
 (u¯, . . . , u¯,u, . . . , F , . . . ,u),u
〉
+
2κ−1∑
p=κ
p∑

=0
Re i
〈
Mp,
 (u¯, . . . , u¯,u, . . . ,u), F
〉
. (8.22)
By assumption on F , we have by Lemma 4.2 ‖F (v)‖Hs  C‖u‖κ+1Hs if s is large enough and
‖u‖Hs  1. Since Mp,
 ∈ M˜ν+ν¯,2s−1p+1 (ω
), we may apply Proposition 5.2 with τ = 2s − 1 and (8.5)
to see that the last three terms in (8.22) have modulus bounded from above by the ﬁrst term in
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p

 by M
p,

 ,
the ﬁrst term in the right-hand side of (6.6) is the ﬁrst term in the right-hand side of (8.22)
because of (8.4). Consequently, these contributions will cancel out each other in the expression
d
dt [Θs(u)−Θ1s (u, )]. We compute
d
dt
Θ2s (u) =
2κ−1∑
p=κ
p∑

=0
Re i
〈
L+

(
M˜
p


)
(u¯, . . . , u¯,u, . . . ,u, u¯),u
〉
+
2κ−1∑
p=κ
p∑

=0

∑
j=1
Re i
〈
M˜
p

 (u¯, . . . , F¯ , . . . , u¯,u, . . . ,u, u¯),u
〉
−
2κ−1∑
p=κ
p∑

=0
p∑
j=
+1
Re i
〈
M˜
p

 (u¯, . . . , u¯,u, . . . , F , . . . ,u, u¯),u
〉
+
2κ−1∑
p=κ
p∑

=0
Re i
〈
M˜
p

 (u¯, , . . . , u¯,u, . . . ,u, F¯ ),u
〉
+
2κ−1∑
p=κ
p∑

=0
Re i
〈
M˜
p

 (u¯, . . . , u¯,u, . . . ,u, u¯), F
〉
. (8.23)
Since M˜
p

 ∈ M˜ν+ν¯,2s−2p+1 (ω˜
), we have by Proposition 5.2 with τ = 2s − 1 and (8.5) that the last four
terms in the right-hand side of (8.23) are estimated by the last term in the right-hand side of (8.15)
if s is large enough. The ﬁrst one, according to Lemma 8.1, cancels the contribution of M˜p
 in (6.6)
when computing R(u). We may treat Θ3s (u) and Θ
4
s (u) in the same way using Proposition 5.8 with
τ = 2s, and this will lead to the third term in the right-hand side of (8.15). Finally, the last term
in (6.6) contributes to the last term in the right-hand side of (8.15). This concludes the proof of the
proposition. 
Proof of Theorem 2.1. We deduce from (8.14) and (8.15)
Θs
(
u(t, ·))Θs(u(0, ·))−Θ1s (u(0, ·), )−Θ2s (u(0, ·))−Θ3s (u(0, ·))−Θ4s (u(0, ·))
+Θ1s
(
u(t, ·), )+Θ2s (u(t, ·))+Θ3s (u(t, ·))+Θ4s (u(t, ·))
+ Cs−(2+ρ)θκ
t∫
0
∥∥u(t′, ·)∥∥2κ+2Hs dt′ + Cs2θκ
t∫
0
∥∥u(t′, ·)∥∥κ+2Hs dt′
+ Cs
t∫
0
∥∥u(t′, ·)∥∥2κ+2Hs dt′. (8.24)
Take θ = 1/(4 + ρ) and B > 1 a constant such that for any (v0, v1) in the unit ball of Hs+1(Td) ×
Hs(Td), u(0, ·) = (−iv1 + Λmv0) satisﬁes ‖u(0, ·)‖Hs  B . Let K > B be another constant to be
chosen, and assume that for τ ′ in some interval [0, T ] we have ‖u(τ ′, ·)‖Hs  K  1. From (8.13)
and (8.24) we deduce that there is a constant C > 0, independent of B, K ,  , such that as long as
t ∈ [0, T ]
∥∥u(t, ·)∥∥2 s  C[B2 +  24+ρ κ K κ+2 + t 6+ρ4+ρ κ(K 2κ+2 + K κ+2)+ t2κ K 2κ+2]2.H
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6+ρ
4+ρ κ , where ρ > 0 is arbitrary and ﬁxed in advance, for a small enough
c > 0, and that  is small enough, we get ‖u(t, ·)‖2Hs  C(2B2)2. If K has been chosen initially so
that 2C B2 < K 2, we get by a standard continuity argument that the priori bound ‖u(t, ·)‖Hs  K
holds true on [−c− 6+ρ4+ρ κ , c− 6+ρ4+ρ κ ], in other words, the solution at least extends to such an interval
|t| c− 6+ρ4+ρ κ . Note that c− 6+ρ4+ρ κ > c−(3/2−ρ)κ if  is small and ρ > 0. This concludes the proof of
the theorem. 
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