Given a geometric path, the Time-Optimal Path Tracking problem consists in finding the control strategy to traverse the path time-optimally while regulating tracking errors. A simple yet effective approach to this problem is to decompose the controller into two components: (i) a path controller, which modulates the parameterization of the desired path in an online manner, yielding a reference trajectory; and (ii) a tracking controller, which takes the reference trajectory and outputs joint torques for tracking. However, there is one major difficulty: the path controller might not find any feasible reference trajectory that can be tracked by the tracking controller because of torque bounds. In turn, this results in degraded tracking performances. Here, we propose a new path controller that is guaranteed to find feasible reference trajectories by accounting for possible future perturbations. The main technical tool underlying the proposed controller is Reachability Analysis, a new method for analyzing path parameterization problems. Simulations show that the proposed controller outperforms existing methods.
I. INTRODUCTION
Time-optimal motion planning and control along a predefined path are fundamental and important problems in robotics, motivated by many industrial applications, ranging from machining, to cutting, to welding, to painting, etc.
The planning problem is to find the Time-Optimal Path Parameterization (TOPP) of a path under kinematic and dynamic bounds. The underlying assumptions are that the robot is perfectly modeled, no perturbations during execution and no initial tracking errors. This problem has been extensively studied since the 1980's [1] , see [2] , [3] for recent reviews.
The control problem, which looks for a control strategy to time-optimally track the path while accounting for model inaccuracies, perturbations and initial tracking errors, is comparatively less well understood. We refer to this problem as the Time-Optimal Path Tracking problem, or "path tracking problem" in short.
A. Approaches to Time-Optimal Path Tracking
The first approach to the path tracking problem was proposed by Dahl and colleagues in the 1990's [4] , [5] . Suppose that we are given a geometric path p(s) s∈ [0, 1] . In Dahl's approach, termed Online Scaling (OS), the path tracking controller is composed of two sub-controllers: a path controller and a tracking controller, see Fig. 1 . The path controller generates a path parameterization s(t) ("scaling") by controlling the path accelerations(t), from which it returns "online" a reference trajectory (q d ,q d ) via the relations q d (t) = p(s(t)),q d (t) = p (s(t))ṡ(t).
The tracking controller then takes the reference trajectory (q d ,q d ) and generates the joint torques τ to drive the current state to the reference state. In OS, the tracking controller is usually as a computed-torque tracking controller with fixed Proportional-Derivative (PD) gains. Thus, the problem is reduced to designing a path controller that can regulate the path tracking errors while tracking a reference parameterization or minimizing execution time.
There have been a number of developments to OS. In [6] , the author proposed to use an observer to estimate the online constraints on the parameterization. In [7] and [8] , OS was extended to handle manipulators with elastic joints or are subject to high-order dynamics such as torque rate or jerk.
Yet these developments neglect a fundamental problem: there is no guarantee for the path controller to find feasible controls at execution time. In fact, this issue is recognized in most of the papers devoted to OS. For example, in the original paper [4] , the authors proposed to use the nominal control if there is no feasible control for the path controller. In a more recent work [7] , the authors asserted that: "since [the path control] bounds are online evaluated [. . . ] , it is not possible to guarantee [. . . that] a feasible solution exists [. . . ] ". Yet, employing arbitrary substitute controls when no feasible control exists will generate large path tracking errors. For time-optimal path tracking, this issue of infeasibility is far from rare since, by Pontryagin Maximum Principle, time-optimality is associated with saturating torque bounds at almost every time instant.
A simpler approach to the path tracking problem can be found in [9] . The authors proposed to consider more conservative torque bounds at the planning stage, "reserving" thereby some torques for tracking during execution. However, this approach is clearly sub-optimal.
Recently, some authors considered the full optimal control problem, whose state is (q,q, s,ṡ) and control is (τ ,s), and applied Nonlinear Model Predictive Control (NMPC) [10] , [11] . While NMPC can account for hard constraints on state and control, it has some limitations. First, ensuring stability is still non-trivial [12] . For instance, in [10] , to achieve stability, the path tracking NMPC controller requires handdesigned terminal sets. Second, the time-optimality objective is challenging since it is non-convex in the time domain [13] .
B. Contribution and organization of the paper
To guarantee that the path controller will always find feasible controls requires a certain level of foresight: one needs to take into account all possible perturbations along the path. In this paper, we build on the recent formulation of TOPP by Reachability Analysis [14] to provide such foresight. Specifically, we compute sets of robust controllable states 1 that guarantee the existence of feasible controls for bounded tracking errors. From these sets, a class of path tracking controllers that have exponential stability and feasiblity guarantees is identified. The time-optimal controller is then found straightforwardly.
The rest of the paper is organized as follows. Section II provides the background on the path tracking problem and the path tracking controller. Section III presents the main contributions. Section IV reports experimental results, demonstrating the effectiveness of the proposed approach. Finally, Section V delivers concluding remarks and sketches directions for future research.
C. Notation
We adopt the following conventions. Vectors are denoted by bold letters: x. The i-th component of a vector is denoted using subscript i: x i . A vector quantity at stage j is denoted by bold letters with subscript j: x j , its i-th component is denoted by adding a second subscript i: x ji . Define function φ(s, s d ; p) := [p(s) , p (s) s d ] , argument p will be neglected if clear from context. If x, y are two vectors, (x, y) denote the concatenated vector (x , y ) . Values of differential quantities, such asq, have superscript d: q d 0 .
II. BACKGROUND: PATH TRACKING PROBLEM AND CONTROLLERS

A. Path Tracking problem
Path tracking is the problem of designing a controller to make the robot's joint positions follow a path parameterization of a predefined path. The path parameterization is not fixed but is generated by the controller in an online manner.
Specifically, we consider a n-dof manipulator with the dynamic equation
where q ∈ R n and τ ∈ R n denote the vectors of joint positions and joint torques; M, C, h are appropriate functions. The joint torques are bounded:
Path parameterizations are also subject to terminal velocity constraints of the formṡ(T ) ∈ I end , where I end is called the terminal set. To generate the parameterization, one directly controls the path acceleration. Let u denote the path parameterization control:s = u.
The state-space equation of the coupled system consisting of the manipulator and the path parameterization reads
Let y denote the state of the coupled system [q,q, s,ṡ], Eq.
(3) can be written concisely aṡ
Consider a control law [τ , u] = α(y) that always satisfies the torque bounds, one obtains the autonomous dynamicṡ
We say that y(t) t∈[0,T ] ∈ R 2n+2 is a solution of Eq. (4) iḟ
It is a feasible solution if additionally,
It is a solution with initial value y 0 if y(0) = y 0 .
The coupled system is exponentially stable at (s 0 , 2 ≤ r e , the solution y = (q,q, s,ṡ) with initial value (q 0 , q d 0 , s 0 , s d 0 ) exists and satisfies
for some positive real numbers K, λ.
B. Path Tracking controllers
A path tracking controller consists of a path controller, which controls the path acceleration to generate a desired joint trajectory q d (t) := p(s(t)), and a tracking controller that controls the joint torques to track the desired joint trajectory.
A common control objective is to track a predefined reference path parameterization. Here we consider the timeoptimal objective, which is to traverse the path as fast as possible.
Similar to the paper [4] and subsequent developments [5] , [7] , we employ the computed-torque trajectory tracking scheme for the tracking controller. This scheme implements the following control law
where e denote the joint positions error vector, defined as e := q d (t) − q(t), K p and K d are the PD gain matrices. The vector (e,ė) is called the tracking error. The first and second time derivatives of the desired joint trajectory, which are used in (5), are given bẏ
Rearranging Eq. (5), one obtains a formula for joint torques: 
This result implies that for tracking errors with sufficiently small magnitude, the coefficientsâ,b,ĉ vary around the nominal coefficients a, b, c. Furthermore, since the path velocity can always be assumed to be bounded, we can strengthen this result: there existsr > 0 such that Eq. (7) holds for any pair (s, s d ).
C. Difficulties with designing path controllers
The fundamental difficulty with designing path controllers is that the coefficientsâ,b,ĉ are only available online. Hence, it is non-trivial to avoid situations in which there is no path acceleration that satisfies Eq. (6) . A consequence of this infeasibility is that exponential convergence of the actual joint trajectory to the desired joint trajectory is not guaranteed because of saturating torque bounds. This difficulty also renders reaching the terminal set challenging.
III. SOLVING THE TIME-OPTIMAL PATH TRACKING PROBLEM
A. Exponential stability with robust feasible control laws
In the last section, it was shown that if tracking errors have small magnitude, the coefficients of Eq. (6) vary around the nominal coefficients. Motivating by this observation, we introduce the notion of robust feasible control laws. Note that in this section, control laws refer to control laws for selecting path parameterization controls u, not the coupled control [τ , u] .
Specifically, a control law is a function that computes the path acceleration from the current path position, the current path velocity and the coefficients: where the perturbations Δ a , Δ b , Δ c are arbitrary continuous functions satisfying
the generated parameterization s(t) is feasible, that is
The following result shows that a robust feasible control law ensures exponentially stable path tracking. Proposition 1. Consider a path tracking controller with (path acceleration) control law π. If π is robust feasible at (s 0 , s d 0 ) then the coupled system is exponentially stable at (s 0 , s d 0 ). Proof. Let R denote the bound on the magnitude of the perturbations such that π is robust feasible. Selectr > 0 such that Eq. (7) holds for R being the scalar bound in Eq. (19) and for all (s, s d ). Select (q 0 , q d 0 ) such that the norm of the initial tracking error is less thanr.
Suppose we remove the torque bounds, the computedtorque tracking controller is exponentially stable. Thus, the tracking error converges exponentially to zero and its norm remains smaller thanr. Again using Eq. (7) , it follows that the norm of the perturbations is always smaller than R.
Since π is robust feasible at (s 0 , s d 0 ) for R being the upper bound on the magnitude of the perturbations, the resulting parameterization s(t) is feasible. It follows that the torque bounds are always satisfied. Therefore, the coupled path tracking system is exponentially stable at (s 0 , s d 0 ) according to the definition given in Section II-A.
Notice that the definition of robust feasible control laws does not require a specific R. In fact, as seen in the proof of Proposition 1, continuity of the coefficients guarantees the existence ofr such that Eq. (8) holds for any value of R. It can be observed thatr is the radius of a ball lying inside the region of attraction of the path tracking controller.
B. Characterizing robust feasible control laws
We now provide a characterization of robust feasible control laws. This development follows and extends the analysis of the Time-Optimal Path Parameterization problem in [14] .
Discretize the interval [0, 1] into N + 1 stages 0 =: s 0 , s 1 , . . . , s N := 1.
Define the state x i and the control u i as the squared velocity at s i and the constant acceleration over [s i , s i+1 ]. One obtains the transition function
where Δ i := s i+1 − s i . We say that u i "steers" x i to x i+1 . See [14] for a derivation of Eq. (13) . At each stage, there are n pairs of torque bounds. The j-th pair of torque bounds at stage i is
The coefficientsâ ij ,b ij ,ĉ ij are assumed to vary around known nominal coefficients a ij , b ij , c ij :
The terms (Δ a,ij , Δ b,ij , Δ c,ij ) are also called the perturbations. R is a parameter that be tuned to account for the magnitude of initial tracking errors. See the discussion at the end of Section III-A for more details. A control is feasible if it satisfies the constraints and is robust feasible if it satisfies all realizations of the constraints. Finally, the terminal velocity constraint is transformed to
We say that a state is robust controllable at stage i if there exists a sequence of robust feasible controls that steers it to X f . The set of robust controllable states at stage i is called the i-stage robust controllable set K i .
In this discrete reformulation, the control law becomes a function π that maps the stage index, the state and the constraint coefficients (i, x i ,â i ,b i ,ĉ i ) to a control. Similarly, a control law is robust feasible at (i, x i ) if it steers x i to the terminal set from stage i for any realization of the constraints with feasible controls.
We now give a characterization of robust feasible control laws.
Proposition 2. For any state in K i and any realization of the constraints, there exists at least one feasible control that steers that state to K i+1 . If at any stage i, a control law steers states in K i to K i+1 , it is robust feasible at all robust controllable states at all stages.
This characterization of robust feasible control laws is only useful if one can compute the robust controllable sets. To do so, we first introduce the notion of the robust one-step set. Given a target set I ⊆ R, the i-stage robust one-step set Q i (I) is the set of states such that at each state, there is a robust feasible control that steers it to I. Proposition 3. The i-stage robust controllable sets, for i ∈ [0, . . . , N], can be computed recursively by
A proof of this statement is omitted due to space constraints. Interested readers can refer to [14] for the proof of a similar result. We can now give a proof of Proposition 2 below.
Proof of Proposition 2. Let x i be a state in K i . Since x i is robust controllable, there exists a sequence of controls (u i , . . . , u N −1 ) that are robust feasible and the resulting sequence of states (x i+1 , . . . , x N ) satisfies x N ∈ X N . Observe that this implies x i+1 is robust controllable, and hence, u i is a robust feasible control that steer x i to K i+1 .
Consider a control law that steers states in K i for any stage i to K i+1 . It is clear that this control law steers any robust controllable states to K N . Since K N = X f , see (3), the control law is robust feasible.
A class of convex sets that can be handled quite efficiently is the class of Conic-Quadratic representable (CQr) sets [15] . A set of vectors is CQr if it is defined by finitely many conic-quadratic constraints Indeed, from Eq. (14) and Eq. (15), the j-th joint torque is given by
Since the norm of the perturbation is bounded, see Eq. (16), one obtains the inequality
It is clear that if and only if the right-hand side is not greater than τ max,j , the pair (u i , x i ) satisfies all realizations of this constraint. One obtains the conic-quadratic constraint
(19) Note that the lower bound can be handled in a similar way. Instead of finding the upper bound of τ ij , one derives the lower bound
By requiring the right-hand side to be greater than or equal to τ min,j , one obtains another conic-quadratic constraint. Finally, if I is an interval, the constraint x + 2Δ i u ∈ I is equivalent to two linear inequalities, which are clearly CQr. Q i (I) being an interval is a simple corollary.
From Proposition 4, one can formulate a pair of conicquadratic optimization programs to compute the robust onestep set for any given target set. One program maximizes x while one program minimizes. Computing the robust controllable sets is then possible with Proposition 3.
C. A control law for time-optimal path tracking
Proposition 2 can be used to identify a class of control laws that are robust feasible, which, by Proposition 1 are exponentially stable. What is then the control law that realizes the shortest traversal time in this class? We give the following conjecture. Conjecture 1. In the class of control laws that for all i steers states in K i to K i+1 , the control law that always chooses the greatest feasible controls is time-optimal.
We current do not have a proof of this conjecture. Regardless, in our experiments, the conjecture is verified by comparing the traversal time with the duration of the timeoptimal path parameterization.
IV. EXPERIMENTAL RESULTS
We simulated a 6-axis robotic arm and controlled it to track a geometric path p(s) s∈[0,1] with zero terminal velocity constraint. The torques bounds are τ max = −τ min = [120., 280., 280., 120., 80., 80.](Nm). Fig. 2 visualizes the swinging motion. Initially the robot was at rest and had an initial joint positions error with magnitude 0.1 rad. Forward dynamic computations were performed using OpenRAVE [16] and the dopri5 solver. We sampled joint torques at sample time 1 ms.
We implemented the time-optimal path tracking controller conjectured in Section III-C, with the bounds on the norm of the perturbations R set uniformly to 0.5. The number of discretization step N was set to 100.
Computing the robust controllable sets excluding computations of the coefficients took 120 ms. We solved the conicquadratic programs using the Python interface of ECOS [17] . Note that computing the coefficients involves evaluating the inverse dynamics twice per stage [2] , which had a total running time of 40 ms. Online computations of the controls (τ , u) took 0.50 ms per time step. All computations were done on a single core of a laptop at 3.800 GHz.
We compared our controller, called the Time-Optimal Path Tracking controller (TOPT), with the Online Scaling controller (OS) in [5] and the Computed-Torque Trajectory Tracking controller (TT) in [18] . The OS controller tracked the time-optimal path parameterization of the given geometric path, while the TT controller tracked the time-optimal trajectory. handling the initial position error: Fig. 3A shows that position errors increased quickly reaching a maximum norm of 0.49 rad before stabilizing. The OS controller was only able to regulate position errors during the initial segment. At s ≈ 0.18, position errors increased sharply. See Fig. 3A . We note that at this instance, the OS controller was not able to find any feasible path acceleration. This event can be observed in Fig. 3B as a sharp spike on the generated parameterization.
The TOPT controller did not show any of the above problems. The joint positions converged quickly to zero. The total tracking duration of the TOPT controller was slightly higher than the optimal duration: about 1% longer. See Table I for the durations.
Finally, we observed that the parameterization generated by the TOPT controller differed from the parameterization generated by the OS controller mostly during decelerating path segments. See for instance the path position interval s ∈ [0.05, 0.15] in Fig. 3 . Specifically, it can be seen that the TOPT controller "slowed down" in order to stay within the robust controllable sets. This helped the TOPT controller avoids the infeasibility at s = 0.18.
V. CONCLUSION
In this paper, we considered the Time-Optimal Path Tracking problem: given a geometric path, find the control strategy to traverse the path time-optimally while regulating tracking errors. We have introduced the Time-Optimal Path Tracking controller and shown that the controller outperforms existing methods. The key innovation is the use of robust controllable sets, which intuitively define the sets of "safe" path parameterizations that can be tracked while accounting for possible variations of the coefficients. The technique used in this paper is Reachability Analysis, a new method for analyzing path parameterization problems [14] .
Several matters have been left for future investigations. Important questions include how to evaluate and optimize the region of attraction of path tracking controllers. Another direction is extending the approach to handle industrial manipulators with position or velocity interfaces and to account for higher-ordered constraints such as joint jerk bounds.
