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Abstract
Survival regression is used to estimate the relation between time-to-event and feature variables, and is
important in application domains such as medicine, marketing, risk management and sales management.
Nonlinear tree based machine learning algorithms as implemented in libraries such as XGBoost, scikit-
learn, LightGBM, and CatBoost are often more accurate in practice than linear models. However, existing
implementations of tree-based models have offered limited support for survival regression. In this work, we
propose and implement loss functions for learning accelerated failure time (AFT) models in XGBoost, to
increase the support for survival modeling for different kinds of label censoring. The AFT model assumes
effects that directly accelerate or decelerate the survival time for different kinds of censored data sets. We
demonstrate with real and simulated experiments the effectiveness of AFT in XGBoost with respect to a
number of baselines, in two respects: generalization performance and training speed. Furthermore, we take
advantage of the support for NVIDIA GPUs in XGBoost to achieve substantial speedup over multi-core
CPUs. To our knowledge, our work is the first implementation of AFT that utilizes the processing power
of NVIDIA GPUs.
1 Introduction
In survival modeling, we model time-to-event with censored labels, where the exact label y is not known but
only a range (y, y) that contains it. The Cox proportional hazard (Cox-PH) [1] model is generally the first
choice for survival modeling. It assumes a time-dependent baseline hazard function, together with features
applying multiplicative effects on the hazard. In this work, we adopt an alternative model known as the
Accelerated Failure Time (AFT) [2] because of three advantages. First, we would like to not only analyze
model parameters (coefficients) but also perform predictive analysis. While Cox-PH gives relative importance
of features, it does not yield a usable prediction yˆ easily [3]. With the AFT model, we can predict unknown
labels using only the fitted parameters and a feature vector. Second, we would like to support multiple modes
of label censoring. The Cox-PH model only accommodates right-censored data [4], whereas the AFT model
accommodates all three censoring types (see Table 1). In particular, interval-censored labels have been useful
in detecting the occurrence of the tooth in the children [5] and detecting change-points in genomic data [6, 7].
Third, the AFT model may provide a better fit when proportional hazard assumption doesn’t hold true [8].
Tree-based models have shown better performance in terms of detecting complex and non-linear patterns
in the feature variables. The gradient boosting algorithm [9] fits an additive ensemble of decision trees
in stepwise fashion to greedily optimize a general class of loss functions `(y, yˆ). XGBoost [10] is a fast
implementation of gradient boosting that speeds up convergence by using second-order partial derivative
of the loss function. We propose a novel adaptation of the AFT model to integrate with XGBoost. Our
implementation supports all modes of label censoring, including interval-censoring. We run experiments with
real and simulated data sets to demonstrate the generalization performance of the AFT model in XGBoost.
Furthermore, we are able to accelerate training by using XGBoost’s built-in support for NVIDIA GPUs.
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2 Related works
Survival analysis is a prominent subfield of statistics, where the goal is to model time duration to a given
event (e.g. death). The topic has drawn a large body of research literature in the last few decades. See [4] for
a general survey.
The Cox proportional hazards (Cox-PH) model [1] is one of the most commonly used models in survival
analysis. The model estimates the hazard function h(t), which is defined to be the likelihood of the event
occurring at time t given that no event has occurred before time t. The Cox-PH model is of form h(t,x) =
h0(t) exp (〈w,x〉), where the baseline hazard function h0(t) depends only on time and the features x have
multiplicative effects on h. Given the parameters w, it is clear which variable has the most effect on survival.
Meanwhile, it is nontrivial to obtain the predicted label yˆ(x). We’d need to estimate the baseline hazard
function h0(t) using a non-parametric estimator known as Breslow’s estimator [11, 3]. The computation of
Breslow’s estimator requires access to the full training data and is computationally expensive for big data.
We do not include Cox-PH in our experiments because it does not yield a prediction yˆ directly.
The Accelerated Failure Time (AFT) model is also well known, although perhaps less often used than
Cox-PH. Miller [12] proposed the AFT model for the first time, and later Buckley and James [13] refined it
to obtain an asymptotically consistent estimator using least squares approach. See [2, 14] for an overview on
the topic of AFT.
There are a few implementations of survival analysis in tree based models. [15] uses boosting framework
for AFT and considers the negative log-likelihood as loss function. There are also other tree based survival
models such as Random Survival Trees [16], Cox-Boosting [17], Bagging Survival Trees [18], Scikit-Survival
[19] and Cox-PH in XGBoost [20]. Most of the models are limited to right-censored outcomes. Maximum
Margin Interval Trees [21] support interval-censored labels.
Gradient boosting [9] is one of widely used algorithms due to its simplicity and predictive performance.
The algorithm produces an ensemble of decision trees and exhibit many desirable properties as a statistical
model, such as being slow to overfitting and some asymptotic convergence guarantee [22, 23]. Gradient
boosting is versatile, as it can optimize a general class of loss function `(y, yˆ) where y represents the true
label and yˆ the predicted label. It has been successfully used in classification [24], document ranking [25],
structured prediction [26] and other applications. Today, there are several scalable, efficient software packages
that implement gradient boosting, including XGBoost [10], LightGBM [27], Scikit-Learn [28], and Catboost
[29].
Survival analysis is broadly useful in a variety of applications, such as survival prediction of cancer patients
[30], customer churn [31], credit scoring [32], failure times of mechanical systems [33, 34]. However, binary
machine learning classifiers have been often used where survival methodology is applicable, due to concerns
about predictive accuracy [35]. For example, [36] uses XGBoost binary classifier to predict whether COVID-
19 patients will develop complications in a given time frame, achieving substantially better AUC-ROC and
AUC-PR than generalized linear models. While binary classifiers may provide for a state-of-art predictive
accuracy, one loses flexibility that comes from directly modeling time duration to events: one is forced to
decide predetermined duration(s) where an event is to occur or not. AFT in XGBoost addresses this challenge.
First, the model is able to capture non-linear patterns in the data. Second, the model readily produces survival
time estimates; to compute predictions, we only need the fitted model parameters and a feature vector.
3 AFT in XGBoost
The original AFT model takes the following form:
lnY = 〈w,x〉+ σZ (1)
where x represents the input features, w the coefficients, Y the output label, and Z a random variable of a
known probability distribution. Both Y and Z are random variables. Note that this model is a generalized
form of a linear regression model Y = 〈w,x〉. In order to make AFT work with gradient boosting, we revise
the model as follows:
lnY = T (x) + σZ (1’)
where T (x) represents the output from a decision tree ensemble, given input x.
2
3.1 Derivation of AFT loss function
XGBoost optimizes a twice-differentiable convex loss function `(yi, yˆi) in its second-order method of gradient
boosting [10]. We will now define a suitable loss function `AFT to represent the AFT model. Let D =
{(xi, yi)}ni=1 denote the training data, and let Y1, . . . , Yn denote random variables i.i.d. with the distribution
for Y . The likelihood function for D is the product of probability densities fY for individual data points:
L(D) = P[Y1 = y1, . . . , Yn = yn] =
n∏
i=1
P[Yi = yi] =
n∏
i=1
fY (yi) (2)
As commonly done in machine learning literature, we maximize log likelihood instead:
lnL(D) =
n∑
i=1
lnP[Yi = yi] =
n∑
i=1
ln fY (yi) (2’)
Since we do not know yi for some data points, due to label censoring, we revise the likelihood function (2’)
to take account of the censored labels:
lnL(D) =
∑
lnP[Yi = yi]︸ ︷︷ ︸
uncensored label
+
∑
lnP[yi ≤ Yi ≤ yi]︸ ︷︷ ︸
censored label with yi∈[yi,yi]
=
∑
ln fY (yi)︸ ︷︷ ︸
uncensored label
+
∑
ln (FY (yi)− FY (yi))︸ ︷︷ ︸
censored label with yi∈[yi,yi]
where yi and yi are lower and upper bounds for the label yi, respectively, and FY is the cumulative distribution
function (CDF). Note that yi may be infinity, to indicate right-censored labels. See Table 1 for full list of
censoring types. We are now ready to define the loss function `AFT.
Table 1: List of label censoring types
Label censoring Lower bound (yi) Upper bound (yi)
Right-censored Finite non-negative +∞
Left-censored 0 Finite non-negative
Interval-censored Finite non-negative Finite non-negative
Definition 1 (Loss function for AFT survival regression).
`AFT(y, yˆ) =
{
− ln fY (y) if y is not censored
− ln (FY (y)− FY (y)) if y is censored with y ∈ [y, y]
(3)
Under this definition, the sum of losses
∑n
i=1 `(yi, yˆi) over the training data is identical to − lnL(D). See
Figure 1 for a geometric representation. Since we only know distribution of Z (not of Y ), we use the following
lemma:
Lemma 1 ((1.27) of [37]). Let Y and Z be random variables. If Y = g(Z) with monotone increasing function
g(·), the PDF and CDF of Y are expressed in terms of the PDF and CDF of Z as follows:
fY (y) = fZ(g−1(y)) · d
dy
g−1(y) FY (y) = FZ(g−1(y)) (4)
We apply Lemma 1 to (3) with g(Z) = exp (yˆ + σZ) to get the following formula for `AFT:
Definition 2 (Loss function for AFT survival regression, in terms of known PDF and CDF).
`AFT(y, yˆ) =

− ln
[
fZ(s(y)) · 1
σy
]
if y is not censored
− ln [FZ(s(y))− FZ(s(y))] if y is censored with y ∈ [y, y] (3’)
where fZ and FZ are given by Table 2 and s(y) = (ln y − yˆ)/σ.
3
3.2 Gradient and hessian of the AFT loss
The gradient boosting algorithm in XGBoost uses the gradient and hessian of the loss function, which are
first and second partial derivatives of ` with respect to yˆ. The gradient and hessian of the AFT loss function
are as follows1:
Definition 3 (Gradient and hessian of AFT loss).
∂`AFT
∂yˆ
∣∣∣∣
y,yˆ
=

f ′Z(s(y))
σfZ(s(y))
if y is not censored
fZ(s(y))− fZ(s(y))
σ[FZ(s(y))− FZ(s(y))] if y is censored with y ∈ [y, y]
(5)
∂2`AFT
∂yˆ2
∣∣∣∣
y,yˆ
=

−fZ(s(y))f
′′
Z(s(y))− f ′Z(s(y))2
σ2fZ(s(y))2
if y is not censored
+ [fZ(s(y))− fZ(s(y))]2
−[FZ(s(y))− FZ(s(y))][f ′Z(s(y))− f ′Z(s(y))]
σ2[FZ(s(y))− FZ(s(y))]2 if y is censored
(6)
where f ′Z and f ′′Z are the first and second derivatives of the PDF fZ , respectively, and s(y) = (ln y − yˆ)/σ is
defined the same way as in Definition 2. See Table 2 to look up f ′Z and f ′′Z for the three known distributions.
Refer to the Supplementary Material for the full derivation of Definition 3.
4 Experiments
4.1 Method
We define the accuracy metric for data with censored labels as follows:
Accuracy(D) = ∣∣{i : yˆi ∈ [yi, yi]}∣∣ / |D| , (7)
i.e. the fraction of data points for which the predicted label falls between the lower and upper bounds for
the true label.
We perform nested cross-validation to estimate the generalization performance of the model as well as the
hyperparameter search procedure. We used 5-fold internal cross-validation to evaluate multiple hyperparame-
ter combinations. Each combination is judged using the mean validation accuracy over the 5 folds. (The mean
validation accuracy is also used to determine the number of boosting rounds.) We then performed 4-fold
external cross-validation to quantify the generalization performance of the training procedure, as follows: we
fit a new model using the best hyperparameter combinations, using all data points except the held-out test
set. We compare XGBoost to three baselines:
Table 2: Probability distributions for Z
Distribution PDF (fZ(z)) CDF (FZ(z)) f ′Z(z) f ′′Z(z)
Normal exp (−z
2/2)√
2pi
1
2
(
1 + erf
(
z√
2
))
−zfZ(z) (z2 − 1)fZ(z)
Logistic e
z
(1 + ez)2
ez
1 + ez
fZ(z)(1− ez)
1 + ez
fZ(z)(e2z − 4ez + 1)
(1 + ez)2
Extreme1 eze− exp z 1− e− exp z (1− ez)fZ(z) (e2z − 3ez + 1)fZ(z)
1 Also known as the Gumbel (minimum) distribution. See [38].
1For left- and right-censored labels, let fZ(−∞) = fZ(∞) = 0 and FZ(−∞) = 0, FZ(+∞) = 1.
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survreg Un-regularized linear model with AFT loss functions [38] on principal components, with the number
of components selected using cross-validation.
penaltyLearning L1-regularized linear model with squared hinge loss [6], with the degree of L1 regularization
selected by cross-validation.
MMIT Max Margin Interval Trees [21], which generalizes the well-known Classification and Regression Tree
(CART) algorithm of [39] to censored outputs. The tree depth is selected using cross-validation.
Experiments in Sections 4.2 and 4.3 were conducted using a workstation with one Intel Core i7-7800X
CPU (3.50 GHz, 6 cores) and two DDR4 RAMs (16 GB each, 2133 MHz), running Ubuntu 18.04 LTS. For
the sensitivity analysis in Section 4.2.1, we used Amazon Web Services to launch parallel jobs. See the
Supplementary Material for full description of the cloud setup. For the experiment with NVIDIA GPUs in
Section 4.4, we used NVIDIA Quadro R© RTX 8000 with CUDA 10.2. The GPU has 4608 cores divided into
72 streaming multiprocessors and 48 GB GDDR6 memory.
4.2 Real data experiment using supervised changepoint detection problems
To test our algorithm in real data sets with censored outputs, we consider a benchmark of supervised peak
detection problems in genomic ChIP-seq data [6, 7]. In these benchmarks, there are sample-specific feature
vectors x as well as outputs y which are always censored (either left, right, or interval censored; there are no
un-censored outputs in these data sets). Each input feature vector x ∈ R36 summarizes the distribution of
DNA sequence reads that has aligned at that particular region of the genome. The output label y represents
an interval of penalty values which achieves minimal label errors using an optimal changepoint detection
algorithm, so the goal is to find a function f(x) ∈ y which will result in minimal label errors for all observations
in the test test. We have used 10 different data sets with different numbers of observations/rows (Table 3).
Table 3: Dimensions of ChIP-seq data sets
Data set Rows Columns
(1) ATAC_JV_adipose 465 36
(2) CTCF_TDH_ENCODE 182 36
(3) H3K27ac-H3K4me3_TDHAM_BP 2008 36
(4) H3K27ac_TDH_some 95 36
(5) H3K36me3_AM_immune 420 36
(6) H3K27me3_RL_cancer 171 36
(7) H3K27me3_TDH_some 43 36
(8) H3K36me3_TDH_ENCODE 78 36
(9) H3K36me3_TDH_immune 84 36
(10) H3K36me3_TDH_other 40 36
We pre-processed the data as follows: we applied the exponential function exp(·) to the output labels
min.log.lambda and max.log.lambda to obtain the non-negative interval-censored labels min.lambda and
max.lambda. Then we removed all feature columns that either 1) had at least one missing value or 2) had
zero variance.
Figure 2a shows the generalization performance (test accuracy) and run time of XGBoost and the baseline
packages. For each run, we tried 100 hyperparameter combinations generated by a random search. See
4.2.1 about different methods for choosing hyperparameters. XGBoost exhibits competitive generalization
performance on par with SurvReg, penaltyLearning, and MMIT. In addition, XGBoost is fast: its run time
approaches that of SurvReg and penaltyLearning and significantly smaller than that of MMIT. Considering
that SurvReg and penaltyLearning are linear models and MMIT non-linear, the run-time performance speaks
to the efficiency of XGBoost.
4.2.1 Choosing hyperparameters: a sensitivity analysis
To measure how sensitive the generalization performance is to the choice of hyperparameters, we try an array of
approaches for selecting hyperparameters. There are 6 relevant hyperparameters: learning_rate, max_depth,
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min_child_weight, reg_alpha, reg_lambda, and aft_loss_distribution_scale2. The following methods
are considered:
Grid search We select one or two hyperparameters out of the six and exhaustively enumerate all combi-
nations using the grid in Figure 4. If a hyperparameter is not chosen for the grid search, we assign a
default value as follows: learning_rate = 0.1, max_depth = 6, min_child_weight = 1.0, reg_alpha
= 0.001, reg_lambda = 1.0, aft_loss_distribution_scale = 1.0.
Random search We use Optuna [40] to randomly sample hyperparameter combinations from the search
space (Figure 4). All six hyperparameters are sampled. Each search is run for 100 or 1000 combinations.
Baseline (do nothing) Choose default values for all hyperparameters and perform no search.
Table 4: Search space for hyperparameters
Hyperparameter Search grid Distribution for random search
learning_rate 0.001, 0.01, 0.1, 1.0 log uniform in range [0.001, 1.0]
max_depth 2, 3, 4, 5, 6, 7, 8, 9, 10 integers in range [2, 10]
min_child_weight 0.001, 0.1, 1.0, 10.0, 100.0 log uniform in range [0.001, 100.0]
reg_alpha 0.001, 0.01, 0.1, 1.0, 10.0, 100.0 log uniform in range [0.001, 100.0]
reg_lambda 0.001, 0.01, 0.1, 1.0, 10.0, 100.0 log uniform in range [0.001, 100.0]
aft_loss_distribution_scale 0.5, 0.8, 1.1, 1.4, 1.7, 2.0 uniform in range [0.5, 2.0]
For the grid search, we tried all possible ways of choosing one or two hyperparameters out of six. In all
runs, the random search with 1000 trials yielded the highest validation accuracy. However, high validation
accuracy did not lead to high test accuracy. The grid search with one or two hyperparameters, where the
number of trials is fewer than 100, yieled higher test accuracy than the random search with 1000 trials. Refer
to the Supplementary Materials to find the results for all datasets and hyperparameter search methods. For
all the datasets we tried, it sufficed to try 100 hyperparameter combinations; it did not make difference in
generalization performance to try more than 100 combinations.
4.3 Experiment: Simulation
[21] has simulated data based on three kind of features: sin, absolute and linear. It has mix of non-linear
and linear features having 200 samples and 20 features in each data set. We have extended it with three
more data sets having more complex non-linear features. We used a random number generator to generator
interval-censored data, as follows. First, generate the feature vectors by sampling from range [0, 10] uniformly
randomly. Second, draw 10 values randomly from the normal distribution N (f(x), 0.3) where the mean is
determined with a function f : R20 → R that maps the feature vector x to a real value. Lastly, out of the 10
values, choose the smallest as the lower bound y and the largest as the upper bound y. Each generated data
set is named after the choice for f :
• simulated.sin: f(x) = sin(x1)
• simulated.abs: f(x) = |x1 − 5|
• simulated.linear: f(x) = x1/5
• simulated.model.1: f(x) = x1x2 + x23 − x4x7 + x8x10 − x26
• simulated.model.2: f(x) = − sin(2x1) + x22 + x3 − exp(−x4)
• simulated.model.3: f(x) = x1 + 3x23 − 2 exp(−x5)
2σ in (1)
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Refer to the Supplementary Material for additional details about data generation.
We compare the performance of penaltyLearning, survReg, MMIT and XGBoost on test data of size
100. As in Section 4.2, we performed nested cross-validation to estimate the generalization performance of
the model as well as the hyperparameter search procedure; this time, we used 5 folds for both the outer
and inner cross-validation. We reproduced the behavior in [21], where non-linear models like mmit better
capture non-linear patterns in simulated data than linear models do. In Figure 2b, both XGBoost and mmit
exhibit superior generalization performance (test accuracy) compared to the linear models, SurvReg and
penaltyLearning. The additional run-time incurred by the non-linear models is compensated by higher test
accuracy. The difference between XGBoost and mmit is more pronounced when we look at the three simulated
data we added apart from those from [21]. XGBoost runs faster than mmit, up to 3x, and shows higher test
accuracy. In particular, for simulated.model.3, XGBoost achieves 58.5% mean test accuracy, whereas mmit
achieves 18%.
4.4 Experiment with NVIDIA GPUs
XGBoost is able to utilize NVIDIA GPUs to accelerate its gradient boosting algorithm [41, 42]. We ported
the AFT loss function so that it can run on NVIDIA GPUs. To test the performance, we generated a
synthetic data set with 20 million samples, by duplicating 100000 times3 the data simulated.model.3 from
Section 4.3. We then fit 5 XGBoost models using the 5 cross-validation folds. Each model is trained using
the best hyperparameters found in Section 4.3. Table 5 shows the timing results. In all folds, the GPU fits
the model 6.1-6.7× faster than the CPU.
5 Discussion and conclusions
We have implemented the Accelerated Failure Time model in XGBoost, a widely used library for gradient
boosting. Using real and simulated data sets, we show that AFT in XGBoost show competitive generalization
performance and run-time efficiency. XGBoost gives superior generalization capacity compared to linear
baselines, survReg and penaltyLearning, and runs faster than the non-linear baseline, mmit. Furthermore,
AFT in XGBoost is able to take advantage of many capabilities of the ecosystem of XGBoost, such as support
for NVIDIA GPUs. A future work may take advantage of integration of XGBoost into distributed computing
frameworks such as Apache Spark and Dask.
Table 5: Comparing performance of CPU and GPU using the 20 million synthetic data
Test Fold ID # boosting rounds
Run time (sec)
CPU GPU Speedup
1 52 50.72 8.36 6.1×
2 149 150.33 22.49 6.7×
3 53 54.07 8.52 6.3×
4 81 81.33 12.44 6.5×
5 83 92.48 14.13 6.5×
3The duplicated rows got the same fold assignment as their originals, so that the fraction of data points belonging to each
cross-validation fold remains the same.
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Figure 1: Geometric interpretation of the Accelerated Failure Time (AFT) loss (colored curves), using three
distributions (normal, logistic, extreme) with scale parameter σ = 1. Labels are shown using solid black dots,
and loss function minima are shown using open colored circles. Left: for censored data the loss function
is defined as the negative log of the difference of cumulative distribution function values. The example
shown has finite upper and lower limits, for which the minimum of the logistic/normal loss occurs at the
midpoint between the two limits, whereas it occurs at a greater value for the extreme distribution. Right:
for uncensored data the loss function is defined as the negative log of the density function, so the normal loss
is the usual square loss with symmetric quadratic tails. The logistic loss has symmetric linear tails, whereas
the asymmetric extreme loss has a linear upper tail and an exponential lower tail.
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(a) ChIP-seq data from Table 3.
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(b) Simulated data.
Figure 2: Experimental results: test accuracy and run time
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