Tree topologies are a primary output of phylogenetic analysis. It is important to understand how 8 such outputs are influenced by the choice of phylogenetic method, and the nature and quality of 9 input data. This often entails the measurement of how closely an output corresponds to an ideal 10 tree topology. The symmetric difference (partition) metric is the only widely-used measure that is 11 defined for trees that contain polytomies, but expresses undesirable behaviour in certain 12 situations. 13
INTRODUCTION 23
Because phylogenetic trees are not vectors, there is no natural scale against which they can be 24 compared (Penny & Hendy, 1985) . Whilst it is possible to measure distances between edge-25 weighted trees in multi-dimensional space (Billera, Holmes, & Vogtmann, 2001; Owen & 26 Provan, 2011) , not all analyses generate meaningful edge lengths, meaning that their output can 27 be difficult to compare. 28 This is unfortunate, as tree comparison underpins many fundamental considerations in 29 phylogenetic analysis. Tree similarity has been used to determine the effect of missing data on 30 phylogenetic analysis (Guillerme & Cooper, 2016) , the impact of fossilization on phylogenetic 31 results (Pattinson, Thompson, Piotrowski, & Asher, 2015; Sansom & Wills, 2013) , the reliability 32 of morphological data from different anatomical regions (Clarke & Middleton, 2008; Sansom, 33 Smith of the d + r 2 quartets unique to the second tree must be forged. (2d + r 1 + r 2 ) / 2Q provides an 83 information-based measure of tree dissimilarity that reflects both accuracy and precision. 84
This measure is mathematically equivalent to the normalised symmetric difference 85 metric, though it counts quartets in place of partitions as the unit of information. I call the 86 measure the quartet divergence, by analogy with the Kullback-Leibler divergence (Kullback & 87 Leibler, 1951 ) -though quartets are not independent so do not satisfy the statistical properties of 88 Shannon-Weiner information. 89
A high value of this metric may represent high resolution (but some misinformation) or 90 high accuracy (tempered by low resolution). The distinction between precision and accuracy can 91 be instructive (e.g. Brown, Parins-Fukuchi, Stull, Vargas, & Smith, 2017) , but is difficult to 92 visualise. Because precision affects a tree's resolution and similarity score, plots that use these 93 terms as their axes (e.g. O'Reilly et al., 2016; Puttick et al., 2017) , will be dominated by 94 autocorrelation, making them difficult to interpret. I instead employ a ternary plot with corners 95 corresponding to the proportion of quartets (or partitions) that are the same in both trees (s), 96 different in both trees (d), and unresolved in at least one tree (r 1 + r 2 + u). 97
Implementation 98
The new R package
uses explicit enumeration to calculate the condition of each 99 quartet, an O(n 4 ) approach that is only practical for trees with up to a few dozen tips. A quicker 100 O(n log n) solution (Sand et al., 2014 ) is applied to pairs of bifurcating trees. Ternary plots are 101 produced using the T e r n a r y package (Smith, 2017).
(Mk1, Lewis, 2001 ) with a gamma parameter (Wright & Hillis, 2014) . I used TNT v1.1 107 (Goloboff, Farris, & Nixon, 2008) to conduct parsimony search with equal and implied weights, 108 using the parsimony ratchet (Nixon, 1999) and sectorial search (Goloboff, 1999) ). I took a strict 110 consensus of all optimal trees obtained under equal weights, and under implied weights 111 (Goloboff, 1993) at concavity constants of k = 1, 2, 3, 5 and 10. For each dataset I generated a 112 further strict consensus of all trees that were optimal under any of the concavity constants 2, 3, 5 113 and 10, but not k = 1 -which represents the extreme philosophy (Smith & Caron, 2015) that each 114 step beyond the first makes a negligible contribution to tree score. 115 I also generated majority-rule consensus trees in MrBayes 3. To generate summary statistics, s, d, and r 2 were calculated for each tree relative to the 127 bifurcating generative tree (r 1 = u = 0), and the mean of each of parameter was calculated for 128 each analysis at each value of x. 129
RESULTS 130
There is no significant difference (at p = 0.01) between the quartet divergence of the best trees 131 generated by the Mk model or implied weights (k ∈ {2, 3, 5, 10}), but the best trees generated by 132 equal weights, or implied weights with k = 1, are significantly worse than those produced by the 133 other methods (Figure 1) . 134
Implied weights generated the highest precision, but not the highest accuracy (consistent 135
with O'Reilly et al., 2016) . Collapsing the least-supported nodes initially increases the accuracy 136 (i.e. proportion of correctly to incorrectly resolved nodes), leading to a trivial increase in the 137 overall informativeness of the tree. After a point, however, the gain in accuracy no longer offsets 138 the information lost by collapsing nodes, and the tree diverges increasingly from the generative 139 tree. The lower resolution of the equal weights and Bayesian results means that they do not 140 experience this initial increase in tree quality: collapsing nodes immediately increases divergence 141 from the generative tree. In general, the increase in accuracy attainable by intelligently reducing resolution 162 (Goloboff, 1995; Salisbury, 1999) 
