Study on soil infiltration rate as part of water cycle is essential for managing water resources and designing irrigation systems. The present study was conducted with the aim to compare Kriging, inverse distance weighting (IDW), multilayer perceptron (MLP) and principal component analysis (PCA) methods in the interpolation of soil infiltration in furrow irrigation, and determine the best interpolation method. To conduct infiltration tests, furrows were made on the farm in four triad groups. Infiltration through the blocked furrows method was measured 10, 20, 30, 40, 50, 60, 90, 120, 150, 160, 180 and 210 min after irrigation at a 10-meter distance in each furrow. Data were analyzed by GS+ and Neuro Solutions (NS) software packages. In this study, the maximum error (ME), mean bias error (MBE), mean absolute error (MAE), root mean square error (RMSE), relative error (RE) and correlation coefficient (r) were used to compare the interpolation methods. The results of analysis of variance (ANOVA) indicated that differences in methods based on RMSE, MBE, MAE and ME indices were not significant; however, this difference was significant based on r and RE indices. According to the ANOVA results, it can be said that the PCA method with r of 0.69 and RE of 31%, was predicted with a higher accuracy as compared to other methods.
INTRODUCTION
With increasing population and reducing water resources, water consumption efficiency improvement in agricultural production has attracted great attention in recent years. Surface irrigation, especially furrow irrigation, is one of the most common irrigation methods worldwide. The main problem with this method is low irrigation efficiency due to poor management of irrigation (Khatri and Smith 2006). Uniform distribution of water on the farm is essential for optimal exploitation of existing water resources. Many studies have reported the negative effects of non-uniform water distribution on product amount and wastes of cumulative infiltration (Sanchez et al. 2010 , Salmeron et al. 2012 , Perez Ortola et al. 2015 . Infiltration is one of the most important soil parameters in designing, evaluating and planning surface irrigation methods (Elliott and Walker 1982) , which directly affects its efficiency (Tabatabaei et al. 2005) . Furthermore, water infiltration in soil is a function of time and location, and its measurement is difficult, time-consuming and costly. Therefore, finding an estimation method with the ability to provide the best results as compared to farm data seems necessary.
The process of estimating quantitative values for points with the lack of data using the neighboring points is called interpolation. Interpolation methods yield different accuracies depending on the type of variable (Tabatabaei and Ghazali 2011) . Inverse distance weighting (IDW) and Kriging are the most commonly used interpolation methods in agriculture (Kravchenko and Bullock 1997) . Artificial neural networks (ANNs) are other indirect methods used in estimating soil hydraulic properties in recent years. These networks are extensively used in various areas including classification, interpolation, estimation, detection, etc. (Das 2000) .
In different studies carried out in recent years, geostatistical methods have been successfully used to estimate and predict different soil and water characteristics: the quality of groundwater (Bodrud-Doza et al. 2016), soil organic carbon content (Zauche et al. 2017) , soil aggregate stability (Marashi et al. 2017) and soil electrical conductivity (Namdar-Khojasteh et al. 2010). Hodam et al. (2017) interpolated spatial variations of reference evapotranspiration in a region in India using Kriging and IDW methods. Better result was obtained through monthly evaluation by the Kriging method; however, the IDW method yielded good results in all the cases. Parchami Araghi et al. (2010) estimated the amount of water-to-soil cumulative infiltration in calcareous soils by the ANNs. In this study, two types of neural networks were used and the results indicated better performance of the first type of the neural network in estimating the amount of cumulative infiltration and also in estimating the cumulative infiltration curve. In this neural network type, the input variables included the hierarchical surface horizon characteristics. In 2010, Ekhmaj estimated soil infiltration using neural networks and multi-layered regression (MLR) methods. Ultimately, he introduced the neural network method as a better estimation method. In another study, ANNs were used to estimate soil moisture; the results of which demonstrated a high correlation between estimated and observed values (Arif et al. 2012) . Beucher et al. (2017) and Garzia Bonelli et al. (2017) verified the efficiency of ANNs in prediction of soil drainage classes and evaluation of organic and mineral contaminations of agricultural soils, respectively.
The accuracy of geostatistical methods and neural networks has been compared in numerous studies. Pahlavan Rad et al. (2016) conducted a study on the prediction of spatial variations of soil salinity and clay using geostatistical methods and ANNs. The results indicated slightly higher accuracy of the ANNs method as compared to the geostatistical methods in the estimation of soil salinity and clay. Dai et al. (2014) examined spatial variations of soil organic matter content over time and on a regional scale using neural network, Kriging and IDW methods. After examining the accuracy of these methods, the ANN-Kriging method was proposed. In another study, the capability of ANNs in spatial interpolation was evaluated and compared with conventional interpolation methods like Kriging and IDW. The results indicated that despite the high value of RMSE in the MLP method, this method can be used in spatial interpolation (Nevtipilova et al. 2014 Investigating the research background shows that, despite studies on the comparison between Kriging, IDW and ANNs interpolation methods, no concurrent comparisons have been conducted among these methods taking into account the cumulative infiltration. The present study was carried out to compare the aforementioned methods in the estimation of infiltration and determination of the best interpolation method.
MATERIALS AND METHODS
The present research was conducted in East Azarbaijan Province, Iran, in the Agricultural Research Station of Tabriz University located in the geographical location of 46°17' eastern latitude and 38°5' northern altitude and 1,360 m above sea level. The dimension of the selected farm was 130 × 70 m, and the mean longitudinal slope was 1.56%; in addition, the soil consisted of loam up to 65 cm deep and was free from vegetation. The physical characteristics of the farm soil are presented in Table 1 . In this farm, furrows with a length of 130 m and with spacing of 65 cm, were created in four groups of triad, the middle furrow as the main furrow and the lateral furrows were considered as protective furrows. Infiltration experiments were carried out at distances of 10 m and at a section of 85 cm in the furrow (Fig. 1) . The experiments were carried out using the blocked furrows method. First, the blocked section was covered with a plastic plate and then the two plates with sharp edges were pounded into the ground in two sides of the furrow. In addition, the water level index with the holding base was placed in the perpendicular direction at the furrow cross section. A certain volume of water was poured inside each of the main and secondary furrows. Then, observations were made after removal of the plastic plate. The water was allowed to enter the soil and was regularly added to the furrow to replace the infiltrated water. The duration of the test was 210 min in each section and the final results were obtained as volume of water infiltrated in millimeters for the corresponding times. 
INTERPOLATION METHODS

Kriging
Basically, Kriging is a generalized name for all the geostatistical methods used for estimating spatial variables (Isaaks and Srivastava 1989) . This method relies on the logic of weighted moving average (WMA) and the best unbiased linear estimator (BLUE), which determines the estimation error in each point in n.s -non-significant, * and ** indicate a significant difference at 5 and 1% levels, respectively (2)
Inverse distance weighting (IDW)
The IDW method is a geostatistical method with a vast application in calculation of problems in sciences regarding water resources. This method, unlike the Kriging method, is not dependent on model, rather depends on the inverse distance weighting to the estimation point. In this method, the value of the variable in the non-sampled points was determined by relation (3) (Jahani and Delbari 2009).
(3)
In this relation, Z, d i and n are the estimated value of the variable in the non-sampled region, distance of the sampled point to the estimation point, and the total number of the sample, respectively. The parameter m is the distance power, changes of which results in the flexibility of the IDW method. Calculations for the Kriging and IDW methods were performed by GS+ software version 5.1.
Artificial neural networks (ANNs)
ANNs are powerful mathematical tools created by imitation of the biological nervous system (Fulop et al. 1998) . Each artificial neural network is generally composed of three layers: input, hidden and output; and in each layer, there are a number of processors called neurons (Fig. 2) . The most important issue in making a network is determining the number of hidden layers and the number of neurons in each of them (Menhaj 2009 ). The general method for achieving them is the trial and error method, and of course, the use of knowledge obtained from other studies. In general, it can be said that the structure of a neural network consists of the number of layers, the number of neurons in each layer, how the layers are interlinked, the network training method and how to distribute the parameters. In the present study, NeuroSolutions software version 5 was used for modeling. Some of the most commonly used neural network architectures in this program include MLP, RBF, PCA, SVM, GFF and MNN. Data normalization must be performed before they are entered into the software in order to increase the accuracy and speed of implementation of ANNs, and in order to equalize the value of the data. A concept of normalization, which is also known as standardization and is also used in the analysis of ANNs and data envelopment analysis (DEA), is as relation (4) in which X n , X, X min and X max are the standardized, unstandardized, minimum and maximum data, respectively.
(4)
After normalizing, input and output data were entered into the software. Then, data were randomized and divided into three classes: training, validation and test to avoid slant of errors. MLP and PCA methods were used to train the data in this study. The design and network architecture begins from this stage; the network architecture involves determination of the number of hidden layers, number of elements and various activation functions. After constructing different models, evaluation and comparison of models was performed to determine the optimal model. In both methods, the error criteria for selection of the final model were determined from the network test section, since a model may respond well in the training section; however, it failed to perform well in the test section. Therefore, the network must be tested. In the present study, MLP and PCA methods were exploited as interpolation methods to estimate and predict the infiltration rate in irrigation furrows.
Comparison of interpolation methods
In this study, the maximum error (ME), mean bias error (MBE), mean absolute error (MAE), relative error (RE), root mean square error (RMSE) and correlation coefficient (r) were used to evaluate the accuracy and efficiency of the models and methods used in accordance with the following relations:
In these relations, P i , O i , Ō and n are the estimated values, observed (measured) values, mean of the measured values and the number of samples, respectively. Low error rates (RMSE, MBE, RE, MAE and ME) and high correlation coefficient indicate acceptable accuracy and superiority criterion.
RESULTS AND DISCUSSION
The normal distribution of data was first studied after entering the coordinates X and Y of the measurement points and cumulative infiltration values at 10, 20, 30, 40, 50, 60, 90, 120, 150, 160, 180 and 210 min in GS+ software. The values of skewness and shape of the graphs were evaluated in order to determine the normal distribution of the data. The values of skewness close to zero and the bell-shaped form of the graph both represent the normal distribution of the data. In this study, the cumulative infiltration values were normalized in all the studied periods by the square root method before performing the geostatistical calculations. A statistic summary of the cumulative infiltration data is presented in Table 2 . To achieve an appropriate interpolation in the Kriging method, the most important problem is the fitting of a suitable model to the semivariogram. The best model was determined on the basis of the behavior of the semivariogram near the origin of the coordinates, the residual sum of squares (RSS), the coefficient of determination (r 2 ), and the ratio of . In this study, the spherical model was determined as the best model at all times under investigation except for 40 and 210 min ( Table 3 ). The exponential model was obtained at times of 40 and 210. Figure 3 provides the semivariogram diagrams at 180 (spherical) and 210 (exponential) minutes for the sample. Failure to properly determine the selected model to be interpolated will lead to the occurrence of any mistakes in the executive issues. The proportional effect of was used as an index for evaluating the percent spatial structure of the data. If this ratio is less than 0.25, it indicates a weak spatial correlation, if this ratio is between 0.25 and 0.75, it indicates a moderate spatial correlation, and if this ratio is greater than 0.75, it indicates a strong spatial correlation. The results indicated that the spatial correlation of the variable (infiltration) on the farm surface increases with increase in the irrigation time, thus, this correlation reaches 100% at the time of 210 min. The next step is to develop the zoning maps of infiltration. Soil infiltration patterns at t = 210 min were presented in Figures 4 and 5 for Kriging and IDW methods, for instance. The variations and the non-uniformity of infiltration in the furrows is well illustrated by the Kriging and IDW methods. In the ANNs method, to estimate the amount of cumulative infiltration, after standardizing the data, the coordinates (X and Y) of the measured points were considered as inputs; in addition, the amount of the cumulative infiltration at these points at 10, 20, 30, 40, 50, 60, 90, 120, 150, 160, 180 and 210 min each was considered as the output layer separately. Therefore, each network included two input layers and one output layer. Then, the data were randomized and 60, 15 and 25% of the whole data were allocated to training, validation and test, respectively. In this study, the MLP and PCA were used once for training the neural networks. The next step was to determine the number of hidden layers. It has been proven that each function is trained with a maximum of three hidden layers, as the network is first trained with a hidden layer and the number of hidden layers is increased in the case of inappropriate performance; 2 hidden layers were selected in the present study. The trial and error method was used to find the optimal network state and eventually, the optimal architecture for the desired neural networks was selected taking into account the values of the statistical indicators MSE and MAE and the value correlation coefficient which were calculated by the software at the test stage. Obviously, the greater the cor- relation coefficient (closer to one) and the lower MAE and MSE values (closer to zero), the greater the prediction accuracy of the model. Figure 6 shows the error trend diagram along with the epoch cycle for achievement of sustainability in optimal network selection at 210 min for the PCA method. According to this diagram, the minimum squared error (MSE) in the training stage was equal to 0.03 and in the validation step it was equal to 0.2. Then, a comparison was made between the evaluation stage, the measured infiltration values, and the values predicted by the model for selection of the optimal network. For selection of the optimal network using the PCA method, the values of MSE = 0.03, MAE = 0.15 and r = 0.87 were obtained by the software in 210 minutes (Fig. 7) (PCA method and the time of 210 min are presented as an example). All the above steps were performed and repeated to obtain the cumulative infiltration values for all study periods and two educational PCA and MLP algorithms, and eventually, the results of the trial and error among different types of neural network models in this study indicated that the optimal network for the two training algorithms used was the same. This model consisted of 2 hidden layers, 4 elements, Tanh Axon activation function, and the momentum learning rule in the hidden layer and the output layer, with step 1 and coefficient 0.7, step 0.1 and coefficient 0.7, and step 0.01 and coefficient 0.7 in the first hidden layer, the second hidden layer and the output layer, respectively, and the number of computational iterations of the network of at most 1,000 (Table 4) . Comparison of methods Table 5 shows the mean values of the statistical parameters of RMSE, MBE, RE, MAE, ME and r, which were calculated for evaluation of Kriging, IDW and neural networks methods. MBE values, which were reported to be negative while using Kriging and IDW methods, and positive while using MLP and PCA methods, is considered as an indicator for the comparison of digits and numbers with base values. So that the values close to zero indicate that the estimated and measured values are similar and the positive sign represents the overestimation of the model, while the negative sign represents the low estimation of the model. Analysis of the values of statistical parameters did not show a significant difference between methods. Hence, analysis of variance (ANO-VA) was performed on these methods for more accurate analysis of the calculations (Table 6 ). According to the results, these methods did not show a significant difference based on RMSE, MBE, MAE and ME indices and all put into one group. However, these methods were statistically significant at less than 1 and 5% level based on the correlation coefficient index and relative error index RE, respectively. The PCA method with the mean values of ME = 13.88, MAE = 5.83, MBE = 0.05, RMSE = 6.94, RE = 31.06% and r = 0.69, due to less relative error rate and high correlation coefficient, was chosen as the most accurate interpolation method in this study. In fact, this model of neural networks in the present study was able to estimate and predict the amount of cumulative infiltration in points with lack of statistics with a more acceptable accuracy. This result is similar to the result of the study by Pahlavan Rad et al. (2016) , in which the spatial variation of salinity and clay soil was predicted by geostatistics and neural networks methods in a similar study. They also used the coordinates of X and Y as inputs of neural networks and the calculations of RMSE and R 2 parameters did not show much difference between methods, and with a small difference, they identified neural networks method as a better method. Similar results were obtained in a study conducted by Ekhmaj (2010) on the estimation of soil infiltration rates using neural networks and MLR methods. Agreement index (D) and correlation coefficient (r) had the same values in both methods. But despite a small difference, due to lower values of MAE and RMSE in neural networks method, this method was chosen as a better method. This result is consistent with that of Sitharam et al. (2008) and Nevtipilova et al. (2014) . They also examined the superiority of ANNs over other methods. Misaghi and Mohammadi (2007) used MSE, MAE and R 2 indices to compare the results obtained by classical statistics and geostatistical methods with those of neural networks method. They stated that considering the error values and low-determination coefficient in artificial neural networks method, geostatistical method is a better estimation method but considering the high ease and speed of post-training calculations, neural networks method can still be considered as one of the preferred methods in predicting variables. Similar to the study by Dai et al. (2014) , they proposed using a combination of geostatistical estimators and neural networks method.
Moreover, the results of the present study (application of the neural network in estimating water-to-soil infiltration) confirmed the effectiveness of ANNs in water and soil sciences, as Garzia Bonelli et al. (2017) , Beucher et al. (2017) and Arif et al. (2012) also confirmed the effectiveness of neural networks in estimating soil contamination, soil drainage and soil moisture, respectively.
CONCLUSIONS
The characteristic of soil infiltration is a function of time and place, and it is difficult to measure it. Using geostatistical models or ANNs is justifiable and cost effective. Therefore, in the present study, the efficiency of Kriging, IDW and neural networks with MLP and PCA models in estimating and interpolating the rate of soil infiltration was determined. Comparison of the methods showed that accuracy of the PCA method with RE = 31% and r = 0.69 was better in comparison with other methods and better results were obtained on the site of the study. What is more, selecting a proper method for interpolating and estimating a variable depends on the nature of the variable and the regional factors influencing it. Furthermore, given the proximity of the results of the methods used, it is suggested that it is valuable to have large local soil database from many sites, in order to have a stronger assessment of models. Since the spatial and temporal variation of infiltration problem reduces access to suitable levels of uniform irrigation and hence, causes increase in wastes and reduction of water efficiency in farm conditions, the results of this study can be useful in water resource planning and management and improvement of irrigation efficiency.
