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NON-SELFADJOINT OPERATOR ALGEBRAS
GENERATED BY WEIGHTED SHIFTS ON FOCK
SPACE
DAVID W. KRIBS1
Abstract. Non-commutative multi-variable versions of weighted
shifts arise naturally as ‘weighted’ left creation operators acting on
Fock space. We investigate the unital wot-closed algebras they
generate. The unweighted case yields non-commutative analytic
Toeplitz algebras. The commutant can be described in terms of
weighted right creation operators when the weights satisfy a con-
dition specific to the non-commutative setting. We prove these
algebras are reflexive when the eigenvalues for the adjoint alge-
bra include an open set in complex n-space, and provide a new
elementary proof of reflexivity for the unweighted case. We com-
pute eigenvalues for the adjoint algebras in general, finding ge-
ometry not present in the single variable setting. Motivated by
this work, we obtain general information on the spectral theory for
non-commuting n-tuples of operators.
The study of non-commutative multi-variable versions of weighted
shift operators was initiated in [13]. These n-tuples arise naturally as
‘weighted’ left creation operators acting on Fock space. Certain C∗-
algebras determined by these weighted shifts on Fock space played a
crucial role in [13], and the entire class is currently under investigation
in [2]. In this paper, we consider non-selfadjoint algebras generated by
these operators. In particular, we are interested in the weak operator
topology closed non-selfadjoint algebras they generate. There is now
an extensive body of literature for the unweighted case. The algebras
generated by the left creation operators have been established as the
appropriate non-commutative analytic Toeplitz algebras (for instance
see [1, 5, 6, 14, 17, 18]).
Our motivation with this work is twofold: we wish to establish non-
trivial analogues of results obtained for standard weighted shifts. To-
wards this end we are motivated by the well-known survey article [21].
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At the same time, we wish to expose differences encountered in this
new non-commutative setting. Many of the weight conditions we ob-
tain are exclusive to this setting in that they reduce to trivialities in
the single variable case n = 1.
The first section contains a review of the basic facts for these weighted
shifts, as well as an introduction to the algebras LΛ we study and the
associated weight functions. In the second section we show that, under
a weight condition specific to the non-commutative setting, a com-
mutant theorem can be proved which generalizes the single variable
commutant theorem [21, 22], as well as the unweighted n ≥ 2 case
[5, 18]. The condition amounts to requiring the boundedness of par-
ticular weighted right creation operators. This theorem leads to good
internal information on the algebras.
We investigate the reflexivity of LΛ in the third section. If the set
of eigenvalues for L∗Λ includes an open set in C
n, then LΛ is reflex-
ive. Our proof gives a new elementary proof of the reflexivity of non-
commutative analytic Toeplitz algebras Ln [1, 5]. We pose some open
questions related to the reflexivity of LΛ.
In the fourth section we compute eigenvalues for L∗Λ, finding ge-
ometry not present in other settings. In general there is a wealth of
eigenvalues if there are any which are non-zero. Using this analysis
as motivation, we discuss the spectral theory for non-commuting n-
tuples of operators in the fifth section. In particular, we show that
the natural notion of a full spectrum [23, 24] does not carry over to
the non-commutative several variable case. Nonetheless, substantial
information can still be obtained from one-sided spectra.
In the final section we present examples of shifts satisfying the var-
ious weight conditions derived throughout the paper. Our examples
include certain subclasses of the periodic shifts introduced in [13]. We
also discover other new subclasses which help illustrate points.
1. Introduction
For positive integers n ≥ 2, let F+n be the unital free semigroup on
n non-commuting letters {1, 2, . . . , n}. One way to realize n-variable
Fock space is as the Hilbert space Hn = ℓ2(F+n ), where an orthonormal
basis is given by vectors corresponding to words {ξw : w ∈ F+n } with
the vacuum vector ξe corresponding to the unit or empty word e in
F+n . A weighted shift on Fock space is an n-tuple S = (S1, . . . , Sn) of
operators Si ∈ B(H) such that there is a unitary U : Hn → H and
operators Ti = U
∗SiU for which there are scalars Λ = {λi,w} with
Tiξw = λi,wξiw for w ∈ F+n and 1 ≤ i ≤ n.(1)
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A helpful pictorial way to think of T = (T1, . . . , Tn) is as a ‘weighted
Fock space tree’. This was outlined in [13], but the basic idea is the
following: The vacuum vector ξe corresponds to the vertex lying at the
top of the tree, and every other basis vector ξw corresponds to a vertex
with exactly n edges leaving it downwards to the vertices for ξiw, and
a unique edge coming into it from above. When we regard the edges as
weighted by the scalars λi,w, we can think of this weighted Fock space
tree as completely describing the actions of T1, . . . , Tn.
As with standard weighted shifts we make some simplifying assump-
tions. For the sake of brevity, we assume that the weighted shifts
T = (T1, . . . , Tn) act on Hn as in (1) with weights given by Λ = {λi,w}.
Further, a unitary U ∈ B(Hn) which is diagonal with respect to {ξw}
can be constructed for which the weighted shift (U∗T1U, . . . , U∗TnU)
has the non-negative weights {|λi,w|}. In addition, all Ti are injective
precisely when each λi,w 6= 0, since there are no sinks in the weighted
tree. Hence we shall make the following assumption on Λ = {λi,w}:
Assumption: λi,w > 0 for w ∈ F+n and 1 ≤ i ≤ n.
We now define the algebras we wish to study.
Definition 1.1. Given a weighted shift T = (T1, . . . , Tn) on Hn with
weights Λ = {λi,w}, define LΛ to be the unital wot-closed algebra
generated by the operators {T1, . . . , Tn}.
The unweighted case λi,w ≡ 1 yields the left creation operators
L = (L1, . . . , Ln), of theoretical physics and free probability theory.
The algebras in this case are the so called non-commutative analytic
Toeplitz algebras Ln, which are also the wot-closed algebras generated
by the left regular representation of F+n (see [1, 5, 6, 14, 17, 18]). The
operators L = (L1, . . . , Ln) can be regarded as non-commutative multi-
variable versions of the unilateral shift, hence considering weighted
versions seems like a natural line of research. The following facts were
easily derived in [13] for T = (T1, . . . , Tn):
(i) Each Ti = LiWi where Wi is the diagonal weight operator,
which is positive and injective with our above assumption, given
by Wiξw = λi,wξw.
(ii) ||Ti|| = supw{λi,w}, for 1 ≤ i ≤ n, and ||T || = supi,w{λi,w}.
As in [2, 3], it is sensible to introduce certain weight functions when
studying multi-variable weighted shifts.
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Definition 1.2. Given weights Λ = {λi,w}, define the associated weight
function W : F+n × F+n −→ R+ by
W (u, w) =
{
λi1,uλi2,i1u · · ·λik,ik−1···i1u if w = ik · · · i1
1 if w = e
For words w = ik · · · i1 ∈ F+n , we introduce the notational conve-
nience Tw := Tik · · ·Ti1 . Then we have
Twξu = W (u, w)ξwu for u, w ∈ F+n .
With respect to the weighted tree structure, W (u, w) is the product of
all weights picked up when one moves from the vertex ξu to the vertex
ξwu. This function satisfies a cocycle condition given by
W (u, vw) =W (wu, v)W (u, w).(2)
This can be easily seen when viewing the tree structure, but we supply
a proof as well.
Proposition 1.3. The weight function W : F+n × F+n → R+ satisfies
the cocycle condition (2).
Proof. Let u, v = ik · · · i1, and w = jl · · · j1 be words in F+n . Then by
definition we have
W (u, vw) = W (u, (ik · · · i1)(jl · · · j1))
= (λj1,u · · ·λjl,jl−1···j1u)(λi1,wu · · ·λik ,ik−1···i1wu)
= W (u, w)W (wu, v).
Finally, the formula clearly holds when v = e or w = e. 
2. Commutant and Basic Properties of LΛ
We begin by investigating the commutant structure. For n = 1, the
operators commuting with a weighted shift are precisely thewot-limits
of polynomials in the shift; in other words, the wot-closed algebra
generated by the shift is its own commutant [21, 22]. For n ≥ 2, the
commutant of Ln is the algebra Rn determined by the right regular
representation of F+n [5, 18]. This is the unital wot-closed algebra
generated by isometries Ri ∈ B(Hn) defined by Riξw = ξwi. Thus
the natural generalization of these results to our setting would require
commutants determined by weighted right regular representations. As
the first lemma shows, if this is to be the case, we are forced into specific
choices for the corresponding weighted right creation operators.
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Lemma 2.1. Let T = (T1, . . . , Tn) be a weighted shift. If there are
operators S = (S1, . . . , Sn) with Si ∈ B(Hn) which satisfy
Siξw = µi,wξwi for w ∈ F+n and 1 ≤ i ≤ n,
then TiSj = SjTi for 1 ≤ i, j ≤ n if and only if the scalars
µi,w = ciW (i, w)W (e, w)
−1 for w ∈ F+n and 1 ≤ i ≤ n,(3)
where ci = µi,e.
Proof. For w ∈ F+n , a computation shows that
TiSjξw = (µj,wλi,wj)ξiwj
and
SjTiξw = (λi,wµj,iw)ξiwj.
Thus the operators Ti and Sj commute precisely when
µj,iw = µj,wλi,wjλ
−1
i,w
for all w and 1 ≤ i, j ≤ n. Using this formula repeatedly shows that
µj,iw = µj,eW (j, iw)W (e, iw)
−1.
This establishes equation (3) for |w| ≥ 1, and it clearly holds for w = e.
Notice also that an analogous equation for λi,w in terms of µi,w can be
derived. We use this fact to generate examples in Section 6. 
Given a word w = i1 · · · ik in F+n , for operators Si as defined in the
lemma we put Sw := Sik · · ·Si1 (that the product is in reverse order is
reflective of the connection with the right regular representation). We
further define the weight function Wµ : F
+
n × F+n → R+ by
Wµ(v, w) = µi1,vµi2,vi1 · · ·µik,vi1···ik−1,(4)
Observe that Swξv = Wµ(v, w)ξvw and Wµ(·, ·) satisfies the cocycle
condition
Wµ(u, vw) = Wµ(u, v)Wµ(uv, w).(5)
Once again, this can be seen through the direct computation in the
following proof, or by viewing a weighted ‘right’ Fock space tree deter-
mined by the actions of S1, . . . , Sn.
Proposition 2.2. The weight function Wµ : F
+
n × F+n → R+ satisfies
the cocycle condtion (5).
Proof. Let u, v = i1 · · · ik and w = j1 · · · jl be words in F+n . Then by
definition we have
Wµ(u, vw) = (µi1,u · · ·µik,ui1···ik−1)(µj1,uv · · ·µjl,uvj1···jl−1)
= Wµ(u, v)Wµ(uv, w).
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Lastly, the formula clearly holds when v = e or w = e. 
We can describe the commutant of those shifts which satisfy the con-
dition, specific to the non-commutative multi-variable setting, which
appears in Lemma 2.1. We note that for the rest of this section, our
approach mirrors that of Section 1 from the Davidson and Pitts paper
[5], where the commutant of Ln was computed. We wish to minimize
redundancy, hence we shall leave details to the reader when part of a
proof follows the lines of [5]. Instead we focus on the new aspects here.
Theorem 2.3. Suppose the weights Λ = {λi,w} associated with T =
(T1, . . . , Tn) satisfy
sup
i,w
W (i, w)W (e, w)−1 <∞.(6)
For 1 ≤ i ≤ n, let Si ∈ B(Hn) be defined by
Siξw = µi,wξwi where µi,w = W (i, w)W (e, w)
−1.
Let RΛ be the unital wot-closed algebra generated by {S1, . . . , Sn}.
Then the commutant of RΛ coincides with LΛ.
Proof. From the lemma we have LΛ contained in the commutant R
′
Λ.
To establish the converse inclusion fix A ∈ R′Λ and set Aξe =
∑
w awξw.
Consider the operators
pk(A) =
∑
|w|<k
(
1− |w|
k
)
awW (e, w)
−1Tw,
which clearly belong to LΛ, and hence to R
′
Λ as well.
For k ≥ 0, let Qk denote the projection onto span{ξw : |w| = k}. For
X ∈ B(Hn), let Φj(X) =
∑
k≥max{0,−j}QkXQk+j and put
Σk(X) =
∑
|j|<k
(
1− |j|
k
)
Φj(X) for k ≥ 1.
As observed in [5], the generalized Cesaro sums Σk(X) converge to X
in the strong operator topology. But observe in this case that Φj(A) ∈
R′Λ, since SiQk = Qk+1Si and hence SiΦj(A) = Φj(A)Si. Thus the
sequence Σk(A) belongs to R
′
Λ and converges sot to A.
However, we also have
Σk(A)ξe =
∑
|w|<k
(
1− |w|
k
)
awξw = pk(A)ξe.
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Thus for w ∈ F+n it follows that
Σk(A)ξw = Wµ(e, w)
−1SwΣk(A)ξe
= Wµ(e, w)
−1Swpk(A)ξe = pk(A)ξw.
Hence A belongs to LΛ, and therefore LΛ = R
′
Λ as claimed. 
Remark 2.4. Notice that for n = 1, condition (6) is simply the re-
quirement that the weights be bounded above, hence satisfied for all
shifts. Further, in this case the µi,w are just a constant multiple of
the weights for the shift. It follows that Theorem 2.3 generalizes the
commutant theorems discussed at the start of the section for the un-
weighted n ≥ 2 case [5, 18], and for standard weighted shifts [21, 22].
While the class of shifts satisfying (6) for n ≥ 2 is large, it is not
all-encompassing. We provide examples in Section 6.
Corollary 2.5. If Λ satisfies (6), then L′Λ = RΛ.
Proof. This is not as trivial as the unweighted case, which follows
by symmetry. Nonetheless, it is true for the shifts satisfying (6) since
the associated Si will be bounded weighted right creation operators
commuting with the Ti, and hence the previous proof can be followed
along with the roles of Si and Tj reversed. 
There are a number of other consequences of the commutant theo-
rem. The proofs are simple and essentially the same as the unweighted
case [5], hence we leave the details to the interested reader.
Corollary 2.6. For Λ satisfying condition (6) we have:
(i) LΛ is its own double commutant, L
′′
Λ = LΛ.
(ii) LΛ is inverse closed.
(iii) The only normal elements in LΛ are the scalars.
Before continuing we point out a helpful computational lemma, which
shows that elements of LΛ have a generalized Fourier expansion. We
remark that for n = 1, these Fourier expansions can be used to define
weighted H∞ and H2 spaces determined by the weight sequence of a
shift [7, 8, 21]. The key advantage of this approach is that many
problems can then be phrased in terms of function theory. Some of
this theory clearly goes through for n ≥ 2, but we do not require this
machinery here.
Lemma 2.7. Suppose Λ satisfies (6). Let A ∈ LΛ and put Aξe =∑
w awξw. Then
Aξv = Wµ(e, v)
−1∑
w
awWµ(w, v)ξwv for v ∈ F+n .(7)
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Proof. From Theorem 2.3 we have
Aξv =Wµ(e, v)
−1SvAξe = Wµ(e, v)−1
∑
w
awWµ(w, v)ξwv.

For the rest of this section we assume that all Λ = {λi,w} we consider
satisfy condition (6).
Proposition 2.8. Every non-zero A ∈ LΛ is injective.
Proof. For non-zero A in LΛ there is a word v with Aξv 6= 0, thus
by equation (7) we see Aξe 6= 0. Let v1 be a word of minimal length
for which av1 6= 0. Suppose Aξ = 0 with ξ =
∑
w bwξw 6= 0, and
choose a word v2 of minimal length such that bv2 6= 0. Then again from
Lemma 2.7, and by the minimality of v1 and v2, we have
0 = (Aξ, ξv1v2) =
∑
w,u
bwauWµ(e, w)
−1Wµ(u, w)(ξuw, ξv1v2)
= av1bv2Wµ(e, v2)
−1Wµ(v1, v2) 6= 0.
This contradiction shows that A is injective. 
Since every non-trivial idempotent has kernel we have the following.
Corollary 2.9. The algebra LΛ contains no non-trivial idempotents.
With an extra technical condition on weights we can prove LΛ is
semisimple.
Theorem 2.10. If the weights Λ = {λi,w} satisfy
cΛ = inf
v∈F+n
(
Wµ(e, v)
−1 lim inf
k≥0
[
Wµ(v, v
k−1)
]1/k)
> 0,(8)
then every non-zero A ∈ LΛ has non-zero spectrum.
Proof. As before, given non-zero A ∈ LΛ with Aξe =
∑
w awξw we let
v be a word of minimal length such that av 6= 0. By using equation (7)
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repeatedly, and the cocycle equation for Wµ, we find
Akξe =
∑
w1,...,wk∈F+n
aw1 · · · awk
[
Wµ(e, w1)Wµ(e, w2w1) · · ·
Wµ(e, wk−1 · · ·w1)
]−1[
Wµ(w2, w1)Wµ(w3, w2w1) · · ·
Wµ(wk, wk−1 · · ·w1)
]
ξwk···w1
=
∑
w1,...,wk
aw1 · · · awk
[
Wµ(e, w1) · · ·Wµ(e, wk−1)
]−1
Wµ(wk, wk−1 · · ·w1)ξwk···w1
=
(
akvWµ(e, v)
−kWµ(v, vk−1)
)
ξvk +
∑
w 6=vk, |w|≥|v|k
bwξw.
The second equality follows from the identity
Wµ(e, wj · · ·w1) = Wµ(e, wj)Wµ(wj, wj−1 · · ·w1),
for 1 ≤ j < k, which is a special case of (5). Thus condition (8) gives
us an ε > 0 such that the inequality
||Ak||1/k ≥ |(Akξe, ξvk)|1/k ≥ |av|(cΛ − ε) > 0,
holds for all sufficiently large k. Therefore, it follows that A has positive
spectral radius. 
This result appears to be new for n = 1. The conclusion of the
theorem is the same for Ln [5], hence together with Proposition 2.8
the following consequence is proved in the same way. In Section 6 we
present examples which satisfy both (6) and (8).
Corollary 2.11. If Λ satisfies (6) and (8), then the algebra LΛ contains
no quasinilpotent elements. It follows that LΛ is semisimple, and the
spectrum of every non-scalar element in LΛ is connected with more than
one point.
3. Reflexivity of LΛ
Recall that given an operator algebra A and a collection of subspaces
L, the subspace lattice LatA consists of those subspaces left invariant
by every member of A, and the algebra AlgL consists of all operators
which leave every subspace in L invariant. Every algebra satisfies A ⊆
Alg LatA, and an algebra A is reflexive if A = Alg LatA.
We begin with the main result of this section. But first observe that
we can regard the eigenvalues of L∗Λ as forming a subset of C
n, since
every eigenvector ξ for the adjoint algebra satisfies equations T ∗i ξ = λiξ
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for 1 ≤ i ≤ n. Given λ = (λ1, . . . , λn) ∈ Cn and a word w = i1 · · · ik ∈
F+n , we shall write w(λ) = λi1 · · ·λik ∈ C.
Theorem 3.1. Suppose Λ satisfies condition (6). If the set of eigen-
values for L∗Λ contains an open set U in C
n, then LΛ is reflexive.
Proof. Let A ∈ Alg LatLΛ. Let νλ be an eigenvector satisfying T ∗i νλ =
λiνλ for 1 ≤ i ≤ n. Since {νλ}⊥ belongs to LatLΛ ⊆ LatA, we have
A∗νλ = αλνλ for some scalars αλ and all λ = (λ1, . . . , λn) ∈ U. Let
Aξe =
∑
w awξw, then a computation yields
αλ(ξe, νλ) = (Aξe, νλ) =
∑
w
awW (e, w)
−1(ξe, T ∗wνλ)
=
∑
w
awW (e, w)
−1w(λ)(ξe, νλ).
But (ξe, νλ) 6= 0 for all λ ∈ U. There are a number of ways to see this,
including an explicit formula for νλ which we derive in the next section.
Thus αλ =
∑
w awW (e, w)
−1w(λ) for λ ∈ U.
Let v ∈ F+n , and notice that the subspace span{ξwv : w ∈ F+n } belongs
to LatLΛ, hence is invariant for A. Thus we may write Aξv =
∑
w bwξwv
for some scalars bw, which gives
(Aξv, νλ) =
∑
w
bwW (e, wv)
−1(Twvξe, νλ)
=
∑
w
bw [W (e, v)W (v, w)]
−1
w(λ)v(λ)(ξe, νλ).
On the other hand, we have
(Aξv, νλ) = W (e, v)
−1(ξe, T ∗vA
∗νλ)
= W (e, v)−1αλv(λ)(ξe, νλ).
It follows that αλ =
∑
w bwW (v, w)
−1w(λ) for λ ∈ U. We shall see
in Theorem 4.3 and its corollaries, that the hereditary nature of the
eigenvalue set for L∗Λ allows us to assume that the origin in C
n belongs
to U. Thus, as U is an open set containing the origin, and hence
contains a polydisc about the origin, the theory of analytic functions of
several variables [20] gives us bwW (v, w)
−1 = awW (e, w)−1 for w ∈ F+n .
In particular,
Aξv =
∑
w
awW (v, w)W (e, w)
−1ξwv.
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Recall from Theorem 2.3 that LΛ = R
′
Λ, and RΛ is generated by
S1, . . . , Sn (and the unit). Using the definition of Si we get:
(ASi)ξv = µi,vAξvi =
∑
w
aw
(
µi,vW (vi, w)W (e, w)
−1) ξwvi
and
(SiA)ξv =
∑
w
aw
(
W (v, w)W (e, w)−1µi,wv
)
ξwvi.
But from the definition of µi,w, and the cocycle equation (2) forW (·, ·),
we see that
µi,vW (vi, w) = W (i, v)W (e, v)
−1W (vi, w)
= W (e, v)−1W (i, wv)
= W (e, wv)−1W (v, w)W (i, wv)
= µi,wvW (v, w)
Heuristically, both sides of this equation consist of the product of
weights from i to wvi in the weighted Fock space tree, divided by the
product of weights from e to v. Therefore, ASi = SiA for 1 ≤ i ≤ n,
and A belongs to R′Λ = LΛ, as required. 
Remark 3.2. This gives a new elementary proof of the reflexivity of Ln
for n ≥ 2. Indeed, in [1] reflexivity is proved using non-commutative
factorization results for Ln, and the authors point out that their proof
does not carry over to the commutative case. Further, in [5] the
stronger notion of hyper-reflexivity is proved for Ln, hence subsum-
ing reflexivity. But as the authors point out, it is not clear how just
reflexivity follows from their proof without using the stronger notion,
whose proof uses some deep facts from von Neumann algebra theory. In
the event, our proof simply relies on several variable analytic function
theory in a way which carries over to the commutative case n = 1. We
also mention that the paper [12] on free semigroupoid algebras contains
a different elementary proof of reflexivity for Ln.
The hypothesis of the theorem can be weakened to simply require
an eigenvalue λ = (λ1, . . . , λn) for L
∗
Λ with each λi 6= 0. For if this is
the case, Corollary 4.5 shows there is also an open set of eigenvalues
about the origin.
For n = 1, every weighted shift T for which T ∗ has a non-zero eigen-
value is reflexive. In other words, the algebra generated by T is reflexive
[21]. However, when there is a non-zero eigenvalue for T ∗, the spectral
theory for unilateral weighted shifts implies there is an entire disc of
such eigenvalues. Thus Theorem 3.1 is a generalization of this result.
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By using Corollary 4.7, we obtain examples which fulfil the hypothesis
of the theorem in Section 6.
At the present time we have no examples of non-reflexive algebras LΛ
for n ≥ 2. There are numerous examples in the single variable case; for
instance, every unicellular weighted shift operator [9, 16, 21] generates
a non-reflexive algebra. This motivates the following problem.
Problem 3.3. Is there an analogue of unicellular weighted shifts in
the non-commutative multivariable setting?
For v ∈ F+n , let Ev be the subspace Ev = span{ξwv : w ∈ F+n }. If T =
(T1, . . . , Tn) is a weighted shift, then each Ev is clearly invariant for each
Ti, and thus belongs to LatLΛ. A natural guess for a generalization of
unicellular weighted shifts here would be LatLΛ equal to the subspace
lattice L generated by {Ev : v ∈ F+n }. But there are simple examples
which show this cannot happen for n ≥ 2. Indeed, the subspace M =
span{ξe, 1√2(ξ1+ξ2)} clearly belongs to LatL∗Λ for all Λ, and henceM⊥
is a subspace outside of L which belongs to every LatLΛ.
More generally, it would also be interesting to characterize when LΛ
is reflexive. This appears to be an open problem for n = 1 still.
Problem 3.4. Determine which algebras LΛ are reflexive.
4. Eigenvalues for L∗Λ
It is clear that unilateral weighted shifts have no non-zero eigenval-
ues, and it is also obvious that the Ti from a shift T = (T1, . . . , Tn) have
no non-zero eigenvalues. However, the adjoint of a unilateral weighted
shift has a wealth of non-zero eigenvalues if it has any which are non-
zero. We mention that for n = 1 the point spectrum for the adjoint of
a weighted shift is either an open disc, possibly with some boundary
points included, or just the origin [10, 21]. For n ≥ 2, the eigenvalues
for L∗n form the open complex unit n-ball Bn = {λ ∈ Cn : ||λ||2 < 1}
[1, 5]. In the eigenvalue analysis of this section we discover geometry
not present in either of these settings. Let us begin the discussion by
observing some basic facts.
Proposition 4.1. If T = (T1, . . . , Tn) is a weighted shift, then T
∗
i ξe = 0
for 1 ≤ i ≤ n, and hence ~0 ∈ Cn is always an eigenvalue for L∗Λ. In
fact more is true,
n⋂
i=1
ker T ∗i = span{ξe}.
WEIGHTED SHIFTS ON FOCK SPACE 13
Proof. It is clear that T ∗i = WiL
∗
i annihilates the vacuum vector. If ξ
satisfies T ∗i ξ =WiL
∗
i ξ = 0, then L
∗
i ξ = 0 since Wi is injective. But the
projection Pe = ξeξ
∗
e onto the vacuum space is given by the equation
Pe = I −
∑n
i=1 LiL
∗
i . Hence Peξ = ξ and ξ belongs to span{ξe}. 
More generally, if λ = (λ1, . . . , λn) ∈ Cn and some unit vector ξ in
Hn satisfy T ∗i ξ = λiξ, then
||λ||22 =
n∑
i=1
|λi|2 =
n∑
i=1
(TiT
∗
i ξ, ξ) = (TT
∗ξ, ξ) ≤ ||T ||2 = sup
i,w
λ2i,w.
Thus all eigenvalues for L∗Λ are contained in the corresponding ball
in Cn determined by the supremum of Λ = {λi,w}. In general this
estimate is not a good one though.
We now determine the form of all joint eigenvectors. Notice we make
no extra assumptions on weights in the next three results.
Lemma 4.2. Let T = (T1, . . . , Tn) be a weighted shift with weights Λ.
If a vector ξ =
∑
w awξw ∈ Hn satisfies T ∗i ξ = λiξ for 1 ≤ i ≤ n, then
aw = aew(λ)W (e, w)
−1 for w ∈ F+n .(9)
Conversely, if ξ belongs to Hn with coefficients (ξ, ξw) satisfying (9),
normalized so that ae = (ξ, ξe) = 1, then T
∗
i ξ = λiξ for 1 ≤ i ≤ n. It
follows that every eigenspace for L∗Λ is one-dimensional.
Proof. If ξ =
∑
w awξw is in Hn with T ∗i ξ = λiξ, then
λiae = (λiξ, ξe) = (T
∗
i ξ, ξe) = λi,e(ξ, ξi) = aiλi,e,
so that ai = aeλiλ
−1
i,e . Another computation gives the next level:
λiaj = (λiξ, ξj) = (T
∗
i ξ, ξj) = λi,j(ξ, ξij) = aijλi,j,
hence aij = ajλiλ
−1
i,j = ae(λiλj)(λi,jλj,e)
−1.We can now obtain equation
(9) by induction.
On the other hand, if ξ =
∑
w w(λ)W (e, w)
−1ξw belongs to Hn, then
since T ∗i = WiL
∗
i we have
T ∗i ξ = WiL
∗
i ξ =
∑
w=iu;u∈F+n
w(λ)W (e, w)−1WiL
∗
i ξw
=
∑
u
(iu)(λ)W (e, iu)−1λi,uξu = λiξ.
It also follows that for every eigenvalue λ = (λ1, . . . , λn) of L
∗
Λ, the
eigenspace Eλ = span{ξ : T ∗i ξ = λiξ for 1 ≤ i ≤ n} is one-
dimensional. 
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As an immediate consequence we get a tight characterization of the
eigenvalues for L∗Λ which generalizes the known result for n = 1 [8].
Theorem 4.3. The eigenvalues for L∗Λ consist of all λ ∈ Cn for which∑
w∈F+n
|w(λ)|2W (e, w)−2 <∞.(10)
In particular, it is evident that the set of eigenvalues has the following
hereditary property.
Corollary 4.4. If µ = (µ1, . . . , µn) is an eigenvalue for L
∗
Λ, then so is
every element of the set
D = {(λ1, . . . , λn) : |λi| ≤ |µi| for 1 ≤ i ≤ n}.
Proof. If λ belongs to D, then the series
∑
w |w(λ)|2W (e, w)−2 con-
verges since its partial sums are bounded above by the corresponding
series for µ, and the result follows from the theorem. 
As a special case of this result, together with Theorem 3.1, we dis-
cover a method for finding reflexive algebras.
Corollary 4.5. If Λ satisfies condition (6), and if L∗Λ has an eigenvalue
µ = (µ1, . . . , µn) with each µi 6= 0, then the eigenvalues for L∗Λ include
a polydisc in Cn, and hence LΛ is reflexive.
Let us be more concrete. Specifically, when the weights Λ = {λi,w}
for a shift are bounded away from zero we identify ellipses as eigenvalue
sets.
Corollary 4.6. If Λ = {λi,w} is bounded away from zero, then the
eigenvalues for L∗Λ include the set
E =
{
(λ1, . . . , λn) ∈ Cn
∣∣∣ |λ1|2
c21
+ . . .+
|λn|2
c2n
< 1
}
,
where ci = infw∈F+n λi,w > 0 for 1 ≤ i ≤ n.
Proof. Let c = (c1, . . . , cn). Then for w = ik · · · i1 ∈ F+n we have
w(c) = cik · · · ci1 ≤ λik,ik−1···i1 · · ·λi2,i1λi1,e =W (e, w).
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Let λ = (λ1, . . . , λn) belong to E and put λc
−1 = (λ1c−11 , . . . , λnc
−1
n ).
Then ||λc−1||2 < 1, and hence∑
w∈F+n
|w(λ)|2W (e, w)−2 =
∑
w
|w(λc−1)|2w(c)2W (e, w)−2
≤
∑
w
|w(λc−1)|2
=
∑
k≥0
(
n∑
i=1
|λi|2c−2i
)k
= (1− ||λc−1||22)−1 <∞.
Thus by Theorem 4.3, every λ = (λ1, . . . , λn) in E is an eigenvalue for
L∗Λ. 
Therefore, with Theorem 3.1 this result gives us a large subclass of
reflexive algebras. We give examples of such shifts in Section 6.
Corollary 4.7. If Λ = {λi,w} is bounded away from zero and satisfies
(6), then LΛ is reflexive.
5. Joint Spectral Theory
Our analysis in the previous section gives us motivation for discussing
the joint spectral theory for non-commuting n-tuples of operators. We
mention the seminal work of Taylor [23, 24] on multi-variable spectral
theory. As suggested at the end of the paper [23], a natural definition
for a (non-commuting) n-tuple of operators A = (A1, . . . , An) on H to
be non-singular would be to require the existence of another n-tuple
B = (B1, . . . , Bn) for which
A1B1 + . . .+ AnBn = I(11)
and
BiAj = δijI for 1 ≤ i, j ≤ n.(12)
This is a natural notion since it says the map A : H(n) → H given by
A[x1 · · ·xn]t =
∑n
i=1Aixi is invertible. Indeed, equations (11) and (12)
can be written as ABt = IH and BtA = IH(n) .
Hence we shall use the following nomenclature: the joint right spec-
trum σr(A) of A = (A1, . . . , An) consists of λ ∈ Cn for which no solution
B = (B1, . . . , Bn) exists to the equation
n∑
i=1
(Ai − λiI)Bi =
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Whereas the joint left spectrum σl(A) consists of λ ∈ Cn for which no
solution B = (B1, . . . , Bn) exists to the equations
Bi(Aj − λjI) = δijI for 1 ≤ i, j ≤ n.
The full spectrum σ(A) is the union of σr(A) and σl(A).
Our goal in this section is to show that, while the right spectrum
can yield good information, the above notions of left and full spectra
are inappropriate for the non-commutative multi-variable setting. We
accomplish this by focusing on the unweighted case. Let us begin by
computing the right spectrum of the left creation operators.
Theorem 5.1. The right spectrum of L = (L1, . . . , Ln) is σr(L) = Bn.
Proof. From Corollary 4.6, it follows that every λ ∈ Bn determines
an eigenvector νλ =
∑
w w(λ)ξw for L
∗
n (The eigenvalues for the un-
weighted case L∗n were initially worked out in [1, 5].). Thus for λ ∈ Bn
there can be no solution B = (B1, . . . , Bn) to
∑n
i=1B
∗
i (L
∗
i − λiI) = I,
so that Bn ⊆ σr(L), and a standard approximation argument shows
that Bn ⊆ σr(L).
On the other hand, for λ ∈ Bn the operator I−
∑n
i=1 λiLi is invertible
since ∣∣∣∣∑
i
λiLi
∣∣∣∣2 =∑
i
|λi|2 = ||λ||2 < 1.
A computation shows that (I −∑ni=1 λiLi)−1 = ∑w w(λ)Lw as linear
transformations, hence the latter operator is bounded and the sum
is a wot-limit. Thus if λ ∈ Cn with ||λ|| > 1, and defining λ−1 =
1
||λ||2 (λ1, . . . , λn), we have
∑
w w(λ
−1)Lw belonging to the inverse closed
algebra Ln. For 1 ≤ i ≤ n, define
Bi =
λi
||λ||2
∑
w
w(λ−1)Lw.
It follows that
n∑
i=1
(λiI − Li)Bi =
∑
w
w(λ−1)Lw −
n∑
i=1
( ∑
u=iw,w∈F+n
u(λ−1)Lu
)
= I,
and hence λ ∈ σr(L)c. Therefore, σr(L) = Bn as claimed. 
This theorem generalizes the well-known result for n = 1, that the
right spectrum of the unilateral weighted shift operator is the closed
unit disc. Of course, in the single variable case we know this is the
entire spectrum. The rigidity in the definition of left invertibility for
n ≥ 2, results in L = (L1, . . . , Ln) having a very large left spectrum.
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Proposition 5.2. Let Dn = {λ = (λ1, . . . , λn) ∈ Cn : |λi| < 1} be the
unit polydisc in Cn. The left spectrum of L = (L1, . . . , Ln) includes the
complement of this set,
C
n \ Dn ⊆ σl(L).
Proof. For the sake of brevity, we focus on the n = 2 case. We are
required to show there are no solutions A = (A1, A2) to
Ai(Lj − λjI) = δijI for 1 ≤ i, j ≤ 2,(13)
when |λ1| ≥ 1 or |λ2| ≥ 1. Suppose there was such a solution. Then
A2L1 = λ1A2, and if |λ1| > 1 we would have
A2ξ1k = λ1A2ξ1k−1 = . . . = λ
k
1A2ξe for k ≥ 1
implying the unboundedness of A2 unless A2ξe = 0, which is addressed
below.
If instead |λ1| = 1, then A1L1 = λ1A1 + I, and for k ≥ 1 we would
have
A1ξ1k = A1L1ξ1k−1 = λ1A1ξ1k−1 + ξ1k−1
...
= λk1A1ξe + λ
k−1
1 ξe + λ
k−2
1 ξ1 + . . .+ ξ1k−1 .
Hence limk→∞ ||A1ξ1k || =∞, implying the unboundedness of A1. Sim-
ilarly, |λ2| = 1 implies that A2 is unbounded. Finally, if |λ2| > 1 and
A2ξe = 0, then the equation A2L2 = λ2A2 + I can be applied in the
same manner to obtain limk→∞ ||A2ξ2k || =∞. Thus, in all cases A1 or
A2 would have to be unbounded. 
Note 5.3. Notice there can be solutions to (13) for certain values of
λ = (λ1, λ2). For instance, the solutions A = (A1, A2) for λ = ~0 are
rank one perturbations of (L∗1, L
∗
2) of the form
Ai = L
∗
i + ηiξ
∗
e for ηi ∈ H2.
Indeed, these are solutions to (13) for λ = ~0 since (L∗1, L
∗
2) is and
(ηiξ
∗
e)Lj = ηi(L
∗
jξe)
∗ = 0 for 1 ≤ i, j ≤ 2.
Conversely, if A = (A1, A2) is a solution for λ = ~0, then
A1 = A1L1L
∗
1 + A1L2L
∗
2 + A1Pe
= L∗1 + (A1ξe)ξ
∗
e ,
and the analogue is true for A2.
It should be possible to say more about the left spectrum of L. In
fact, we believe σl(L) includes C
n \Bn, in other words that there are no
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solutions to (13) for ||λ2|| > 1. This would imply that the full spectrum
of L is all of Cn. Nonetheless, we can say the following.
Corollary 5.4. The full spectrum of L = (L1, . . . , Ln) includes the set
Bn ∪ (Cn \Dn) ⊆ σ(L).
Remark 5.5. Thus, towards a joint spectral theory for non-commuting
n-tuples of operators, it seems unreasonable to consider the definition
for the full spectrum discussed at the start of the section. Especially
considering the fact that L = (L1, . . . , Ln) is fundamental to the the-
ory of non-commuting n-tuples of operators, playing the role of the
unilateral shift in this setting. However, we have seen that the right
spectrum can yield good information for an n-tuple. We mention an-
other possibility for the left spectrum might be to use the equation
BAt =
∑n
i=1BiAi = I to define left invertibility. For instance, it
appears that with this definition it may be possible to generalize the
result from [19] for the left spectra of weighted shift operators to this
non-commutative setting.
6. Examples
In this section we describe examples of shifts satisfying the various
weight conditions discovered in the paper. We begin by presenting a
simple subclass satisfying (6).
Example 6.1. The set of shifts satisfying (6) is clearly closed under
changing finitely many weights. For instance, the shifts
T = (c1L1, . . . , cnLn), for ci > 0
are easily seen to satisfy (6). In fact since the Ti are just multiples of
Li, the algebra they generate is Ln. Let λi,w > 0 for 1 ≤ i ≤ n and
|w| ≤ k, and put λi,w = ci for |w| > k. Then the shift T˜ determined
by Λ = {λi,w} will satisfy (6). For, if |w| > k with w = is · · · i1, then
λij ,ij−1···i1 = cij = λij ,(ij−1···i1)i for k < j ≤ s and 1 ≤ i ≤ n.
Thus the weight products W (e, w) and W (i, w) will be determined by
the original n-tuple when we move far enough down the tree.
Observe that the operators which determine the n-tuple T˜ will be
particular finite rank perturbations of the ciLi in this case. Further, the
weights are bounded away from zero in this class, hence by Corollary 4.7
the associated algebras LΛ are reflexive.
We next show that condition (6) is not satisfied by all shifts.
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Example 6.2. For simplicity consider n = 2. Let T = (T1, T2) be a
weighted shift which satisfies
λ1,1k = m
−1 and λ1,1k2 = m
−1/2 for k ≥ 0.
Then W (e, 1k) = m−k and W (2, 1k) = m−k/2, so that
sup
i,w
W (i, w)W (e, w)−1 ≥ sup
k≥0
W (2, 1k)W (e, 1k)−1 = lim
k→∞
mk/2.
Thus if m > 1, equation (6) is not satisfied.
We can also use this example to find shifts which do satisfy (6).
Indeed, consider the above weights with m ≤ 1, and define all other
weights λi,w ≡ c for some constant c ≤
√
m. If w = 1k, we have
W (1, w) = m−k, so that
W (i, 1k)W (e, 1k)−1 ≤ max{1, mk/2} ≤ 1
for i = 1, 2, by the previous paragraph. Here are the other cases for a
word w of length k:
W (e, w) =
{
m−sck−s if w = u2 1s, with s > 0
m−s/2ck−s if w = 1s2 or w = u2 1s2, with s ≥ 0
Whereas, for i = 1, 2 we have
W (i, w) =

m−sck−s if w = u2 1s, with s > 0 and i = 1
m−s/2ck−s if w = u2 1s, with s > 0 and i = 2
ck if w = 1s2 or w = u2 1s2, with s ≥ 0
This exhausts all cases, hence it follows that the supremum in (6) is
equal to 1. Further, the weights in this class of examples are bounded
away from zero, hence by Corollary 4.7 the associated algebras LΛ are
reflexive.
The periodic weighted shifts introduced in [13] provide a useful sub-
class for the purposes here.
Example 6.3. For k ≥ 1, a weighted shift T = (T1, . . . , Tn) is of period
k if for all w ∈ F+n we have
Tiξw = λi,uξiw,
where w = uv is the unique decomposition of w with 0 ≤ |u| < k
and |v| ≡ 0 (mod k). The remainder scalars {λi,u : 0 ≤ |u| < k}
completely determine the shift. It is most satisfying to think of this
notion of periodicity in terms of the weighted Fock space tree, which is
generated by the finite weighted tree top with vertices {ξw : |w| ≤ k}
and weighted edges given by the remainder scalars. In [13], this notion
of periodicity was used to find non-commutative generalizations of the
Bunce-Deddens C∗-algebras.
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Notice the 1-periodic shifts are simply of the form (c1L1, . . . , cnLn),
but for k ≥ 2 the k-periodic shifts give us a large non-trivial class to
work with. For the sake of brevity, we focus on the 2-periodic shifts
T = (T1, T2); that is, we consider k = 2 and n = 2. Each such 2-tuple
will be determined by six scalars, which we denote by
λ1,e = a, λ2,e = b, λ1,1 = c, λ2,1 = d, λ1,2 = e, λ2,2 = f.
We first observe that periodic shifts can fail to satisfy (6). For k ≥ 1,
consider the words wk = (21)
k ∈ F+2 . Then by 2-periodicity we have
W (e, wk) = (ad)
k and W (2, wk) = (eb)
k.
Consequently, if eb > ad > 0, then
sup
i,w
W (i, w)W (e, w)−1 ≥ sup
k≥0
W (2, wk)W (e, wk)
−1 =∞,
showing that (6) fails in this case. Nevertheless, there are many peri-
odic shifts which do satisfy (6).
The set Λ associated with every periodic shift with non-zero weights
is plainly bounded away from zero. Hence by Corollary 4.7, the algebra
LΛ generated by a periodic shift which satisfies (6) is reflexive. As a
simple subclass of examples, consider the case when a = b > 0 and
c = d = e = f > 0. In this case we compute
W (e, w) =
{
akck if |w| = 2k
ak+1ck if |w| = 2k + 1
Whereas, for i = 1, 2 we have
W (i, w) =
{
ckak if |w| = 2k
ck+1ak if |w| = 2k + 1
Thus (6) is clearly satisfied for the entire subclass, with ca−1 provid-
ing an upper bound, and hence all of the associated algebras LΛ are
reflexive.
The next observation follows directly from the analysis in Section 2,
and will allow us to generate non-trivial examples satisfying (8).
Proposition 6.4. Let S = (S1, . . . , Sn) be operators in B(Hn) defined
by Siξw = µi,wξwi for scalars µi,w > 0, normalized so that each µi,e = 1.
Let W˜ : F+n × F+n → R+ be the weight function defined by W˜ (v, e) = 1
for all v ∈ F+n and
W˜ (v, w) = µi1,vµi2,vi1 · · ·µik,vi1···ik−1 if w = i1 · · · ik.
Suppose that
sup
i,w
W˜ (e, w)−1W˜ (i, w) <∞.(14)
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Let Ti ∈ B(Hn) be defined by Tiξw = λi,wξiw where
λi,w = W˜ (i, w)W˜ (e, w)
−1.
Then T = (T1, . . . , Tn) satisfies (6), and S = (S1, . . . , Sn) are the
weighted right creation operators obtained for T as in Theorem 2.3.
In particular, the functions W˜ = Wµ are the same.
Proof. By following the proof of Lemma 2.1, we see that the Si and
Tj commute, and we have the corresponding formulas for λi,w and µi,w
in terms of the other. The n-tuple T = (T1, . . . , Tn) satisfies (6) pre-
cisely because the µi,w are uniformly bounded. Thus the Si really are
the weighted right creation operators obtained in Theorem 2.3 which
generate the commutant, and hence W˜ =Wµ. 
Example 6.5. Let S = (S1, . . . , Sn) be weighted right creation opera-
tors with non-zero weights µi,w for which there is a k ≥ 0 with µi,w ≡ 1
for |w| > k (There is complete freedom on weight choices for |w| ≤ k.).
Since only finitely many weights are different than 1, it is easy to see
that Wµ = W˜ satisfies (8) and (14).
Thus by Proposition 6.4, the corresponding weighted left creation
operators T = (T1, . . . , Tn) satisfy (6), and hence the associated alge-
bras LΛ are semisimple. We note that, while LΛ has this structure, the
weights Λ = {λi,w} are not easily described. Indeed, an examination
of the formula λi,w = Wµ(i, w)Wµ(e, w)
−1 shows that typically these
scalars will not satisfy a finiteness condition analogous to the one which
defines µi,w. In other words, the Si will be finite rank perturbations of
the Ri, but the Ti will not in general be finite rank perturbations of
the Li.
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