Abstract. The goal of this paper is twofold: first, it investigates the effect of low-pass spatial filters for approximate deconvolution large eddy simulation (AD-LES) of turbulent incompressible flows. Second, it proposes the hyper-differential filter as a means of increasing the accuracy of the AD-LES model without increasing the computational cost. Box filters, Padé filters, and differential filters with a wide range of parameters are studied in the AD-LES framework. The AD-LES model, in conjunction with these spatial filters, is tested in the numerical simulation of the three-dimensional Taylor-Green vortex problem. The numerical results are benchmarked against direct numerical simulation (DNS) data. An under-resolved numerical simulation is also used for comparison purposes. Four criteria are used to investigate the AD-LES model equipped with these spatial filters: (i) the time series of the volume-averaged enstrophy; (ii) the volumeaveraged third-order structure function; (iii) the L 2 -norm of the velocity and vorticity errors; and (iv) the volume-averaged velocity and vorticity correlation coefficients. According to these criteria, the numerical results yield the following two conclusions: first, the AD-LES model equipped with any of these spatial filters yields accurate results at a fraction of the computational cost of DNS. Second, the most accurate results are obtained with the hyper-differential filter, followed by the differential filter. We demonstrate that the results highly depend on the selection of the filtering procedure. Although a careful parameter choice makes each class of filters used in this study competitive, it seems that filters whose transfer function resembles that of the Fourier cut-off filter (such as the hyper-differential filters) tend to perform best.
Introduction
Large eddy simulation (LES) is a widespread approach to performing accurate, relatively low cost computations of complex turbulent flows [43, 45, 8] . In this approach, a low pass filter is applied to the governing equations, separating the large, resolved scales from the unresolved, subfilter level scales. One of the main challenges in LES is the celebrated closure problem, which aims at modeling the subfilter-scale (SFS) stress tensor. This tensor appears in LES as a result of the nonlinearity in the Navier-Stokes equations (NSE). The SFS stress tensor depends on both the filtered and unfiltered flow variables. Thus, to derive a practical LES model, one needs to address the closure problem, i.e., to approximate the SFS stress tensor in terms of the filtered flow variables only.
One of the recent closure modeling strategies used in LES is the approximate deconvolution (AD). The AD closure model was introduced in LES by Stolz and Adams [63] . The AD model uses repeated filtering on the available filtered flow variables to derive computable models for the SFS stress tensor. The mathematical approach used in the derivation of the AD model distinguishes it from the standard closure modeling strategies employed in LES, such as eddy viscosity, which rely on phenomenological arguments. The AD model has been used successfully in LES of three-dimensional turbulent engineering flows [64, 65, 66, 59, 18, 35] , small scale geophysical flows, such as the atmospheric boundary layer [14, 13, 21, 71] , and large scale ocean circulation problems [58] . The mathematical nature of the AD closure model has allowed the development of a strong mathematical support for the AD-LES model, including both well-posedness results and error analysis for the numerical discretization [23, 39, 40, 54, 62, 22] . The applicability of AD method for computing the SFS stress tensor has been recently highlighted by Germano [32] as well.
The need for low-pass filters arises in the numerical solution of partial differential equations. The ability to control the high-frequency content is an essential ingredient for many applications in computational fluid dynamics [2, 53, 47] . Low pass filters play a central role in LES, where they are used to define the large scales. The most popular spatial filters used are the sharp cut-off, the Gaussian, and the box (or top-hat) filters. The sharp cut-off filters operate in the spectral domain, whereas the box and the Gaussian filters are applied in the physical space. The majority of LES calculations have employed sharp cut-off filters and Fourier spectral discretizations. The remaining LES calculations have generally utilized box filters and finite difference discretizations. A natural question is whether the particular spatial filter used has any effect on the LES results [38] . A comparison of various discrete test filters within a finite difference discretization has been performed by Najjar and Tafti [48] using the dynamic subgrid-stress scale model. Similar studies were performed using several other classes of filters for large eddy simulations of turbulent flows [60, 69, 56, 12] .
In the AD-LES framework, the role of the spatial filter is central, since the SFS tensor is computed by the repeated use of the spatial filter. The main goal of this study is to investigate the effect of the low-pass spatial filters in the AD-LES of turbulent incompressible flows. Three classes of spatial filters are studied in conjunction with the AD-LES model. The first class of filters consists of discrete representations [60, 38, 48] based on the box filters with trapezoidal and Simpson's integration rules, and high-order constructions. These filters are local and computationally efficient. The second class of spatial filters that we examine comprises the Padé-type low pass filters [51, 42, 70] with various orders of accuracy. The third class of spatial filter that we investigate consists of the Helmholtz-type elliptic differential filters [31, 30, 47] . To our knowledge, this represents the first numerical investigation of the role of spatial filtering in AD-LES. The second goal of this report is to propose the use of the hyper-differential filter as a means of increasing the physical accuracy of the AD-LES model without increasing its computational cost.
The AD-LES model, equipped with these spatial filters, is tested in the numerical simulation of the three-dimensional Taylor-Green vortex problem. The TaylorGreen vortex problem is one of the simplest systems for the study of turbulent flows and has been extensively used to investigate the behavior of LES models for homogeneous flows [4, 19, 1] . The numerical discretization employed throughout the paper is based on a vorticity-velocity formulation of the NSE [25, 17, 27, 52, 26] . This formulation is discretized in space using a finite difference discretization and in time using the total variation diminishing Runge-Kutta scheme. The numerical results are benchmarked against a direct numerical simulation (DNS). An underresolved numerical simulation, denoted No-AD in the rest of the paper, is also used for comparison purposes. The following four criteria are used to investigate the AD-LES model equipped with the spatial filters described above: (i) the time series of the volume-averaged enstrophy; (ii) the volume-averaged third-order structure function; (iii) the L 2 -norm of the velocity and vorticity errors; and (iv) the volumeaveraged velocity and vorticity correlation coefficients.
This paper is organized as follows. Section 2 presents the governing equations for the incompressible flows. Section 3 describes the AD methodology, and various low pass spatial filters and their transfer functions are given in Section 4. The temporal and spatial discretizations are briefly discussed in Section 5. The TaylorGreen vortex problem, a benchmark test case for homogeneous isotropic flows, is introduced in Section 6. The results of the AD-LES method are presented in Section 7. Finally, the conclusions are summarized in Section 8.
Governing Equations
The dimensionless form of the NSE, which govern the incompressible viscous flows, is written as:
where Re is the Reynolds number, u = (u, v, w) is the velocity vector, and p is the pressure. The NSE (1)-(2) have to be supplemented with appropriate boundary conditions and initial conditions. In this study, we exclusively consider periodic boundary conditions. This choice allows us to focus on the effect of the spatial filter on the SFS tensor, eliminating the potential complications introduced by the boundary conditions. The initial conditions for the NSE (1)-(2) are specified in Section 6. In addition to the standard primitive variable formulation of the NSE given in (1)-(2), several alternative formulations are used in parctice. For an overview of these alternative formulations, the reader is referred to the exquisite presentation given by Quartapelle [52] . In this study, we employ the vorticityvelocity formulation of the NSE [25, 17, 27, 52, 26] . Next, we briefly describe this formulation; more details are given in Chapter 4 in Quartapelle [52] .
Taking the curl of (1), one obtains the vorticity equation
where the vorticity field is defined as the curl of velocity field, ω = ∇ × u. Next, taking the curl of the equation ω = ∇×u and using (2) yields the following Poisson equation for the velocity:
Componentwise, the vector equation (4) can also be written as [26] 
Equations (3) and (4) represent the vorticity-velocity formulation of the NSE. In Theorem 4.2 in Quartapelle [52] it is shown that the primitive formulation of the NSE given in (1) and (2) and the vorticity-velocity formulation of the NSE given in (3) and (4) are equivalent. Both the advantages and disadvantages of the vorticityvelocity formulation over other formulations of the NSE are carefully discussed in Chapter 4 in Quartapelle [52] . All the theoretical and computational developments in this report are presented for the vorticity-velocity formulation (3) and (4), which has been also used in LES for three-dimensional incompressible flows [44, 68, 15] . We emphasize, however, that all these developments could equally well be presented for any other NSE formulation, such as the primitive variable one in (1) and (2).
Approximate Deconvolution Method
To derive the equations for the filtered flow variables, (3) and (4) are first filtered with a low pass filter (to be specified later). Thus, using a bar to denote the filtered quantities, the filtered equations read:
The nonlinear equation (8) can also be written as
where S is the subfilter-scale term, given by
It is precisely at this point in the LES model derivation that the celebrated closure problem must be addressed. In order to close the filtered (10), the subfilter-scale term S in (11) needs to be modeled in terms of the filtered flow variables, ω and u. The goal in AD is to use repeated filtering in order to obtain approximations of the unfiltered unresolved flow variables when approximations of the filtered resolved flow variables are available. These approximations of the unfiltered flow variables are then used in the SFS tensor to close the LES system. To derive the new AD model, we start by denoting by G the spatial filtering operator: Gf =f , Gf =f and so on, where f represents any flow variable (i.e., vorticity or velocity components in this study) and a bar denotes the application of one filtering operation. Since G = I −(I −G), an inverse to G can be written formally as the non-convergent Neumann series:
Truncating the series gives the Van Cittert approximate deconvolution operator, Q N [7, 41] . We truncate the series at N and obtain Q N as an approximation of G −1 :
where I is the identity operator. The approximations Q N are not convergent as N goes to infinity, but rather are asymptotic as the filter radius, ∆, approaches zero [5] . An approximate deconvolution of any variable f can now be obtained as follows:
where an asterisk represents the approximated value for the unfiltered (unresolved) quantities. For higher values of N , we get increasingly more accurate approximations of f :
. . .
Following the same approach as that used by Dunca and Epshteyn [23] , one can prove that these models are highly accurate and stable. Error estimates and convergence studies of approximate deconvolution approach have been recently investigated in [24, 6] . For example, if we choose N = 5, we can find an AD approximation of the resolved variable f as (20) f ≈ f * = 5f − 10f + 10f − 5f +f .
Using (20) , we can now approximate the SFS tensor (11) by applying a filter to each flow variable:
The AD-LES model that we investigate in this study consists of (8), (9) , and (21).
To completely specify the AD-LES model, we need to choose a computationally efficient filtering operator.
Spatial Filters
In this section, we describe the three classes of spatial filters that we use in our LES investigation: box filters (Section 4.1), Padé-type filters (Section 4.2), and differential filters (Section 4.3). For each type of filter, we study its transfer function in the wavenumber space and compare it to the transfer function of the Fourier cutoff filter. A particular emphasis is placed on how much each filter attenuates the high and low wavenumber components of the function being filtered. For each class of filters, a wide range of parameters is considered.
4.1. Box filters. The box filter, which is also known as the top-hat filter, is commonly used in finite difference discretizations of LES models (see, e.g., Balaras et al. [3] , Jordan and Ragab [38] , and Najjar and Tafti [48] ).
Formally, any filter operation in the three-dimensional physical space is defined by the convolution integral:
where G(x,x) is the filter kernel. For the box filter, the filter kernel is given by the following formula:
Next, we briefly sketch the derivation of the discrete form of the box filter (for details, see Sagaut [55] and Garnier et al. [29] ). We start with the one-dimensional case. Using grid point averaging in (22) , we get
Using numerical integration to approximate the integral in (24) yields the following discrete box filters: The trapezoidal rule yields the trapezoidal filter (TF)
and using Simpson's rule yields the Simpson's filter (SF)
wheref j is the filtered quantity at discrete point j. Extending this procedure to a three-dimensional grid is straightforward. For example, in the three-dimensional physical space, the TF (25) and the SF (26) result in a 27-point operator (27) where c 1 = for the SF. The box filters can also be constructed by using high-order numerical integration schemes that include more neighboring points. For example, in the one-dimensional physical space, a seven-point filter (7PF) is given by [48] :
The 7PF (28) can easily be extended to the three-dimensional grid [48] . Since the box filters have been constructed in the physical space, a Fourier analysis is applied to study their characteristics in the wavenumber space. This analysis leads to the transfer function, G(k), that correlates the Fourier coefficients of the filtered variable to those of the unfiltered variable as follows:
wheref andf are the corresponding Fourier coefficients of the filtered and unfiltered variables, respectively. The transfer function of the TF is
where ∆ = 2π/N and N is the number of grid points in the corresponding direction. Similarly, the transfer function of the SF is
and the transfer function of the 7PF is (26), and the 7PF (28) . The transfer function of the Fourier cut-off filter is also included for comparison purposes. Fig. 1 illustrates the transfer functions for the three box filters that we consider: the TF, SF, and 7PF. The transfer functions of the Fourier cut-off filter is also shown for comparison purposes. It is known that the Fourier cut-off filter removes the small scales with wavenumbers 2k/N > 1/2, while retaining the larger scales with wavenumbers 2k/N < 1/2. The box filters, however, attenuate the wavenumber components differently, as shown in Fig. 1 . Ranking the three box filters in the decreasing order of wavenumber attenuation, the TF is consistently the first. For low wavenumbers (2k/N < 1/2), the SF is the second and the 7PF is the third. For high wavenumbers (2k/N > 1/2), the ranking starts to change: the 7PF increasingly attenuates more than the SF. 
wheref j represents the filtered value of a discrete quantity f j . This results in a tridiagonal system of equations, which can be solved efficiently by using, e.g., the well-known Thomas-algorithm. The transfer function of the PF given in (33) can be written as
. [62, 41] . Thus, in this report, we follow Lele [42] and Pruett and Adams [51] , and use parameter values in the interval 0 ≤ |α| ≤ 0.5. More details on the PF can be found in Pruett and Adams [51] .
To study the characteristics of the PF (33), we plot in Fig. 2 its transfer function G (P F ) (which is given by (34)) for different values of the parameter α. As pointed out in Pruett and Adams [51] (see also Lele [42] ), rewriting the filter parameter as α = − cos(β c )/2 allows an easier interpretation of the transfer function G (P F ) in terms of the new cut-off parameter β c , which lies in the range 0 ≤ β c ≤ π. It is clear from Fig. 2 that β c plays the role of a cut-off number for the PF: β c = π turns off the filter, whereas low β c values result in extreme dissipation (i.e., high attenuation of all the wavenumber components). Increasing the value of the cut-off parameter results in a corresponding increase in the dissipation levels over the entire range of wavenumbers. Similar conclusions were drawn by Pruett and Adams [51] (see Fig.  2 in Pruett and Adams [51] ).
Elliptic differential filters.
The concept of differential filters was introduced in LES by Germano [31] . Since then, it has been successfully used in LES of both engineering and geophysical flows [37, 49] . Solid mathematical foundations were also developed [23, 39, 40, 54, 62, 41] .
The elliptic differential filter (DF), also called Helmholtz filter, can be written as:
where λ determines the effective width of the filter. The filtered valuef is obtained by applying the inverse Helmholtz operator to the unfiltered flow variable f . This inversion is done efficiently by using the fast Fourier transform (FFT) techniques [50] . The transfer function of the DF is:
It is obvious that the transfer function G (DF ) in (36) is positive, which ensures the well-posedness of the AD-LES model [62, 41] . To study the characteristics of the DF, we plot in Fig. 3 its transfer function, G (DF ) , for different values of the parameter γ. This parameter is defined as γ = λ/∆, where ∆ is the grid spacing. That is, the filter parameter γ represents the ratio of the filter width λ to the grid spacing ∆. Thus, increasing the value of γ in Fig. 3 amounts to increasing the filter width while keeping the grid spacing fixed. Fig. 3 clearly shows that increasing γ (i.e., increasing the filter radius) results in a significant increase of the dissipation of the DF (i.e., the attenuation of the wavenumber components of the filtered variable).
In order to provide a more rapid decay of the high wavenumber components of the filtered variables, a generalized form of the Helmholtz filter has been suggested by Mullen and Fischer [47] . This filter, which we call in this report the hyperdifferential elliptic filter (HDF), is defined as follows:
where m is any positive integer. Note that we recover the DF when we let m = 1 in the HDF (37) . We emphasize that, to the best of our knowledge,this study represents the first use of the HDF in an AD-LES framework. The transfer function of the HDF is 
Summary.
In this section, we presented the following classes of spatial filters: the box filters (Section 4.1), the Padé-type filters (Section 4.2), and the differential filters (Section 4.3). For each class of filters, we considered several model parameters. The characteristics of these filters were illustrated by plotting their corresponding transfer functions. The effect of the parameters on the transfer functions was discussed for each class of filters. Comparing the three classes of spatial filters among them, it seems that no general conclusion that is valid for all parameters can be drawn. The one exception, however, is the HDF (37), whose transfer function resembles that of a Fourier cut-off for all parameter values.
Since the main goal of this study is to investigate the effect of the spatial filters on the AD-LES model, the following natural question arises: "Which spatial filter is the most appropriate for AD-LES?" Based on the discussion in this section, the answer to this question is not clear. Indeed, a priori one cannot decide whether the spatial filter used in the AD-LES model should resemble the Fourier cut-off filter (like the HDF), or, e.g., be more like the Padé-type filters. Thus, to answer the question above, in Section 7 we carry out an a posteriori testing of the AD-LES model (10)-(11) equipped with each type of spatial filter that we considered in this section.
Numerical Methods
In this section, we briefly describe the numerical discretization used for all the tests in Section 7. To describe the time discretization, we rewrite the AD-LES 
where £(ω, u) is the discrete operator of spatial derivatives for the nonlinear convective terms, linear diffusive terms, and SFS term:
All the spatial derivatives in (40) are computed by using standard second-order finite difference approximations except some validation cases which will be explained further in the following section. The details of the numerical discretization can also be found in [57] . To discretize the resulting system of ordinary differential equations, we assume that the numerical approximation for time level n is known, and we seek the numerical approximation for time level n + 1, after the time step ∆t. To this end, we utilize the third-order accurate total variation diminishing RungeKutta scheme [33] :
Finally, to recover the velocity field u n+1 from the vorticity field ω n+1 at time level n+1, a direct solver based on the FFT is used to solve the elliptic subproblems given in (5)- (7) . The FFT based direct elliptic solvers are also utilized for computing the filtered variables used in the definition of the SFS tensor S in (40) . More details on the FFT based direct elliptic solvers can be found in Press et al. [50] and Moin [46] .
Test Case
The fundamental mechanism involved in isotropic, homogeneous turbulent flows is the enhancement of vorticity by vortex stretching and the consequent production of small eddies. Energy is transferred forward in spectral space, from low wavenumbers (large scales) to high wavenumbers (smaller scales). This process controls the turbulent energy dynamics and hence the global structure of the evolution of the turbulent flow. A prototype of this process is given by the generalized Taylor-Green vortex problem [67, 10, 9, 11, 61, 1] , which models the decay of isotropic, homogeneous, turbulent incompressible flow that develops from the single mode initial condition:
All the numerical tests conducted in this study are for the Taylor-Green vortex flow problem. The computational domain used in all the numerical tests is a cubic box whose edge has a length of 2π. Periodic boundary conditions are used in all directions. We set θ = 0 in (42)- (44) . In this case, the initial flow has twodimensional streamlines, but the flow is three-dimensional for all t > 0.
This flow configuration is perhaps the simplest system in which to study the generation of smaller scale motions and the resulting turbulence. For example, the time evolution of the x and z components of vorticity field for Re = 1000 are shown in Fig. 7 and Fig. 8 , respectively using a sixth-order compact difference scheme at a resolution of 256 3 . This is the maximum level of resolution in the present study because of the available computational resources. Although we were able to carry our a direct numerical simulation for this value of the Reynolds number (i.e., Re = 1000), this required the use of a sixth-order compact finite difference scheme. Since one of our objectives in the present study is to analyze the AD-LES methodology for the standard second-order finite difference scheme, we will use a Reynolds number Re = 200 in all the numerical tests. The same Reynolds number was used by Brachet et al. [10] , Hickel et al. [36] , and Adams et al. [1] . At a resolution of 256 3 , in Fig. 9 we compare our results obtained with the standard second-order and compact sixth-order finite difference schemes with the DNS data obtained with a pseudo-spectral simulation [10, 36, 1] showing the evolution of the volume averaged total kinetic energy. Thus, we conclude that the underlying second-order finite difference scheme yields an appropriate reference solution that can be used as a benchmark in our numerical tests. The effects of low-pass filters on the high-order discretization schemes will be investigated in future studies for higher Reynolds numbers. For Re = 200, the time evolution of the x-component of vorticity field, ω x , is shown in Fig. 10 . The instantaneous vorticity iso-surfaces for ω x = ±0.5 at six time instances are plotted in Fig. 10 . These iso-surfaces clearly demonstrate that small scale structures are generated at this Reynolds number as well.
Numerical Results
The goal of this section is twofold: First, we numerically investigate the effect of the spatial filters described in Section 4 on the AD-LES model (10)- (11) . As mentioned in Section 4, a simple visual inspection of the corresponding transfer functions would not allow us to decide which spatial filter is the most appropriate for the AD-LES model. The second goal of this section is to test the AD-LES model (10)- (11) with the HDF (37) .
There are several model parameters that need to be monitored in this numerical investigation. First, the order of the AD filter, N , should be considered. In this study, we use two values: N = 2 and N = 5. Furthermore, for each fixed N , each filter introduces new parameter choices, e.g., α for the PF and γ for the DF and the HDF.
For clarity, we use the following approach in presenting the numerical results. In this section, we investigate the sensitivity of the AD-LES model with respect to parameters for each class of filters separately. In Section 8, we compare the results for all the spatial filters and draw some general conclusions.
All the numerical tests are carried out on the Taylor-Green vortex decay problem described in Section 6 and employ the numerical discretization outlined in Section 5 with a time-step ∆t = 5 × 10 −3 . In our numerical investigation, we employ the standard LES methodology: We first run a DNS computation on a fine mesh with a resolution of 256 3 . A mesh refinement study clearly shows that the DNS resolution has been achieved. We note that the same DNS spatial resolution was used by Brachet et al. [10] and Adams et al. [1] . Furthermore, our DNS results are qualitatively similar to the DNS results of Brachet et al. [10] and Adams et al. [1] : All three numerical datasets display a fairly consistent dissipation peak at t ≈ 6. Next, we run an under-resolved numerical simulation on a much coarser mesh with a resolution of 64 3 (denoted in what follows as No-AD), which does not employ any SFS model. Finally, we employ the AD-LES model on the same coarse mesh utilized in No-AD (i.e., with a resolution of 64
3 ). We expect that the AD-LES model should yield results that are significantly better than those obtained with No-AD and are close to the DNS results, at a fraction of the computational cost.
Four criteria are used in evaluating the numerical results. The first criterion is the time series of integrated enstrophy, which is defined as follows:
The second criterion is the correlation coefficient between the DNS and the LES data. For any two fields f and g, which in our case will be velocity or vorticity components, the standard correlation coefficient [51] is given by the following formula:
Figure 11. Time series of total enstrophy for the box filters. 3 ) for ensemble averaging the data on a time interval between t = 8 and t = 12. The reference solution for computing the L 2 -norm is the DNS data obtained with a resolution of where the angle brackets denote the volume averages over the entire domain (e.g., f = f dV /V , where dV = dxdydz). The third criterion is the L 2 -norms of the flow variables. The reference solution for computing the L 2 norms is the DNS, which is obtained at a resolution of 256 3 , while all other LES computations are performed on a coarser resolution of 64 3 . The same coarse resolution results without the AD procedure are also included for comparison purposes. The fourth criterion is the third-order structure function, which is defined as (47) δu(r)
with r = |r| being the spatial separation. Note that, since the turbulence is assumed isotropic, the velocity increment depends only on the modulus of the vector r.
According to the Kolmogorov theory of turbulence [28, 16] , the nth-order structure function scales as δu(r) n ∼ r n/3 in the inertial range (η r L).
The AD-LES model with box filters.
In this section, we numerically investigate the AD-LES model in conjunction with the three box filters discussed
Figure 12. The third-order structure functions at t = 10 for the box filters. Table  1 also shows that there is a significant sensitivity of the numerical results with respect to N . For the AD-TF, increasing N does not yield a consistent qualitative change -for some flow variables the error increases, for others it decreases. For the AD-SF, increasing N yields a consistent dramatic decrease in the error. Finally, for the AD-7PF, increasing N results in a consistent significant increase in the error. We also note that in general the velocity components have lower errors than the vorticity components. This is true for the No-AD run, for the AD-LES models, and for both N = 2 and N = 5. We attribute this behavior to the fact that the vorticity requires first order derivatives of the velocity components and, thus, is less accurately approximated than the velocity. Table 2 presents the correlation coefficients for the AD-TF, AD-SF, and AD-7PF for N = 2 and N = 5. The correlation coefficients are averaged over the time interval 8 ≤ t ≤ 12. Results for the No-AD are also included for comparison purposes. For N = 2, the AD-SF and the AD-7PF perform the best. For N = 5, the AD-SF performs the best. Comparing the N = 2 results with the N = 5 results, the AD-SF with N = 5 consistently performs the best. As expected, the No-AD performs the worst. Increasing N has the following effect on the correlation coefficients: no consistent trend for the AD-TF, a consistent dramatic increase for the AD-SF, and a consistent significant decrease for the AD-7PF. In general, the correlation coefficients of the velocity components are higher than those of the vorticity components.
Based on the results in Figs. 11 and 12 and Tables 1 and 2 , we conclude that the AD-SF with N = 5 yields the best overall results. Table 6 . Correlation coefficient between the DNS data (with a resolution of 256 3 ) and AD results with the differential filters (with resolutions of 64 3 ) for ensemble averaging on a time interval between t = 8 and t = 12. Correlation coefficients between the DNS and No-AD model (with a resolution of 64
3 ) are also listed for comparison purposes. Table 13 . The CPU times for the DNS and No-AD models are also included. The following conclusions can be drawn. The CPU times of all the AD-LES runs are significantly lower than that of the DNS, and higher than the CPU time of the No-AD. We note here that the DNS data are obtained using a computation with a resolution of 256 3 , which requires a CPU time of 171 hours, while all other computations are performed using a resolution of 64 3 , which require much lower CPU times, on the order of 3-10 hours. We also note that increasing the AD order N from 2 to 5 results in an increase by a factor of 2-3 of the CPU time for the PF, DF, and HDF. The increase for the box filters is lower (about 40%). Among all the filters, the box filters are the most efficient, followed by the PF, and then the DF and HDF. The HDF is as efficient as the DF due to the FFT-based inversion method for solving the elliptic system. 
Summary and Conclusions
A selection of discrete low pass spatial filters has been evaluated for the approximate deconvolution large eddy simulation (AD-LES) of homogeneous incompressible three-dimensional flows. Four families of filters were considered: (i) box filters, (ii) Padé-type filters, (iii) differential filters, and (iv) hyper-differential filters. Fourier analyses have been performed to compute the filter transfer functions, which relate the resolved quantities to unresolved quantities. The AD-LES model equipped with these four classes of spatial filters was tested on the three-dimensional Taylor-Green vortex problem, and the results were compared with direct numerical simulation (DNS) data for the same problem. An under-resolved numerical simulation (No-AD) was also used for comparison purposes. Detailed sensitivity analyses of the filter parameters have been presented. Four criteria were used to assess the numerical results: (i) the time series of the volume-averaged enstrophy; (ii) the volume-averaged third-order structure function; (iii) the L 2 -norm of the velocity and vorticity errors; and (iv) the volume-averaged velocity and vorticity correlation coefficients.
The numerical results yielded the following conclusions. For all cases, the AD-LES model produced more accurate results than No-AD and had a computational cost that is significantly lower than the DNS cost. The numerical results with the AD-LES model displayed a significant sensitivity with respect to the spatial filter employed, the filter parameters, and the order of the AD procedure, N . Besides these conclusions, it is hard to draw any other general conclusions that cover all cases. Thus, we first discuss each type of filter separately. Among the box filters, the SF with a high AD order (N = 5) consistently performs the best. For the Padé filters, a negative value of the parameter (α = −0.15) and a low AD order (N = 2) consistently yield the best results. For the differential filters, a high value of the parameter (γ = 1.0) and a low AD order (N = 2) consistently yield the best results. For the HDF, a low HDF order (m = 4), a high value of the parameter (γ = 1.0), and a low AD order (N = 2) yield the best results.
Among the filters considered, the HDF yields the most accurate results, although the DF also produces accurate results. This can been seen in Fig. 23 , which presents results for the instantaneous iso-surfaces of the x-component of the vorticity, ω x . All the AD-LES models are more accurate than the No-AD run, yielding results that are relatively close to the DNS data. Fig. 23 clearly shows that the most accurate results are obtained with the AD-HDF model. All the other models are either inaccurate (e.g., AD-7PF and AD-PF), or overly-dissipative (e.g., AD-SF Figure 23 . Iso-surfaces of ω x = ±2.0 at time t = 10 using N = 5 for the AD-LES models.
and AD-DF). Given that both the the AD-HDF and AD-DF have a computational cost that is much lower than that of a DNS, the HDF and the DF appear as appropriate choices in the AD-LES framework. We note that there is no surprise that the DF's performance is close to that of the HDF, since the latter in fact reduces to the former when m = 1. The numerical results also yield the following general conclusion: Although a careful parameter choice makes each class of filters competitive, it seems that filters whose transfer function resembles that of the Fourier cut-off filter (such as the HDF) tend to perform best. Finally, we emphasize that the entire numerical study was centered around a second-order finite difference discretization used in both the DNS and the AD-LES model. Although this type of discretizations can be encountered in numerous practical applications, we emphasize that higher-order discretizations could (and probably should) be used in the AD-LES framework (see, e.g., Drikakis et al. [20] and Habisreutinger et al. [34] for first steps in this direction). Thus, a natural question is whether the qualitative conclusions drawn from this numerical study extend to the higher-order numerical discretization case, and if they do, to what extent these conclusions carry over. We plan to investigate these issues in a followup study.
