A p p r o x i m a t e a n a l y t i c a l a n d n u m e r i c a l s o l u t i o n s o f a p a r t i a l d i f f e r e n t i a l e q u a t i o n a r e o b t a
Introduction
The classical moving-boundary problem in heat flow which has been most thoroughly studied is one in which a change of state occurs on the moving interface. The velocity of the boundary is determined by the physical requirement that the latent heat required for the change of phase must be supplied or removed by conduction. Such problems are often referred to as "Stefan problems" after J. Stefan who published a paper on the subject towards the end of the nineteenth century. There is an extensive literature dating from that time. An excellent survey is given by Muehlbauer and Sunderland (1965) .
The present paper concerns a problem arising from the diffusion of oxygen in a medium which simultaneously consumes the oxygen. A moving boundary is an essential feature of this problem also, but the conditions which determine its movement are different. Not only is the concentration of oxygen always zero at the boundary but, in addition, no oxygen diffuses across the boundary at any time. There is thus no relationship which contains the velocity of the moving boundary explicitly. A combination of analytical and numerical methods are applied to this problem and the results are finally expressed in the form of an approximate polynomial expression. 
S t a t e me n t o f t h e P r o b l e m.
First, oxygen is allowed to diffuse into a medium, and some of the oxygen is absorbed by the medium, thereby being removed from the diffusion process.
The concentration of oxygen at the surface of the medium is maintained constant. This first phase of the problem continues until a steady-state is reached in which the oxygen does not penetrate any further into the medium. The supply of oxygen is then cut off and the surface is sealed so that no further oxygen passes in or out. The medium continues to absorb the available oxygen already in it and as a consequence the boundary marking the furthest depth of penetration in the steady-state, recedes towards the sealed surface. The major problem is that of tracing the movement of the boundary during this phase and of determining the distribution of oxygen through the medium as a function of time. A secondary problem in the application of numerical techniques is associated with the discontinuity in the derivative boundary condition which results from the abrupt sealing of the surface.
The diffusion-with-absorption process is represented by the partial d i f f e r e n t i a l e q u a t i o n where C(X,T) denotes the concentration of the oxygen free to diffuse at a distance X from the outer surface of the medium at time T, D is a constant diffusion coefficient and m, the rate of consumption of oxygen per unit volume of the medium, is also assumed constant.
T h e p r o b l e m h a s t w o p a r t s : -( a ) S t e a d y -s t a t e s o l u t i o n 4.
s u r f a c e , t h e f o l l o w i n g b o u n d a r y c o n d i t i o n i s s a t i s f i e d ,
w h e r e C O i s a c o n s t a n t .
A s t e a d y -s t a t e i s a c h i e v e d i n w h i c h t h e c o n c e n t r a t i o n a t e v e r y p o i n t i n t h e me d i u m b e c o me s i n d e p e n d e n t o f t i me , i . e . 0 T C = ∂ ∂ e ve r ywhe r e , whe n t he gr a di e nt of c onc e nt r a t i on be c ome s z e r o a t t h e p o i n t , X O , i n t h e m e d i u m w h e r e t h e c o n c e n t r a t i o n i t s e l f i s z e r o . N o o x y g e n c a n t h e n d i f f u s e b e y o n d t h i s p o i n t a n d w e h a v e t h e c o n d i t i o n s , After the surface X =0 has been sealed, oxygen which is already in the medium, in the range, 0 ≤ X ≤ X 0, continues to be consumed.
Consequently, the point of zero-concentration which was initially given 5.
b y ( 2 . 7 ) r e c e d e s t o w a r d s X = 0 . L e t t h e p o s i t i o n o f t h i s p o i n t a t a n y t i m e , T , b e r e p r e s e n t e d b y X o ( T ) . T h e s e c o n d p h a s e o f t h e p r o b l e m c a n b e e x p r e s s e d b y t h e e q u a t i o n ,
w h e r e T = 0 i s t h e m o m e n t w h e n t h e s u r f a c e i s s e a l e d .
M a k i n g t h e c h a n g e s o f v a r i a b l e s , 
Short-time Solution
The condition (2.15) shows that in the steady-state a negative unit gradient of concentration exists at the surface. When the surface is sealed a zero surface gradient is instantaneously imposed in accordance with (2.13). Because of this discontinuity in the surface-gradient numerical methods based on finite differences are liable to give inaccurate solutions in the neighbourhood of the surface for short times. There will be an interval of time, however, before the disturbance at the surface has an effect on the solution in the neighbourhood of x=1 to any 
V a l u e s o f c ( x , t ) h a v e b e e n c o m p u t e d f o r x = 0 ( 0 . 0 5 ) 1 . 0 T h e t y p i c a l c u r v e s o f f i g u r e 1 d e m o n s t r a t e t h e g e n e r a l s h a p e a n d 8.
confirm that the concentration has not changed within the accuracy of plotting near the boundary at x= 1 .
In computing c(x, t) from (3.2), it is seen that the convergence of t h e i n f i n i t e s e r i e s i s v e r y r a p i d , s o t h a t t h e t e r ms c o r r e s p o n d i n g t o n = 0 are sufficient over an appreciable interval of time, when the t e r ms l e s s t h a n 1 0 -6 a r e n e g l e c t e d . F u r t h e r mo r e , f o r 0 ≤ t ≤ , 0 . 0 2 0 , the second and the third series can be ignored to obtain an accuracy nowhere worse than 10 -5 . The concentration for 0 ≤ t ≤ 0.020 can therefore be represented fairly accurately by the approximate expression, Lotkin (1960) made use of sub-divided differences while Crank (1957) suggested a three-point Lagrange interpolation formula near the moving boundary.
I n t h e p r e s e n t a n a l y s i s , t h e c o n c e n t r a t i o n s a t t h e i n t e r m e d i a t e p o i n t s b e t w e e n t h e t w o b o u n d a r i e s h a v e b e e n c a l c u l a t e d b y u s i n g s i m p l e e x p l i c i t f i n i t e -d i f f e r e n c e f o r m u l a e . N e a r t h e m o v i n g b o u n d a r y a Lagrange-type formula has been used, as suggested by Crank (1957) 9.
because of convenience in calculation. The location of the moving point itself is determined by a Taylor's series. The method is described below in detail.
The whole region, 0 ≤ x ≤ 1, is subdivided into M intervals each of width δx and we take x r = rδx where 0 ≤ r ≤ .M (Mδx=1).
FIG.2

Concentrations at the Intermediate Points W e a s s u m e t h a t t h e c o n c e n t r a t i o n s a t e a c h o f t h e g r i d p o i n t s , a t t h e j t h t i m e l e v e l a r e k n o w n a n d t h e p o s i t i o n o f t h e m o v i n g b o u n d a r y a t t h a t t i m e i s s o m e w h e r e i n t h e r
t h i n t e r v a l b e t w e e n a n d X 1 r x − r , g i v e n b v X o = ( r -1 ) δ x + p j δ x w h e r e p j i s p o s i t i v e a n d u s u a l l y l e s s t h a n o n e , a n d i s a l s o k n o w n ( f i g u r e 2 ) . T h e n t h e c o n c e n t r a t i o n s a t t h e ( j + l ) t h t i m e l e v e l , u p t o a n d i n c l u d i n g t h e m e s h p o i n t r -2 c a n b e c a l c u l a t e d u s i n g t h e w e l l k n o w n e x p l i c i t f o r m u l a e , 10. 
Concentration in the Neighbourhood of the Moving Boundary
L e t f ( a o ) , f ( a 1 ) a n d f ( a 2 ) b e a n y f u n c t i o n v a l u e s c o r r e s p o n d i n g t o t h e arguments a o , a 1 and a 2 . A three-point Lagrangian interpolation formula can be written as
f f e r e n t i a t i n g t h e a b o v e t w i c e w i t h r e s p e c t t o x , w e g e t
A p p l i c a t i o n o f ( 4 . 3 ) a t t h e p o i n t s ( r -2 ) δ x , ( r -l ) δ x a n d t h e mo v i n g p o i n t , a n d r e me mb e r i n g t h e b o u n d a r y c o n d i t i o n ( 2 . 1 4 ) , a n d t h e a p p r o p r i a t e f i n i t e -d i f f e r e n c e r e p l a c e me n t a t t h e p o i n t D i f f e r e n t i a t i n g ( 2 . 1 2 ) w i t h r e s p e c t t o x , w e g e t A s s u mi n g t h a t o r d e r o f d i f f e r e n t i a t i o n b y x a n d t c a n b e i n t e r c h a n g e d w e o b t a i n r -l ) t h m e s h p o i n t i s g i v e n u p a t t h e ( j -l ) t h t i m e l e v e l a n d o n w a r d s . T h e L a g r a n g e f o r mu l a i s t h e n a p p l i e d t o r e c a l c u l a t e u s i n g a n e w v a l u e o f p a t t h e ( j -l ) 
13.
A t t h e e n d , h o w e v e r , a n a p p r o x i ma t e s o l u t i o n ma y b e u s e f u l w h i c h i s discussed in the next section.
Concentrations have been computed for δx = 0.10,0.05 and δt = 0.001.
A comparison is given in Table 4 
Integral Method I n t h i s s e c t i o n w e l o o k f o r s i m p l e a n a l y t i c a l e x p r e s s i o n s f o r t h e c o n c e n t r a t i o n -d i s t r i b u t i o n a s w e l l a s f o r t h e l o c a t i o n o f t h e mo v i n g
boundary at any given time. We shall make use of an approximate method that was introduced by Goodman (1958) and is usually referred to as the ' I n t e g r a l M e t h o d ' . A r e v i e w o f i n t e g r a l m e t h o d s a n d t h e i r a p p l i c a t i o n s t o a v a r i e t y o f t r a n s i e n t -h e a t -t r a n s f e r p r o b l e m s i s t o b e f o u n d i n I r v i n e & Hartnett (1964).
Description of Integral Method
In applying the Integral Method to the present problem we choose a profile
w h i c h s a t i s f i e s a l l t h e k n o w n c o n d i t i o n s . T h i s p r o f i l e i n v o l v e s t h e position of the moving point as a parameter to be determined. In order to find a moving point versus time relationship we integrate both sides of t h e d i f f e r e n t i a l e q u a t i o n ( 2 . 1 2 ) w i t h r e s p e c t t o x o v e r t h e r a n g e f o r w h i c h i t i s v a
T h i s m e a n s t h a t t h e d i f f e r e n t i a l e q u a t i o n i s t o b e s a t i s f i e d o n a v e r a g e o n l y a n d n o t a t e a c h p o i n t . (5.1) S u b s t i t u t i n g t h e c o n c e n t r a t i o n p r o f i l e i n ( 5 . 1 ) a n d a f t e r a c e r t a i n a m o u n t o f m a n i p u l a t i o n w e g e t a n o r d i n a r y d i f f e r e n t i a l e q u a t i o n f o r t h e position of the moving boundary, X o , with t as the independent variable.
O n c e t h e p o s i t i o n o f t h e m o v i n g p o i n t , X o , i s d e t e r m i n e d a t a n y t i m e , s u b s t i t u t i o n o f t h i s v a l u e f o r t h e p a r a m e t e r X 0 i n t h e p r o f i l e g i v e s t h e c o n c e n t r a t i o n d i s t r i b u t i o n a t t h a t t i m e .
Determination of Surface Concentration.
Integral methods are not very amenable in oases of non-uniform initial 17.
distributions. In the present problem the discontinuity in the surface gradient is an additional difficulty. In order to apply an integral method w e f i r s t g e t a n e x p r e s s i o n f o r t h e s u r f a c e c o n c e n t r a t i o n a n d u s e i t a s a n a d d i t i o n a l c o n d i t i o n t o o b t a i n t h e p r o f i l e . W e r e f e r t o t h e a n a l y t i c a l 
u n t i l t h e b o u n d a r y h a s n o t m o v e d w i t h i n t h e r a n g e o f w o r k i n g a c c u r a c y . H o w e v e r , i t i s o b s e r v e d t h a t t h e c o n c e n t r a t i o n s n e a r t h e s e a l e d s u r f a c e h a v e a c l o s e a g r e e me n t w i t h t h o s e o b t a i n e d
f r o m t h e n u m e r i c a l s o l u t i o n s f o r δ x = 0 . 0 5 f o r a l l t i m e s . T h e r e f o r e , a n e x p r e s s i o n f o r s u r f a c e c o n c e n t r a t i o n c a n b e o b t a i n e d b y p u t t i n g x = 0 i n ( 3 . 
) . A c l o s e r e x a mi n a t i o n o f t h a t e x p r e s s i o n r e v e a l s t h a t t h e c o n c e n t r a t i o n v a r i e s l i n e a r l y w i t h t h e s q u a r e -r o o t o f t h e t i me t o a
I t m a y b e m e n t i o n e d h e r e t h a t t h e t o t a l t i m e , t 1 , f o r t h e c o n c e n t r a t i o
. ) x/x (1 3c ) x/x (1 4c x 2 1 ) x/x (1 ) x c(x, 2 0 0 0 0 2 2 0 0 ⎭ ⎬ ⎫ ⎩ ⎨ ⎧ − − − + − = (5.3)
T h i s c o n t a i n s t h e p o s i t i o n o f t h e m o v i n g p o i n t s , X 0 , w h i c h s t i l l
h a s t o b e de t e r mi ne d. 20. The set of difference equations connecting values of c at two consecutive t i m e l e v e l s c a n b e w r i t t e n i n t h e f o l l o w i n g m a t r i x f o r m ( r = δ t / ( δ x ) 2 ) , 
I t i s s e e n f r o m t h e a b o v e t a b l e t h a t t h e
where j A is a square matrix of order N which varies with N and U is a column vector each element of which is a unity. We see that elements in the last row of j A are dependent on j and therefore in order to make a n a l y s i s p o s s i b l e w e f i r s t r e p l a c e p j b y a c o n s t a n t v a l u e p . L a t e r o n conditions are imposed on p in order to make the scheme stable. Equation (2) 
28.
F o r w e g e t t h e s t a b i l i t y c o n d i t i o n p 0 . 1 1 a n d f o r , w e h a v e p , 0 . 5 4 . T h i s s u g g e s t s t h a t an instability may arise when the moving point is nearer than 0.011 to the neighbouring mesh point in the first case and 0.027 in the second case ( x = 0.05). This confirms the need for the stability check described in Section 4.4.
