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Re´sume´ – Dans cet article, nous conside´rons l’estimation aveugle des noyaux de Volterra associe´s a` un canal non-line´aire
structure´ en blocs. Pour ce type de structure, il a e´te´ montre´ que la connaissance des coefficients diagonaux des noyaux de
Volterra est suffisante pour la caracte´risation comple`te du mode`le. Nous proposons donc un pre´codage de l’entre´e permettant
de de´coupler l’effet des coefficients diagonaux et non-diagonaux. Ce pre´codage induit une repre´sentation tensorielle des signaux
mesure´s qui admet une de´composition du type PARAFAC dont l’un des facteurs est forme´ par les coefficients diagonaux recherche´s.
Nous e´tablissons les conditions d’identifiabilite´ et illustrons la me´thode par quelques simulations.
Abstract – In this paper, we consider the blind identification issue of Volterra kernels associated with block-structured nonlinear
channels. For such a structure it is now known that their Volterra series representation is completely characterized by the diagonal
kernel coefficients. We first suggest a precoding scheme in order to decouple the contribution of diagonal and non-diagonal Volterra
kernels in the channel output signal. This precoding induces a tensorial representation of output signals. The obtained tensor
admits a PARAFAC decomposition with a factor constituted by the diagonal Volterra kernels. We state the identifiability
conditions and illustrate the proposed method by means of simulation results.
1 Introduction
Les structures non line´aires forme´es de cascades de sys-
te`mes dynamiques line´aires et statiques non-line´aires sont
des structures souvent rencontre´es en traitement du signal
et en automatique pour la mode´lisation des syste`mes de
communication [1, 2] ou la commande des syste`mes non-
line´aires. On peut les repre´senter a` l’aide du mode`le de
Volterra donne´ par :
y(n) =
P∑
p=1
M−1∑
m1,··· ,mp=0
hp(m1, · · · ,mp)
p∏
k=1
x(n−mk)+e(n),
ou` hp(., · · · , .), x(.), y(.), et e(.) repre´sentent respective-
ment le noyau de Volterra d’ordre p, les signaux d’entre´e
et de sortie et le bruit additif, M et P e´tant respective-
ment la me´moire et l’ordre de non-line´arite´ du syste`me.
On sait de´sormais que les noyaux de Volterra associe´s a`
des structures en cascades de type Wiener (filtre line´aire
suivi d’une non-line´arite´ statique) et Wiener-Hammerstein
(non-line´arite´ statique en sandwich entre deux filtres li-
ne´aires) sont comple`tement caracte´rise´s par leurs coeffi-
cients diagonaux [3]. Dans cet article, nous exploitons ce
re´sultat pour l’identification aveugle de canaux de commu-
nication de ce type via l’estimation des coefficients diago-
naux des noyaux de Volterra associe´s, les autres coeffi-
cients pouvant eˆtre reconstitue´s a` l’aide des formules four-
nies dans [3]. Afin d’isoler l’effet des termes diagonaux
sur la sortie, nous proposons une technique de pre´codage
des signaux d’entre´e qui induit une structure tensorielle
pour les signaux mesure´s. Celle-ci est naturellement du
type PARAFAC (PARAllel FACtor analysis) [4]. Cette de´-
composition offre ainsi une approche d’estimation aveugle
de´terministe contrairement aux approches stochastiques
conside´re´es dans la litte´rature.
2 Isolation de l’effet des coefficients
diagonaux des noyaux de Volterra
La sortie d’un mode`le de Volterra d’ordre P et de me´-
moire M peut aussi s’e´crire y(n) = yd(n) + ynd(n) + e(n),
ou` yd(.) et ynd(.) repre´sentent respectivement les contri-
butions des coefficients diagonaux et non-diagonaux. En
particulier, yd(n) =
P∑
p=1
M−1∑
m=0
θp(m)xp(n−m), est la par-
tie du signal tenant compte des coefficients diagonaux
θp(m) = hp(m, · · · ,m). Comme indique´ pre´ce´demment,
dans le cas des structures de type Wiener-Hammerstein
et Wiener, la proce´dure d’estimation peut se restreindre a`
celles des coefficients diagonaux θp(m), m = 0, · · · ,M−1,
p = 1, · · · , P .
Afin d’isoler la contribution des termes diagonaux nous
proposons de recourir a` un pre´codage de l’entre´e. Pour ce
faire, conside´rons un protocole de transmission par blocs,
ou` chaque bloc, indice´ par n, n = 0, 1, · · · , N −1, contient
L symboles s(nL + l), l = 0, 1, ..., L − 1, inconnus du re´-
cepteur et range´s dans le vecteur :
s(n) =
(
s(nL) s(nL+ 1) · · · s(nL+ L− 1))T .
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Chaque bloc est ensuite code´ par une matrice C ∈ <Q×L.
On obtient
x(n) = (x(nQ) x(nQ+ 1) · · · x(nQ+Q− 1))T = Cs(n),
la matrice de pre´codage e´tant construite comme suit :
C =
a⊗ (1 01×(M−1) )T 0RM×(L−1)0(L−1)×1 I(L−1)×(L−1)
0(M−1)×1 0(M−1)×(L−1)
 , (1)
ou` a =
(
α0, · · · , αR−1
)T , αr, r = 0, · · · , R − 1, sont
des ponde´rations re´elles non-nulles, R est le facteur de
re´pe´tition et donc Q = L+M(R+ 1)− 2. Notons qu’en
choisissant L À M(R + 1), la re´duction du taux d’infor-
mation est fortement limite´e.
On montre aise´ment que pour n fixe´, les signaux y(nQ+k),
k = 0, 1, · · · , RM−1 ne de´pendent que des coefficients dia-
gonaux des noyaux de Volterra. De plus, ils peuvent eˆtre
scinde´s en R sous-blocs deM signaux de´finis par ym,n,r =
y(nQ+m+rM),m = 0, 1, · · · ,M−1, r = 0, 1, · · · , R−1 et
donne´s par l’e´quation (2) ou` em,n,r = e (nQ+m+ rM) :
ym,n,r =
P∑
p=1
θp(m)αprs
p(nL) + em,n,r. (2)
3 De´composition PARAFAC
Dans le cas sans bruit, l’ e´quation (2) peut eˆtre vue
comme l’e´criture scalaire de la de´composition PARAFAC
[4] du tenseur d’ordre trois Y, de dimensions M ×N ×R,
de´fini par ses e´le´ments ym,n,r. Le nombre de facteurs de
la de´composition est fixe´ par le degre´ de non-line´arite´ P .
En fixant l’indice de l’une des dimensions du tenseur et en
faisant varier les indices des deux autres dimensions, nous
obtenons des matrices, appele´es tranches de tenseur. Sui-
vant les trois dimensions, nous pouvons de´finir trois types
de tranches Ym.., Y.n. et Y..r de dimensions respectives
N ×R, R×M et M ×N :
Ym.. = SDm(H)AT , m = 0, · · · ,M − 1, (3)
Y.n. = ADn(S)HT , n = 0, · · · , N − 1, (4)
Y..r = HDr(A)ST , r = 0, · · · , R− 1, (5)
ou` Dk(X) de´signe la matrice diagonale forme´e a` partir de
la (k + 1)-ie`me ligne de X et 1
H =
(
h1 h2 · · · hP
) ∈ <M×P , (6)
S =
(
s s2 · · · sP ) ∈ <N×P , (7)
A =
(
a a2 · · · aP ) ∈ <R×P , (8)
s =
(
s(0) s(L) · · · s((N − 1)L))T ,
hp =
(
θp(0) θp(1) · · · θp(M − 1)
)T
.
En de´signant par ¯ le produit de Khatri-rao, la concate´-
nation des tranches, de´finies ci-dessus, permet la construc-
tion des matrices de´plie´es YM , YN et YR, de dimensions
respectives MN ×R, NR×M et RM ×N :
YM =
(
YT0.. · · · YTM−1..
)T = (H¯ S)AT ,
YN =
(
YT.0. · · · YT0.N−1.
)T = (S¯A)HT ,
YR =
(
YT..0 · · · YT0..R−1
)T = (A¯H)ST .
1Etant donne´ un vecteur colonne x, la notation xp indique le
vecteur obtenu en e´levant tous les e´le´ments de x a` la puissance p.
3.1 Identifiabilite´
Une condition suffisante garantissant l’unicite´ de la de´-
composition PARAFAC, dite condition de Kruskal, est [5] :
kA + kS + kH ≥ 2P + 2, (9)
kA e´tant le rang de Kruskal, aussi appele´ k-rang, de la ma-
trice A, i.e. le plus grand entier kA tel que tout ensemble
de kA colonnes de A soit line´airement inde´pendant. Dans
la suite, nous formulons les hypothe`ses suivantes :
H1 : La matriceH est de rang colonne plein, avecM ≥ P .
Par conse´quent (9) devient :
kA + kS ≥ P + 2. (10)
H2 : Les symboles s(nL) appartiennent a` un alphabet
fini Λ = {λ1, λ2, · · · , λF } ayant F e´le´ments.
H3 : Chaque symbole de Λ apparaˆıt au moins une fois
dans la se´quence {s(nL)}n=0,1,··· ,N−1, d’ou` N ≥ F .
Il a e´te´ montre´ qu’une matrice de Vandermonde, dans le
sens des lignes, de rang plein est aussi de k-rang plein
[6]. En ge´ne´ral, ceci n’est pas vrai pour les matrices de
Vandermonde dans le sens des colonnes telles que A et S.
Ci-apre`s, en tenant compte de l’hypothe`se alphabet fini,
nous e´valuons le rang de Kruskal de ce type de matrices.
Soit VP =
(
v v2 · · · vP ), ou` v = (λ1 · · ·λF )T , la
matrice de Vandermonde d’ordre P associe´e a` Λ.
Lemme 1 En tenant compte de l’hypothe`se H3, si F ≥ P
et si au moins P symboles de Λ sont distincts et non-nuls
alors la matrice S est de k-rang plein.
Preuve : Graˆce a` l’hypothe`se H3, nous savons qu’il existe
une matrice de se´lection de lignes J, de dimensions F ×N ,
avec F ≤ N , telle que VP = JS. J e´tant de rang plein,
alors rang(VP ) = rang(S). Si F ≥ P , et si au moins P
symboles de Λ sont distincts et non nuls alors rang(VP ) =
rang(S) = P , i.e. les colonnes de S sont line´airement in-
de´pendantes. Par suite, S est de k-rang plein.¥
Il est a` noter que ce lemme est lie´ a` la condition d’excita-
tion persistante (e.p.) de la se´quence s(.) [7]. Conside´rons
maintenant le cas ou` la se´quence d’entre´e ne remplit pas
la condition e.p. ; en particulier, F = 2 et P ≥ 2.
Lemme 2 La matrice de Vandermonde VP , d’ordre P ,
associe´e a` l’alphabet fini Λ = {λ1, λ2}, est de k-rang plein
si λk1 6= λk2 , ∀k = 1, 2, · · · , P − 1.
Preuve : VP est de rang plein si λ1 6= λ2. Elle est de k-
rang plein, i.e. kVP = 2, si toutes les sous-matricesWi,j =(
λi1 λ
j
1
λi2 λ
j
2
)
, 1 ≤ i < j ≤ P sont de rang plein. Cette condi-
tion est ve´rifie´e si le de´terminant de Wi,j est non-nul, i.e.
si λj−i1 6= λj−i2 , 1 ≤ i < j ≤ P . ¥
En guise d’illustration, pour P = 3 on remarque que les
matrices
(
1 1 1
−1 1 −1
)
et
(
1 1 1
2 4 8
)
sont toutes deux
de rang plein mais seule la seconde est aussi de k-rang
plein.
En se basant sur la condition d’unicite´ (10) et la struc-
ture de Vandermonde de S et A, nous formulons les the´o-
re`mes suivants :
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The´ore`me 1 En tenant compte des hypothe`ses H1-H3 et
en supposant que s(.) appartienne a` un alphabet Λ rem-
plissant la condition e.p., si les coefficients αr sont tous
non-nuls et si au moins deux d’entre eux αr1 et αr2 sont
tels que αkr1 6= αkr2 , k = 1, 2, · · · , P − 1, alors la de´compo-
sition PARAFAC du tenseur Y est unique a` des matrices
diagonales ∆k, k = 1, 2, 3, telles que ∆1∆2∆3 = IP , pre`s.
Preuve : Λ e´tant choisi tel que F ≥ P , alors, selon le
Lemme 1, kS = P . D’ou`, l’e´quation (10) conduit a` kA ≥ 2,
i.e. les colonnes deA doivent eˆtre deux a` deux line´airement
inde´pendantes. C’est le cas lorsque chaque sous-matrice
(A.p1 A.p2), 1 ≤ p1 < p2 < P est de rang plein. En
remarquant que
(A.p1 A.p2) =
α
p1
0
. . .
αp1R−1

1 α
p2−p1
0
...
...
1 αp2−p1R−1

il est e´vident que (A.p1 A.p2) est de rang plein si ∃ r1, r2 ∈
{0, · · · , R− 1} tel que αp2−p1r1 6= αp2−p1r2 , 1 ≤ p1 < p2 < P .
Par ailleurs, on sait que l’unicite´ au sens de Kruskal est de´-
finie a` une matrice de permutation et des facteurs d’e´chelle
pre`s, i.e. tout autre ensemble H¯, A¯ et S¯ permettant de re-
construire le tenseur Y est lie´ a`H,A et S par H¯ = HΠ∆1,
A¯ = AΠ∆2, S¯ = SΠ∆3, ou` Π est une matrice de permuta-
tion et ∆k, k = 1, 2, 3, sont des matrices diagonales telles
que ∆1∆2∆3 = IP . En prenant en compte la structure de
Vandermonde de A, et en utilisant la technique de´velop-
pe´e dans [8] nous pouvons lever l’ambigu¨ıte´ de permuta-
tion. Par conse´quent, seule demeure l’ambiguite´ due aux
matrices diagonales ∆k, k = 1, 2, 3. ¥
The´ore`me 2 En tenant compte des hypothe`ses H1-H3 et
en supposant que les e´le´ments de A sont tous non-nuls, si
le signal s(.) appartient a` l’alphabet Λ = {λ1, λ2} tel que
λk1 6= λk2 , k = 1, · · · , P − 1 et si A a au moins P e´le´ments
distincts sur sa premie`re colonne alors la de´composition
PARAFAC du tenseur Y est unique a` des matrices diago-
nales ∆k, k = 1, 2, 3, telles que ∆1∆2∆3 = IP , pre`s.
Preuve : Evaluons tout d’abord le rang de Kruskal de S.
Puisque s(.) appartient a` Λ = {λ1, λ2}, alors rank(S) = 2.
D’ou`, kS = 1 ou kS = 2. Ce dernier cas survient lorsque
toutes les sous-matrices (S.i S.j), 1 ≤ i < j ≤ P , sont de
rang plein. Graˆce a` l’hypothe`se H3, il existe une matrice
T, de dimensions N×2, telle que (S.i S.j) = T
(
λi1 λ
j
1
λi2 λ
j
2
)
.
Notons que T est une matrice de rang plein dont les lignes
sont (1 0) ou (0 1), et avec au moins deux lignes diffe´-
rentes. Par suite, les sous-matrices (S.i S.,j) sont de rang
plein si et seulement si les matrices
(
λi1 λ
j
1
λi2 λ
j
2
)
sont de
rang plein, ou de fac¸on e´quivalente si VP est de k-rang
plein. En utilisant le Lemme 2, nous savons que VP est
de k-rang plein si λk1 6= λk2 , k = 1, · · · , P − 1. D’ou`, kS = 2
et l’e´quation (10) devient kA ≥ P . Si A a plus de lignes
que de colonnes avec P e´le´ments distincts sur sa premie`re
colonne alors kA = P , ce qui satisfait la condition de Krus-
kal. L’unicite´ aux facteurs d’e´chelle pre`s est obtenue de la
meˆme manie`re que pour le the´ore`me pre´ce´dent. ¥
Les the´ore`mes 1 et 2 mettent en e´vidence une sorte de
syme´trie entre le cardinal F de l’alphabet Λ et le nombre
de valeurs distinctes des ponde´rations αr apporte´es par le
pre´codeur. En effet, si F ≥ P , i.e. l’entre´e est e.p., R = 2
suffit pour l’identification alors que si F = 2, entre´e non
e.p., si P > 2, R doit eˆtre plus grand ou e´gal a` P , le
degre´ de non-line´arite´ du syste`me. Dans tous les cas, si on
conside`re l’entre´e comme e´tant αrs(nL), la condition de
persistance d’excitation [7] est alors toujours ve´rifie´e.
3.2 Estimation
En supposant connue la matrice A associe´e au pre´co-
deur, la manie`re classique d’estimer les matricesH des co-
efficients du canal et S des symboles transmis est d’appli-
quer un algorithme des moindres carre´s alterne´ (ALS, Al-
ternating Least Squares), base´ sur la minimisation des cri-
te`res
∥∥∥Y˜R − (A¯ Hˆk−1)ST∥∥∥2
F
et
∥∥∥Y˜N − (Sˆk ¯A)HT∥∥∥2
F
de fac¸on alterne´e. Les solutions optimales correspondantes
sont SˆTk =
(
A¯ Hˆk−1
)†
Y˜R et HˆTk =
(
Sˆk ¯A
)†
Y˜N ,
Hˆk et Sˆk de´signant les estime´s des matrices H et S obte-
nus a` l’ite´ration k et Y˜R(resp. Y˜N ) la version bruite´e de
YR (resp. YN ). Notons que Sˆ est contrainte a` avoir une
structure de Vandermonde avec pour composantes des e´le´-
ments de l’alphabet fini Λ. Pour ce faire, la matrice S est
reconstruite a` partir de la premie`re colonne de son estime´,
apre`s projection de ses e´le´ments sur l’alphabet fini.
Dans ce qui suit, nous proposons une alternative a` l’al-
gorithme ALS classique en se basant sur la de´composi-
tion en valeurs singulie`res (SVD). Tout d’abord, tenant
compte des proprie´te´s du produit de Khatri-Rao, les ma-
trices Rp construites a` partir des colonnes de Z = H¯ S
sont des matrices de rang unite´ qui s’e´crivent2 : Rp =
unvec(H.p⊗S.p) = S.pHT.p. La matrice de´plie´e YM s’e´crit
d’une part YM = ZAT et d’autre part YM = UΣVT , ou`
U et V sont les matrices forme´es des vecteurs singuliers
gauches et droits tandis que Σ est la matrice des valeurs
singulie`res. On en de´duit l’existence d’une matrice non-
singulie`re B telle que Z = UΣB−1 et AT = BVT . La
matrice A e´tant suppose´e connue, on de´termine B telle
que B = ATV. Par suite, chaque colonne H.p peut eˆtre
de´termine´e a` partir de la SVD de Rp = unvec(Z.p). Ces
observations nous permettent de de´finir l’algorithme sui-
vant :
1. De´terminer (U,Σ,V) a` partir de la de´composition
SVD de Y˜M .
2. De´terminer B = ATV puis Z = UΣB−1.
3. Construire Rp = unvec(Z.p) et prendre H.p comme
e´tant le vecteur singulier droit de Rp correspondant
a` la plus grande valeur singulie`re.
4. Calculer SˆTLS = (A¯H)† Y˜R. Projeter sa premie`re
colonne sur l’alphabet Λ et construire la matrice de
Vandermonde Sˆ.
5. Calculer HˆT =
(
Sˆ¯A
)†
Y˜N .
2unvec(.) est l’ope´rateur qui construit une matrice a` partir du
vecteur en argument.
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4 Simulations
Conside´rons le syste`me de Wiener donne´ par : v(n) =
−0.2052u(n)−0.513u(n−1)+0.718u(n−2)+0.369u(n−
3)+0.2052u(n−4) et y(n) = v(n)+0.15v2(n)+0.01v3(n).
L’e´valuation des performances a e´te´ re´alise´e au moyen
d’une simulation de Monte Carlo avec 100 expe´riences in-
de´pendantes. Un bruit blanc gaussien a e´te´ ajoute´ a` la
sortie du syste`me. Les perfomances ont e´te´ e´value´es sui-
vant l’erreur quadratique moyenne normalise´e (EQMN)
vis-a`-vis de la sortie du canal. Deux types de signaux sont
conside´re´s le premier remplit la condition e.p. et est tire´
de l’alphabet Λ1 = {±1,±3,±5} et le second ne remplit
pas la condition e.p. et est tire´ de Λ2 = {−1, 3}. Pour le
premier nous utilisons N = 54 tandis que pour le second
N = 100. Dans tous les cas, le facteur R = 3.
0 10 20 30 40 50
−30
−25
−20
−15
Nombre d’itérations
EQ
M
N 
(d
B)
RSB= 30 dB
 
 
PARAFAC−ALS
PARAFAC−SVD
Fig. 1 – Comparaison des algorithmes PARAFAC-ALS et
PARAFAC-SVD en termes d’EQMN dans le cas bruite´.
Comme l’illustre la figure 1, l’algorithme ALS classique
et l’algorithme propose´ base´ sur la SVD donnent globale-
ment les meˆmes performances. Le meˆme constat est aussi
fait en conside´rant les tableaux 1 et 2.
Tab. 1 – EQMN vis-a`-vis de la sortie (Cas de Λ1)
RSB (dB) 5 11 17
PARAFAC-ALS −4.258 dB −10.218 dB −17.040 dB
PARAFAC-SVD −4.415 dB −10.851 dB −17.161 dB
Tab. 2 – EQMN vis-a`-vis de la sortie (Cas de Λ2)
RSB (dB) 5 11 17
PARAFAC-ALS −2.464 dB −11.024 dB −17.143 dB
PARAFAC-SVD −4.707 dB −11.128 dB −17.143 dB
L’avantage de l’algorithme PARAFAC-SVD est d’eˆtre
non ite´ratif et donc de ne pas pre´senter l’inconve´nient
de minima locaux, alors que l’algorithme ALS ne´cessite
une initialisation ale´atoire et plusieurs ite´rations pour at-
teindre la convergence vers de possibles minima locaux.
Par ailleurs les niveaux d’erreur re´siduelle sont compa-
rables au niveau du bruit additif.
5 Conclusion
Dans cet article, nous avons propose´ une me´thode per-
mettant d’identifier de manie`re aveugle un mode`le de Vol-
terra associe´ a` un syste`me de type Wiener ou Wiener-
Hammerstein. La me´thode propose´e exploite le fait que les
se´ries de Volterra associe´es aux structures sus-mentionne´es
sont comple`tement caracte´rise´es par la donne´e des coeffi-
cients diagonaux. Graˆce a` un pre´codage permettant d’iso-
ler l’effet de ces coefficients sur la sortie du syste`me, les
mesures de la sortie peuvent eˆtre structure´es comme un
tenseur d’ordre trois dont les facteurs de la de´composition
PARAFAC sont directement associe´s aux coefficients dia-
gonaux, au pre´codeur et au signal d’entre´e. Nous avons
formule´ des conditions d’identifiabilite´ et de´crit un algo-
rithme d’estimation des facteurs. Nous avons montre´ que
l’estimation peut se faire meˆme si le signal d’entre´e ne
remplit pas la condition d’excitation persistante. En pers-
pective, nous comptons e´tudier le cas d’une se´quence ar-
bitraire a` F niveaux, avec F < P .
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