Abstract. The paper is mainly devoted to systematic developments and applications of geometric aspects of second-order variational analysis that are revolved around the concept of parabolic regularity of sets. This concept has been known in variational analysis for more than two decades while being largely underinvestigated. We discover here that parabolic regularity is the key to derive new calculus rules and computation formulas for major second-order generalized differential constructions of variational analysis in connection with some properties of sets that go back to classical differential geometry and geometric measure theory. The established results of second-order variational analysis and generalized differentiation, being married to the developed calculus of parabolic regularity, allow us to obtain novel applications to both qualitative and quantitative/numerical aspects of constrained optimization including second-order optimality conditions, augmented Lagrangians, etc. under weak constraint qualifications.
Introduction
Modern variational analysis has been recognized as an active and rapidly developed area of mathematics, which is based on variational principles while addressing broad classes of problems in mathematics and its applications with and without variational structures. Powerful variational principles and techniques used in this field of mathematics involve perturbation and approximation procedures and require dealing with appropriate constructions of generalized differentiation applied to sets, set-valued mappings, and nonsmooth functions. Another underlying feature of modern variational analysis is a pivoting role of geometric ideas in both finite-dimensional and infinite-dimensional settings. In fact, several basic notions widely used in variational analysis were first introduced in the framework of differential geometry; see below.
This paper concerns second-order variational analysis, which is now on the front line of research and applications. We refer the reader to the books [7, 36, 37, 47] with the extensive bibliographies and commentaries therein for the major methods, constructions, theoretical results, and applications established in variational analysis and related areas by using appropriate tools of second-order generalized differentiation. Here we aim at novel developments and applications that significantly increase our knowledge on the subject and open new gates for further research.
Our main attention is paid to geometric aspects of second-order analysis with focussing on local properties of nonconvex sets in finite dimensions under infinitesimal second-order perturbations. The main concept investigated and utilized in the paper is of parabolic regularity of sets. It was introduced and briefly studied by Rockafellar and Wets in [47] , but since that time it has not been further investigated and applied in variational analysis and optimization. Our goal is to reveal that this notion is truly fundamental from both viewpoints of variational theory and applications. We show that it is preserved under various operations performed on sets, and-while being combined with more recent developments in variational analysis-allows us to derive new calculus rules for major second-order generalized differential constructions of variational analysis with significant and rather surprising applications to constrained optimization.
It is conventional in modern variational analysis to deal with extended-real-valued functions ϕ : R n → R := (−∞, ∞], which may attain the value of infinity in addition to real numbers. This provides, in particular, a convenient way to represent geometric constraints of the type x ∈ Ω via the indicator function δ Ω (x) of the set Ω that equals to 0 for x ∈ Ω and to ∞ for x / ∈ Ω. From this viewpoint, the study of local properties of sets corresponds to the consideration of their indicator functions, which is the main object of our analysis here.
To the best of our knowledge, the first attempts to investigate second-order generalized differential properties of extended-real-valued functions started in 1980s with the papers by Lemaréchal and Nurminskii [28] and by Hiriart-Urruty [23, 24] that addressed directional derivatives of convex functions defined by using standard difference quotients. About the same time, Ben-Tal and Zowe [3, 4] initiated a new path toward defining second-order generalized derivatives of nonconvex but finite-valued functions by exploring the second-order difference quotients along parabolic curves. Employing a penalization technique, they established in this way some second-order optimality conditions for problems of nonlinear programming. Such a parabolic approach was further advanced by many researchers including Bonnans, Cominetti and Shapiro while coming to complete fruition in [5, 6] (see also the book [7] ), where second-order optimality conditions were obtained for a large class of constrained and composite optimization problems under a certain second-order regularity condition discussed below.
Other important contributions to second-order generalized differentiation in variational analysis were made by Chaney in [10] [11] [12] who employed pointwise upper and lower limits of some second-order difference quotients for locally Lipschitzian functions. Similarly to Ben-Tal and Zowe, Chaney utilized a penalization method to achieve second-order optimality conditions for nonlinear programs under the classical linear independence constraint qualification (LICQ). Furthermore, he established a remarkable duality relationship between his second-order generalized derivative and the one introduced by Ben-Tal and Zowe.
In his seminal paper [42] , Rockafellar achieved a breakthrough in second-order differentiation of extended-real-valued functions by introducing the (geometric) epi-convergence of second-order difference quotients, which resembled those in Chaney [10] and were not parabolic as those in Ben-Tal and Zowe [3, 4] . As he showed later in [44] , the proposed approach provided a unified framework for deriving second-order optimality conditions for problems of unconstrained optimization dealing with extended-real-valued functions. To handle in this way valuable classes of (explicitly) constrained optimization problems, we require establishing relevant calculus rules for the second subderivative used in [42, 44] under appropriate constraint qualifications. This line of developments was accomplished by Rockafellar for composite models constructed from fully amenable functions of the polyhedral structure that are defined via a certain metric regularity qualification condition, which has been well understood and characterized in variational analysis. The main applications of Rockafellar's theory of twice epi-differentiability for amenable functions were provided to problems of nonlinear programming (NLPs) with C 2 -smooth data under the Mangasarian-Fromovitz constraint qualification (MFCQ), which is much weaker than LICQ.
Further developments on twice epi-differentiability and related issues of second-order variational analysis have been recently done in our paper [32] , where we replaced fully amenable compositions in [42, 44] by fully subamenable ones. The main difference between these two classes of extended-real-valued nonconvex functions is that the latter employs a new metric subregularity qualification condition, which significantly improves the previously used metric regularity (MFCQ, etc.) counterparts. Nevertheless, the sets and functions considered in [32] are still of the polyhedral structure, which largely restricts the spectrum of possible applications to optimization while being just revolved around NLPs and their polyhedral extensions.
In this paper we make a strong move away from polyhedrality by developing a second-order geometric variational theory that does not involve any polyhedrality requirements. The key here is the concept of parabolically regular sets, which was introduced in [47, Definition 13 .65] in the functional framework, but was not explored and applied therein beyond the fully amenable setting. Now we develop a rather comprehensive variational theory of parabolic regularity that leads us, in particular, to novel applications to nonpolyhedral classes of problems in constrained optimization with deriving no-gap second-order optimality conditions, second-order generalized differential formulas for solution maps to constrained problems, complete characterizations of quadratic growth for augmented Lagrangians, etc. The obtained results constitute the basis of our ongoing projects on the design of new primal-dual algorithms of constrained optimization problems with justifying their superlinear convergence.
The rest of the paper is organized as follows. Section 2 recalls and discusses some important notions of variational analysis and generalized differentiation that are broadly used throughout the whole paper. In Section 3 we present the underlying definition of parabolically regular sets, establish the validity of this property for important classes of sets, and reveal relationships between parabolic regularity and some generalized differential notions of second-order variational analysis that are revolved around twice epi-differentiability.
Sections 4-6 mainly focus on the study of second-order properties of the so-called constraint systems, which are of their own significance in geometric variational analysis while playing a crucial role in constrained optimization as sets of feasible solutions to major classes of constrained problems. We first derive new calculus rules for second-order tangents under the (very weak) metric subregularity constraint qualification (MSCQ). Then this condition is used to establish parabolic regularity for important classes of constraint systems with verifying the preservation of parabolic regularity under basic operations performed over sets. We also derive in Sections 5 and 6 precise computation formulas for the second subderivatives of the indicator functions of general parabolically regular sets and their remarkable specifications. Sections 7 and 8 are devoted to applications of the developed theory of parabolic regularity to constrained optimization problems, where sets of feasible solutions are given by the constraint systems studied above. The main theorem of Section 7 provides no-gap second-order necessary and sufficient optimality conditions for a broad setting in constrained optimization under parabolic regularity. The obtained results cover, in particular, nonpolyhedral problems of conic programming, where they properly extend previously known developments under the so-called C 2 -cone reducibility. Section 8 concerns the study of the augmented Lagrangians associated with the constrained optimization problems that are considered here. Besides establishing new second-order properties of augmented Lagrangians with deriving precise formulas for their second subderivatives via Moreau envelops, we obtain complete characterizations of their second-order growth under parabolic regularity, which is a new result even for classical NLPs while being of great importance for subsequent theoretical and numerical applications.
Section 9 deals with the normal cone mappings associated with the constraint systems under consideration, and hence it is ultimately related to optimal solutions of constrained optimization problems via first-order optimality conditions. The main result is a precise calculation of the graphical derivative of such normal cone mappings in terms of the given system data under the parabolic regularity and MSCQ conditions, which is a second-order generalized differential construction for constraint systems known as the subgradient graphical derivative. The obtained formula gives us an important second-order information on parabolically regular constraint systems that is instrumental for their subsequent study and applications.
The concluding Section 10 summarizes the main contributions of the paper and discusses perspectives of further developments and applications of the obtained results.
Our notation and terminology are standard in variational analysis; see, e.g., the books by Rockafellar and Wets [47] and Mordukhovich [36, 37] . For the reader's convenience and notational unification we use as a rule small Greek letters to denote scalar and extended-real-valued functions, small Latin letters for vectors and single-valued mappings/vector functions, and capital letters for sets, set-valued mappings, and matrices. Given a nonempty set Ω in the Euclidean space R n , the symbols bd Ω, int Ω, cl Ω, and Ω * stand for the boundary, interior, closure, and polar of Ω, respectively. By IB we denote the closed unit ball in the space in question and by IB r (x) := x + rIB the closed ball centered at x with radius r > 0. The distance between x ∈ R n and a set Ω is denoted by dist(x; Ω), while the projection of x onto Ω by P Ω (x). Recall also that the vector quantity x = o(t) with t > 0 means that x /t → 0 as t ↓ 0, that R + and R − signify, respectively, the collections of nonnegative and nonpositive real numbers, and that IN := {1, 2, . . .}. The symbol x Ω →x indicates that x →x with x ∈ Ω. Given a scalar function ϕ : R n → R, denote by ∇ϕ(x) and ∇ 2 ϕ(x) the gradient and Hessian of ϕ atx, respectively. If f = (f 1 , . . . , f m ) : R n → R m is a vector function that is twice differentiable atx ∈ R n , its second derivative ∇ 2 f (x) at this point is a bilinear mapping from R n × R n into R m . In what follows we use the notation ∇ 2 f (x)(w, v) meaning that
Finally, we mention that the notation F : R n → → R m indicates the possibility of set values F (x) ⊂ R m (including the empty set ∅) of F for some x ∈ R n , in contrast to the standard notation f : R n → R m for single-valued mappings as well as extended-real-valued functions. The (Painlevé-Kuratowski) outer/upper limit of F : R n → → R m as x →x is defined as
Preliminaries from Variational Analysis
We begin this section with recalling some notions of geometric variational analysis that are broadly used throughout the paper. It is said that a family of sets {Ω t }, t > 0, in R n converges to a set Ω ⊂ R n as t ↓ 0 if Ω is closed and lim t↓0 dist(w; Ω t ) = dist(w; Ω) for all w ∈ R n .
Given a nonempty set Ω ⊂ R n withx ∈ Ω, the tangent cone T Ω (x) to Ω atx ∈ Ω is defined by
This notion was first introduced in differential geometry independently by Bouligand [9] and Severi [49] as the set of "contingent directions" and is often used in variational analysis under their names; see, e.g., [36] for more details. We say a tangent vector w ∈ T Ω (x) is derivable if there exists ξ : [0, ε] → Ω with ε > 0, ξ(0) =x, and ξ ′ + (0) = w, where ξ ′ + signifies the right derivative of ξ at 0 defined by
The set Ω is geometrically derivable atx if every tangent vector w to Ω atx is derivable. The geometric derivability of Ω atx can be equivalently described by saying that the sets [Ω −x]/t converge to T Ω (x) as t ↓ 0. Convex sets are important examples of geometrically derivable sets.
The prenormal cone (known also as the regular or Fréchet normal cone) to Ω atx ∈ Ω is
which can be equivalently described as N Ω (x) = T Ω (x) * , the polar of the tangent cone (2.1). Note that the prenormal cone (2.2) may be trivial (i.e., N Ω (x) = {0}) at boundary points of closed sets as, e.g., for Ω := (x, α) ∈ R 2 | α ≥ −|x|} atx = (0, 0). This contradicts the meaning of normal vectors to sets while being a source of poor calculus for (2.2), etc. However, taking the outer limit (1.1) of N Ω (x) at points x ∈ Ω close tox leads us to the following robust collection of normal vectors to sets known as the limiting or Mordukhovich normal cone to Ω atx:
which was introduced in [33] . Due to the usual nonconvexity of the normal cone (2.3), it cannot be obtained as the dual/polar cone to any tangential approximation of Ω nearx while nevertheless enjoying full calculus based on variatiobal/extremal principles; see [36, 37, 47] . A vector v ∈ R n is called a proximal normal to Ω atx if there exists r ≥ 0 such that
The collection of all proximal normals to Ω atx is denoted by N p Ω (x). To the best of our knowledge, proximal normals to nonconvex sets first appeared in Federer's paper [19] on geometric measure theory. In the general case of closed set Ω we always have the inclusions
, where all the cones agree and reduce to the normal cone of convex analysis if Ω is convex. The set Ω is said to be normally regular atx ∈ Ω if N Ω (x) = N Ω (x).
Consider further a set-valued mapping/multifunction F : R n ⇒ R m and define some generalized differential notions for it induced by the aforementioned constrictions for sets. Denote the domain and graph of F by, respectively,
The graphical derivative of F at (x,ȳ) ∈ gph S is defined via (2.1) by 5) while the coderivative of F at this point is defined via (2.3) by
Note that the generalized derivative constructions (2.5) and (2.6) are not dual to each other. Besides enjoying comprehensive calculus rules, an advantage of (2.6) is the possibility to obtain in its terms complete pointwise characterizations of fundamental well-posedness properties of nonlinear analysis. One of these properties and its characterization is used below.
Recall that a set-valued mapping F : R n → → R m is metrically regular around (x,ȳ) ∈ gph if there exist ℓ ≥ 0 and neighborhoods U ofx and V ofȳ such that we have the distance estimate
The following coderivative characterization of (2.7) is known as the coderivative/Mordukhovich criterion [35, 37, 47] : If the graph of F is locally closed around (x,ȳ), then F is metrically regular around this point if and only if we have
A more subtle property of mappings, that is broadly employed below, corresponds to the case where y =ȳ is fixed in (2.7) and is known as metric subregularity of F at (x,ȳ). Note that the coderivative criterion (2.8) is the key to convert the metric regularity property into pointwise constraint qualifications, which reduce for particular classes of optimization problems to well-known ones as MFCQ, Robinson's constraint qualification, etc. It is not the case for metric subregularity; see Section 4 for more discussions.
To continue, we recall now some generalized differential constructions for extended-realvalued functions while mainly concentrating on second-order ones by following the book of Rockafellar and Wets [47] . These constructions are also geometric in nature, but it is convenient for the subsequent applications to present their analytic representations. Note that in this paper we mostly study and apply the primal-space generalized second-order derivatives for extended-real-valued functions without appealing to the dual-space second-order subdifferentials (or generalized Hessians) in the sense of [34] , which are defined via the coderivative (2.6) to the first-order subgradient mapping (2.10) generated by (2.3). The reader is referred to the books [36, 37, 47] with the bibliographies and commentaries therein for the dual-spaces generalized differential theory and a variety of applications.
Given a function ϕ : R n → R with its domain and epigraph formed by
respectively, the subderivative of ϕ atx ∈ dom ϕ is defined by dϕ(x)(w) := lim inf t↓0 w→w
whose epigraph is the tangent cone (2.1) to epi ϕ at (x, ϕ(x)). Yet another geometric relationship for (2.9) is via the set indicator function dδ Ω (x) = δ T Ω (x) for allx ∈ Ω. The subdifferential (collections of subgradients) of ϕ atx ∈ dom ϕ is generally defined geometrically via the normal cone (2.3) to epi ϕ by
while reducing in the case of convex functions to the classical subdifferential of convex analysis
Fixing furtherx ∈ dom ϕ andv ∈ R n , consider the parametric family of second-order difference quotients for ϕ at (x,v) given by
with u ∈ R n and t > 0.
The second subderivative of ϕ atx forv is the function w → d 2 ϕ(x,v)(w) defined by
The following statement taken from [47, Proposition 13.5] collects some elementary properties of the second subderivative (2.11) used throughout the paper. Proposition 2.1 (properties of second subderivative). Let ϕ : R n → R, and let (x,v) ∈ (dom ϕ) × R n . Then we have the assertions:
(i) The second subderivative d 2 ϕ(x,v) is a lower semicontinuous (l.s.c.) function.
(ii) The second subderivative d 2 ϕ(x,v) is positive homogeneous of degree 2, i.e., d 2 ϕ(x,v)(tw) = t 2 d 2 ϕ(x,v)(w) for all w ∈ R n and t > 0.
(iii) Whenever w ∈ R n , the mappingv
A function ϕ : R n → R is said to be twice epi-differentiable atx forv if the sets epi ∆ 2 t ϕ(x,v) converge to epi d 2 ϕ(x,v) as t ↓ 0. If in addition the second subderivative (2.11) is a proper function, then ϕ is said to be properly twice epi-differentiable atx forv. It follows from [47, Proposition 7.2] that the twice epi-differentiability of f atx forv can be equivalently described as follows: for every w ∈ R n and every sequence t k ↓ 0 there is a sequence w k → w such that
The main attention in this paper is paid to the study of twice epi-differentiability of sets via their indicator functions. Given a set Ω ⊂ R n and a pair (x,v) ∈ Ω × R n , we can deduce from (2.12) and the definition of geometric derivability that the proper twice epi-differentiability of δ Ω atx forv amounts to saying that d 2 δ Ω (x,v) is proper, and that for any w ∈ R n there exist ε > 0 and an arc ξ : [0, ε] → R n with ξ(0) =x and ξ ′ + (0) = w with
Recall also that the second-order tangent set to Ω atx for w withx ∈ Ω and w ∈ T Ω (x) is
It is easy to see that T 2 Ω (x, 0) = T Ω (x). If in addition Ω is a closed cone, then we have
Finally in this section, we say that Ω is parabolically derivable atx for w ∈ R n if T 2 Ω (x, w) = ∅ and for each u ∈ T 2 Ω (x, w) there exist a number ε > 0 and an arc ξ :
It is well known that if Ω ⊂ R n is convex and parabolically derivable atx ∈ Ω for every vector w ∈ T Ω (x), then the second-order tangent set T 2 Ω (x, w) is a nonempty convex subset of R n .
Parabolic Regularity and Twice Epi-Differentiability
In this section we define and study the underlying notion of parabolically regular sets and reveal its connection with twice epi-differentiability of indicator functions. It is also shown that parabolic regularity holds for most important classes of sets that are overwhelmingly encountered in constrained optimization, Moreover, this notion provides a unified framework for which crucial second-order variational properties of sets can be achieved.
Let us start with the basic definition of parabolic regularity for sets.
Definition 3.1 (parabolic regularity of sets). A nonempty set Ω ⊂ R n is parabolically regular atx ∈ Ω forv ∈ R n if for any w ∈ R n with d 2 δ Ω (x,v)(w) < ∞ there exist, among all the sequences t k ↓ 0 and w k → w satisfying the condition
those with the additional property that lim sup
Parabolic regularity was introduced in [47, Definition 13 .65] for extended-real-valued functions while has not been further elaborated either in [47] , or in subsequent publications. However, it has been understood therein and discussed in the commentary section of [47, Chapter 13] (p. 640) that such a second-order regularity in the functional framework has the potential for applications to second-order sufficient optimality conditions in terms of second subderivatives.
A different notion of second-order regularity for sets was introduced by Bonnans, Cominetti and Shapiro [5, Definition 3] . As explained in the commentaries to [47, Chapter 13] (p. 640), the parabolic regularity from Definition 3.1 is implied by the second-order regularity in the sense of [5] . Furthermore, the example given in [7, p. 215] shows that the converse implication fails in general. Hence it tells us that the parabolic regularity from Definition 3.1 strictly weaker than the second-order regularity from [5, Definition 3] .
To proceed further, recall from [47, Definition 13 .59] the notion of the parabolic subderivative for a proper function ϕ : R n → R atx ∈ dom ϕ relative to a vector w ∈ R n for which dϕ(x)(w) is finite and any vector z ∈ R n . It is defined by
As shown in [47, Proposition 13 .64], for anyx ∈ dom ϕ and for anyv and w satisfying dϕ(x)(w) = v, w we always have the following relationships between (2.11) and (3.2):
This paper mostly concerns the case where ϕ is the indicator function of a set, and thus it is helpful to get an explicit set counterpart of (3.3). We can do it by using the well-known construction of the critical cone associated with a given set Ω ⊂ R n . Picking a pair (x,v) ∈ gph N Ω , the critical cone to Ω at (x,v) is defined by
via the tangent cone (2.1) to Ω atx and the orthogonal complement ofv in R n . The next proposition is instrumental to establish the main results of this section on calculating second subderivatives of indicator functions for parabolically derivable and parabolically regular sets with proving their twice epi-differentiability. Let Ω ⊂ R n be closed set withx ∈ Ω. Then for any w ∈ K Ω (x,v) we always have the inequality
where σ T 2 Ω (x,w) stands for the support function of the second-order tangent set T 2 Ω (x, w).
Proof. As mentioned above, dδ Ω (x) = δ T Ω (x) for any pointx ∈ Ω. Thus we can equivalently express the critical cone (3.4) to Ω at (x,v) by
Furthermore, it follows directly from the definition that d 2 δ Ω (x)(w, ·) = δ T 2 Ω (x,w) (·), and hence (3.5) is a consequence of (3.3) for the case where ϕ = δ Ω .
It is important for our subsequent results to find efficient conditions ensuring that (3.5) holds as equality. The first result in this direction was obtained by Rockafellar [42, Proposition 3.5] who proved the equality in (3.5) for the class of convex piecewise linear-quadratic functions. Furthermore, it can be deduced from [42, Theorem 4.5] that this equality holds for the large class of fully amenable functions introduced later in [39] as compositions a piecewise linearquadratic functions and C 2 -smooth mappings and the metric regularity qualification condition. As we show below, the equality in (3.5) is actually equivalent to the parabolic regularity of Ω, which goes far beyond full amenability. Although we establish this result for sets, it can be derived for a larger class of extended-real-valued functions with the corresponding properties. Let Ω ⊂ R n be a closed set withx ∈ Ω, and letv ∈ N p Ω (x). Assume that Ω is parabolically derivable atx for every vector w ∈ K Ω (x,v). Then we have:
is proper and l.s.c. on R n . Furthermore, there exists a number r ≥ 0 such that d 2 δ Ω (x,v)(w) ≥ −r w 2 for all w ∈ R n , which implies that
(ii) If Ω is parabolically regular atx forv, then for any vector w ∈ K Ω (x,v) there exists a second-order tangent u ∈ T 2 Ω (x, w) such that
The set Ω is parabolically regular atx forv if and only if
Proof. We begin with verifying (i) and observe first that
, it follows from definition (2.4) that there exists r ≥ 0 such that
Picking further any w ∈ R n together with t ↓ 0 and u → w we get
This implies by definition (2.11) of the second subderivative that Combining it with Proposition 2.1(iv) yields
To verify the opposite inclusion, we deduce from the parabolic derivability of Ω atx for w that T 2 Ω (x, w) = ∅ and thus −σ T 2 Ω (x,w) < ∞, which tells us together with (3.5) that d 2 δ Ω (x,v)(w) is finite for all w ∈ K Ω (x,v). Thus we arrive at the equality dom d 2 δ Ω (x,v) = K Ω (x,v), which completes the proof of (i).
To prove now part (ii), pick w ∈ K Ω (x,v) and conclude from (i) that d 2 δ Ω (x,v)(w) is finite. Thus it follows from parabolic regularity of Ω atx forv that there exist sequences t k ↓ 0 and w k → w as k → ∞ for which
Using again that d 2 δ Ω (x,v)(w) is finite, we have thatx+t k w k ∈ Ω whenever k ∈ IN is sufficiently large. The boundedness of the sequence (w k −w)/t k by the assumed parabolic regularity leads us to the convergence of (w k − w)/ 1 2 t k → u for some u ∈ R n through passing to a convergent subsequence if it is necessary. This tells us that
, and so we arrive at
which yields u ∈ T 2 Ω (x, w). Using this and the first condition in (3.8) together with the parabolic regularity of Ω atx forv brings us to the relationships
Combining them with (3.5) verifies assertion (ii). Turing to (iii), observe that the validity of (3.6) for w ∈ K Ω (x,v) under the parabolic regularity of Ω atx forv was proved in (ii). To verify the opposite implication in (iii), suppose that (3.6) holds for all w ∈ K Ω (x,v) and let d 2 
which shows that Ω is parabolically regular atx forv and hence completes the proof.
When Ω is convex, the properness of , and it seems to be restrictive for some applications where we require parabolic regularity for all normal vectors from the basic normal cone N Ω (x). It can be adjusted by narrowing our attention to some particular class of nonconvex sets for which we have N p Ω (x) = N Ω (x). Such family sets includes prox-regular sets in variational analysis and are defined as follows: Ω ⊂ R n is prox-regular atx forv with (x,v) ∈ gph N Ω if there exist ε > 0 and r > 0 such that
This notion was introduced in variational analysis by Poliquin and Rockafellar [39] , but in fact it goes back to Federer [19] in geometric measure theory who called such sets as those with positive reach; see also [15] for further elaborations. Many important sets that are overwhelmingly encountered in variational analysis, optimization and their applications are prox-regular; see, e.g., [15, 29, 31, 47] and the references therein for more details.
The obtained descriptions of parabolic regularity in Theorem 3.3 help us to check that this fundamental property holds for many classes of sets important in applications. Let us start with polyhedral convex sets, which are intersections of finitely many half-spaces.
Example 3.4 (parabolic regularity of polyhedral sets). Let Ω ⊂ R n be a polyhedral convex set withx ∈ Ω, and letv ∈ N Ω (x). We claim that Ω is parabolically regular atx forv ∈ N Ω (x). To check it, note first that N Ω (x) = N p Ω (x) by the convexity of Ω and deduce from [47, Theorem 13.12] that Ω is parabolically derivable atx for any vector w ∈ T Ω (x). Thus we get by Theorem 3.
To proceed, pick w ∈ dom d 2 δ Ω (x,v), which implies that w ∈ T Ω (x). Appealing now to [47, Exercise 6.47] ensures the existence of ε > 0 withx + tw ∈ Ω for all t ∈ [0, ε]. Take a sequence
as k → ∞ and hence verifies (3.10). Since we obviously have (3.1) in this case, the parabolic regularity of the polyhedron Ω is verified. Other particular classes of parabolically regular sets are discussed below, where we also show that the property of parabolic regularity is preserved under various operations performed on sets.
The next theorem reveals that the parabolic regularity of a closed set always yields the proper twice epi-differentiability of its indicator function with an explicit formula for computing the corresponding second subderivative. Theorem 3.6 (twice epi-differentiability from parabolic regularity). Let Ω be a closed subset of R n withx ∈ Ω, and letv ∈ N p Ω (x). Assume further that Ω is parabolically derivable at x for every vector w ∈ K Ω (x,v). If Ω is parabolically regular atx forv, then it is properly twice epi-differentiable atx for this normal vector and its second subderivative is computed by
Proof. The second subderivative formula follows from Theorem 5.6(iii). To establish the claimed twice epi-differentiability, pick any
Using the parabolic derivability of Ω atx for w, we find a number ε > 0 and an arc ξ : [0, ε] → Ω satisfying
Thus we have w t → w as t ↓ 0. On the other hand, we deduce from w ∈ K Ω (x,v) that v, w = 0, which results in
This justifies (2.13) when w ∈ K Ω (x,v). If w / ∈ K Ω (x,v), consider the arc ξ(t) :=x + tw for all t > 0. We clearly have ξ(0) =x and ξ ′ + (0) = w. Put w t := ξ(t) − ξ(0) t = w and observe that
which verifies (2.13) for such a vector w and hence completes the proof of the theorem.
To the best our knowledge, the above theorem is the first result in the literature establishing a systematic approach to verify twice epi-differentiability of set indicator functions via parabolic regularity. This approach allows us to justify in the next section the twice epi-differentiability of various important classes of nonpolyhedral sets that naturally and frequently appear in the framework of constrained optimization.
Recall here the result of [6, Theorem 7.2] telling us that the projection mapping for a convex set, which is second-order order regular in the sense therein, is directionally differentiable. This result in combination with [47 We conclude this section by revealing, via the usage of Theorem 3.6, a connection between parabolic regularity of sets and the proto-differentiability property of the associated normal cone mappings. Recall that the normal cone mapping N Ω is proto-differentiable atx forv ∈ N Ω (x) if the set gph N Ω is geometrically derivable at (x,v). The proto-differentiability notion for setvalued mappings was introduced by Rockafellar in [43] and since that has drawn much attention in variational analysis and applications; see, e.g., the recent paper [1] and the references therein. As proved in [43] , the normal cone mappings associated with fully amenable sets are always proto-differentiable. We show in what follows that this result can be extended to a much broader class of parabolically regular set.
To proceed in this direction, recall that a single-valued mapping f : R n → R m is semidifferentiable atx ∈ R n if the limit
exists for any w ∈ R n . It is easy to check that if f is Lipschitz continuous aroundx, then its semidifferentiable at this point is equivalent to its directional differentiability atx in the classical sense, i.e., to the existence of the one-sided limit
Now we are ready to establish the aforementioned result on proto-differentiability of normal cone mappings associated with parabolically regular sets. Note that assertion (ii) of the following theorem concerns the graphical derivative (2.5) of the normal cone mapping. This construction is a set specification of the primal-dual second-order generalized derivative for extended-real-valued functions known in variational analysis as the subgradient graphical derivative; see, e.g. [37] .
Theorem 3.7 (proto-differentiability of normal cone mappings for parabolically regular sets). Let Ω be a closed subset of R n withx ∈ Ω, and letv ∈ N Ω (x). Assume further that Ω is parabolically derivable atx for every vector w ∈ K Ω (x,v), and that Ω is prox-regular and parabolically regular atx forv. Then the following equivalent conditions hold:
(i) The indicator function δ Ω is twice epi-differentiable atx forv.
(ii) The normal cone mapping N Ω is proto-differentiable atx forv, and we have the subgradient graphical derivative representation
(iii) For any r > 0 sufficiently small the projection mapping P Ω is single-valued and semidifferentiable atū :=x + rv with DP Ω (ū)(
Proof. As mentioned before, the imposed prox-regularity of Ω ensures that
. Hence assertion (i) is a direct consequence of Theorem 3.6. Furthermore, it follows from [47, Theorem 13.40 ] that the twice epi-differentiability of δ Ω is equivalent to the proto-differentiability of N Ω . This justifies the equivalence between (i) and (ii). Moreover, equality (3.12) comes also from [47, Theorem 13.40] .
To verify (iii), observe first that it follows from [47, Theorem 13.37] that for any r > 0 sufficiently small we find a neighborhood U ofū =x + rv with 13) and that P Ω (u) is single-valued for any u ∈ U , where T stands for a graphical localization of N Ω around (x,v). the single-valuedness of P Ω . It is not hard to see that the latter equality for the projection mapping of Ω gives us the claimed formula for the graphical derivative of P Ω . We now proceed to show P Ω is semidifferentiable atū. To this end, since N Ω is proto-differentiable atx forv, so is (I +rT ) −1 atū forx, which verifies this property for P Ω . Employing now [47, Proposition 9.50] together with the Lipschitz continuity of P Ω aroundū (taken, e.g., from [47, Proposition 13.37]) justifies that P Ω is semidifferentiable atū. This shows that implication (ii) =⇒ (iii) holds. A similar argument as above via (3.13) justifies the opposite implication (iii) =⇒ (ii), which thus completes the proof of the theorem.
Note finally that the last assertion (iii) of Theorem 3.7 provides a far-going extension of a well-known result for convex sets. Indeed, it is proved in [6, Theorem 7.2] that the projection mapping associated with a second-order regular convex set is in fact directionally differentiable. As mentioned earlier, for Lipschitz continuous mappings the semidifferentiability and directional differentiability notions agree. Hence Theorem 3.7(iii) significantly extends the aforementioned result for convex sets to the general case of prox-regular sets under parabolic regularity. Observe that when Ω is convex in Theorem 3.7, we can simply let r = 1 in (iii).
extensive chain rules for the corresponding constructions of second-order generalized differentiation. This would allow us, on the one hand, to largely extend the collection of sets that occur to be parabolically regular while, on the other hand, to derive new calculus rules of second-order generalized differentiation under the most appropriate qualification conditions.
The main class of sets Ω ⊂ R n under our subsequent consideration are represented locally in the following form referred to as constraint systems, which naturally appear, e.g., in constrained optimization: there exist a neighborhood O ofx, a single-valued mapping f : R n → R m twice differentiable atx, and a closed subset Θ of R m such that
Second-order variational analysis of the constraint systems from (4.1) always requires some constraint qualifications. The following mild one is used throughout the rest of the paper. Definition 4.1 (metric subregularity constraint qualification). Let Ω be locally represented as (4.1) around a pointx ∈ Ω. We say that the metric subregularity constraint qualification (MSCQ) holds for Ω atx with modulus κ > 0 if the mapping x → f (x) − Θ is metrically subregular at (x, 0) with this modulus.
Observe that MSCQ atx with modulus κ for the constraint system (4.1) can be equivalently described as the existence of a neighborhood U ofx such that the distance estimate
holds. It is clear that MSCQ is strictly (may be very significantly) weaker than the metric regularity constraint qualification (MRCQ) for Ω atx, which corresponds to Definition 4.1 with the replacement the metric subregularity of the mapping x → f (x) − Θ at (x, 0) by the metric regularity of this mapping around the reference point. In contrast to MSCQ, the latter MRCQ condition admits a complete pointwise characterization via the coderivative criterion (2.8), which in the case of the mapping F (x) := f (x) − Θ can be equivalently written as
in terms of the basic normal cone (2.3). This is the basic constraint qualification has been use in numerous aspects of variational analysis and constrained optimization; see, e.g., [36, 37, 47] with the commentaries and references therein. When Θ and f are given in particular settings, (4.3) reduces to familiar classical forms of constraint qualifications, e.g., to MFCQ in NLPs, to the Robinson constraint qualification in problems of conic programming, etc. The more subtle and challenging MSCQ is much less investigated and applied; there are no pointwise characterizations of it established by now. In [13, 14, 20-22, 25-27, 32] and the bibliographies therein the reader can find a number of constructive sufficient conditions for the validity of MSCQ with their important applications. Mentioning this, we are positive that MSCQ has strong potential for further developments and applications in variational analysis and optimization. New second-order ones are presented below in rather general settings.
The main attention of this section is to establish the preservation of parabolic derivability for constraint systems via a chain rule for second-order tangents under MSCQ. This will be strongly used in the subsequent material. To begin, we recall the required first-order chain rules for tangents and normals to nonconvex sets under MSCQ. Both chain rules presented in the following proposition are consequences of essentially more general ones from [32] (Theorems 3.3 and 3.5, respectively), where the reader can find references to previous results in this direction.
Proposition 4.2 (chain rules for first-order tangents and normals).
Let Ω be taken from (4.1), and letx ∈ Ω with f (x) ∈ Ω. If MSCQ holds for Ω atx and if Θ is normally regular at f (x), then we have the equalities
To proceed with our tangential second-order analysis, we use the first equality in (4.4) and for each w ∈ R n satisfying ∇f (x)w ∈ T Θ (f (x)) define the parameterized set-valued mapping S w : R m → → R n involving the second-order tangent set (2.14) by
This mapping describes a canonically perturbed second-order tangential approximation of the constraint system (4.1). The next result of its own interest proves under MSCQ the uniform outer/upper Lipschitz property of (4.5) in the sense of Robinson [40] broadly employed below.
Theorem 4.3 (uniform outer Lipschitzian property of second-order tangential approximations).
Let Ω be a constraint system represented by (4.1) aroundx ∈ Ω, and let w ∈ R n be such that ∇f (x)w ∈ T Θ (f (x)). Assume that MSCQ holds for Ω atx with modulus κ > 0. Then the approximating mapping (4.5) satisfies the inclusion
which means the uniform outer Lipschitzian property of S w at the origin.
Proof. Fixing some p ∈ R n and u ∈ S w (p), we get by (4.5) that
It comes from definition (2.14) of second-order tangents that there exists a sequence t k ↓ 0 with
For any k sufficiently large we get by the twice differentiability of f atx that
Thus there exists a vector y k ∈ Ω satisfying
Passing to a subsequence if necessary ensures the existence of
On the other hand, we can suppose without loss of generality thatx
for k sufficiently large, and hence it follows from (4.
we readily arrive at the inclusion
The latter reads as u − 2d ∈ S w (0), which together with (4.7) justifies the claimed inclusion (4.6) that gives us the uniform outer Lipschitzian property of the mapping S w from (4.5) at p = 0.
Let us make some comments to the second-order result obtained in Theorem 4.3.
Remark 4.4 (discussions on the outer Lipschitzian property). The following hold:
(i) The result of Theorem 4.3 reduces to [21, Proposition 3.1] in the case where the set Θ is a closed convex cone and f (x) = 0; neither of these conditions is in our assumptions. Indeed, we can easily observe that the assumptions of [21] (ii) Although Theorem 4.3 is verified for vectors w ∈ R n with ∇f (x)w ∈ T Θ (f (x)), it is clear that the outer Lipschitzian property (4.6) holds in fact for all vectors w ∈ R n . To check (4.6) for w with ∇f (x)w ∈ T Θ (f (x)), we observe directly from the definition that T 2 Θ (f (x), ∇f (x)w) = ∅ and hence S w (p) = ∅ for all p ∈ R m . This clearly yields (4.6).
(iii) Note finally that Theorem 4.3 implies the outer Lipschitzian property of the mapping
This can be easily deduce from Theorem 4.3 by letting w = 0 ∈ R n and by observing that
). This was already observed at [20, Proposition 2.1].
We are now ready to provide an application of Theorem 4.3 to establishing the parabolic derivability of constraint systems (4.1) via a chain rule for second-order tangents under MSCQ (4.2). Such a chain rule for (4.1) was obtained in [47, Proposition 13.13] and also in [7, Proposition 3.33] under the much stronger metric regularity condition for the mapping x → f (x) − Θ around (x, 0). Furthermore, the latter result requires the C 2 -smooth property of f aroundx, which we replace by the twice differentiability of f atx under MSCQ. Theorem 4.5 (parabolic derivability of constraint systems). Let Ω admit representation (4.1) aroundx ∈ Ω, let MSCQ (4.2) hold for Ω atx with modulus κ > 0, and let Θ be normally regular at f (x). Then for all w ∈ T Ω (x) we have the second-order tangent chin rule
If furthermore the set Θ is parabolically derivable at f (x) for ∇f (x)w, then the constraint system (4.1) is parabolically derivable atx for w.
Proof. By a close look at the proof of (4.8), which was given in [47, Proposition 13.13] under the metric regularity property of the mapping x → f (x) − Θ around (x, 0), we can observe that it actually utilizes merely MSCQ at this point.
To verify the claimed parabolic derivability of the constraint system (4.1) under the assumptions made, pick any w ∈ T Ω (x) and recall that T 2 Ω (x, w) in (2.14) can be reformulated via the outer limit (1.1) of the sets (Ω−x−tw)/ 1 2 t 2 as t ↓ 0. The first requirement of parabolic derivability is to show that this outer limit is actually achieved as the full set limit meaning that the outer and inner limits agree. It again can be done by following the proof of [47, Proposition 13.13], which basically works under MSCQ. The second requirement of parabolic derivability is crucial: to show that T 2 Ω (x, w) = ∅ for any tangent vector w ∈ T Ω (x). The proof of the latter fact given in [47] heavily exploits the metric regularity of the constraint mapping and does not hold under MSCQ. Now we provide a new device, which needs merely MSCQ.
To proceed, employ the imposed parabolic derivability of Θ at f (x) for ∇f (x)w to conclude that
which can be equivalently expressed as u ∈ S w (p) via the mapping S w from (4.5). Now we apply Theorem 4.3 and deduce from the outer Lipschitzian property (4.6) that there exists a vector u ∈ S w (0) such that u − u ≤ κ p . This tells us that
Using the chain rule (4.8) leads us to u ∈ T 2 Ω (x, w), which verifies the nonemptiness of the second-order set T 2 Ω (x, w) and thus completes the proof of the theorem.
Second Subderivatives under Parabolic Regularity
This section is devoted to the study of the second subderivative (2.11) for the indicator functions δ Ω of parabolically regular constraint systems (4.1). The main goals here are the following:
• To compute the second subderivative of δ Ω when Θ in (4.1) is parabolically regular.
• To show that δ Ω is twice epi-differentiable when Θ in (4.1) is parabolically regular.
The obtained results have many consequences in what follows. In particular, they are instrumental for deriving rules for the preservation of parabolic regularity under major operations on sets; we label such rules as calculus of parabolic regularity. This calculus allows us to establish parabolic regularity for important classes of constraint systems that overwhelmingly encountered in variational analysis and optimization.
To achieve these goals, we begin with a simple albeit useful technical result. Recall [47, p. 322 ] that a function ϕ : R n → R is said to be calm atx from below with constant ℓ ≥ 0 if ϕ(x) is finite and there exists a neighborhood U ofx such that
As proved in [47, Propositon 8.32] , ϕ is calm atx from below if and only if dϕ(x)(0) = 0, or equivalently dϕ(x)(w) > −∞ for all w ∈ R n . Furthermore, it is shown therein that for functions ϕ, which are l.s.c. aroundx and such that epi ϕ is normally regular at (x, ϕ(x)), their calmness atx from below amounts to saying that ∂ϕ(x) = ∅. Now we recover this result for convex functions using a different approach and show that the imposed lower semicontinuity can be dropped.
Proposition 5.1 (subdifferentiability of calm convex functions). Let ϕ : R n → R be convex and calm atx from below with some constant ℓ ≥ 0. Then there exists a subgradient v ∈ ∂ϕ(x) such that v ≤ ℓ.
Proof. Define the function ψ : R n → R by ψ(x) := ϕ(x) + ℓ x −x and note that it is convex. According to (5.1),x is a local minimizer for ϕ, and thus 0 ∈ ∂ψ(x) by the generalized Fermat stationary rule. Employing the classical subdifferential sum rule of convex analysis, we get 0 ∈ ∂ψ(x) = ∂ϕ(x) + ℓIB, which clearly ensures the existence of a subgradientv ∈ ∂ϕ(x) with v ≤ ℓ.
Recall that our main results in Section 3 require thatv be a proximal normal to the set in question. As explained therein, in many applications we need similar results for any normal vectors within N Ω , and this is achieved when Ω is a prox-regular set. Since the mapping f is required to be merely twice differentiable, the set Ω in (4.1) may not be prox-regular. Nevertheless, we still have the normal regularity of constraint systems under MSCQ. The following result is a consequence of [32 
After these preparations, we are in a position to evaluate the second subderivative of δ Ω for the constraint system (4.1). Fix (x,v) ∈ gph N Ω and define the set of Lagrange multipliers associated with the pair (x,v) by
The basic assumptions for this section and the subsequent material are as follows:
(H1) The set Ω has representation (4.1) aroundx ∈ Ω, andv ∈ N Ω (x).
(H2) The set Θ in (4.1) is convex, and the mapping f is twice differentiable atx.
(H3) The metric subregularity constraint qualification holds for Ω atx with modulus κ > 0.
(H4) For every λ ∈ Λ(x,v) the set Θ is parabolically derivable at f (x) for all vectors ∇f (x)w in the critical cone
We briefly comment on the imposed basic assumptions. The ones in (H1) and (H2) are selfevident. Assumption (H4) is satisfied for virtually all of the important sets used in constrained optimization. They include, in particular, polyhedral sets (Example 3.4), the second-order cone (Example 5.8), and the cone of positive semidefinite matrices. The MSCQ property in (H3) was discussed above and if it holds, then (H4) is equivalent to saying that Ω in (4.1) is parabolically derivable atx for all the vectors within K Ω (x,v). This follows from Theorem 4.5.
Let us proceed by highlighting some useful lower and upper estimates for the second subderivative of δ Ω that are derived by employing the results of Section 3.
Proposition 5.3 (estimates for second subderivatives). The following hold:
(i) Under the validity of the basic assumptions in (H1)-(H3), for all w ∈ R n we have the lower estimate of the second subderivative
(ii) If in addition (H4) is satisfied, then the second subderivative d 2 δ Ω (x,v) is a proper l.s.c. function with its domain calculated by
Furthermore, for every w ∈ K Ω (x,v) we have the upper estimates in the form
Proof. The lower estimate (5.3) can be directly verified by following the proof of [47, Theorem 13.14] with the replacement of the metric regularity assumption on the constraint mapping x → f (x) − Θ around (x, 0) by our MSCQ from (H3).
To justify (ii), we first use Proposition 5.2 ensuring that N p Ω (x) = N Ω (x). This allows us to employ Theorem 3.3(i) and get (5.4). The second inequality in (ii) follows from Proposition 3.2, and then the equality therein is due to the second-order chain rule from (4.8) applied to the infimum representation of the negative support function. Finally, the MSCQ assumption (H3) ensures by Proposition 4.2 the equivalence
Using this together with (H4) tells us by Theorem 4.5 that Ω is parabolically derivable atx for every vector w ∈ K Ω (x,v). This yields T 2 Ω (x, w) = ∅, and thus inf{− v, u | u ∈ T 2 Ω (x, w)} < ∞, which completes the proof of the proposition.
The
for (x,v) ∈ gph N Ω , where w ∈ R n satisfies the inclusion ∇f (x)w ∈ T Θ (f (x)). First we construct the dual problem for (5.6) given in the next proposition.
Proposition 5.4 (dual second-order programs).
Under the validity of (H1)-(H4), fix any w ∈ K Ω (x,v). Then the dual problem of (5.6) is represented in the form
where the set of Lagrange multipliers Λ(x,v) is taken from (5.2).
Proof. Observe first that (5.6) is indeed a problem of convex programming since the convexity of Θ and the parabolic derivability in (H4) ensure that the constraint set T 2 Θ (f (x), ∇f (x)w) in (5.6) is convex. Further, problem (5.6) can be written as the unconstrained form
Picking λ ∈ Λ(x,v) and using (5.5), for any w ∈ K Ω (x,v) we have ∇f (x)w ∈ K Θ (f (x), λ). By assumption (H4) on the parabolic derivability of Θ at f (x) for ∇f (x)w, the indicator function δ T 2 Θ (f (x),∇f (x)w) is a proper, l.s.c., and convex function; see Theorem 3.3(i). Furthermore, the result of [47, Proposition 13.12] infers the inclusion
The opposite inclusion follows immediately from 0 ∈ T Θ (f (x)), and hence we arrive at
Taking it into account and employing [47, Example 11.41] give us the dual problem of (5.8) as
where Γ := T 2 Θ (f (x), ∇f (x)w)+ T Θ (f (x)). It follows from the parabolic derivability of Θ at f (x) for ∇f (x)w that T 2 Θ (f (x), ∇f (x)w) = ∅, and thus we derive from [47, Corollary 11.24] that
, the dual problem (5.9) can be equivalently written as (5.7).
Comparing the dual problem (5.7) and the right-hand side of (5.3) indicates that they agree if we assume further that Θ is parabolically regular at f (x) for every λ ∈ Λ(x,v). By Theorem 3.3(iii), the later condition amounts to 
Denote by Λ(x,v, w) the set of optimal solutions to the dual problem (5.7).
Proposition 5.5 (duality relationships). In the setting of Proposition 5.4 we have: (i) ϑ(0) ∈ R, which means that the optimal value of the primal problem (5.6) is finite.
(ii) Λ(x,v, w) ∩ (κ v IB) = ∅, where κ is taken from (4.2).
(iii) There is no duality gap between the optimal values of the primal and dual problems (5.6) and (5.7), respectively. Moreover, it holds that
Proof. We have already shown that the dual problem of (5.6) is (5.7). To verify (i), pick w ∈ K Ω (x,v) and deduce from Proposition 5.3(ii) that 13) which implies that ϑ(0) is a finite number. Thus we are done with (i).
To verify (ii), observe that the feasible region for problem (5.11) is exactly the set S w (p) from (4.5). Fix p ∈ R m and u ∈ S w (p). Then using the outer Lipschitzian property for S w established in Theorem 4.3, we arrive at the estimate
This along with ϑ(0) ∈ R tells us that the optimal value function ϑ(·) is calm atp = 0 from below with constant κ v . Moreover, we get from [47, Proposition 2.22] that the value function ϑ(·) is convex. Appealing now to Proposition 5.1 gives us a vector λ ∈ ∂ϑ(0) with λ ≤ κ v . On the other hand, it follows from [7, Theorem 2.142(i)] that Λ(x,v, w) = ∂ϑ(0). Combining all of these implies that there is a vector λ ∈ Λ(x,v, w) such that λ ≤ κ v , which justifies (ii). Finally, due to ∂ϑ(0) = ∅ it follows from [7, Theorem 2.142(i)] that the optimal values of the primal and dual problems (5.6) and (5.7), respectively, are equal to each other, i.e.,
Combining this with (ii) justifies (5.12) and thus completes the proof of the proposition.
Having in hand the above duality, we are now in a position to establish parabolic regularity of constraint systems and obtain a precise formula for computing their second subderivatives.
Theorem 5.6 (second subderivatives of parabolically regular constraint systems).
Suppose in addition to (H1)-(H4) with w ∈ K Ω (x,v) that the set Θ in (4.1) is parabolically regular at f (x) for every λ ∈ Λ(x,v). Then the constraint system Ω is parabolically regular atx forv, and for any w ∈ R n the second subderivative of δ Ω is calculated by
Proof. It follows from Proposition 5.2 that N p Ω (x) = N Ω (x). This opens the door for using Theorem 3.3(iii) to justify the parabolic regularity of δ Ω atx forv. To proceed, pick any w ∈ K Ω (x,v). Then employing (5.3), Proposition 5.5(ii), and the parabolic regularity of Θ at f (x) for every λ ∈ Λ(x,v) brings us to the inequality
Moreover, we deduce from Proposition 5.3(ii) that
Combining the above relationships justifies the claimed formula for d 2 δ Ω (x,v)(w) whenever w ∈ K Ω (x,v). Moreover, it shows that for all w ∈ K Ω (x,v) we have
. Appealing now to Theorem 3.3(iii) verifies that Ω is parabolically regular atx forv.
It remains to justify the claimed formula for d 2 δ Ω (x,v)(w) when w / ∈ K Ω (x,v). Remember that by (5.4) we have the equality dom d 2 δ Ω (x,v) = K Ω (x,v). Since d 2 δ Ω (x,v) is a proper function due to Proposition 5.3(i), it follows that d 2 δ Ω (x,v)(w) = ∞ for all w / ∈ K Ω (x,v). On the other hand, by (5.5) the inclusion w / ∈ K Ω (x,v) is equivalent to ∇f (x)w / ∈ K Θ (f (x), λ) for all λ ∈ Λ(x,v). Assumption (H4) postulates that whenever λ ∈ Λ(x,v) the set Θ is parabolically derivable at f (x) for all vectors ∇f (x)w ∈ K Θ (f (x), λ). This along with Theorem 3.3(i) implies that for any λ ∈ Λ(x,v) we have the condition
Since both sets Λ(x,v) and Λ(x,v) ∩ (κ v IB) are nonempty due to assumption (H3), the later equality means that for any w / ∈ K Ω (x,v) both sides in (5.14) are equal to ∞, and so the claimed formula holds in this case as well. Thus we complete the proof of the theorem.
The proof of Theorem 5.6 suggests useful complements to the second subderivative formula. (i) It follows from the proof of Theorem 5.6 that for any number r ∈ R with r ≥ κ v and any w ∈ R n the second subderivative of δ Ω can be expressed as
(ii) Proposition 5.5(ii) tells us that Λ(x,v, w) = ∅ for all w ∈ K Ω (x,v), where Λ(x,v, w) stands for the set of optimal solutions to the dual problem (5.7). On the other hand, we know from Proposition 2.1(iv) that for any w ∈ K Ω (x,v) the function
is concave. This implies that the set of optimal solutions to the problem stated on the right-hand side in (5.15) is exactly Λ(x,v, w) ∩ rIB.
Let us now present an example, which provides a direct application of Theorem 5.6 to establishing the parabolic regularity of the second-order cone in conic programming and deriving a precise formula for the computation of the second subderivative of its indicator function. The latter formula has been recently obtained in [25, Theorem 3 .1] by means of heavy calculations.
Example 5.8 (second-order cone in conic programming). Consider the following remarkable nonpolyhedral cone, which plays an important role in conic programming and its applications; see, e.g., [7, 8] and the references therein. It is known under the names of secondorder/Lorentz/ice-cream cone and is defined by
Q (x, w) = R n whenever w ∈ T Q (x) = R n , and so Q is parabolically derivable atx for every w ∈ T Q (x). Since N Q (x) = {0}, we have K Q (x, 0) = R n . Theorem 3.3(i) tells us that dom d 2 δ Q (x, 0) = K Q (x, 0). It is easy to see that Q satisfies Definition 3.1 in this case, and thus it is parabolically regular atx forv = 0 with d 2 δ Q (x, 0) = δ K Q (x,0) . Ifx = 0 ∈ Q, then we get T 2 Q (x, w) = T Q (w) whenever w ∈ T Q (x) = Q, and hence Q is parabolically derivable atx for every w ∈ T Q (x). Pick anyv ∈ N Q (x) = −Q and w ∈ R n with d 2 δ Q (x,v)(w) < ∞. Theorem 3.3(i) yields w ∈ K Q (x,v), and so w ∈ T Q (x) = Q. Therefore
which tells us by Definition 3.1 that Q is parabolically regular atx for everyv ∈ N Q (x). Consider the remaining most challenging case wherex ∈ (bd Q) \ {0}. Observe that in this case the cone Q can be equivalently described as the constraint system (4.1) by
− is a polyhedral set and ∇f (x) has full rank due tox ∈ (bd Q) \ {0}, we deduce from Example 3.4 and Theorem 4.5 that Q is parabolically derivable atx for every w ∈ T Q (x). Furthermore, Theorem 5.6 ensures that Q is parabolically regular atx for everyv ∈ N Q (x). To obtain finally a formula for the second subderivative of δ Q in this case, observe that since f (x) = (0, −x n ) ∈ R 2 withx n > 0, the set of Lagrange multiplier (5.2) can be expressed by
Appealing now to (5.14) gives us the precise computation of the second subderivative of δ Q :
by (3.10)
which completes our second-order analysis of the Lorentz cone (5.16).
Next we proceed with several important consequences of Theorem 5.6. The first one and the subsequent discussions address the duality issues for which Theorem 5.6 offers pieces of new information in comparison with the above Propositions 5.4 and 5.5.
Corollary 5.9 (existence of primal optimal solutions). Let the basic assumptions (H1)-(H4) hold, and let the set Θ from (4.1) be parabolically regular at f (x) for every λ ∈ Λ(x,v). Then whenever w ∈ K Ω (x,v) the primal problem (5.6) admits an optimal solution.
Proof. Theorem 5.6 ensures that the indicator function δ Ω is parabolically regular atx for v. The claimed existence of optimal solutions to (5.6) follows from the combination of Theorem 3.3(ii), the value function formula (5.13), and the second-order tangent chain rule (4.8).
Let us compare the obtained duality results in Propositions 5.4 and 5.5 complemented by Corollary 5.9 with those known before.
Remark 5.10 (discussions on duality). The primal and dual problems (5.6) and (5.12), respectively, were considered in some different while equivalent form in [5] [6] [7] under the metric regularity/Robinson constraint qualification. Weakening the latter to MSCQ (4.2) took a while in order to come to complete fruition. The first duality result under MSCQ appeared in [25, Theorem 4.7] for the case where Θ = Q, the second-order cone (5.16). Then it was extended in [21, Proposition 3.2] to any closed convex cone with the analysis taken place at its vertex. Here we establish the duality relationships in generality for any convex sets that is parabolic derivable at the point in question. To the best of our knowledge, all the aforementioned results do not justify that the primal problem (5.6) admits an optimal solution as it is done in Corollary 5.9 when in addition we assume that the set Θ under consideration is parabolically regular. This can significantly simplify the proof of the main results in [21, 25] . Now we are ready to establish the twice epi-differentiability of the indicator functions associated with parabolically regular constraint systems (4.1).
Corollary 5.11 (twice epi-differentiability for constraint systems).
Let Ω be given in (4.1) under the basic assumptions (H1)-(H4), and let w ∈ K Ω (x,v). Suppose in addition that Θ is parabolically regular at f (x) for every λ ∈ Λ(x,v). Then the indicator function δ Ω is properly twice epi-differentiable atx forv.
Proof. This is an immediate consequence of Theorem 3.6 and Theorem 5.6.
We conclude this section with the following discussions on twice epi-differentiability.
Remark 5.12 (discussions on twice epi-differentiability). Twice epi-differentiability for extended-real-valued functions was introduced by Rockafellar in [42] , where this property was justified for fully amenable functions. In particular, it is shown therein that the indicator function of a fully amenable set, i.e., a set admitting representation (4.1) with Θ being a polyhedral convex set under the metric regularity constraint qualification, is twice epi-differentiable. We are not familiar with any result of this type for (4.1) when the set Θ is merely parabolically regular. Corollary 5.11 can be viewed as a far-going extension of the aforementioned result from [42] for indicator functions of constraint systems under parabolic regularity and MSCQ.
Further Properties of Parabolically Regular Sets
In this section we continue the study of parabolically regular sets while particularly using the results for constraint systems taken from Section 5. It allows us to obtain new sufficient conditions for parabolic regularity by establishing its relationships with some notions of different types well understood and applied in variational analysis and optimization. Furthermore, in this way we obtain an intersection rule for parabolically regular sets, which ensures the preservation of parabolic regularity under intersections of sets with deriving precise formulas for calculating second-order tangents and second subderivatives of set intersections.
Let us now recall the notion of C 2 -cone reducible sets that plays an important role in constrained optimization, especially in its second-order aspects; see Bonnans and Shapiro [7] . Definition 6.1 (reducible sets). A closed set Ω ⊂ R m is said to be C 2 -cone reducible at y ∈ Ω to a closed convex cone Ξ ⊂ R s if there exist a neighborhood U ⊂ R m ofȳ and a C 2 -smooth mapping h : R m → R s such that Ω ∩ U = y ∈ U h(y) ∈ Ξ , h(ȳ) = 0, and ∇h(ȳ) has full rank s.
(6.1)
If this holds for allȳ ∈ Ω, then we say that Ω is C 2 -cone reducible.
It is well known that the defined set reducibility encompasses polyhedral convex sets and also important classes of nonpolyhedral ones including the second-order cone generating problems of second-order cone programming (SOCPs), the cone of positive semidefinite symmetric matrices in problems of semidefinite programming (SDPs), etc.; see [7] . We show now that C 2 -cone reducible are always parabolically regular and their indicator functions are twice epi-differentiable.
Theorem 6.2 (parabolic regularity of C 2 -cone reducible sets).
Let Ω ⊂ R m be a closed set that is C 2 -cone reducible atȳ ∈ Ω to a closed convex cone Ξ ⊂ R s , and let (ȳ, λ) ∈ gph N Ω .
Then Ω is parabolically derivable atȳ for any vector w ∈ T Ω (ȳ) and parabolically regular atȳ for λ. Consequently, its indicator function δ Ω is properly twice epi-differentiable atȳ for λ with the second subderivative calculated by
where µ ∈ R s is the unique solution to the system
Proof. Since h(ȳ) = 0 and Ξ is a cone, for any vector u ∈ T Ξ (h(ȳ)) we have T 2 Ξ (h(ȳ), u) = T Ξ (u). This along with the convexity of Ξ tells us that Ξ is parabolically derivable at h(ȳ) for any vector from T Ξ (h(ȳ)). Appealing now to Theorem 4.5 ensures that the set Ω is parabolically derivable atȳ for any vector w ∈ T Ω (ȳ).
Next let us prove that Ξ is parabolically regular at h(ȳ) for the unique vector µ satisfying (6.3). To do it, take any vector w ∈ R s such that d 2 δ Ξ (h(ȳ), µ)(w) < ∞. We have by Theorem 3.3(i) that w ∈ K Ξ (h(ȳ), µ) = Ξ ∩ {µ} ⊥ . Denote w k := w for all k ∈ IN and take any sequence t k ↓ 0 as k → ∞. It gives us the inequality
and therefore Ξ is parabolically regular at h(ȳ) for µ. It follows from Definition 6.1 of the C 2 -cone reducibility that the set Ω in question is represented as a constraint system in (4.1). Thus applying Theorem 5.6 to this set ensures the parabolic regularity of Ω atȳ for λ. Using then the second-order tangent chain rule (4.8) from Theorem 4.5 tells us that whenever w ∈ T Ω (ȳ) we have the equivalent representation
This brings us in turn to the equalities
Employing finally assertions (i) and (iii) of Theorem 3.3 verifies the second subderivative formula (6.2) and thus completes the proof of the theorem.
The obtained theorem encloses the class of C 2 -cone reducible sets into the collection of parabolically regular ones. As Example 6.4 below shows, this inclusion is generally strict. Before proceeding with this example, let us discuss a distinguished feature of C 2 -cone reducible sets among those which are convex, parabolically derivable, and parabolically regular.
Remark 6.3 (specification of reducible sets among parabolically regular ones).
Let Ω ⊂ R m be convex, parabolically derivable atȳ ∈ Ω for every vector w ∈ K Ω (ȳ, λ) with λ ∈ N Ω (ȳ), and parabolically regular atȳ for λ. Then it follows from Theorem 3.3(ii) that for any w ∈ K Ω (ȳ, λ) there exists a second-order tangent u w ∈ T 2 Ω (ȳ, λ) such that d 2 δ Ω (ȳ, λ)(w) = − λ, u w . If we assume in addition that Ω is C 2 -cone reducible atȳ, then it follows from (6.2) and (6.3) that for any w ∈ K Ω (ȳ, λ) we have
This indicates that if Ω is not just parabolically regular but C 2 -cone reducible at the reference point, then the the second-order tangent u w that we find for any w ∈ K Ω (ȳ, λ) is in fact a quadratic function of w. It seems to be a distinguished feature of C 2 -cone reducible sets in the class of all the parabolically regular ones.
The following example constructs a closed and convex set in R 2 that is parabolically regular while not C 2 -cone reducible at the origin.
Example 6.4 (failure of C 2 -cone reducibility). Fix any α ∈ (1, 2) and consider the set Ω := epi ϕ ⊂ R 2 , where the function ϕ : R → R is defined by
It is easy to check that ϕ(0) = ϕ ′ (0) = 0 while ϕ ′′ + (0) = ∞. Takingȳ := (0, 0) ∈ Ω and λ = (0, −1), we claim that the following hold:
(i) Ω is a closed and convex set with
(ii) Ω is parabolically derivable atȳ for every vector (w 1 , 0) ∈ K Ω (ȳ, λ) with w 1 ≤ 0, and for any vector in this form we have T 2 Ω (ȳ, (w 1 , 0)) = R × R + . (iii) Ω is parabolically regular atx for λ.
(iv) T 2 Ω (ȳ, (1, 0)) = ∅, and thus Ω is not parabolically derivable atȳ for (1, 0) ∈ T Ω (ȳ). The last statement demonstrates that Ω is not C 2 -cone reducible atȳ. Indeed, if the reducibility property is satisfied for Ω atȳ, then Theorem 6.2 implies that Ω must be parabolically derivable atȳ for any tangent vector in T Ω (ȳ), which clearly contradicts (iv).
To verify our claims (i)-(iv), observe first that (i) follows directly from the definition of Ω and simple calculations. To proceed with (ii), pick any (w 1 , 0) ∈ K Ω (ȳ, λ) with w 1 ≤ 0 and (u 1 , u 2 ) ∈ R × R + . Then it is not hard to check that for all t > 0 sufficiently small we have
This readily yields the inclusion
for all t > 0 sufficiently small, which clearly implies that (u 1 , u 2 ) ∈ T 2 Ω (ȳ, (w 1 , 0)). On the other hand, it is easy to show that T 2 Ω (ȳ, (w 1 , 0)) ⊂ R × R + , which proves (ii). Turning to (iii), note that d 2 δ Ω (ȳ, λ)(w) ≥ 0 for all w ∈ R 2 due to Theorem 3.3(i) and convexity of Ω. We intend to show that
To this end, pick w = (w 1 , 0) ∈ K Ω (ȳ, λ) with w 1 ≤ 0. It follows from Proposition 3.2 that
which leads us to d 2 δ Ω (ȳ, λ)(w) = −σ T 2 Ω (ȳ,w) (λ) = 0 and hence justifies w ∈ dom d 2 δ Ω (ȳ, λ). Conversely, pick w ∈ dom d 2 δ Ω (ȳ, λ) and deduce from (3.7) that dom d 2 δ Ω (ȳ, λ) ⊂ K Ω (ȳ, λ). Fixing w = (w 1 , 0) ∈ R 2 with w 1 > 0 and taking ω = (ω 1 , ω 2 ) → w, we get
This together with w 1 > 0 and α ∈ (1, 2) implies that d 2 δ Ω (ȳ, λ)(w) = ∞ and hence justifies (6.4). Now we pick w = (w 1 , 0) ∈ dom d 2 δ Ω (ȳ, λ) and get from (6.4) and the discussions above that d 2 δ Ω (ȳ, λ)(w) = −σ T 2 Ω (ȳ,w) (λ) = 0. Combining this with [47, Proposition 13.64] yields
which verifies therefore the parabolic regularity of Ω atȳ for λ.
It remains to verify (iv). Suppose on the contrary that there exists some second-order tangent (u 1 , u 2 ) ∈ T 2 Ω (ȳ, (1, 0)), which gives us a sequence t k ↓ 0 with
which amounts to saying in turn that
and get s k > 0 for all k ∈ IN sufficiently large. This allows us to rewrite the above inequality in the equivalent form
Passing to the limit as k → ∞ contradicts the fact that ϕ ′′ + (0) = ∞ and thus completes the proof of (iv) and our consideration in this example.
We conclude this section by establishing the following intersection rules for parabolically regular sets and related second-order constructions.
Theorem 6.5 (intersection rules for parabolically regular sets). Let Ω 1 and Ω 2 be two closed and convex sets in R n , and letx ∈ Ω 1 ∩ Ω 2 . Assume that there exist a constant κ > 0 and a neighborhood U ofx satisfying the metric qualification condition
(6.5)
If both Ω 1 and Ω 2 are parabolically derivable for every vector u ∈ T Ω 1 ∩Ω 2 (x), then their intersection Ω 1 ∩ Ω 2 is also parabolically derivable atx for every vector u ∈ T Ω 1 ∩Ω 2 (x), and we have the second-order tangent intersection rule
Further, pickv ∈ N Ω 1 ∩Ω 2 (x) and define the set
If for any pair (v 1 , v 2 ) ∈ S(x,v) the sets Ω 1 and Ω 2 are parabolically regular atx for v 1 and v 2 , respectively, then their intersection Ω 1 ∩ Ω 2 is parabolically regular atx forv, and we have the second subderivative intersection rule
Proof. We know from Bauschke et al. [2, Theorem 3] that the metric qualification condition (6.5) ensures the (first-order) tangent and normal intersection rules for convex sets:
Define further the set Ω ⊂ R n by
and observe that Ω belongs to the class of constraint systems (4.1) with Θ := Ω 1 × Ω 2 , O = R n , and f (x) := (x, x). Furthermore, it is not hard to check that (6.5) amounts to saying that the constraint mapping x → f (x) − Θ is metrically subregular at ((x,x), 0). It follows from the definitions that
(x, w). Using this, the second-order tangent chain rule (4.8) from Theorem 4.5, and the obvious fact that ∇ 2 f (x) = 0 yields the representation
which clearly justifies the claimed intersection rule (6.6) for the second-order tangent sets. Since Ω 1 and Ω 2 are parabolic derivable atx for the selected vector w, so is Θ at f (x) = (x,x) for ∇f (x)w = (w, w). Employing again Theorem 4.5 tells us that Ω is parabolically regular atx for w, which therefore proves the first part of the theorem.
We turn next to verifying that the set intersection Ω 1 ∩ Ω 2 is parabolically regular atx forv. To this end, observe that the collection of Lagrange multipliers Λ(x,v) from (5.2) in the setting under consideration can be equivalently expressed as
Pick (v 1 , v 2 ) ∈ S(x,v) and deduce from (6.8) and the support function definition that
To prove that Θ = Ω 1 × Ω 2 is parabolically regular at (x,x) for (
Since the sets Ω i are parabolically regular atx for v i as i = 1, 2, we deduce from Theorem 3.3(iii) that
It follows directly from definition (2.11) of the second subderivative that
On the other hand, Proposition 3.2 leads us to the relationships
Combining all of this, we arrive at the equality v 2 ) and thus conclude from Theorem 3.3(iii) that Ω = Ω 1 ∩ Ω 2 is parabolically regular atx for v. Applying Theorem 5.6 to the sets Ω written as a constraint system (4.1) with Θ = Ω × Ω 2 and taking into account that Θ is parabolically regular at (x,x) for any pair (v 1 , v 2 ) ∈ S(x,v) verify that Ω is parabolic regular atx forv. Finally, the intersection rule (6.7) for the second subderivative of δ Ω 1 ∩Ω 2 is an adaptation of (5.14) to the setting under consideration. This completes the proof of the theorem.
Let us mention that somewhat related intersection results can be found in [7, Theorem 3.90] for the second-order regular sets in the sense therein. Using the notation of Theorem 6.5, the qualification condition utilized in [7, Theorem 3 .90] reads as int Ω 1 ∩ Ω 2 = ∅, which is the standard qualification condition in convex analysis. It has been well recognized that the metric qualification condition (6.5) is much weaker than the latter interiority one.
Second-Order Optimality Conditions with Quadratic Growth
This section addresses applications of the developed theory of parabolic regularity and twice epidifferentiability to deriving new second-order optimality conditions in problems of constrained optimization. The problem under consideration here is formulated as follows:
where ϕ : R n → R, f : R n → R m , and Θ ⊂ R m . Throughout this and next sections, we assume that ϕ and f are twice differentiable at the reference points, and that Θ is a closed convex set. The constrained problem (7.1) can be rewritten in the unconstrained optimization format
2)
The set Ω defined in (7.2) is a constraint system in the form of (4.1) with O = R m therein. The Lagrangian function associated with (7.1) is defined in the conventional way as L(x, λ) := ϕ(x) + λ, f (x) for any pair (x, λ) ∈ R n × R m . The next theorem collects the main results of this section while providing no-gap secondorder optimality conditions for the constrained problem (7.1) with a parabolically regular set Θ. Recall that by no-gap conditions we understand a pair of optimality conditions where the sufficient condition differs from the corresponding necessary condition by replacing the nonstrict inequality in the latter with the strict one. In fact, the obtained second-order sufficient condition offer more; namely, a quadratic growth of the cost function that is strongly used below.
Theorem 7.1 (no-gap second-order optimality conditions under parabolic regularity). Letx be a feasible solution to problem (7.1), and letv := −∇ϕ(x). In addition to the basic assumptions (H1)-(H4) imposed on Ω from (7.2), suppose that the set Θ in (7.1) is parabolically regular at f (x) for every λ ∈ Λ(x,v) from (5.2). Then we have the following second-order optimality conditions for the constrained problem (7.1):
(i) Ifx is a local minimizer of (7.1), then the second-order necessary condition
is satisfied for all w ∈ K Ω (x,v).
(ii) The validity of the second-order sufficient condition
amounts to the existence of positive constants ℓ and ε such that the quadratic growth condition
holds, where ψ := ϕ + δ Θ • f is the cost function in (7.2). Thusx provides is a strict local minimum for the constrained optimization problem (7.1).
Proof. To verify (i), we get from the imposed assumptions in the theorem and Proposition 4.2 thatv = −∇ϕ(x) ∈ N Ω (x) and then
Employing Corollary 5.11 tells us that the indicator function δ Ω is properly twice epi-differentiable atx forv. Using this and the assumed twice differentiability of ϕ atx, it is easy to derive from the definitions the following second subderivative sum rule:
Sincex is a local minimizer of ψ = ϕ + δ Ω , it follows from [47, Theorem 13.24(a)] that d 2 ψ(x, 0)(w) ≥ 0 for all w ∈ R n . Applying then the second subderivative calculation for δ Ω from (5.14) and the second subderivative sum rule (7.6) readily justify assertion (i). Observe that due to (5.4) we have dom d 2 δ Ω (x,v) = K Ω (x,v) and thus do not need to consider vectors w / ∈ K Ω (x,v) in the second-order necessary optimality condition (7.3).
To proceed next with the proof of (ii), deduce from the proof of [47, Theorem 13.24(c)] in the general unconstrained framework of minimizing an arbitrary proper function ψ : R n → R that the second-order condition d 2 ψ(x, 0)(w) > 0 for all w ∈ R n \ {0} amounts to the existence of positive constants ℓ and ε such that the quadratic growth condition (7.5) is satisfied. Taking into account the particular form of our function ψ and combining it with the second subderivative sum rule (7.6), the representation dom d 2 δ Ω (x,v) = K Ω (x,v), and the second subderivative calculation for δ Ω in (5.14) verify assertion (ii) and thus complete the proof of the theorem.
Some commentaries on second-order optimality conditions are now in order.
Remark 7.2 (discussions on second-order optimality conditions). Observe the following:
(i) The second-order sufficient condition (7.4) can be equivalently expressed via the existence of ℓ > 0 for which we have the estimate
This is due to the fact that the second subderivative is l.s.c. by Proposition 2.1(i). Labeling as ℓ the best/largest constant ℓ satisfying the above condition, we can easily compute it by
where S := {w ∈ R n | w = 1} stands for the unit sphere in R n .
(ii) Second-order optimality conditions in constrained optimization have been studied in the literature under certain second-order regularity assumptions and different constraint qualifications. Let us mention those obtained in [5] for problems (7.1) with second-order regular sets Θ under the metric regularity/Robinson constraint qualification; see [7, Chapter 3] for more details. Quite recently no-gap second-order optimality conditions were derived in [14] for constraint problems of type (7.1) generated by C 2 -cone reducible sets Θ under the metric subregularity constraint qualification. The latter qualification condition was also used in our paper [32] for similar problems of composite optimization with fully subamenable constraint functions. All of the aforementioned results are strict consequences of Theorem 7.1. Furthermore, the approach developed here, which is mainly based on parabolic regularity and second subderivative calculus under MSCQ, is fundamentally different from those mentioned above. It allows us to not only establish the strongest no-gap second-order optimality conditions for a large class of problems in constrained optimization, but also to unify previously known developments in this direction.
To conclude this section, we present yet another second-order sufficient optimality condition for problem (7.1) that is of type (7.3) but is obtained under different assumptions. Note that we do not impose now any constraint qualification while assuming instead the validity of a firstorder necessary optimality condition in the Karush-Kuhn-Tucker (KKT) form. The obtained result is particularly useful for the study of augmented Lagrangians in the next section.
Proposition 7.3 (second-order sufficient condition without constraint qualifications).
Letx be a feasible solution to problem (7.1). Suppose that the pair (x, λ) satisfies the KKT system
and that the set Θ is parabolically derivable at f (x) for every critical cone vector u ∈ K Θ (f (x), λ). Assume also that the second-order condition
is satisfied for all w ∈ R n \ {0} with ∇f (x)w ∈ K Θ (f (x), λ). Then there exist positive constants ε and ℓ such that the quadratic growth condition (7.5) holds while ensuring in particular thatx is a strict local minimizer for problem (7.1).
Proof. It follows from (7.7), the structure of (7.2), and the convexity of Θ that
Using similar arguments as those for the proof of (5.3) leads us to
for all w ∈ R n , wherev = −∇ϕ(x). Hence for any w ∈ R n we have
, λ) for some w ∈ R n \{0}, then it follows from the above inequality and the assumed second-order condition (7.
, λ) with some w = 0, we deduce from Theorem 3.
Using again the above inequality yields d 2 ψ(x, 0)(w) = ∞. Hence for any w ∈ R n \ {0} we get d 2 ψ(x, 0)(w) > 0. Appealing finally to [47, Theorem 13.24(c) ] verifies the quadratic growth condition (7.5) and thus completes the proof of the proposition.
Augmented Lagrangians under Parabolic Regularity
In this section we present one of the most striking novel applications of the developed secondorder variational theory under parabolic regularity. It concerns augmented Lagrangians associated with the class of constrained optimization problems (7.1). The importance of augmented Lagrangians has been well recognized from the viewpoints of both theoretical and algorithmic developments in variational analysis and optimization, and the quadratic growth condition achieved below under parabolic regularity has been a goal of many previous efforts in particular settings; see Remark 8.5 for more comments.
To reach our goal, we need to involve additional tools of second-order variational analysis complemented to those discussed above. Recall that a function ϕ : R n → R is twice semidifferentiable atx if it is semidifferentiable atx, defined as in (3.11), and the limit
exists. The second semiderivative of ϕ atx is denoted by d 2 ϕ(x). It is not hard to check the the existence of the above limit amounts to saying that ϕ satisfies the second-order expansion
and that d 2 ϕ(x)(w) is finite everywhere while depending continuously on w. As discussed in [47, p. 590] , although twice semidifferentiability seems appealing due to its tie to the secondorder expansion, it has limitations to handle nonsmoothness. Indeed, even first-order semidifferentiability of ϕ atx may not hold unless the function is finite and continuous aroundx. This makes it impossible to deal with the boundary points of function domains. Nevertheless, there are optimization settings where twice semidifferentiablity is achievable. As shown below, the augmented Lagrangian associated with (7.1) under parabolic regularity enjoys this property.
We begin with a simple sum rule for twice semidifferentiability.
Proposition 8.1 (sum rule for twice semidifferentiability). Let the functions ϕ i : R n → R as i = 1, 2 be twice semidifferentiable atx. Then their sum ϕ 1 + ϕ 2 is twice semidifferentiable atx, and we have the equality
Proof. It follows directly from the twice semidifferentiability of ϕ 1 and ϕ 2 atx that the sum ϕ 1 + ϕ 2 is also twice semidifferentiable at this point with
This immediately implies that for any u ∈ R n we have
Passing now to the limit as u → w verifies the twice semidifferentiability of ϕ 1 + ϕ 2 atx.
Next we establish a chain rule for twice semidifferentiability that is particularly useful for calculating the second subderivative of the augmented Lagrangian associated with (7.1).
Proposition 8.2 (chain rule for twice semidifferentiability). Consider the composition ϕ = ϑ • f , where f : R n → R m is twice differentiable atx, and where ϑ : R m → R is differentiable at f (x) and twice semidifferentiable at this point. Then the following assertions hold:
(i) ϕ is twice semidifferentiable atx, and its second semiderivative is calculated by
(ii) ϕ has the second-order expansion
(iii) ϕ is twice epi-differentiable atx for ∇ϕ(x) with
Proof. Since ϕ is differentiable atx, it is semidifferentiable at this point. Pick any w ∈ R n and let u → w and t ↓ 0. It follows from the twice differentiability of f atx that
Denote y t := f (x+tu) andȳ := f (x). It is not hard to derive from the twice semidifferentiability of ϑ at f (x) that the second-order expansion
holds for all t > 0 sufficiently small. Thus we get the chain of equalities
Remembering that d 2 ϑ(ȳ) is a continuous function, dividing the above equalities by 1 2 t 2 , and then letting u → w and t ↓ 0 verify the twice semidifferentiability of ϕ atx and justify the second-order expansion (8.1). Furthermore, this yields the twice epi-differentiable of ϕ atx for ∇ϕ(x). Finally, we observe that the claimed second-order expansion in (ii) comes from [47, Exercise 13.7(c)].
Although the twice semidifferentiability assumption on the outer function ϑ in Proposition 8.2 seems to be restrictive, it holds in some important settings that appear in numerical algorithms for constrained optimization problems. As Rockafellar demonstrated in [46, Theorem 4.3] , a convex function ϑ : R m → R is twice semidifferentiable atȳ ∈ dom ∇ϑ if and only if it is twice epi-differentiable atȳ for ∇ϑ(x) and d 2 ϑ(ȳ, ∇ϑ(ȳ))(w) is finite for any w ∈ R m . Now we utilize this result for the augmented Lagrangians of (7.1). Given (x, λ, ρ) ∈ R n ×R m ×(0, ∞), the augmented Lagrangian associated with the constrained problem (7.1) is defined by
Given ψ : R n → R and r > 0, define the Moreau envelope of ψ relative to r by e r ψ(x) = inf
When ψ = δ Ω for some Ω ⊂ R n , we get e r δ Ω (x) = 1 2r dist(x; Ω) 2 . It is well known that the Moreau envelope e r δ Ω associated with a closed and convex set Ω is C 1 -smooth on R n and its gradient is calculated by
via the projection operator P Ω for the set Ω. Using the Moreau envelope (8.3) of ψ relative to r = ρ −1 , we can equivalently express the corresponding augmented Lagrangian (8.2) by
Taking now a pair (x,λ) satisfying the KKT first-order necessary optimality condition (7.7) and remembering that the set Θ in (7.1) is closed and convex, we can easily check that
Thus for any ρ > 0 the augmented Lagrangian (8.2) is differentiable at (x, λ, ρ), and we have
The next theorem establishes twice semidifferentiability and twice epi-differentiability of the augmented Lagrangian associated with the constrained problem (7.1) under parabolic regularity and derives precise formulas for computing its second semiderivative and second subderivative together with verifying the second-order expansion. Let (x, λ) satisfy the first-order optimality condition (7.7) for problem (7.1) . Assume that Θ is parabolic derivable at f (x) for every vector from K Θ (f (x), λ) and that Θ is parabolically regular at f (x) for λ. For each ρ > 0 consider the function x → L(x, λ, ρ) for all x ∈ R n (8.5) defined via the augmented Lagrangian (8.2). Then the following hold:
(i) Function (8.5) is twice semidifferentiable atx, and for any w ∈ R n we have
is the second semiderivative of the augmented Lagrangian with respect to x. (ii) Function (8.5) satisfies the second-order expansion
(iii) Function (8.5) is twice epi-differentiable atx for 0, and we have the equality
telling us that the second subderivative of the augmented Lagrangian with respect of x at (x, λ, ρ) forv = 0 agrees with its second semiderivative of (8.2) with respect of x at this triple.
Proof. Fix ρ > 0 and define the function ϑ by ϑ(y) := (e 1/ρ δ Θ )(y) for all y ∈ R m . Hence the augmented Lagrangian (8.2) can be expressed as
We further proceed with the following claim.
Claim. For any ρ > 0 the function e 1/ρ δ Θ is twice semidifferentiable at f (x) + ρ −1 λ.
To justify this claim, we conclude from Theorem 3.6 that δ Θ is properly twice epi-differentiable at f (x) for λ. Appealing now to [39, Theorem 6.5] implies that the Moreau envelope e 1/ρ δ Θ is twice epi-differentiable at f (x) + ρ −1 λ for ∇(e 1/ρ δ Θ )(f (x) + ρ −1 λ) = λ. Let us observe here that since we employ [39, Theorem 6.5] for the convex function δ Θ , the constant r in [39, Theorem 6.5] is 0, and so it is not required to assume in our setting that ρ is sufficiently large. The aforementioned result of [39] tells us also that
Remember that δ Θ is a proper, l.s.c., and convex. This implies by [47, Theorem 2.26(b) ] that e 1/ρ δ Θ is convex and C 1 -smooth. It follows from (8.6) that the second subderivative d 2 (e 1/ρ δ Θ )(f (x) + ρ −1 λ, λ) is finite on R m . Using further [46, Theorem 4.3] ensures that e 1/ρ δ Θ is twice semidifferentiable at f (x) + ρ −1 λ with the second subderivative
The latter means that the second semiderivative of e 1/ρ δ Θ at f (x) + ρ −1 λ agrees with the second subderivative of e 1/ρ δ Θ at this point for λ, which verifies the claim. Combining the established claim with Proposition 8.2 tells us that the function x → ϑ(f (x)+ ρ −1 λ) is twice semidifferentiable atx. Using further the sum rule from Proposition 8.1 ensures that the function x → ϕ(x) + ϑ(f (x) + ρ −1 λ) is twice semidifferentiable atx, and hence the augmented Lagrangian x → L(x, λ, ρ) shares this property. Moreover, it follows from Propositions 8.1 and 8.
where the last equality comes from (8.6). It shows therefore that (i) holds. Assertions (ii) follows directly from Proposition 8.2(ii) combined with the facts that L(x, λ, ρ) = ϕ(x) and ∇ x L(x, λ, ρ) = 0 as shown in (8.4) . To verify finally (iii), note by (8.4) that ∇ x L(x, λ, ρ) = 0. Thus the twice epi-differentiability of the function x → L(x, λ, ρ) atx forv = 0 is a consequence of the above discussion and Proposition 8.2(iii).
The twice semidifferentiability of the augmented Lagrangian (8.2) in Theorem 8.3(i) was discussed in [50, equation (3.25) ] under the name of "second-order Hadamard directional differentiability" by using a different approach in the case where the set Θ is second-order regular.
Recall that the second-order regularity is strictly stronger than the parabolic regularity extensively developed in this paper. The second-order expansion in Theorem 8.3(ii) was derived for nonlinear programming problems in [45, Proposition 7.2] by employing yet another device.
The next major result establishes the validity of the quadratic growth condition (7.5) for the augmented Lagrangian (8.2) associated with (7.1) under the parabolic regularity of Θ. Moreover, we prove the equivalence-again under the parabolic regularity-of the latter growth condition to the second-order sufficient optimality condition (7.8) for (7.1) as well as to the positivity of the second subderivative of (8.2) with respect to x. Theorem 8.4 (quadratic growth condition for augmented Lagrangians). Let the pair (x, λ) satisfy the first-order optimality condition (7.7) under the assumptions that:
• Θ is parabolically derivable at f (x) for every vector from K Θ (f (x), λ).
• Θ is parabolically regular at f (x) for λ.
• The second subderivative d 2 δ Θ (f (x), λ) is continuous relative to its domain which is K Θ (f (x), λ).
Then the following assertions are equivalent: (i) The second-order sufficient condition (7.8) holds for all vectors w ∈ R n \ {0} satisfying ∇f (x)w ∈ K Θ (f (x), λ).
(ii) There exists a positive numberρ > 0 such that for any ρ >ρ we have
(iii) There areρ > 0, ε > 0, and ℓ > 0 (all dependent on λ) such that for any ρ ≥ρ we have
Proof. Assume first that (ii) holds for ρ =ρ. Employing [47, Theorem 13.24(c)] tells us that there exist positive numbers ε and ℓ such that
with the usage of the equality L(x, λ,ρ) = f (x). Since the function ρ → L(x, λ, ρ) is nondecreasing due to [47, Exercise 11 .56], we get (iii) for any ρ ≥ρ. Then implication (iii) =⇒ (ii) comes from the definition of the second subderivative.
Assume now that (ii) holds and fix the numbersρ, ρ therein. Theorem 8.3 and then Moreau envelope construction (8.3) 
for all w ∈ R n \ {0}, which in turn justifies (i).
To verify the opposite implication, assume that (i) holds and define the sets
Since Θ is parabolically derivable at f (x) for every vector in K Θ (f (x), λ), we deduce from Theorem 3.3(i) that the function d 2 δ Θ (f (x), λ) is proper and lower semicontinuous. This ensures that the second-order condition (7.8) amounts to the existence of ℓ > 0 such that
Consider further the function χ ρ : R n → R given by
It follows from the convexity of Θ, the parabolic regularity of δ Θ at f (x) for λ, and Theorem 3.6 that δ Θ is properly twice epi-differentiable at f (x) for λ. Appealing now to [47, Proposition 13.20(a)] indicates that d 2 δ Θ (f (x), λ) is a convex function. Hence we deduce from [47, Theorem 2.26(b)] that the function χ ρ is finite and continuous on R n for any ρ > 0. Next we show that χ ρ (w) > 0 for all w ∈ S whenever ρ > 0 is sufficiently large. It is accomplished by the following two steps.
Step 1: There are an open set V ⊂ R n and a numberρ 1 > 0 with S ∩ E ⊂ S ∩ V and χ ρ (w) > 0 for all w ∈ S ∩ V and all ρ >ρ 1 .
To verify this, consider the function
Since E is closed and S is compact, the set S ∩ E is obviously compact as well. It follows from our assumptions in this theorem that χ is continuous relative to the compact set S ∩ E, which allows us to deduce from [47, Theorem 1.25] that
Employing the Dini theorem from [48, Theorem 7.13 ] ensures that the above pointwise convergence becomes uniform on S ∩ E. Thus for any ε > 0 we findρ 1 > 0 such that |χρ 1 (w) − χ(w)| < ε whenever w ∈ S ∩ E.
In particular, for ε := ℓ/2 with ℓ > 0 taken from (8.8) it follows that
Now we claim that there exists an open set V ⊂ R n such that S ∩ E ⊂ S ∩ V and
To justify it, pick w ∈ S ∩ E and remember that χρ 1 is continuous at w with χρ 1 (w) > ℓ/2 due to (8.9) . This gives us a neighborhood U w of w in R n for which
Setting V := w∈S∩E U w , which is open in R n but depends inρ 1 , we see that S ∩ E ⊂ S ∩ V and that χρ 1 (w) > ℓ 4 for all w ∈ S ∩ V , and hence our claim is verified. Pick now ρ >ρ 1 and deduce from the monotonicity of the functions χ ρ with respect to ρ that
which therefore completes the proof of Step 1.
Step 2: There exists a numberρ 2 > 0 such that
where V is taken from Step 1, and where V c stands for the complement of V in R n .
To prove this statement, note first that V c is a closed set and so S ∩ V c is compact. It is not hard to check the implication
Defining further the real quantities
xx L(x, λ)w, w and β := min
we observe from (8.10) and the compactness of S ∩V c that β > 0. It follows from Theorem 3.3(i) that d 2 δ Θ (f (x), λ)(w) ≥ 0 for all w ∈ R n ; since Θ is convex, the constant r in Theorem 3.3(i) is zero. Furthermore, the aforementioned theorem tells us that dom
Combining these results readily yields
Letρ 2 := max{1, − 2α β }. Then whenever ρ >ρ 2 and w ∈ S ∩ V c we get
which therefore verifies the statement of Step 2.
Unifying the results established in Step 1 and Step 2 brings us to the inequality d 2 x L (x, λ, ρ), 0 (w)χ ρ (w) > 0 for all w ∈ S and all ρ >ρ := max ρ 1 ,ρ 2 .
Taking finally any w ∈ R n \ {0} and recalling that the second subderivative is positive homogeneous of degree 2, we obtain for all ρ >ρ that
which justifies (ii) and thus completes the proof of the theorem.
Let us conclude this section with brief discussions on previous efforts to obtain the quadratic growth condition for augmented Lagrangians and the main assumptions of Theorem 8.4.
Remark 8.5 (on quadratic growth for augmented Lagrangians). Observe that:
(i) There have been some developments in order to establish implication (i) =⇒ (iii) in Theorem 8.4 for different classes of constrained optimization problems. Rockafellar in [45, Theorem 7.4] derived this implication for nonlinear programming problems without appealing to the second subderivative, the main player in our proof. Liua and Zhang obtained this result for second-order cone programming problems in [30, Proposition 10] when in addiction the strict complementarity condition and some nondegeneracy condition were imposed. For semidefinite programming problems a similar result was achieved in [51, Proposition 4] by assuming a stronger version of the second-order sufficient condition (7.8) together with a nondegeneracy condition. Theorem 8.4 provides an extension of Rockafellar's result for any parabolically regular constrained optimization problem including second-order cone programs, semidefinite programs, etc. Moreover, we also show that the quadratic growth condition (8.7) for the augmented Lagrangians is actually equivalent to the second-order sufficient condition (7.8). The latter was not observed before even in nonlinear programming.
(ii) Finally, we briefly discuss the main assumptions in Theorem 8.4. As mentioned earlier, the parabolic derivability and parabolic regularity hold for any convex polyhedral set (Example 3.4), for the second-order cone (Example 5.8), and-more generally-for any C 2 -cone reducible set (Theorem 6.2). The continuity of the second subderivative relative to its domain is satisfied for any C 2 -cone reducible sets according to (6.2) . It is not clear at this stage for us whether or not such an assumption holds for any parabolically regular set in general. What we do know from Theorem 3.3(i) is that the second subderivative is always lower semicontinuous.
Subgradient Graphical Derivatives via Parabolic Regularity
The section is devoted to precise calculating the graphical derivatives of the normal mappings generated the constraint systems. In other words, we intend to derive exact formulas for computing the subgradient graphical derivative of the indicator function for the set Ω from (4.1). Theorem 3.7(ii) gives us a road map to reach this goal. Indeed, by (3.12) we should try to find the subdifferential of the second subderivative of δ Ω calculated in Theorem 5.6. This can be achieved by appealing to a recent result of [17, Theorem 3] , which provides an advanced subdifferential formula for functions represented as the supremum of infinitely many convex ones. The key here is the last formula established in Theorem 5.6 for the second subderivative that only requires to take the maximum over a compact subset of the collection of Lagrange multipliers (5.2). As we see below, parabolic regularity and its properties established in the previous sections play a crucial role in our device.
We begin with the following result showing that if the mapping f in (4.1) is of class C 2 , then Ω from (4.1) is prox-regular. It allows us to use (3.12) for calculating the graphical derivative of the normal cone mapping N Ω . We omit the proof of this result that follows the lines of [39, Corollary 2.12] where it was done under metric regularity ensuring the boundedness of the Lagrange multiplier set Λ(x,v). Although it is not the case under the imposed MSCQ (4.2), we can proceed similarly to the proof of [32, Proposition 7 .1] to alleviate the hardship. Proposition 9.1 (prox-regularity of constraint systems). Let in addition to the basic assumptions (H1)-(H4) the mapping f from (4.1) be C 2 -smooth aroundx. Then the set Ω in (4.1) is prox-regular atx for any normal vectorv ∈ N Ω (x).
Using the prox-regularity of Ω and the second-order optimality conditions obtained in Theorem 7.1, we derive now a pointwise second-order characterization of the important notion of strong metric subregularity for subdifferential mappings associated with constrained optimization problems (7.1) with parabolically regular sets Θ. Recall that a set-valued mapping F : R n → → R m is strongly metrically subregular at (x,ȳ) ∈ gph F if there exist a constant κ ∈ R + and a neighborhood U ofx ensuring the distance estimate
x −x ≤ κ dist ȳ; F (x) for all x ∈ U.
The Levy-Rockafellar criterion (see [18, Theorem 4E .1] and the commentaries therein) tells the mapping F is strongly metrically regular at (x,ȳ) if and only if we have the implication 0 ∈ DF (x,ȳ)(w) =⇒ w = 0.
(9.1)
The next result was first observed in [18, Theorem 4G .1] for a special subclass of nonlinear programming problems and then was extended in [14, Theorem 4.6] for C 2 -cone reducible constrained optimization problems. Now we are able to establish it for more general constrained problems (7.1) generated by parabolically regular sets Θ.
Theorem 9.2 (strong metric subregularity of subgradient mappings). Let the basic assumptions (H1)-(H4) hold for Ω from (7.2), and letv := −∇ϕ(x). Assume further that Θ in (4.1) is parabolically regular at f (x) for every Lagrange multiplier λ ∈ Λ(x,v), and that both ϕ and f are C 2 -smooth aroundx. Then the following assertions are equivalent: (i) The pointx is a local minimizer of ψ := ϕ + δ Ω , and the subgradient mapping ∂f is strongly metrically subregular at (x, 0).
(ii) The second-order sufficient optimality condition (7.4) is satisfied.
Proof. It follows from the proof of Theorem 7.1 that the second-order sufficient optimality condition (7.4) amount to saying that d 2 ψ(x, 0)(w) > 0 for all w ∈ R n \ {0}. Assume first that (i) holds and then deduce from the local minimality ofx in (7.2) and Theorem 7.1(i) that d 2 ψ(x, 0)(w) ≥ 0 whenever w ∈ R n . To verify (9.2), suppose on the contrary that there exists a vectorw = 0 such that d 2 ψ(x, 0)(w) = 0. Consider the optimization problem minimize 1 2 d 2 ψ(x, 0)(w) subject to w ∈ R n for whichw is clearly a minimizer. Furthermore, Proposition 9.1 ensures that the set Ω is proxregular atx forv. Using the subdifferential Fermat rule and Corollary 5.11 together with the equalities in (3.12) and (7.6) gives us the relationships 0 ∈ ∂ Since the subgradient mapping ∂ψ is metrically subregular at (x, 0), we conclude from (9.1) that w = 0, a contradiction. This justifies (9.2), and thus we arrive at (ii). Assume now that (ii) holds. Then Theorem 7.1(ii) tells us thatx is a local minimizer of ψ. To prove the strong metric subregularity of ∂ψ, let 0 ∈ (D∂ψ)(x, 0)(w). Criterion (9.1) reduces our task to checking that w = 0. As argued above, we have the representation D∂ψ (x, 0)(w) = ∂ To verify (i), deduce from Theorem 3.3(i) and (5.5) that dom ϕ λ = K Ω (x,v) for any λ ∈ Λ(x,v) ∩ rIB. Since ϕ(·) = d 2 δ Ω (x,v)(·) + ρ · 2 by (5.15), it follows from (5.4) that dom ϕ = dom d 2 δ Ω (x,v) = K Ω (x,v). Invoking assumption (H4) and Theorem 3.6 yields the twice epidifferentiability of δ Θ at f (x) for every λ ∈ Λ(x,v). This allows us to employ [47, Proposition 13.20(a)] to conclude that the function d 2 δ Θ (f (x), λ)(∇f (x)·) is proper and convex on R n and so are the functions ϕ λ , which proves (i).
To justify now assertion (ii), note that for each w ∈ K Ω (x,v) the function λ → λ, ∇ 2 f (x)(w, w) + ρ w 2 − σ T 2 Θ (f (x),∇f (x)w) (λ) is clearly concave and upper semicontinuous on the set Λ(x,v). Using assumption (H4) along with Theorem 3.3(iii), we get the representation d 2 δ Θ (f (x), λ)(∇f (x)w) = −σ T 2 Θ (f (x),∇f (x)w) (λ) whenever λ ∈ Λ(x,v), which verifies (ii).
Turning finally to the proof of (iii), pick ε ≥ 0 and w ∈ K Ω (x,v). Since the function λ → ϕ λ (w) is u.s. where µ is the unique solution to (6.3) withz := f (x). The second representation claimed above resembles the one obtained in [21] and is equivalent to the formula given in Theorem 9.4. To verify the claimed formulas, pick r ∈ R such that r ≥ κ v . Combining (5.15) and Theorem 6.2 we get the equalities where the last equality comes from the well-known subdifferential rule for maxima of smooth functions over compact sets; see, e.g., [47, Theorem 10.31] . Arguing similarly to the proof of Theorem 9.4 allows us to drop the convex hull in the above formula. This implies that for every real number r with r ≥ κ v and every w ∈ R n we get DN Ω (x,v)(w) = λ∈Λ(x,v * ,w) ∩ rIB ∇ 2 λ, f (x)w + ∇f (x) * ∇ 2 µ, h (z)∇f (x)w + N K Ω (x,v) (w).
Letting r := κ v gives us the first claimed formula for DN Ω . Taking further the union over all r with r ≥ κ v brings us to the second one and thus completes the proof of the above representations of DN Ω for the case of C 2 -cone reducible constraint systems.
Concluding Remarks
This paper develops a comprehensive theory of parabolic regularity for sets in geometric variational analysis with novel applications to optimization, well-posedness, and related topics. We show that parabolically regular sets encompass large classes of sets previously used in secondorder variational analysis and enjoy nice properties, which are preserved under various operations on sets. Furthermore, we demonstrate that parabolic regularity is the key for developing extended calculus rules for major second-order generalized derivatives with obtaining precise formulas for their computation. The established calculus and computation results lead to broad applications to problems of constrained optimization with deriving in particular, no-gap secondorder optimality conditions and establishing quadratic growth of augmented Lagrangians, which has been a goal for many previous efforts. The developed theory of parabolic regularity opens the gate for further applications to theoretical and algorithmic aspects of optimization, nonlinear analysis, and related areas of mathematics.
