Abstract. We prove a trace formula in stable motivic homotopy theory over a general base scheme, equating the trace of an endomorphism of a smooth proper scheme with the "Euler characteristic integral" of a certain cohomotopy class over its scheme of fixed points. When the base is a field and the fixed points areétale, we compute this integral in terms of Morel's identification of the ring of endomorphisms of the motivic sphere spectrum with the Grothendieck-Witt ring. In particular, we show that the Euler characteristic of anétale algebra corresponds to the class of its trace form in the Grothendieck-Witt ring.
Introduction and examples
Let k be a field, X a smooth proper k-scheme, and f : X → X a k-morphism. The Grothendieck-LefschetzVerdier trace formula, originally proved in [Gro77, Exposé III, §4], identifies the trace of the action of f on the -adic cohomology of X with the integral of a cohomology class on the scheme of fixed points X f . In the special case where X f isétale over k, the trace formula takes the following simple form:
Theorem 1.1. Let k be a field, X a smooth and proper k-scheme, and f : X → X a k-morphism withétale fixed points. Then
whereX is the pullback of X to an algebraic closure of k, = char k is a prime number, and H * (−) is -adic cohomology with coefficients in Q .
The trace formula is thus an equality between two integers associated with f . The starting point of the present article is the observation that the left-hand side of the trace formula has a canonical refinement to an element of the Grothendieck-Witt ring GW(k) of the field k. To explain why, we need to recall some facts from stable motivic homotopy theory.
Let Sm k be the category of smooth separated schemes of finite type over k. Consider the functor
which sends p : X → Spec k to the -adic sheaf p ! p ! Z on Spec ké t (here D(Bé t , Z ) is the ∞-categorical limit over n ≥ 0 of the derived categories D(Bé t , Z/ n )). By standard properties of -adic cohomology and the definition of the stable motivic homotopy category SH(k), there is a canonical factorization
where R is a symmetric monoidal functor. The functor Σ ∞ + satisfies a generalized version of Poincaré duality, which asserts in particular that, if X is smooth and proper over k, Σ ∞ + X is strongly dualizable. Thus, if f : X → X is a k-morphism, Σ ∞ + f has a trace tr(Σ ∞ + f ) which is an endomorphism of the motivic sphere spectrum 1 k ∈ SH(k). Since symmetric monoidal functors commute with traces, R (tr(Σ ∞ + f )) = tr(R (Σ ∞ + f )) = tr(C * f ), and it is clear that tr(C * f ) equals the alternating sum appearing in Theorem 1.1.
Recall that GW(k) is the group completion of the semiring of isomorphism classes of nondegenerate symmetric bilinear forms over k (or equivalently of nondegenerate quadratic forms if char k = 2). Associating to such a form the rank of its underlying vector space defines a ring homomorphism rk : GW(k) → Z which is an isomorphism if and only if k is quadratically closed. Given u ∈ k × , we denote by u the class of the symmetric bilinear form k × k → k, (a, b) → uab. These basic classes generate GW(k) as a group. A fundamental result of Morel 1 states that there is a natural isomorphism (1.2) GW(k) End(1 k ).
To describe Morel's isomorphism, we first consider a more general construction. Suppose that V is a vector bundle over a scheme X and that φ : V ∼ → V is a linear automorphism of V . The vector bundle V induces a self-equivalence Σ V of SH(X), which can be informally described as "smash product with the sphere bundle of V ". The composition the underived fixed points when the intersection of Γ f and ∆ X is transverse. This is a significant difference between stable motivic homotopy and -adic cohomology. Example 1.6 (Fixed points of Frobenius). Let q be a prime power, X a smooth and proper F q -scheme, and f : X → X the Frobenius endomorphism. Then
Spec F q and df = 0. By Theorem 1.3, tr(Σ ∞ + f ) ∈ GW(F q ) is simply the Euler characteristic of X f , which is the number of F q -rational points of X by additivity of the trace.
Example 1.7 (The Euler characteristic of P 1 ). We can compute the Euler characteristic of projective space P n by induction on n using the cofiber sequence
and the additivity of the trace (see [May01] ). We find that χ(P n ) = χ(P n−1 ) + 1 if n is even,
where τ ∈ End(1 B ) is the desuspension of the transposition S
If B is the spectrum of a field k, it is well-known that τ corresponds to −1 ∈ GW(k). As a consistency test, we use Theorem 1.3 to show that the Euler characteristic of the projective line P 1 over k is the hyperbolic form 1, −1 ∈ GW(k). Since an odd-degree extension of finite fields induces an isomorphism on Grothendieck-Witt rings, we may assume without loss of generality that k has at least 4 elements. Choose a ∈ k × with a 2 = 1 and let f be the automorphism of in SL 2 (k) induces a homotopy between id P 1 and f , so that χ(P 1 ) = tr(Σ ∞ + f ). We have (P 1 ) f = {0, ∞} (a disjoint union of two copies of Spec(k)), df 0 = a 2 , and df ∞ = a −2 . Thus, the endomorphism id − i * (df ) of i * (Ω P 1 ) N i is multiplication by 1 − a 2 at 0 and by 1 − a −2 at ∞. By Theorem 1.3, the trace of f is 1 − a 2 , 1 − a −2 = 1, −1 , as expected.
Example 1.8 (Relations in the endomorphism ring of the motivic sphere spectrum). The fact that tr(Σ ∞ + f ) is an invariant of the homotopy class of f produces interesting relations in the ring End(1 B ). For example, if k is a field and a 0 , . . . , a n ∈ k × are n + 1 distinct elements whose product is 1, then the endomorphism [x 0 : . . . : x n ] → [a 0 x 0 : . . . : a n x n ] of P n over k is homotopic to the identity. It follows that its trace, which by Theorem 1.3 is the class n i=0 j =i 1 − a j /a i ∈ GW(k), is independent of the choice of the elements a i and equals the Euler characteristic of P n .
Our proofs of Theorems 1.3 and 1.5 remain valid if the functor B → SH(B) is replaced by any motivic triangulated category in the sense of [CD12, Definition 2.4.45]. On the other hand, by the ∞-categorical universality of SH(B) for fixed B established in [Rob13] , our theorems admit the following generalizations. Let C be a pointed symmetric monoidal presentable ∞-category and F : Sm B → C a symmetric monoidal functor satisfying A 1 -homotopy invariance, Nisnevish descent, and P 1 -stability (i.e., the cofiber of F (∞) → F (P 1 B ) is ⊗-invertible). Then F sends smooth proper B-schemes to strongly dualizable objects and Theorems 1.3 and 1.5 are true with Σ ∞ + replaced by F . For example, when B is a field and F = C * , Theorem 1.3 recovers Theorem 1.1. Finally, in §5, we will prove:
4 Here we use the following fact: if C is a symmetric monoidal category and L ∈ C is ⊗-invertible, then χ(L) ∈ End(1) corresponds to the transposition under the canonical isomorphism End(L ⊗ L) End(1). We leave the elementary proof to the reader. Theorem 1.9. Let k ⊂ L be a finite separable field extension, V a finite-dimensional vector space over L, and φ an automorphism of V . Then, modulo the isomorphism
Here, Tr L/k : GW(L) → GW(k) is the Scharlau transfer associated with the field trace Tr L/k : L → k, i.e., it sends a symmetric bilinear form
Note that we allow k to have characteristic 2 or to be imperfect. Combining Theorems 1.3 and 1.9 gives the following result, which is a motivic version of the Lefschetz-Hopf theorem [Dol95, VII, Proposition 6.6]: Corollary 1.10. Let k be a field, X a smooth and proper k-scheme, and f : X → X a k-morphism with etale fixed points. Then
Example 1.11 (The Euler characteristic of P 1 , continued). Let k be a field such that √ −1 / ∈ k. Consider the endomorphism f :
. It is again induced by a matrix in SL 2 (k) and hence, as in Example 1.7, is homotopic to id P 1 . We have
where i is a square root of −1. Moreover, df i is multiplication by i −2 = −1. The fixed-point index of f at i is therefore
Tr k(i)/k 1 − (−1) = 4, −4 = 1, −1 ∈ GW(k). As predicted by Corollary 1.10, this coincides with the Euler characteristic of P 1 computed in Example 1.7.
Conventions. The following conventions are in force throughout, except in Appendix C:
• All schemes are assumed to be coherent, i.e., quasi-compact and quasi-separated.
• Smooth andétale morphisms are assumed to be separated and of finite type. See however Remark C.14.
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Review of the formalism of six operations
To prove Theorem 1.3, we will use the formalism of six operations (f * , f * , f ! , f ! , ∧, and Hom) in stable motivic homotopy theory developed by Ayoub in [Ayo08] and revisited by Cisinski and Déglise in [CD12] . In this section we briefly review the main features of this formalism, and we introduce several pieces of notation that will be used throughout this paper.
Remark 2.1. We do not insist that schemes be noetherian and of finite Krull dimension. We explain in Appendix C how to extend motivic homotopy theory and the formalism of six operations to arbitrary schemes.
For B a scheme, we denote by SH(B) the closed symmetric monoidal triangulated category of motivic spectra parametrized by B. The monoidal unit, monoidal product, monoidal symmetry, and internal hom in SH(B) will be denoted by 1 B , ∧, τ and Hom, respectively. We first give a description of the six operations which is independent of the specifics of the category SH(B).
To any morphism of schemes f : Y → X is associated an adjunction
where f * is symmetric monoidal. If f is smooth, f * also admits a left adjoint denoted by f . If f is separated of finite type, there is an exceptional adjunction
and a natural transformation f ! → f * which is an isomorphism when f is proper. Each of the assignments f → f * , f * , f ! , f ! , f is part of a 2-functor on the category of schemes. In particular, every commutative triangle of schemes gives rise to various connection isomorphisms, such as (gf ) * f * g * , satisfying cocyle conditions. We will denote by c any isomorphism which is a composition of such connection isomorphisms.
To any cartesian square of schemes (2.2)
are associated several exchange transformations such as
To a morphism f are also associated several projectors such as
Each projector comes in left and right variants (for which we use the same symbol) related to one another via the monoidal symmetry τ . There are also projectors involving the internal hom, but we will not need them. A crucial fact is that the transformations Ex V , and Σ −V , which are not listed among the six operations, are expressible in terms of the latter as follows:
The Thom transformations are functorial in monomorphisms of vector bundles (i.e., epimorphisms of locally free sheaves) as follows. Given a triangle
where p and q are vector bundles with zero sections s and t and where φ exhibits W as a subbundle of V , we define Σ φ : Σ W → Σ V to be the composition
and we let Σ −φ : Σ −V → Σ −W be its mate, which is given by the same composition with stars and shrieks exchanged. In particular, a linear automorphism φ : V ∼ → V induces an automorphism Σ −V Σ φ of the identity functor on SH(X), which we denote by φ .
For any short exact sequence 0 → W → V → U → 0 of vector bundles on X, the exchange transformation Ex * ! provides an isomorphism
which is natural with respect to monomorphisms of short exact sequence. The properties of these isomorphisms established in [Ayo08, §1.5] show that the association V → Σ V induces a morphism of Picard groupoids
from the K-theory groupoid of X to the groupoid of self-equivalences of SH(X). In particular, the map φ → φ factors through a group homomorphism K 1 (X) → Aut(id SH(X) ). where p and q are smooth and s is a closed immersion, we obtain a sequence of isomorphisms
where the last isomorphism is induced by the short exact sequence
The isomorphism s ! p * Σ −Ns q * and its mate p s * q Σ Ns are called the purity isomorphisms and are denoted by Π. Although the purity isomorphism appears a posteriori as a consequence of the formalism of six operations, it must be constructed "by hand" in both the approach of Ayoub and that of Cisinski-Déglise. We discuss the purity isomorphism further in Appendix A (where in particular we show that the constructions of Ayoub and of Ciskinski-Déglise are equivalent).
Of course, all this data satisfies many coherence properties, of which an exhaustive list cannot easily be written down. Let us mention here one kind of coherence that we will use often. If f is a smooth morphism (resp. a proper morphism), then we may want to replace, in a given expression, occurrences of f ! and f ! by f Σ
−Ω f and Σ Ω f f * (resp. occurences of f ! by f * ). Such replacements yield canonically isomorphic expressions, and, under these canonical isomorphisms, any exchange transformation is transformed into another exchange transformation, and any projector is transformed into another projector. For example, consider the cartesian square (2.2) and the exchange isomorphism Ex *
commutes, while the square
commutes for any f (the vertical maps being isomorphisms when f is proper). Similarly, when f or p is smooth, the exchange transformation Ex * ! transforms into the isomorphism Ex !! or Ex * * . Let us now describe these functors more explicitly. For B a scheme, we denote by Sm B the category of smooth B-schemes and by H ( * ) (B) the (pointed) motivic homotopy category of B (we refer to Appendix C for the definitions in the generality considered here). We denote by
the canonical symmetric monoidal functors, called stabilization functors. If X ∈ Sm B and U → X is an open subscheme, X/U is the quotient of the presheaf represented by X by the presheaf represented by U , viewed as an object of H * (B). If V is a vector bundle on X ∈ Sm B , we denote its Thom space by
If V is a vector bundle over B itself, we also write S V for Th B (V ) or for its stabilization Σ ∞ Th B (V ). For f : Y → X, the functor f * : SH(X) → SH(Y ) is induced by the base change functor Sm X → Sm Y , so that
If f is smooth, the functor f is similarly induced by the forgetful functor Sm Y → Sm X . In particular, if p : X → B is smooth, then Σ
If i : Z → B is a closed immersion with open complement j : U → B and if X ∈ Sm B , the localization cofiber sequence
In particular, if V is a vector bundle on X, then Σ V 1 X S V and hence Σ V S V ∧ (−). If p : X → B is smooth and V is a vector bundle on X, we deduce that
Consider a commutative triangle
where p and q are smooth. Under the isomorphisms Σ
is given by the composition
. More generally, suppose that V and W are vector bundles on X and Y and let φ : W → f * V be a monomorphism of vector bundles. Then the map of Thom spectra
This is easily proved by considering the localization cofiber sequences defining Th Y (W ) and Th X (V ) and applying the previous result to the maps W − Y → V − X and W → V . Finally, given the triangle (2.4) with p and q smooth and s a closed immersion, the purity isomorphism Π : p s * 1 X q Σ Ns 1 X is the stabilization of the unstable isomorphism [Rio05, §2] it was proved that smooth and projective B-schemes become strongly dualizable in SH(B). We will follow the latter reference and deduce this duality as an easy consequence of the formalism of six operations. We will then provide alternative descriptions of this duality that we will need in §4 and §5.
Recall that an object A in a symmetric monoidal category (C, ⊗, 1) is strongly dualizable if there exists an object A ∨ and morphisms
such that both compositions
are the identity. When it exists, this data is unique up to a unique isomorphism. If objects A and A ∨ are given, then a choice of coevaluation and evaluation maps exhibiting A ∨ as a strong dual of A is equivalent to a choice of adjunction between A ∨ ⊗ (−) and A ⊗ (−). The counit and unit of such an adjunction determine the evaluation and the coevaluation, respectively. If A ∈ C is strongly dualizable and f : A → A is an endomorphism, then the trace of f is the endomorphism of the unit 1 given by the composition
Throughout this section we fix a smooth and proper morphism p : X → B. Recall that the projector
is always an isomorphism. In particular, for E = p * 1 B , we obtain a natural isomorphism
The projectors
are also isomorphisms, the first because p is proper and the second because p is smooth. For E = 1 B we obtain an isomorphism
Since p ! p * is left adjoint to p * p ! , we obtain from (3.1) and (3.2) an adjunction between p ! p * 1 B ∧ (−) and
Under the isomorphisms (3.1) and (3.2), the coevaluation map
and the evaluation map
Remark 3.5. Composing the coevaluation with the symmetry and the first half of (3.4), we obtain a map
. This is the motivic analog of the Becker-Gottlieb transfer in stable parametrized homotopy theory. It is easy to see that integration against the Euler characteristic is equivalent to precomposition with this transfer.
Consider the cartesian square and denote by δ : X → X × B X the diagonal immersion. The key result which will be the basis for the proof of the main theorem in §4 is the following description of the trace of an endomorphism:
given by the following composition evaluated at 1 B :
where the first loop is
and the second loop is
Proof. By the base change theorem, the exchange transformations
are invertible. Lemma B.1 shows that, under these isomorphisms, the first row of the given composition is the coevaluation (3.3), and the second row is the evaluation (3.4). Lemma B.2 shows that the vertical arrow is inverse to the symmetry
It remains to prove that, under the isomorphism Σ ∞ + X p * p ! 1 B , the first loop corresponds to Σ ∞ + f ∧ id, and the second loop corresponds to id ∧ p ω.
Recall from §2 that Σ ∞ + f is the following composition evaluated at 1 B :
Under the projection isomorphism (3.2), Σ
Applying Lemma B.3 to the pair of cartesian squares
we deduce that (3.7) becomes the first loop under the exchange isomorphisms Ex ! ! . Denote also by ω the image of ω under the obvious map End(1 X ) → End(id SH(X) ), so that the second loop is the natural transformation p ! π 2 * π * 1 ωp ! . By the compatibility of Thom transformations with the monoidal structure, the transformation ω commutes with any Thom transformation. The square
is therefore commutative. Under the natural isomorphism (3.1), id ∧ p ω then becomes p ! p * p * ωp ! , which is the given loop modulo the exchange isomorphism Ex * * .
In the rest of this section we will give a more explicit description of this duality in a special case which will be used in §5. In what follows we often omit the stabilization functor Σ ∞ from the notation and implictly view pointed presheaves on Sm B as objects of SH(B) (we do not mean to say that the maps we consider are defined unstably, although this will sometimes be the case). Definition 3.8. A Euclidean embedding of X is a triple (s, V, β) where:
• s is a closed immersion X → E in Sm B ;
• V is a vector bundle on B;
• β is a path from s
The proof of [Voe03, Lemma 2.8] shows that X admits a Euclidean embedding if it is a closed subscheme of a projective bundle over B. Note also that, if X admits a Euclidean embedding (s, V, β), then it has one where the closed immersion is the zero section of a vector bundle, namely X → V(N s ). In addition to being smooth and proper, we now assume that X admits a Euclidean embedding (s, V, β), which we fix once and for all. The path β in K(X) determines an isomorphism
of self-equivalences of SH(X). The short exact sequence of locally free sheaves on X
Finally, by the purity isomorphism, we obtain
It is worth emphasizing the the isomorphism (3.9) depends not only on s and V but also on β.
Under the isomorphism (3.9), the coevaluation map (3.3) is the V -desuspension of a composition
and the evaluation map (3.4) is the V -desuspension of a composition
We would like to describe these four maps more explicitly. Letp : E → B be the structure map of E, and defineπ 1 andπ 2 by the cartesian square Let also t : X → E × X be the composition (s × id) • δ. We will define an isomorphism of short exact sequences
The isomorphism ξ is the composition
The isomorphism ν 2 : Ω X ∼ → N δ is defined so that the composition
. In other words, ν 2 is the composition of the canonical isomorphisms
It is then clear that the composite equivalence
is induced by ν 2 . Finally, the isomorphism µ is defined so that the composition
It is easy to check that the diagram (3.10) commutes.
Proposition 3.11. Let (s : X → E, V, β) be a Euclidean embedding giving rise to the isomorphism (3.9).
(1) Suppose that s : X → E is the zero section of a vector bundle r : E → X. Then the map p * p
where the last isomorphism is induced by µ : N t s * (Ω E ) and by β.
Proof.
(1) We must check that the two outer compositions in the following diagram coincide:
The three vertical isomorphisms in the second row are obtained by getting rid of shrieks and rearranging the resulting Thom transformations. Note that (r, id) :
is the map induced by the diagonal δ : X → X × B X and the canonical isomorphism δ * π * 2 E E. We saw in §2 that the left-hand rectangle is commutative. The commutativity of the top square is Lemma B.1 (2). Finally, one verifies easily that the lower rectangle is the stabilization of a commutative rectangle of presheaves of pointed sets on Sm B . Thus, the whole diagram is commutative.
(2) We first express the given composition in terms of the six operations. We have
and the map
collapsing the complement of the diagonal is given by
as one can see at the level of pointed presheaves on Sm B . Consider the following diagram:
The lower rectangle is seen to be commutative at the level of pointed presheaves, and the top left square commutes by naturality of Pr * . The upper right rectangle becomes an instance of the compatibility of Ex * * with compositions of cartesian squares after replacing lower sharps by lower stars. It remains to prove that the composition
is equal to the counit (when evaluated at 1 B ). One finds these two maps as the boundary of the following diagram, after applying p (−)p * :
We claim that this diagram commutes. The topmost face commutes by Lemma B.1 (1), and the commutativity of the four small squares is clear. The large rectangle may be decomposed as follows:
The rightmost face commutes by (3.10) and the middle rectangle commutes by the definitions of ξ and ν 2 . Finally, the bottom rectangle commutes by the compatibility of the purity isomorphisms with the composition of the closed immersions δ and s × id [Ayo08, §1.6.4].
The counit :
The unit η : 1 B → p * p * 1 B is more difficult to describe explicitly, and we do not know how to do it in any kind of generality.
5 However, we can at least give a useful characterization of η:
Proposition 3.14. Let (s : X → E, V, β) be a Euclidean embedding and let ζ : S V → E E − X be a map in SH(B). The following conditions are equivalent:
(1) Under the isomorphism (3.9), ζ is the V -suspension of the unit η :
where the second map is that given in Proposition 3.11 (2), is equal to
The equivalence of (1) and (2) is now clear by Proposition 3.11 (2).
In §5, we will define a map ζ satisfying the condition of Proposition 3.14 (2) when B is a field and X is a finite separable extension of B. As a result, the duality will be completely explicit in this case.
5 If X is a closed subscheme of a projective bundle over B, it is possible that the unstable map S V → E/(E − X) constructed in [Voe03, Theorem 2.11 (2)] (for a specific Euclidean embedding (s, V, β)) stabilizes to η, but we did not check it.
Proof of the main theorem
We prove Theorem 1.3. As a warm-up, assume that X admits a Euclidean embedding (s, V, β), chosen such that s is the zero section of a vector bundle r : E → X. By Proposition 3.11, the trace of Σ ∞ + f is then the V -desuspension of a composition
where τ is the monoidal symmetry. Ignoring the first and last arrows, it is clear that the remaining composition factors through E/(E − X f ), and hence that tr(Σ ∞ + f ) = 0 if X f is empty (compare this argument with the proof of the Lefschetz-Hopf theorem in [DP84] ). It is possible to prove the more precise statement of Theorem 1.3 in this explicit setting, but, to treat the general case where X is proper over an arbitrary base, we will now switch to the formalism of six operations.
Throughout this section we use the following notation:
f be the diagonal maps, and let γ = (f × id) • δ be the graph of f . For the moment we do not assume that f has regular fixed points.
Recall from Proposition 3.6 that tr(Σ ∞ + f ) can be expressed as a certain composition 
The map at the bottom left is the exchange transformation Ex
and it is an isomorphism by the base change theorem. The dashed arrows in (4.1) can then be defined so as to make the diagram commute. Lemma B.4 shows that the bottom row in (4.1) is the counit :
is the composition of the right column and the bottom row in the following diagram:
The commutativity of each square in this diagram is clear, except that of the fourth square which follows from the definition of the exchange transformation Ex
. The left column of (4.3) is a natural transformation q * q * → q ! q ! which, by (4.1) and Lemma B.4, makes the following diagram commute:
Assume now that f has regular fixed points, i.e., that q is smooth and that id − i * (df ) restricts to an automorphism φ : N i ∼ → N i . By Proposition 3.6, X f φ dχ is a certain composition
In view of (4.4), to conclude the proof of Theorem 1.3, it will suffice to show that the segment q * q * → q ! q ! in (4.5) is equal to the left column of (4.3). This segment (as given by Proposition 3.6) is the composition of the top row and the right vertical arrows in the following diagram:
where φ acts after q ! in both columns. Each square commutes by the naturality of the given transformations, except the last square which commutes by a triangle identity for the adjunction θ * θ ! θ ! . The triangle at the bottom left commutes by Lemma B.5.
Remark 4.7. In the diagram (4.6), one can replace φ by any endomorphism of 1 X f and X f itself by any smooth proper B-scheme. Theorem 1.5 follows from the observation that the natural transformation σ : We now compare the left column of (4.3) with the left column of (4.6). Both columns are of the form q * (q * → q ! ), where the respective maps q * → q ! are the left and right columns of the following diagram:
Here the isomorphism α is defined by the commutativity of the second square. The commutativity of the first square is clear. Theorem 1.3 is thus reduced to the commutativity of the pentagon
This is the heart of the proof. By transforming the stars into shrieks, this pentagon becomes
and we now identify the four unlabeled arrows. By definition of α, the top map in (4.8) is induced by the short exact sequence
Denote by ν 1 : Ω X ∼ → N δ the isomorphism for which the composition
is then induced by ν 1 , and similarly for the isomorphism id Σ N θ −Ωq (for more details, see the discussion of the isomorphism ν 2 before Proposition 3.11). Under these trivializations, the bottom map in (4.8) is just the identity q ! → q ! . The vertical maps in (4.8) can be identified using Proposition A.4. Applying Proposition A.4 to the cartesian square (4.2) shows that the left vertical arrow in (4.8) is Σ ψ where ψ : i * (N δ ) N i is the epimorphism induced by (4.2). Explicitly, ψ is determined by the following diagram of short exact sequences:
Finally, applying Proposition A.4 to the pullback of θ along itself shows that the right arrow in (4.8) is Σ ζ where ζ is the epimorphism N θ → 0. The commutativity of (4.8) is thereby reduced to the commutativity of the following diagram:
, it is equivalent to check that the following diagram commutes:
By the naturality of the isomorphisms (2.3), it will suffice to verify the commutativity of the following diagram of locally free sheaves:
This can be checked on sections as follows. Let [x] be a section of N i , represented by a section
. By the definitions of ν 1 and ψ, we have
as desired. This concludes the proof of Theorem 1.3.
The Euler characteristic of separable field extensions
In this section we prove Theorem 1.9. When L = k, the statement of Theorem 1.9 reduces to the following lemma:
Lemma 5.1. Let V be a finite-dimensional vector space over k and let φ be a linear automorphism of V . Then φ = det(φ) in End(1 k ).
Proof. Recall from §2 that − factors through a group homomorphism K 1 (k) → Aut(1 k ). The lemma then follows from the fact that the determinant induces an isomorphism
In view of Lemma 5.1, the following proposition completes the proof of Theorem 1.9:
Proof. Combine Lemmas 5.8, 5.9, and 5.10.
Recall that, if p : X → B isétale, there are canonical isomorphisms p ! p * and p ! p . If moreover p is finite, we therefore have a canonical isomorphism p * p .
Lemma 5.3. Let p : X → B be a finiteétale morphism and let ω ∈ End(1 X ). Then X ω dχ ∈ End(1 B ) is the composition
Proof. By Proposition 3.6, X ω dχ is the composition
where the loop is ω acting after p ! . By naturality, we can move this loop to the next-to-last position p ! p ! . It then remains to prove that the composition p * p * → p ! p ! (without the loop) is the canonical isomorphism. The morphisms p, δ, π 1 , and π 2 are all finiteétale, so we can replace everywhere upper shrieks by upper stars and lower stars by lower shrieks. This operation transforms the exchange isomorphisms Ex ! * and Ex * ! into the connection isomorphisms Ex !! and Ex * * , and we must then prove that the following composition is the identity:
Using the coherence of the connection isomorphisms, we are reduced to proving that the composition
is the identity. This is clear since δ is an open and closed immersion.
Fix a base field k. Recall that there is a canonical isomorphism S
given by the zig-zag
Lemma 5.4. Let a : Spec k → A 1 k be a rational point. Then the composition
is the identity in H * (k), where the last isomorphism is induced by the trivialization O k N a , 1 → t − a.
Proof. Suppose first that a = 0. We must then show that the composition
is the identity, which follows from [Voe03, Lemma 2.2]. The general case is easily reduced to the case a = 0 by noting that the map
is A 1 -homotopic to the identity.
Lemma 5.5. Let L be a finite separable extension of k, p : Spec L → Spec k the corresponding morphism of schemes, and a : Spec L → A 1 k a closed immersion with minimal polynomial f ∈ k[t]. Then the map
where N a is trivialized via f /f (a).
Proof. Denote by ζ : S
k − a) the first part of the given composition. The immersion a : Spec L → P 1 k and the given trivialization N a O L form a Euclidean embedding of Spec L (Definition 3.8), and the second part of the given composition is the A 1 -suspension of the isomorphism (3.9) constructed from this Euclidean embedding. By Proposition 3.14, it therefore suffices to show that the composition
where h is the map described in Proposition 3.11 (2). Explicitly, h is the following
where:
and the given trivialization of N a , whereπ 1 :
Thus, since N a is trivialized by f /f (a), Nã is trivialized by the monomial t − a. The composition Let v be a finite place of the field of rational functions k(t) with residue field κ(v). As a k-vector space, κ(v) has a basis {1, t, . . . , t n−1 } where n = deg(v). We let
be the Scharlau transfer associated with the k-linear map κ(v) → k defined by
Lemma 5.8. Let v be a finite separable place of k(t) with minimal polynomial f ∈ k[t]. Then, for any ω ∈ GW(κ(v)),
This immediately implies the lemma.
Lemma 5.9. Let v be a finite separable place of k(t) with minimal polynomial f ∈ k[t]. Then, for any ω ∈ GW(κ(v)), 
commuting with multiplication by the Hopf element η ∈ K MW −1 and such that, if
On the other hand, there are residue homomorphisms 
is surjective, where the sum is taken over all finite places v. Given v and 
, as was to be shown. There are two points to be made about the statement of the reciprocity theorem in [Sch72] . First, the minus sign in front of ∂ ∞ does not appear in loc. cit., but it appears here because we used the uniformizer −1/t instead of 1/t at ∞, and we have −1/t = − 1/t in W(k(t)). Second, it is assumed there that char k = 2, but it was observed in [GHKS70, §2] that, when the Witt group is defined using symmetric bilinear forms instead of quadratic forms, the proof works in arbitrary characteristic.
Appendix A. On the purity isomorphism
In this appendix we achieve two goals:
• The naturality of Π plays a central role in the proof of Theorem 1.3 in §4.
We start by recalling the definition of the Morel-Voevodsky purity zig-zag. Let C be the open subscheme of the blowup of X × A 1 along Z × {0} whose closed complement is the blowup of X × {0} along Z × {0}. We then have canonical isomorphisms Let Π 1 be the composition
and let Π 0 : r * ŝ !p * r * → s Proof. We will show that both maps in (A.2) are isomorphisms. Consider the diagram
The first square commutes by naturality of the transformation (A.1) and the second square commutes by [Ayo08, Corollaire 1.6.23]. Moreover, the transformation at the bottom left is an isomorphism because Nŝ r * (N s ) and (A.1)r * is an isomorphism. Using that η : id → r * r * is an isomorphism, we see that the lower row does not change if we replace i by i 0 . Together with the analogous diagram for Π 0 , we therefore obtain a commutative square
But the right-hand purity isomorphism Π : s in Sm B where s and t are closed immersions, and let p : X → B be the structure map. Then the induced map ψ : g * (N s ) → N t is an epimorphism and the diagrams
Remark A.5. When f is smooth (in which case ψ is an isomorphism), Proposition A.4 is exactly [Ayo08, Proposition 1.6.20], but in §4 we need the proposition for f a closed immersion.
Proof. Let I ⊂ O X be the defining ideal of s and J ⊂ O Y that of t. The morphism ψ is then the composition
Because the square is cartesian, J is exactly the image of f * (I) → O Y , and since t * is right exact, ψ is an epimorphism.
We will only prove the commutativity of the first diagram; the commutativity of the second diagram is checked by a dual argument. Let D be the open subscheme of the blowup of Y × A 1 along W × {0} whose complement is the proper transform of Y × {0}. The given cartesian square then induces cartesian squares
where f 0 = V(ψ) and g 0 = g. By Lemma B.6, the transformation Σ −ψ : Σ 
be a cartesian square. Then the composition and that σ :
The commutativity of the first rectangle then follows from the compatibility of the exchange transformation Ex * ! with the composition of the following three cartesian squares:
The commutativity of the second square is checked in the same way.
Appendix C. Elimination of noetherian hypotheses
In the foundational paper [MV99] , unstable motivic homotopy theory is only defined for noetherian schemes of finite Krull dimension. In this appendix we indicate how to properly extend the theory to arbitrary schemes. For simplicity, we will give our definitions using the language of ∞-categories [Lur09] . We say that a scheme or a morphism of schemes is coherent if it is quasi-compact and quasi-separated.
There are two issues that arise when dropping the assumption that schemes are noetherian and finitedimensional. The first concerns the definition of the Nisnevich topology. This topology was originally defined in [Nis89] using the following pretopology: a family {U i → X} i∈I is a cover if each U i → X isétale and every morphism Spec k → X with k a field lifts to U i for some i ∈ I. For noetherian schemes, it was shown in [MV99, Proposition 3.1.4] that this topology is generated by a cd-structure, in the sense of [Voe10, §2] . For coherent schemes that are not noetherian, the pretopology and the cd-structure define different topologies, both finer than the Zariski topology and coarser than theétale topology. We will define the Nisnevich topology in general by combining the cd-structure and the Zariski topology. This choice ensures that the "small" Nisnevich ∞-topos X Nis of a scheme X (i.e., the ∞-category of Nisnevich sheaves of spaces onétale X-schemes) has good formal properties. For instance:
(1) if X is coherent, then X Nis is coherent and compactly generated by finitely presentedétale X-schemes; (2) if X is the limit of a cofiltered diagram of coherent schemes X α with affine transition maps, then X Nis is the limit of the ∞-topoi (X α ) Nis . Another point in favor of our definition is that algebraic K-theory, considered as a presheaf of spaces on coherent schemes, is only known to be a sheaf for our version of the Nisnevich topology. Note that property (2) determines the ∞-topos X Nis for X coherent once it has been defined for X noetherian, since any coherent scheme is a cofiltered limit of schemes of finite type over Z [TT90, Appendix C]. The second issue is that the Nisnevich ∞-topos of a coherent scheme which is not noetherian and finite-dimensional need not be hypercomplete, i.e., Nisnevich descent for a presheaf of spaces does not imply Nisnevich hyperdescent. We do not want to restrict ourselves to hypercomplete sheaves, since by doing so we might lose properties (1) and (2) as well as the representability of algebraic K-theory.
In this appendix, a presheaf is by default a presheaf of spaces. If C is a (possibly large) ∞-category, we denote by PSh(C) the ∞-category of presheaves on C. It will be convenient to work with a weakening of the notion of topology: a quasi-topology τ on an ∞-category C assigns to every X ∈ C a collection τ (X) of sieves on X, called τ -sieves, such that, for every f :
. A presheaf F on C is a τ -sheaf if, for every X ∈ C and every R ∈ τ (X), the restriction map Map(X, F ) → Map(R, F ) is an equivalence. We denote by Shv τ (C) ⊂ PSh(C) the full subcategory of τ -sheaves. A family of morphisms {U i → X} in C is called a τ -cover if it generates a τ -sieve.
If τ is a quasi-topology on C, we denote byτ the coarsest topology containing τ . Our first goal is to show that Shv τ (C) = Shvτ (C). The following proposition is a generalization of [AGV72, II, Proposition 2.2] to sheaves of spaces; the proof is exactly the same.
Proposition C.1. Let C be an ∞-category and let E be a collection of presheaves on C. Let τ be the finest quasi-topology on C such that E ⊂ Shv τ (C). Then τ is a topology.
Proof. To begin with, note that τ exists: for X ∈ C, τ (X) is the collection of sieves R → X such that, for every f : Y → X in C and every F ∈ E, the map
is an equivalence. To prove that τ is a topology, we must verify that, if S ∈ τ (X) and R a sieve on X such that g * R ∈ τ (X ) for every g : X → X in S, then R ∈ τ (X). Let f : Y → X be a morphism in C and let F ∈ E. We must show that the left vertical arrow in the square
is an equivalence. We will show that the other three arrows are equivalences. The top horizontal arrow is an equivalence because S ∈ τ (X). For the right vertical arrow, write f * S colim Z∈C/f * S Z as a (possibly large) colimit of representables. Since colimits in PSh(C) are universal,
by assumption, and hence
The proof that the bottom horizontal arrow is an equivalence is similar: write f * R colim Z∈C/f * R Z and use that f * S ∈ τ (Y ).
Corollary C.2. Let C be an ∞-category and τ a quasi-topology on C. Then Shv τ (C) = Shvτ (C).
Proof. Note that Shvτ (C) ⊂ Shv τ (C). Let ρ be the finest quasi-topology on C such that Shv τ (C) ⊂ Shv ρ (C). Tautologically, ρ contains τ . By Proposition C.1, ρ containsτ . Hence, Shv ρ (C) ⊂ Shvτ (C).
We will also need an easy-to-use version of the "comparison lemma" [AGV72, III, Théorème 4.1] for sheaves of spaces:
Lemma C.3. Let D be an ∞-category, C a small ∞-category, and u : C → D a fully faithful functor. Let τ and ρ be quasi-topologies on C and D, respectively. Suppose that:
(a) Every τ -sieve is generated by a cover {U i → X} such that: (a1) the fiber products U i0 × X · · · × X U in exist and are preserved by u;
For every X ∈ C and every ρ-sieve R → u(X), u * (R) → X is aτ -sieve in C. (c) Every X ∈ D admits aρ-cover {U i → X} such that the fiber products U i0 × X · · · × X U in exist and belong to the essential image of u. Then the adjunction u * u * restricts to an equivalence of ∞-categories Shv ρ (D) Shv τ (C).
We can rephrase the conclusion of the lemma as follows: a presheaf on D is a ρ-sheaf iff it is the right Kan extension of a τ -sheaf on C. An immediate consequence of the lemma is that the inclusion Shv ρ (D) ⊂ PSh(D) admits a left exact left adjoint a ρ , namely the composition u * a τ u * .
Proof. We tacitly use Corollary C.2 throughout the proof. We first show that u * and u * preserve sheaves. Let U be a τ -cover as in (a) and letČ (U) ∈ Fun(∆ op , PSh(C)) be itsČech nerve (note that colimČ(U) is the sieve generated by U). By (a1), u !Č (U) Č (u(U)), and by (a2), u(U) is aρ-cover. If F is a ρ-sheaf, we deduce that
is an equivalence. By adjunction, u * preserves sheaves. Let X ∈ D and let R → X be a ρ-sieve. We claim that u * (R) → u * (X) becomes an equivalence after τ -sheafification. By the universality of colimits in PSh(C), it suffices to show that, for every Y ∈ C and every morphism u(Y ) → X, u Nis.
The quasi-topology Zar will also be defined on Sm B , and Nis fp qc and Nis will also be defined on Sm B and Sm Taking an open cover of X if necessary, we may assume that X is coherent. Let {V i } be an open cover of V by coherent schemes, and let X i = p(V i ). Then V i → X i is finitely presented and is an isomorphism over Z ∩ X i . Since {U, X i } is an open cover of X, we may assume that p is finitely presented. As X is coherent, we can write Z = lim α Z α where each Z α is a finitely presented closed subscheme of X. Since p is finitely presented and is an isomorphism over Z, there exists α such that p is an isomorphism over Z α . If j α is the open immersion complement to Z α , then {j α , p} is a Nis fp qc -cover refining {j, p}.
We say that a presheaf F on Sm B ) the colimit of theČech nerveČ({j, p}) (i.e., the sieve generated by {j, p}) and by K Q ∈ PSh(Sm (fp) B ) the pushout of Q. Let C (resp. K) be the class of morphisms of the form C Q → X (resp. K Q → X) in PSh(Sm qc -sheaf iff it is C-local, and it satisfies Nisnevich excision iff it is K-local. The arguments of [Voe10, §5] show that C and K generate the same class of morphisms under 2-out-of-3, pushouts, and colimits, whence the result.
These technical preliminaries aside, we can now define the unstable motivic homotopy category H(B) of an arbitrary scheme B. We say that a presheaf F on Sm B is A 1 -invariant if, for every X ∈ Sm B , the projection Proposition C.6. The functor M preserves finite products.
Proof. As M factors through PSh(Sm B ), it suffices to show that M : PSh(Sm B ) → H(B) preserves finite products. The functor
is left adjoint to the inclusion of A 1 -invariant presheaves into all presheaves, and it preserves finite products since ∆ op is sifted. Let a Nis be the Nisnevich sheafification functor. A standard argument shows that there exists an ordinal α such that the αth iteration of L A 1 • a Nis , viewed as a pointed endofunctor of PSh(Sm B ), is equivalent to M . Since L A 1 , a Nis , and transfinite composition preserve finite products, so does M .
As is usual, if X ∈ Sm B , we will commit an abuse of notation and denote by X the image of X by the functor Sm B → H(B), composition of the Yoneda embedding and the localization functor M . If f : B → B is a morphism of schemes, the base change functor Sm B → Sm B preserves trivial line bundles andČech nerves of Nisnevich covers. It follows that the functor
preserves A 1 -invariant Nisnevich sheaves, and hence restricts to a limit-preserving functor f * : H(B ) → H(B). We denote by f * its left adjoint; it preserves finite products by Proposition C.6. If f is smooth, the base change functor Sm B → Sm B has a left adjoint, namely the forgetful functor Sm B → Sm B , which also preserves trivial line bundles andČech nerves of Nisnevich covers. It follows that in this case f * has a left adjoint f : H(B ) → H(B). We immediately verify that the exchange transformation Ex * and the projector Pr * are equivalences.
Proposition C.7.
(1) If B is a coherent scheme, every X ∈ Sm . In fact, it is obvious that the subcategories of A 1 -invariant presheaves and of presheaves satisfying Nisnevich excision are both closed under filtered colimits.
(2) By Zariski descent, we can assume that B is coherent. The ∞-category H(B) is then generated under colimits by X ∈ Sm Our next goal is to generalize the gluing theorem of Morel-Voevodsky [MV99, Theorem 3.2.21] to our setting. The proof in loc. cit. uses the fact that henselian local schemes form a conservative family of points of the ∞-topos Shv Nis (Sm B ), which is not true anymore when B is not noetherian of finite Krull dimension. While it is not difficult to give a proof of the gluing theorem that avoids the use of points and works in general, we will give instead a shorter argument that reduces the general case to the Morel-Voevodsky case.
Suppose that B is a cofiltered limit of coherent schemes B α , so that H(B) lim α H(B α ). Let f βα : B β → B α be the transition maps and f α : B → B α the canonical projections. Then, by [Lur09, Lemma 6.3.3.6],
Moreover, since functors of the form f * preserve filtered colimits, the left adjoint functors f * α can be computed as follows:
Proposition C.10. Let B be a scheme and let i : Z → B be a closed immersion with open complement j : U → B. Then:
(1) For every F ∈ H(B), the square is an equivalence. On the other hand, by (C.9) and a cofinality argument, the canonical transformation
is an equivalence. It therefore suffices to prove the result when B is coherent and i is finitely presented. In that case, we can write i and j as cofiltered limits of complementary immersions i α : Z α → B α and j α : U α → B α , such that B α is of finite type over Z and such that the squares
Since B α is noetherian of finite Krull dimension, we have a cocartesian square
Applying f * α and taking the colimit over α, we obtain a cocartesian square in H(B) which maps canonically to the given square. Moreover, the maps on the top left, bottom left, and top right corners are equivalences since f * α j α j f * α and since j and j * preserve colimits. It remains to prove that the map Proposition C.12.
(1) SH(B) is generated under colimits by objects of the form Σ is compact, being a finite colimit of compact objects, and so the functor Ω (3) We can assume that B is coherent. By (1) and (2), f * sends a family of compact generators of SH(B) to compact objects in SH(B ). By adjunction, f * preserves filtered colimits. Since f * preserves limits and both SH(B ) and SH(B) are stable, it also preserves finite colimits.
(4) This follows from Proposition C.7 (3) and (C.11).
Finally, we prove that SH(−) satisfies the proper base change theorem and related properties: (1) For every E ∈ SH(Y ), the exchange transformation Ex * * : f * p * E → p * g * E is an equivalence. (2) For every E ∈ SH(Y ) and F ∈ SH(X), the projector Pr * * : p * E ∧ F → p * (E ∧ p * F ) is an equivalence. (3) Suppose that f is smooth. For every E ∈ SH(Y ), the exchange transformation Ex * : f p * E → p * g E is an equivalence.
Proof. If p is a closed immersion, all three statements follow easily from the gluing theorem. The argument of [Ayo08, §1.7.2] shows that the map p → p * π 1 δ * induced by Ex * is an equivalence when p is a projection P n X → X. The proof of [CD12, Lemma 2.4.23] then shows that (1-3) hold for such p. By Zariski descent, one immediately deduces (1-3) for p projective. It remains to extend the results to p proper. (1) By Zariski descent, we can assume that X and X are coherent. Let C : SH(Y ) → SH(X ) be the cofiber of the transformation Ex * * . Since SH(X ) is stable and compactly generated, it will suffice to show that [K, C(E)] = 0 for every E ∈ SH(Y ) and every K ∈ SH(X ) compact. Fix x : K → C(E) and consider the poset Φ of closed subschemes i : Z → Y such that the image of x in [K, C(i * i * E)] is not zero. If {i α : Z α → Y } is a cofiltered diagram of closed subschemes of Y with limit i : Z → Y , it follows from (C.9) that colim α i α * i * α i * i * . Since the source and target of Ex * * preserve filtered colimits, the canonical map colim
is an equivalence. By compactness of K, we deduce that Φ is closed under cofiltered intersections. On the other hand, using Chow's lemma [AGV73, XII, §7], the gluing theorem, and (1,3) for p projective, we easily verify that Φ does not have a minimal element. Hence, Φ is empty.
(2) Same proof as (1).
(3) Arguing as in (1) proves the result when f is coherent. It also proves that Ex * g * is an equivalence, whence the result when f is an open immersion. Without loss of generality, assume now that X is coherent. Then SH(Y ) is generated under colimits by the images of h where h is the pullback of the inclusion of an open subscheme of X which is coherent over X, so the general case follows. By Nagata's compactification theorem [Con07] and Proposition C.13 (3), we can apply Deligne's gluing theory and define the exceptional adjunction Remark C.14. It is possible to define SH(−) as a contravariant functor from the category of schemes to the ∞-category of symmetric monoidal presentable ∞-categories. Using the ∞-categorical generalization of Deligne's gluing theory developed in [LZ14] , one can define the exceptional adjunction f ! f ! , the natural transformation f ! → f * , and all the exchange transformations and projectors involving exceptional functors, at the level of ∞-categories (for f a separated morphism of finite type between coherent schemes). Since SH(−) is a Zariski sheaf, one can further define all this data for any morphism f which is locally of finite type. Once this is done, the conventions set at the end of §1 can be ignored altogether, and "separated of finite type" can be replaced everywhere by "locally of finite type".
