I. INTRODUCTION
An important body of work exists now on the problem of concept learning where the purpose is the acquisition of classification knowledge.
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One of the most successful methods is the ID3 family, originating from Quinlan [1] [2] [3] . Based on an information theoretical approach, these methods generate a decision tree to classify an example to a category. Among other works are Michalski's inductive logic [4] and Mitchel's version space method [5] , to name only a few.
The primary concern for the above methods is to generate a "readable" symbolic expression for a category that can also be used as a classification rule. The efforts are focused on a search for the simplest logical expression consistent with the observed examples. In general, the quality and efficiency of the learning mechanism are constrained by the form of knowledge representation, the vocabulary available for category description, and by the search strategy. These are assumed to be given prior to the learning task. Such background knowledge is generally called the "bias" of the learning mechanism [6] .
Another approach is a quantitative approach that is based on techniques such as discriminant functions, statistical analysis, and neural networks [7] [8] [9] [10] [11] [12] [13] . The classification knowledge is represented by a discriminant function, and the learning is a problem to estimate the optimum parameter values of a given mathematical formula for a discriminant function. The advantage of this approach is that it can effectively cope with issues concerning topological aspects of the category based on geometric notions. In other words, we can answer questions such as "How sure is the classification?", "What is the most typical example?" and "Is a misclassifled example exceptional or on the fuzzy zone of the category?". The bias in this approach is represented by a mathematical formula chosen for a discriminant function and optimization strategies.
Comparing the two approaches, it seems reasonable to adopt a way that combines them. The topological aspect is not only practically useful but also necessary when considering the vagueness of the category definition. As originally claimed by Wittgenstein, the concept can only be formed as a "family of resemblances" and the "ideal language" for its sufficient and necessary definition is not likely to exist [14] . Thus similarity, typicality, or conceptual distance between categories becomes necessary to deal with the inexact or partial match of an example to a category. However, we still definitely need a symbolic interface because the learning process is inevitably interactive and we need some explanatory mechanism based on symbols or language.
Along this line, efforts for integrating the two approaches have been made. In [15] , a method to incorporate the frequency-based typicality measure into the symbolic representation based on Sowa's conceptual graphs was proposed.
In this study we put forward an alternative method for the same type of problem. First we show the outline of our problem and method by using a simple example extracted from [3] and discuss the features of our method.
Alternative Method for Inducing a Membership Function 3 As usual, an example is given as a set of attribute-value pairs like e = {(Ai, aiy);i = 1,2 .... ,n,j = 1,2 .... ,li} where A i is an attribute and aij is one of its possible values. We suppose that we have a finite number of n attributes and l i values for each attribute A i. Further we assume that we are given enough attributes to distinguish among categories.
Our method consists of two stages: example space configuration and induction of membership function as explained in the following paragraphs. Figure 1 shows an example space of the problem discussed in [3] : Each axis denotes an attribute. There are three categories, C1, C2, and C3, and six training examples. An example falls on one of the points of the grid of the example space. At this stage we can hardly see a clear cluster for each category. However, if the example space is transformed as in Figure 2 using new vocabularies such as "bl v b3 (bl or b3)" and "al v a2 (al or a2)", we can see that the examples of each category are clearly clustered, and that each concept's description can be easily extracted. We call this process example space configuration. The purpose is to find a good vocabulary, or a good coordinate system, that makes the subsequent learning process easier. Actually we map the old system of coordinates into the new such that some criteria are satisfied in the new system.
In this particular problem, the classification of (new) examples in Figure  2 is trivial because each of the four points in the grid is associated with one of the three categories. In general, a membership function can be defined based on the distance between an example and a cluster. This reflects the degree to which an example belongs to the category represented by a particular cluster. For a crisp yes/no decision tree, the example will be chosen to belong to the nearest cluster. We call this process induction of the membership function. We also have to consider the scaling problem in the definition of distance as in the weighted Euclidian distance and Mahalanobis' distance. However, for the purpose of illustrating our method, we use the simplest method without dwelling too much on particular choices.
Sharp distinction should be made from the conventional numerical and quantitative approach where the primary problem is, as stated before, the optimum parameter estimation for a fixed mathematical formula. This means that prior assumptions concerning the knowledge structure, i.e., variables and the granularity of the coordinate systems (attribute values) are made. In contrast, our approach finds a good structure such as the examples space in Figure 2 that makes the subsequent clustering much easier than the original one as in Figure 1 . In other words, the output of our method is a new example space to work on, not a particular mathematical formula. (For example, consider a problem of clustering people based on height. Usually a trivial proximity relationship such as "180cm is farther from 160cm than 170cm" is used. However, if we introduce a different proximity relationship based on the intermediate concept like middle height vs. tall or short, then 180cm and 160cm are clustered in the same cluster, and hence 180cm is closer to 160cm than 170cm).
Each point in the example space corresponds to a symbolic expression, and the symbolic description of a category can be obtained by enumerating and simplifying the expressions of the points in the cluster associated with the category. For example, in Figure 2 , C3 can be described as a disjunction of two points labeled as C3, i.e., ((a3 /~ bl) v {a3 /x (bl v b3)} = a3. Notice that the example space configuration process reduces the number of points in the example space from nine in Figure 1 to four in Figure 2 . Thus the example space configuration contributes to the decrease of the complexity for the enumeration process.
Another important point is that, different from usual machine learning approaches, the recognition process and the explanation process are separated. See that is commonly used by both the recognition and explanation tasks. From a computational viewpoint though, the complexity of symbolic expression generation is proportional to the number of points in the grid and quite difficult; the recognition is much easier because it is proportional to the dimension of the example space, i.e., the number of the attributes. This reminds us of our daily experience that the explanation is actually much harder than the classification judgement, though we have no intention of saying that our method simulates the human cognitive process. In the latter part of the article, we show that we can derive strategies for the enumeration process analytically by exploiting the geometrical characteristics of the example space. Our method provides an alternative for the integration of numerical (or geometrical) and symbolic techniques.
METHOD

Example Space Configuration
We embed the feature space ( Figure 1) For example, by making al = a2 = 1, a3 = -1, bl = b3 = 1, and b2 = -1, we obtain Figure 2 . Therefore the space configuration problem is equivalent to the value assignment to the attribute values such as aj and bj. It will be seen later that the initial value assignment is not important for the final value assignment.
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The example space configuration is done such that a certain criterion is optimized and/or such that newly defined attribute values can be taken into consideration. Here we determine the coordinate system for the example space such that the distance between the centers of gravity of examples (CGEs) corresponding to each concept is maximized. In other words, the mutually repulsive power of the CGEs achieves the best example space configuration. We want to locate G(C) so that it is as far as possible from the other CGEs subject to a i ~ [-1,1] . This problem can be formulated as a multi-objective optimization problem. However we simplify it to an elementwise product maximization problem as follows:
where d(-) is the (Euclidian) distance between G(C I) and G(C m) concerning the element Ai. Therefore we have as many maximization subproblems as the number of attributes. Furthermore, we exclude from (2) the terms equal to 0.
In the case of Figure 1 , the CGEs are given as (al +a2 bl +b3)
and, because there are two attributes, we have two maximization problems as follows. In general, we need nonlinear optimization techniques for solving the above problem. However, in this study, we concentrate on the case where we have only one category to be learned from two types of examples, i.e. positive and negative examples. In this case the complexity is drastically decreased and the solution is found easily)
Next we show how to induce a membership function over the example space under the assumption that the value assignments characterizing a category have been obtained.
Membership Function
For the general case of K categories C1, C 2 ..... C k, the membership function of the category C i is defined by
E~= td(e, Cj) (5) where e is an example, d(e, Ci) is the Euclidian distance between e and G(C i) in the example space. We can use a normalizing factor = --(6) K-1 so that E~=xm(e,C)= 1 holds, i.e., clusters form a partition. In the previous problem, the implicit assumption is that each example belongs to only one of C1, C2, and C 3 and excludes a case where an example may belong to both C 1 and C 2 at the same time, for example.
We classify an example to the category that gives the maximum membership value, namely e ~C if m(e,C) =MaxlzjzKm(e,C j) (7) 1 Note that the exact maximization of the above distance index is not always necessary. The quality of solution may effect the number of the Eis as explained in the next recursive learning section. In practice, we face a trade-off problem between the computational cost for the perfect optimization and the advantage coming from the simplicity of the learning result. This problem should be addressed in an individual application, and we do not go into it further here. 8 Hiroshi Narazaki and Anca L. Ralescu
SINGLE CATEGORY PROBLEM
In this case we can always give either 1, 0 or -1 to each attribute value. This assignment is done according to the following frequency measure:
where VALUE ASSIGNMENT RULE:
The above rule is trivial if we realize that air in case 1 (or case 2) has positive (or negative) coefficient in D(Ai). Case 1 (or case 2) means that A i = aij is more frequent for C (or -1 C) than for -1 C (or C). In case 3, air does not contribute to the location of G(C). Using the above frequency measures, it can be easily seen that the CGEs are calculated by
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where aij ~ { -1, 0, 1} as determined by the above value assignment rule.
The membership function is also simplified because we have only {C i} = {C, ~ C} and ~ becomes 1. We demonstrate the above method using an example from [1] .
"Saturday Morning" Category
The examples for this category are shown in Table 1 . There are 14 examples out of which nine examples are positive. The number of attributes and the dimension of the example space is 4. According to (9) , the CGEs are given by:
where the vector is constructed as (Outlook, Temperature, Humidity, Windy). Only the head letter of the attributes values are shown in the above representation. (i.e., "R" of "Outlook" stands for "Rainy") From the frequency measure in Table 2 , we have the following value assignment; O = 1, R = S = -1 for Outlook, M = C = 1, H = -1 for 
Positive 2/9 4/9 3/9 2/9 4/9 3/9 3/9 6/9 3/9 6/9 
The first column of Table 3 gives re(e, C). Figure 4 . Positive, negative, and fuzzy zone.
It can be seen that e6 in the fuzzy zone is negative even though it is ranked higher than el2, which is positive. The relative size of the fuzzy zone may be used to characterize the complexity of the concept. It also gives the indication of how well the concept could be learned from the examples. Next we discuss how to decrease the size of fuzzy zone. The fuzzy zone is easily identified by finding the minimum membership value of the positive examples, denoted by/z +, and the maximum membership values of the negative examples, denoted by p~-. In the above example, /~+= 0.455, /x-= 0.522, and the fuzzy zone is defined by the The learning procedure is summarized as follows:
Step 1: Prepare a frequency table as shown in Table 2 . The number of entries are m(2]ET=l/j) where m is the number of the recursive iterations explained in the next section. At this stage, we consider the case where m = 1, i.e., only the row marked as E(0, 1) in Table 2 .
Step 2: Update the frequency table based on the training examples.
Step 3: Use the value assignment rule in (8.3) to assign -1, 0, or 1 to each attribute value aij based on its relative frequency in Table 2 .
Step 4: Calculate Gp and Gn, the CGEs for the positive and negative examples, respectively.
Step 5: Calculate the membership value to the category C, m(e i, C), for all examples {e i, i = 1, 2 ..... N}.
Step For classification of a new example e, if m(e, C) is in the positive (or negative) zone, it is recognized as Positive (or Negative). If it is in the fuzzy zone, we cannot determine its category. To reduce this fuzziness, we apply the recursive learning procedure explained below.
IMPROVEMENT OF PRECISION
Recursive Learning and Classification
We denote the set of examples in the fuzzy zone as E(tz+,tz ) = {e;tz+ <_ rn(e,C) </z-}
We iterate the learning process by narrowing down the training examples to those in the fuzzy zone until the fuzzy zone becomes a null set. We call this procedure recursive learning. The recursive learning gives the following collections of training examples:
where E(0, 1) contains all examples and E(/z~-, ~{ ) is a set of fuzzy zone examples in E(0, 1). We abbreviate E(/z 7,/z 7) as E i and we denote E(0, 1) as E 0. Each E i is associated with its own coordinate system, CGEs and the membership function mi(e, C). By ranking the examples according mi(e~C), we can find the fuzzy zone, El+l, of E i. Our concern is whether the above recursive procedure terminates. For this discussion, we introduce the notion of exceptional examples.
Let's define e/L and e/U of E i such that
In other words, e~ and e~ are the examples having the lowest and highest membership degree to C among all training examples in E,, respectively. If ep is a positive example and e~ is a negative example, we call {e~, e~} exceptional examples in E~. Clearly, the sequence stops contracting, i.e., E, = E~÷ 1, when e~ is a positive example and e~ is a negative example (see case 3 in Figure 4 ), and our learning procedure does not terminate. Hence, we remove these examples and their category labels (positive or negative) into the box B~ for exceptional examples corresponding to E i. This ensures that after a finite number of steps, K, {E i} is strongly contracted, i.e., E i ~ Ei+ 1 and EK = &4 Notice that /z-</~+ holds and a vacuum zone exists in E r.
In summary, our learning procedure is described below. First we have to look into B i to check whether the example to be classified is the same as those stored in B i. If not, the membership degree is calculated based on the CGEs of Ei. If the example is found to be in the fuzzy zone, we must move into the lower world Ei+ 1, and iterate the similar procedure. If it is in the positive or negative zone, then we can output the category label and exit.
REMARKS:
The computational complexity required for the classification is O(K) (O(N) in the worst case).
Recursive Learning in "Saturday Morning" Category
In this case the fuzzy zone is E(0.455,0.522) = {e4, e6, e8, ell, el2}
The new CGEs are calculated as follows. (14) {s+o+R 2H+N m (1 1 11)
GI(-~C) (S+R M+C H+N T+F)
.
The results are shown in Table 2 . In this case we need one more iteration with E(0.515, 0.515) as shown in Table 2 .
INCREMENTAL LEARNING
The learned result needs to be updated in the light of newly arrived examples. Strictly speaking, every time a new example is received, we should update the frequency table in Table 3 , and the locations of the CGEs. This also leads to the update of membership values of the examples and possibly the update of positive, negative, and fuzzy zones. In general, a relearning is necessary using the example set with the new examples added. Here we present a conservative update strategy that triggers the update only when a misclassification occurs and makes use of the fuzzy zone introduced earlier. (This can be interpreted as a case of reinforcement learning [16] ).
A correct classification means a match of the predicted classification and the actual outcome of the new data. The new data just makes explicit the information already contained in the example space. In contrast, a misclassification means the mismatch and the enlargement of fuzzy zone.
Suppose that an example g is wrongly classified as negative in E i where the fuzzy zone is originally given by [ IX~+, IX7 ] . The misclassification of g means that g is in the negative zone of Ei, i.e., Ixg = mi(g, C) < IX+. After finding that g is actually positive, we should update Ix+ as Ix+= Ixg. This results in the expansion of the fuzzy zone to [ Ixg, IX-], and Ei+ i must be expanded by adding the examples in the enlarged area of the fuzzy zone, i.e., the examples in [IX g, IX+). We have to regenerate all {Ej} that are lower than Ei, i.e., {Ej; j > i + 1}. This defines a partial relearning strategy triggered by a misclassified example. The same discussions apply when g is a negative example that is wrongly classified as positive in E~.
If there is no fuzzy zone, we may be able to deal with the misclassification by changing the default assumptions for the vacuum zone, or by creating a fuzzy zone. Note that a vacuum zone exists only in E K. (Otherwise, the recursive learning continues using the examples in the fuzzy zone). In the latter case, we create EK+ 1 if mK(g,C) < IX . This defines a new fuzzy zone [mK(g, C) , Ix ]. In the first case, we change the default assumption: For example, if the current default negative zone is [0, f) (in case of a positive attitude, f = ix+), and the misclassification of g occurs such that ix < mK(g,C) < f, then we just decrease ix+ and f as ix+= mK(g, C) and f < mK(g, C), respectively.
CLASSIFICATION OF EXAMPLES WITH MISSING ATrRIBUTE VALUE
In practice, it often happens that some attribute values are missing either in the training or in the test examples. For the classification of an incomplete example, two approaches are usually taken: default value estimation and exhaustive check of all possible values followed by a decision making process concerning the classification. The former means a default completion of missing attribute values and it gives a point value. In contrast, the latter gives the interval value depending on how the completion of missing attribute values are done. Notice that, in a crisp case, the interval is always vacuous, i.e., positive or negative.
If we want a thorough evaluation, the latter seems more desirable, but requires more computational cost. To avoid this, the following approximate interval estimation can be used.
First we define the maximum and minimum examples: The maximum (or the minimum) example completes the missing attribute values with those corresponding 1 (or -1) in E 0. For example, in case of an incomplete example "Outlook is overcast," we have two maximum examples, (O, M, N, F) and (O, C, N, F) . Similarly, the minimum example is given by (O, H, H, T) . The interval of the membership degree is estimated in E 0 by using these maximum and minimum examples.
We say that the estimation is correct when the maximum and minimum membership values estimated as above coincide with those obtained by exhaustively checking all possible completions. Consider the case where the maximum example is in the positive zone and the minimum example is in the negative zone of E 0. In this case, the estimation is correct. In contrast, when the minimum example is in the fuzzy zone, the estimation in E 0 may be incorrect, and we have to look into Ej, j > 0, for the thorough evaluation.
For instance, in E0, the maximum of "Outlook is overcast" is in the positive zone. However, its minimum example is in the fuzzy zone with the membership degree 0.561. The real minimum membership value is 0.506 of (O, C, H, T) in the negative zone of El. 5
ENUMERATING EXPRESSIONS
We consider now the task of obtaining a symbolic expression for the concept learned: The symbolic expression can be obtained by disjuncting the expressions associated with the points in the positive zone. The final example space has at most 3 n points, a decrease from the original I-IV= lli points. Here we discuss pruning strategies for a more efficient search by exploiting the geometrical characteristics of the example space. 
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The search is done in E 0. We write the CGEs of positive and negative examples in E 0 as gP and gn, respectively. Let x be a point in E 0 and we define the following vectors (see Figure 6 ). 
Similarly, for a point x in the negative zone, the value of f in (17) must be negative with 3' determined as 3' = (1 -~÷)//.t +. In the subsequent discussions, we use 3'1 for the positive zone, and 3'2 for the negative zone.
Given Vc, our problem is to efficiently find V x which satisfies (17).
Pruning the Search Direction
Consider the following inequality equivalent to (17).
Now we express V~ by using a referential point x0 and a direction unit vector 77 with a parameter r as
where Vx0 is a vector from gP to x0. Later we choose x0 to be a point and "q be an unit vector along a certain axis of the example space ( Figure 7) . We have
IV G -V~I 2 =°(V a -V~, V a -V x) = [VGI 2 --2(VG, V~) + IVxl 2 (22)
Base Attribute At,
Referential Points
Vxo+ rn, n ..ff Table 3 , xi is either 1 or -1.
By varying x0 and r, we can enumerate all points in the example space. We write the set of referential points as Ref = {x0i}. The size of Ref is at most 3 n-1. We discuss how to prune the search space of r and x0.
Notice that, with x0 and ~ above, v 1 becomes a constant value irrelevant to a referential point x0 i as shown below:
where x i denotes the i-th element of a vector x. Next, because r is one of {0, 1, 2}, we have to calculate only the following three quantities. Step 2: Calculate h(0 ). If h(0 ) < 0, then h(1), h(2 ) < 0.
Step 3: Calculate h(1 ). At this stage, we know all the three quantities, h(0), h(1), and h(2).
Steps 1 and 2 can be performed in reverse order. A heuristic strategy can be used to choose this order: If [Ix0 i -gPll < 11 x0i -g"][, then start with step 1, else start with step 2.
Pruning of Referential Points
Next we discuss the pruning strategy for Ref. Let x01 and x0 2 be two referential points in Ref. For simplicity, we define that the inequality of vectors is judged by elementwise comparisons, i.e., 7
xO' <_ xO 2 xO] <_ xO] vj( p)
If x01 < (or >)x02, we say that x01 is smaller (or larger) than X0 2. We establish our pruning strategy for referential points based on v2: From (27.1)-(27.3), if v 2 is monotone nondecreasing, then so is h(r) for any r ~ {0, 1,2}. In other words, if h(r)> O, Vr ~ {0, 1, 2}, at a referential point x01, then, for any referential point X0 2 >__ X01, we have also h(r) > 0, Vr ~ {0, 1, 2}.
Suppose that P2 is monotone nondecreasing. Then our pruning strategy is stated as follows.
Positive Zone Pruning: If h(r)> 0 holds for any r ~ {0, 1,2} at a referential point x0 +, all xOi's in {x0i; x0 i > x0 ÷} are pruned out because h(r) > 0 holds for any r ~ {0, 1, 2} at the referential points that are larger than xo +.
Negative Zone Pruning: If h(r)< 0 holds for any r ~ {0, 1,2} at a referential point x0-, all x0i's in {x0i; x0 i < x0 } are pruned out because h(r) < 0 holds for any r ~ {0, 1, 2} at the referential points that are smaller than x0-. v 2 is monotone nondecreasing if We choose Ap such that (30) holds.
Summary
Our pruning strategies are summarized as follows. We denote a set of expressions of the positive examples by S. For these points we generate the corresponding expressions and the classification test is done for them.
A good heuristic for referential point search is to start from the point nearest to gP by increasing the number of l's step by step. For example,
we scan all referential points having only one element with the value "1," and we move to the referential points having two l's. If we find a point where all h(r)'s are positive, we can prune all referential points larger than Alternative Method for Inducing a Membership Function 25 that. Similar search can be applied to the negative zone, by increasing the number of -1 step by step.
Determining a Base Attribute in "Saturday Morning" Category
We use Yl and 72 as follows: 71 is associated with the lower bound (or inf) of the positive zone and Y2 is associated with the upper bound (or sup) of the negative zone.
In We check the monotonicity condition in Lemma.
gf -gj
Thus the monotonicity condition holds for 71 but not 72. The upper bound violation occurs for the g~' = 1/5, corresponding to the attribute "Temperature." Thus we choose "Temperature" as a base attribute, and the upper bound for the remaining three attributes is 1.29. Therefore the monotonicity condition is satisfied.
Search and Pruning in "Saturday Morning" Category
As stated above we decide Ap ="Temperature" and "q = (0, -1, 0, 0).
This gives ~' 1 = -0.227 for 7~ and v 1 = -0.708 for T2. In both cases we have h(0) > h(1) > h (2) . Notice that we need not actually evaluate h(1) because all attribute values are set to either 1 or -1. Therefore r is either 0or2. Let a referential point Ra, b, c mean the point (a, 1, b, c). We start from the referential point R_1,1,1, the nearest point to gP. Two l's:
1. For R1,1,1 we have h(2) = 0.466 > 0 for Yl, thus we find that RLL 1 is positive without actually checking it.
corresponding to the points in the positive zone) are (Overcast, Mild, High, True) and (Overcast, Hot, High, True). Different from Quinlan's result, our method judged (Overcast, Cool, High, True) to be a negative example with the membership value 0.506. (See the footnote in the section "Missing Attribute Value".) 2. For R_I._ 1,1, we have h(0) = -1.33 < 0 (all negative) for 3'1 but h(0) = 0.016 > 0 and h(2) < 0 for 3'2. Therefore we generate expressions corresponding to (-1, 1,-1, 1 ) and the classification test is done. The positive expression is (Rainy, Mild, High, False). 3. For R_1,1,_1, we have h(0)=0.01>0 but h(2)<0 for 3'x and h(2) = 1.25 > 0 (all positive) for 3'2. Therefore (-1, 1, 1,-1) is a point in the positive zone, but we test all the expressions corresponding to (-1, -1, 1, -1) and they are all found to be in the negative zone.
No ls, i.e., three -ls:
For R1,_1._1, h(0)= -3.34 < 0 (all negative) for 3'1 and h(0)= -2.48 < 0 (all negative) for 3'2, thus negative.
The total number of the points in the example space grid is 16, but we needed to evaluate only ten of these.
CONCLUSION
In this article we proposed an altemative method for a concept learning problem. Our method integrates geometrical techniques for symbolic problems. The distance maximization of the center of gravity of examples (CGEs) is used to configure the example space. The resulted coordinate system corresponds to new intermediate concepts to describe the concept. When the problem is limited to a single category problem, the solution can be easily found. The topological aspect of a category was captured by defining a membership function based on the distance in the transformed example space. Further we derived a search strategy based on a rigorous geometric analysis of the example space.
Notice that our method does not make any assumption on the structure of the concept (e.g., a decision tree or a conjunctive logical formula). Our method yields a hierarchical structure each level of which consists of negative, positive, and fuzzy zones, and "exceptional examples". We presented recursive learning and recognition procedures. The learning procedure is aimed to reduce the fuzziness, i.e., to eliminate the fuzzy zone to an empty set. The depth of a hierarchy and the number of exceptional examples reflect the complexity and vagueness of a concept, or alternatively the quality of the training data.
Further we pointed out that our learning algorithm for the single category problem does not include any heuristic search, and the computational cost is proportional to the number of examples multiplied by the depth of the hierarchy. However, the search for the symbolic description of the learned knowledge still requires computation of exponential order. This suggests that in application we can have a simpler method for the classification task than the traditional inductive learning based on the heuristic search. To improve the explanatory capability of the learning system, the problem of approximate symbolic description search as a trade-off between the search time and the precision of the generated symbolic expression is our future work.
