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Počítače se stávají běžnou součástí výuky i v nejnižších ročnících základních škol. Na kaž-
dém počítači je však třeba provést instalaci software a pravidelně zajišťovat jeho aktualizace.
To by s přibývajícími počítači znamenalo neúnosný nárůst opakování stejných úkonů. Tato
práce se zabývá možnostmi automatizace nasazování softwarového vybavení a jejím cílem je
vytvoření prostředí, které takovou automatizaci dovolují v podmínkách malotřídní základní
školy.
Abstract
Computers are becoming common part of education even in first years of elementary schools.
Every computer requires software installation and regular updates. With increasing number
of computers this would mean unacceptable growth of repeating of the same tasks. This work
describes software deployment automation and its goal is to create environment allowing
such automation for elementary schools.
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Cílem projektu je takové řešení počítačové sítě, které v prostředí typické malotřídní základní
školy umožní co nejrychlejší možné řešení problémů s využitím sítě.
Typicky je základní škola vybavena počítači typu PC vyrobenými většinou v letech
2000 - 2002, velmi často získaných v rámci státního projektu
”
Internet do škol“ nebo for-
mou různých sponzorských darů. Dále disponuje licencemi k systému MS Windows 2000
Professional nebo MS Windows 98 Second Edition získanými bezplatně v rámci projektu
MS Fresh Start a licencemi k řadě titulů výukového software vesměs pro systémy Windows.
Podobnou situaci lze předpokládat u většiny základních škol, zejména menších.
Uživatelské prostředí by se nemělo mezi jednotlivými počítači výrazně lišit - to zna-
mená, že by všechny počítače v síti měly mít totožnou (nebo alespoň velmi podobnou)
sadu softwarového vybavení. Tohoto cíle lze dosáhnout různými metodami, například po-
mocí upraveného instalátoru klientského systému a předkonfigurovaných instalačních ba-
líčků pro softwarové vybavení. Jako spolehlivější, méně náročné na přípravu a méně závislé
na zvoleném klientském systému se však jeví klonování operačního systému.
K provádění úkonů souvisejících s klonováním hlavního operačního systému klientských
stanic (obnovování poškozené instalace, zapojení nového počítače, vytváření obrazu sys-
tému) je třeba mít k dispozici servisní operační systém, který dokáže přistupovat k instalaci
systému hlavního a který umožňuje použití nástrojů pro klonování hlavního operačního sys-
tému nebo různých diagnostických nebo záchranných utilit. Samostatný servisní operační
systém umožní i vzdálený přístup technika.
Jako centrální úložiště pro obrazy připravených instalací klientských systémů pak slouží
síťový server, který je využit i pro řízení zavádění servisního operačního systému na jed-
notlivých klientských stanicích. Síťový server může zajišťovat i další síťové služby podle
konkrétních potřeb školy (např. autentizace uživatelů, centrální úložiště uživatelských dat,
caching a omezení přístupu k nevhodným WWW stránkám, webserver školního intranetu
apod.).
Celé řešení je přizpůsobeno popsané situaci a připravováno tak, aby bylo univerzálně
použitelné pro libovolnou základní školu v ČR. Vhodnost zvolených postupů je ověřována
nasazením do každodenního provozu malotřídní základní školy v Těchoníně (okres Ústí nad
Orlicí).
První část této technické zprávy se věnuje hlavnímu operačnímu systému klientských
stanic, možnostem instalace různých systémů a zásahům nezbytným před a po jejich klo-
nování.
Druhá část se zabývá přípravou servisního operačního systému a samotným klonováním
klientských systémů.
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Třetí část se stručně zabývá síťovým serverem a službami, které zajišťuje, zejména
centralizovaným řízením zavádění servisního operačního systému.
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Část I





Jako hlavní operační systém pro klientské stanice lze použít některou verzi systému Win-
dows nebo desktopovou verzi některé z linuxových distribucí.
Rozhodnutí pro konkrétní operační systém a jeho verzi je závislé především na netech-
nických okolnostech (dostupný hardware, licence, požadavky školy na nasazení specifického
výukového software apod.), proto se tento projekt zabývá všemi operačními systémy, jejichž
nasazení lze v současné době reálně předpokládat.
Ve většině případů bude pravděpodobně nasazen systém MS Windows 2000, protože
právě pro něj je odladěno velké množství výukových programů a základní školy k němu mají
licenci v potřebných počtech (v rámci programu MS Fresh Start) i dostačující hardware,
proto se práce zabývá právě tímto systémem. Systémy Windows XP a Windows Vista jsou
novější verze stejné řady operačního systému a v ohledech významných z hlediska řešeného
projektu projektu zde neexistují výrazné rozdíly, text týkající se Windows 2000 lze tedy až
na drobné rozdíly aplikovat i na tyto systémy.
Můžeme také předpokládat, že nasazení Linuxu v kombinaci s WINE představuje z
licenčního i funkčního hlediska (zejména pokud jde o provoz výukového software, který je k
dispozici pouze pro systémy Windows) srovnatelnou alternativu, která pro školu může být
za určitých okolností výhodnější. Proto se projekt zabývá i variantou s operačním systémem






Windows 2000 je obchodní název operačního systému společnosti Microsoft s označením
Windows NT 5.0. Zkratka NT znamená
”
New Technology“ a označuje jednu ze dvou řad
systémů vyvíjených v roce 2000 touto firmou.
Systémy Windows řeší řadu potřeb specifickým způsobem odlišným od jiných operačních
systémů. Pro projekt zabývající se klonováním operačního systému v prostředí počítačové
sítě jsou nejdůležitější používané souborové systémy a bezpečnostní architektura, kterou je
třeba brát v úvahu při sestavování počítačové sítě.
3.1 Souborové systémy
Souborové systémy jsou podporovány pouze dva: FAT32 a NTFS.
První z uvedených je jednoduchý souborový systém, který je nástupcem souborového
systému FAT (někdy označovaného také jako FAT16) používaného v operačním systému
MS-DOS. Tomu odpovídají jeho parametry: maximální velikost oddílu je omezena na 32
GB a velikost jednoho souboru je omezena na 4 GB; s ohledem na to, že MS-DOS i Windows
9x jsou jednouživatelské systémy, nepodporuje FAT32 žádné řízení přístupových práv.[4]
FAT32 je dobře zdokumentovaný systém a jeho implementace existuje i v dalších operačních
systémech včetně Linuxu.
Naproti tomu NTFS (zkratka z NT File System) byl vyvinut pro potřeby víceuživa-
telského operačního systému, obsahuje tedy podporu řízení přístupových práv v podobě
ACL (Access Control Lists). Maximální velikost jednoho svazku i souboru je 264 B.[7]
Společnost Microsoft pracuje na implementaci tohoto souborového systému pouze pro své
operační systémy; pro Linux i další systémy je dostupná implementace ovladače NTFS-3g
(http://www.ntfs-3g.org), jejíž první stabilní verze byla vydána 21. února 2007.[3] Současná
verze podporuje většinu vlastností systému NTFS.
Systém FAT32 je podporován zejména kvůli značnému rozšíření v oblasti spotřební
elektroniky; pro použití na systémovém disku Windows ve víceuživatelském prostředí je ale
ve srovnání s NTFS zcela nevhodný.
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3.2 Bezpečnostní architektura
Bezpečnostní architektura systémů Windows NT je založena na tzv. Security Identifier,
zkráceně označovaném jako SID. Na stránkách společnosti Microsoft[10], [9] je SID popsán
jako jedinečná hodnota různé délky používaná k identifikaci uživatelů a bezpečnostních
skupin při ověřování práv k provedení určitých akcí na určitém objektu.
SID se skládá z několika polí, jejichž počet závisí na rozsahu platnosti daného identi-
fikátoru. Například identifikátor S-1-1-0 označuje vždy skupinu Everyone, která zahrnuje
všechny existující uživatele.[12] Naproti tomu například S-1-5-21-1214440339-1417001-
333-83952215-500 je SID prvního uživatele vytvořeného v čerstvé instalaci systému Win-
dows. Jednotlivá pole mají následující význam :
• S: označuje, že řetězec reprezentuje SID
• 1: revision level - verze tvaru řetězce
• 5: identifier authority - úroveň autority, která pro daný typ obejktu přiděluje SID jed-
notlivým účtům a skupinám; hodnota 1 představuje
”
world authority“ (všeobecně
platné objekty, např. výše zmíněná skupina Everyone), hodnota 5 znamená
”
NT
authority“ (tedy lokální účty a skupiny na jednom počítači)
• 21-1214440339-1417001333-83952215: Domain ID - skládá se z jedinečných identi-
fikátorů počítače a celé doménové hierarchie
• 500: Relative ID - identifikuje konkrétní účet nebo skupinu
Domain ID se generuje při instalaci systému. Je zřejmé, že klonováním stanice získáme
dvě instalace s totožným ID počítače a že hrozí riziko záměn účtů z jednotlivých počítačů.
To je problém v situaci, kdy chceme mezi počítači sdílet data - účet z jiného počítače
může být považován i za vlastníka těchto dat s plným přístupem.[13] Chceme-li používat
Windows doménu, nemůžeme do ní dva počítače se stejným SID připojit.
K řešení popsaného problému slouží program Sysprep dodávaný společností Microsoft na
instalačním CD Windows 2000 (v adresáři support/tools v archivu deploy.cab). Spuštění
tohoto programu upraví nastavení systému Windows tak, aby po následujícím startu sys-
tému došlo k vygenerování nového SID. Klonujeme-li systém bezprostředně po této úpravě,
je zajištěno, že každá duplikovaná instalace při svém prvním bootu provede proces rekon-
figurace.
3.3 Příprava systému Windows 2000 k vytvoření obrazu
Postup přípravy systému Windows pro klonování dokumentuje jeho výrobce na svých webo-
vých stránkách.[2]
Podmínkou úspěšnosti procesu klonování je podobnost hardware referenční a cílové sta-
nice. Systém Windows 2000 se při instalaci automaticky konfiguruje pro použitý hardware
a část těchto nastavení není možné později nijak změnit. Konkrétně je nezbytné, aby refere-
nční i cílová stanice používala stejnou vrstvu HAL a stejné rozhraní ACPI. Další instalovaná
zařízení se mohou lišit za předpokladu, že jsou k dispozici ovladače pro všechna zařízení v
cílovém počítači.
Obraz systému se vytváří z jedné referenční instalace. Předpokládáme-li, že systém
budeme nasazovat pouze na počítačích, jejichž hardware se od referenčního neliší, může
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být tato instalace provedena běžným způsobem bez zvláštních doporučení. Předpokládá se
vytvoření jediného oddílu, při rozdílných velikostech instalovaných pevných disků je třeba
dbát pouze na to, aby se vešel na každý z nich. Před klonováním musí být systém plně
připraven k provozu, to znamená především instalaci všech potřebných ovladačů a aplikací
a provedení žádaných nastavení.
Spustíme-li program Sysprep bez jakýchkoli dalších nastavení, po restartu systému se
spustí tzv. mini-setup, který si od uživatele vyžádá některé informace, například souhlas s
licenční smlouvou, heslo administrátorského účtu nebo konfiguraci sítě.
Chceme-li však proces klonování ovládat vzdáleně, potřebujeme tyto volby předdefino-
vat a zajistit tak, že proces rekonfigurace proběhne plně automaticky bez čekání na vstup
od uživatele přítomného u počítače. Toho lze dosáhnout použitím takzvaného souboru od-
povědí.
K vytvoření souboru slouží utilita setupmgr.exe, řešená jako průvodce. Nástroj je dodá-
ván společně s programem Sysprep v archivu deploy.cab. Výsledný soubor sysprep.inf
lze snadno editovat libovolným textovým editorem a případně provést potřebné úpravy.
Většina voleb je specifická pro konkrétní síť, jejich hodnotu tedy stanoví technik. Ve všech




Plně automatizovat instalaci“, v konfiguraci sítě zajistit používání DHCP serveru a v míst-
ních nastaveních předvolit oblast.
Zvolíme-li vytvoření složky Sysprep, najdeme ji v kořeni disku C:\. Spuštění programu
sysprep.exe z této složky vede k dokončení přípravy ke klonování a vypnutí počítače. Složka




Linux je jádro operačního systému vyvíjené Linusem Torvaldsem jako jednoduchý klon
komerčních unixových systémů, které byly pro osobní potřebu jednotlivců na začátku de-
vadesátých let 20. století nedostupné. První verze Linuxu byla zveřejněna pod licencí GPL
a setkala se se zájmem dalších programátorů a podporou hnutí GNU. V dnešní době se
na vývoji Linuxu nějakým způsobem podílí i řada velkých firem, včetně společností IBM a
Novell
Existuje poměrně velké množství distribucí, tzn. celých operačních systémů (včetně
dalšího programového vybavení) na tomto jádře založených. Každá distribuce má trochu jiné
cíle - vedle univerzálních (Debian, Mandriva, Fedora) tak lze najít i distribuce specializované
na konkrétní účel, např. pro vytvoření firewallu (IPCop), záchranu dat (System Rescue
CD), testování bezpečnosti sítě (Brutalware Linux) atd. Univerzální distribucí, která se v
desktopové verzi zaměřuje především na použitelnost pro běžného uživatele, je Ububntu.
Podpora souborových systémů v Linuxu je mnohem širší, než v systémech Windows:
nativním souborovým systémem je ext2, resp. ext3; lze ale používat i systémy ReiserFS,
JFS, XFS a další. Podporovány jsou i různé speciální souborové systémy, jako například NFS
(síťový souborový systém), nebo SquashFS (komprimovaný read-only souborový systém
určený pro data umístěná v operační paměti). Všechny uvedené souborové systémy mají
implementaci dostupnou pod open source licencí.
Z pohledu klonování je zajímavá skutečnost, že instalace Linuxového operačního systému
obvykle používá více diskových oddílů - vedle kořenového oddílu typicky přinejmenším
také oddíl pro tzv. swap - odkládací paměť používaná operačním systémem v případě
nedostatku paměti operační (systémy Windows namísto samostatného oddílu používají
soubor na NTFS nebo FAT32 oddílu). Při vytváření obrazů a jejich nasazování tak technick
musí zajistit vytvoření obrazu všech používaných oddílů.
Bezpečnostní architektura linuxových systémů je jednodušší, než je tomu u systémů
Windows: uživatelské účty i skupiny jsou vždy lokální. Centrálního ověřování identity uži-
vatelů nebo sdílení dat v síti je možné s použitím vhodných nástrojů nasadit, identifikace
stanic ale není založena na identifikátoru, který by se při klonování stanice duplikoval; pří-
prava linuxové stanice ke klonování tak sestává pouze z instalace a konfigurace referenčního






Účel servisního systému a
požadavky
Jestliže na některé klientské stanici dojde k natolik závažnému poškození instalace hlavního
operačního systému, že již není možné jej zavést a vzdáleně ovládat, je nejefektivnějším
řešením obnova systému z dříve připraveného obrazu diskového oddílu.
K provedení takového úkonu potřebuje správce zavést jiný operační systém, ve kterém
jsou k dispozici nástroje pro obnovu hlavního systému stanice. Servisní systém lze použít
také k odhalování hardwarových problémů, jako je například testování operační paměti.
Jedná se tedy o nástroj určený výhradně k použití správcem sítě a uživatelé by se s ním
vůbec neměli setkávat.
Typickým příkladem takových servisních systémů jsou záchranné CD disky dodávané
s novými počítači s předinstalovaným operačním systémem MS Windows (umožňují obno-
vit instalaci systému do výchozího stavu), spouštěcí diskety vytvořené ve starších verzích
systémů MS Windows (umožňovaly zavést zjednodušenou variantu systému MS-DOS se zá-
kladními nástroji) a z určitého úhlu pohledu i instalační média většiny linuxových distribucí
(instalátor není obvykle nic jiného, než program spuštěný v operačním systému zavedeném
z instalačního média).
Od servisního systému se očekává především spolehlivost, možnost snadné aktualizace
(například doplnění nástrojů), možnost vzdáleného ovládání a schopnost zavedení v co
nejomezenějších podmínkách (zejména na počítačích s malou operační pamětí). Obecně lze
operační systém zavést z pevného disku počítače, z výměnného média (jako je kompaktní
disk nebo USB flash paměť) nebo z počítačové sítě.
Zavádění z pevného disku je z hlediska přípravy servisního systému nejsnazší: hlavní i
servisní operační systém jsou instalovány na samostatných oddílech pevného disku v každém
počítači (tzv. dual-boot konfigurace). Volbu systému k zavedení umožňuje zavaděč systému
(bootloader, například GRUB, LILO nebo NTLoader), obecně ji lze provést při načtení
zavaděče nebo při restartu systému za použití nástroje pro přednastavení zavaděče (např.
příkaz grub-reboot). Toto řešení má ale s ohledem na vytýčené cíle řadu nevýhod:
• komplikovaná aktualizace servisního systému - je nutné ji provést zvášť na každé sta-
nici; to je možné řešit implementací aktualizačních skriptů, které lze spouštět vzdáleně
• riziko poškození bootloaderu nebo servisního operačního systému ze systému hlavního
(např. při nesprávném použití administrátorských nástrojů v hlavním systému nebo
v důsledku napadení hlavního systému škodlivým software)
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• v případě závažného poškození hlavního operačního systému (není-li možné jej zavést)
je pro každé zavedení servisního systému nezbytná asistence osoby přítomné u počítače
pro výběr servisního systému z menu zavaděče
V případě zavádění z vyměnitelného média ve srovnání se zaváděním z pevného disku
se problém aktualizací mění na nutnost zavedení a dodržování vhodných postupů při na-
hrazování médií (zřetelné označování a likvidace neaktuálních verzí v zájmu předcházení
záměnám), stále však hrozí poškození nosičů, u optických disků může nastat i porucha
mechaniky. Toto řešení má další zřetelné nevýhody:
• výměna médií na dálku (tzn. pravděpodobně poštou) může trvat velmi dlouho a jsou
s ní spojeny finanční i časové náklady na přepravu
• lokální asistence v podobě vkládání a vyjímání médií se servisním systémem je ne-
zbytná při každém restartu stanice (z hlavního systému do servisního i naopak)
• nosiče se servisním systémem je nutné předat zaměstnancům školy, kteří je musejí být
schopni v případě potřeby vyhledat - hrozí riziko ztráty, resp. nenalezení (např. média
byla předána učitelům, kteří v době řešení problému nejsou ve škole přítomni, média
mohou být při úklidu založena nebo vyhozena, flash paměti mohou být přepsány, . . .)
• servisní operační systém lze spustit souběžně pouze tolikrát, kolik médií je k dispozici
• všechny počítače musejí být vybaveny pro čtení odpovídajícího média, což může pro
školu znamenat zvýšené pořizovací náklady (například žákovské stanice z projektu
Indoš nejsou vůbec vybaveny optickými mechanikami)
Zavádění servisního systému ze sítě eliminuje většinu výše popsaných problémů. Pro-
tože systém sám je uložen na síťovém serveru, provádí se aktualizace jen na jednom místě a
nehrozí poškození z hlavního operačního systému na stanicích; stejně tak nemůže být poško-
zen ani zavaděč systému, protože většina počítačů vyrobených po roce 2000 má schopnost
zavedení systému ze sítě implementovanou přímo v BIOSu. Není tedy zapotřebí ani jakékoli
dovybavování počítačů.
Lokální asistence je při vhodné konfiguraci zavádění omezena na stisknutí tlačítka
”
reset“, a to pouze v případech, kdy se nepodařilo úspěšně zavést hlavní operační sys-
tém. Pro úplnost je vhodné dodat, že tuto formu asistence (jako jedinou z uvedených) je
technicky možné zcela eliminovat například použitím spravovatelných zásuvek napájení.
Jedinou nevýhodou zavádění servisního operačního systému ze sítě je poměrně náročná
a komplikovaná realizace tohoto řešení; dosažená spolehlivost a použitelnost však tento
nedostatek značně převažují.
Jako velmi vhodný základ se proto k tomuto účelu jeví různé minimalistické nebo
”
live“





Proces spouštění počítače je zahajován programem BIOS (basic input-output system) ulože-
ným v ROM paměti počítače. Tento program po svém spuštění a provedení nezbytných
inicializací a testů vyhledá tzv. bootloader (zavaděč operačního systému) a předá mu další
řízení. V případě spouštění z pevného disku je tento zavaděč uložen v MBR (master boot
record - první sektor pevného disku).
Jako příklady nejrozšířenějších bootloaderů lze uvést NTLoader (instaluje se s operač-
ními systémy Microsoft Windows řady NT), LILO (Linux Loader) a GRUB. Všechny uve-
dené zavaděče umožňují zobrazení menu pro výběr z dostupných operačních systémů (je-li
systémů v počítači nainstalováno více) nebo pro spouštění s různými parametry (například
běžný a single-user režim v Linuxu, resp. běžný a nouzový režim v systémech Windows).
Hlavním úkolem bootloaderu je nalezení jádra zaváděného operačního systému na pev-
ném disku a jeho spuštění - jádro pak další proces zavádění řídí podle potřeb daného
systému.
Operační systém nemusí být spouštěn pouze z pevného disku, ale podle možností pro-
gramu BIOS i z dalších médií. V minulosti se jednalo především o bootování z disket, v
dnešní době se běžně využívá bootování z CD a DVD disků, USB paměťových zařízení nebo
z počítačové sítě. Popsaný princip zavádění je ve všech případech obdobný.
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Kapitola 7
Zavádění operačního systému ze
sítě
Zavedení operačního systému z počítačové sítě znamená, že spouštěný počítač (boot klient)
spustí operační systém uložený na jiném síťovém zařízení (boot serveru). Proces zavádění
se od zavádění z pevného disku v principu neliší:
1. získání síťové konfigurace pro komunikaci s boot serverem
2. stažení a spuštění síťového bootloaderu
3. získání a spuštění jádra zaváděného operačního systému
První dva kroky jsou standardizovány protokolem PXE (zkratka z Preboot-eXecution
Environment), který využívá protokoly z rodiny TCP/IP, konkrétně DHCP s několika
rozšířeními a TFTP.
Protokol DHCP (Dynamic Host Configuration Protocol) slouží k dynamickému přidělo-
vání síťové konfigurace, tzn. síťové stanice nemají svou IP adresu a další parametry uloženy
ve vlastní konfiguraci, ale využívají k jejich získání protokolu DHCP. To usnadňuje správu
sítí, kdy nastavení pro všechny stanice je uloženo na jediném místě. Standard PXE rozšiřuje
protokol DHCP o možnost předání informací o TFTP serveru zpřístupňujícím systémový
zavaděč.
Protokol TFTP (Trivial File Transfer Protocol) slouží k přenosu souborů. Jak lze od-
vodit z jeho názvu, obsahuje pouze minimum funkcí nezbytné pro přenesení souboru z a na
vzdálený počítač; ve srovnání s komplexním protokolem FTP například neobsahuje kontrolu
přihlašovacích údajů.
Alternativou k protokolu PXE je protokol RIPL, označovaný také jako RPL (Remote
Initial Program Load, resp. Remote Program Load) založený na protokolech pro sítě typu
Novell Netware. Tento protokol se ale pravděpodobně nikdy příliš nerozšířil a není dále
udržován; vyjma velmi stručného článku na Wikipedia.org[8] a definice na Webopedia.com[14]
se mi nepovedlo k němu dohledat žádné materiály.
Vzhledem k tomu, že v současné době je téměř univerzálně používána sada protokolů
TCP/IP, a především s ohledem na dnes již samozřejmou podporu protokolu PXE v ROM
paměti síťových karet i BIOSu počítače, je tento protokol pro řešený projekt prakticky
jedinou možnou volbou.
V první fázi PXE komunikace si počítač za použití protokolu DHCP vyžádá síťovou
konfiguraci; boot server v rozšířené odpovědi sdělí navíc adresu TFTP serveru a cestu k
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souboru zde umístěnému. Ve druhé fázi se počítač s TFTP serverem spojí, daný soubor
stáhne a pokusí se jej spustit. [5]
Stažený soubor obsahuje bootloader. Od bootloaderů zmíněných v předchozí kapitole se
liší především svým uzpůsobením pro spuštění ze sítě a schopností po síti dále komunikovat.
Takový zavaděč může být vedle spouštění systému z pevného disku použit i ke spuštění
systému uloženého na jiném počítači v síti.
Jako síťový bootloader lze použít program PXEGRUB nebo PXELinux. Protože s dru-
hým uvedeným zavaděčem jsem již v minulosti několikrát pracoval a protože obsahuje
veškerou potřebnou funkčnost, rozhodl jsem se nasadit právě PXELinux.
Tento bootloader po svém spuštění hledá na TFTP serveru v adresáři pxelinux.cfg/
vhodný konfigurační soubor. Nejprve jako název zkouší MAC adresu spouštěného počítače;
jestliže tento soubor na TFTP serveru není, opakuje postup s hexadecimálním tvarem IP
adresy (například konfigurace pro počítač s IP adresou 172.16.2.128 se hledá v souboru
pxelinux.cfg/AC100280). Není-li nalezen ani tento soubor, postup se opakuje s názvem
souboru zkráceným zprava o jeden znak - toho lze využít pro vytvoření společné konfigurace
pro celé rozsahy adres). Jestliže není nalezen ani soubor s názvem odpovídajícím prvnímu
znaku hexadecimálního tvaru IP adresy, pokusí se PXELinux stáhnout soubor pxelinux.
cfg/default. [6]
Ve staženém souboru je uložena konfigurace zavaděče, sestávající z obecných voleb (defi-
nice obrazovek, délky čekání na volbu od uživatele apod.) a záznamů pro zavedení systému.
Každý záznam obsahuje název souboru s jádrem, které má být zavedeno, a parametry, které
mu mají být předány.
Vybrané jádro je opět staženo protokolem TFTP a po spuštění přebírá kontrolu nad
procesem zavádění systému; podoba další síťové komunikace tedy záleží na konkrétní situaci
a možnostech jádra. Například kořenový souborový systém může být v podobě souboru
stažen do operační paměti prostřednictvím protokolu TFTP, HTTP, nebo lze tento oddíl




Klonování operačního systému je proces, při kterém duplikujeme existující instalaci opera-
čního systému (včetně instalovaných aplikací a nastavení) do jiného počítače.
Základním úkonem je vytvoření obrazu instalace a zápis obrazu na disk jednotlivých
klientských stanic. K tomu poslouží software spuštěný v servisním operačním systému.
Takový software může pracovat na několika růzých úrovních.
Elementárním nástrojem je program dd, který umožňuje kopírovat data na úrovni dis-
kových bloků, resp. skupin bytů. Tento program žádným způsobem nezohledňuje existující
diskové oddíly a souborové systémy v nich, dokáže tedy duplikovat libovolnou část disku.
Nevýhodou však je, že program dd kopíruje i sektory, které nejsou využity žádnými daty.
Duplikace diskových oddílů s velkým množstvím nevyužitého prostoru tak vyžaduje více
času i místa pro uložení obrazu. Navíc, chceme-li duplikovat pouze vybraný oddíl, musíme
programu dd předat informace o jeho začátku a konci parametrem.
Pro duplikaci jednotlivých oddílů je tak lepší použít program parted. I ten pracuje
na úrovni diskových bloků, dokáže ale pracovat s tabulkou rozdělení disku a tak si sám
zjistit všechny potřebné parametry. Protože nepracuje se souborovým systémem, dokáže
duplikovat i nepodporované filesystémy a stejně jako program dd kopíruje i nevyužité bloky.
Pro řešení tohoto nedostatku je třeba, aby duplikační program rozuměl struktuře sou-
borového systému - nástroje tohoto typu do souboru s obrazem zapisují pouze smysluplná
data (tzn. řídící struktury filesystému a obsah uložených souborů) a ignorují obsah nea-
lokovaných částí diskového oddílu. Pro práci s NTFS (který jako jediný připadá v úvahu
pro klientské stanice se systémem Windows 2000) v linuxovém systému je takovým nástro-
jem program ntfsclone, který na základě informací z filesystému kopíruje pouze využívané
sektory.
Obdobným nástrojem je partimage, který podporuje více souborových systémů (včetně
ext3 a NTFS) a je vybaven také uživatelským rozhraním.
Jiným nástrojem s uživatelským rozhraním je Ghost4Linux. Tento program narozdíl od






Jak plyne z předchozích kapitol, velmi důležitým kritériem pro výběr servisního operačního
systému je možnost zavádění ze sítě. K tomu je uzpůsoben Linux i další unixové systémy,
naopak pro systémy Windows se mi žádné zmínky o takové vlastnosti dohledat nepodařilo.
Při hledání vhodného operačního systému jsem se proto zaměřil na linuxové distribuce
přímo určené k zachraňování dat a obnovování instalací operačních systémů. Takovou dis-
tribucí je například System Rescue CD. Její vývoj stále probíhá, obsahuje tedy aktuální
verze programů a ovladačů, včetně podpory čtení i zápisu souborového systému NTFS a
dalších souborových systémů. Z nástrojů pro klonování popsaných v předchozí kapitole tato
distribuce obsahuje dd, parted, jeho grafický frontend gparted a partimage.
Distribuce obsahuje i podporu pro připojení síťových souborových systémů NFS, což
využijeme pro ukládání obrazů systému na síťový server. Dále je vybavena SSH serverem,
který umožní technikovi vzdálený přístup.[11]
Jedná se o live distribuci určenou ke spouštění z CD, obsahuje ale i vlastní bootserver.
Jeho data lze po drobných úpravách snadno použít ke spouštění z vlastního serveru.
Při řešení jsem nasadil konkrétně verzi 1.1.6. dostupnou ke stažení ze stránek projektu[11].




spouštění z vlastního bootserveru
Jak bylo zmíněno, SystemRescueCD obsahuje vlastní bootserver. V rámci řešeného projektu
se SystemRescueCD nehodí pro provoz bootserveru, protože není určena k instalaci na disk
a dlouhodobému provozu; soubory pro přenos protokolem TFTP ale můžeme zkopírovat do
vlastního serveru. Jeho instalace je popsána v pozdějších kapitolách.
Jestliže v prostředí SystemRescueCD spustíme bootserver příkazem /etc/init.d/px-
ebootsrv start, potřebné soubory najdeme v adresáři /tftpboot. Nezbytné jsou násle-
dující soubory:
• rescuecd, rescue64, altker32, altker64: různé varianty linuxového jádra; obvykle
použijeme rescuecd, ve zvláštních případech ale můžeme potřebovat některou z da-
lších verzí
• f*.msg: soubory s informačními obrazovkami zobrazovanými zavaděčem PXELinux
• initram.igz: komprimovaný soubor initramdisku
• pxelinux.0: síťový zavaděč
• pxelinux.cfg/: adresář pro konfigurační soubory zavaděče PXELinux
Ostatní soubory obsahují další užitečné nástroje (například memtest pro testování ope-
rační paměti).
Obsah adresáře /tftpboot z počítače se zavedeným SystemRescueCD stáhneme (na-
příklad prostřednictvím protokolu TFTP) a umístíme je do kořenového adresáře vlastního
TFTP serveru. Dále do tohoto adresáře zkopírujeme soubory sysrescd.dat a sysrescd.
md5 z bootovacího CD.
Soubor sysrescd.dat obsahuje kořenový oddíl pro spuštění SystemRescueCD. Soubo-
rovým systémem tohoto oddílu je SquashFS - komprimovaný souborový systém umožňující
pouze čtení (naplnit oddíl s tímto systémem daty je možné pouze zvláštním programem)[1].
Soubor sysrescd.md5.
Aby se systém mohl ze sítě zavést, je nutné vytvořit potřebná menu pro zavaděč.
Na přiloženém CD v adresáři servicesys/pxelinux.cfg/ tvořená soubory sysrescd a
regularboot. První obsahuje menu pro zavedení SystemRescueCD a pro jeho správnou
funkci musí technik všechny výskyty IP adresy 172.16.2.2 upravit na IP adresu TFTP ser-
veru v připravované síti. Druhý soubor instruuje zavaděč, aby zajistil boot z pevného disku
počítače.
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Oba uvedené soubory zkopírujeme do adresáře pxelinux.cfg/ v kořenovém adresáři
TFTP serveru a soubor default nahradíme symbolickým odkazem na soubor regularboot.
Takto zajistíme, že všechny stanice v síti, které se pokusí o zavedení operačního systému ze
sítě, budou odkázány na start z vlastního pevného disku; servisní operační systém se bude
zavádět pouze na stanicích explicitně určených vytvořením symbolického odkazu. Tento
odkaz má název odpovídající IP adrese takové stanice a vede na soubor sysrescd. Toto






Úkoly síťového serveru a volba
vhodného software
Jak bylo popsáno v předchozí části této technické zprávy, servisní operační systém se zavádí
z počítačové sítě. V síti tedy musí být k dispozici zařízení, které zpřístupní obraz servisního
operačního systému.
Z popisu procesu síťového zavádění operačního systému v části o servisním operačním
systému plyne, že síťový server musí provozovat služby DHCP a TFTP. Pro potřeby zvo-
leného řešení je pak zapotřebí také služba NFS, která jednak zpřístupňuje obraz servisního
operačního systému, jednak slouží jako úložiště pro obrazy.
Při volbě softwarového vybavení pro síťový server lze obecně uvažovat jak systémy
Windows, tak Linux či BSD - software potřebný k provozu výše zmíněných i dalších síťových
služeb je dostupný pro všechny uvedené rodiny systémů; u Linuxu a BSD jsou programy
pro zajištění síťových služeb často dodávány přímo se systémem. Výhodou systémů Linux
a BSD jsou i nulové licenční náklady.
Následující text předpokládá, že pro server byl zvolen systém Ubuntu Linux 8.04 LTS




Řízení přístupu k servisnímu
operačnímu systému
Servisní operační systém se zavádí pouze v případě potřeby administrátorského zásahu.
Uživatel sítě by za běžných okolností neměl být s existencí servisního systému nijak kon-
frontován - rozhodnutí, zda bude zaveden hlavní nebo servisní operační systém by mělo
plně ležet na správci sítě. Tuto volbu by správce měl být schopen provést i vzdáleně.
Popsaného stavu lze dosáhnout vhodnou konfigurací na straně serveru, a to buď nasta-
vením DHCP serveru, nebo síťového zavaděče PXELinux. Jak DHCP server (uvažujeme
ISC DHCP 3 - v současné době velmi rozšířenou implementaci DHCP serveru), tak zavaděč
PXELinux umožňují vytvoření specifických konfigurací pro různé hardwarové adresy síťové
karty, tzv. MAC adresy; PXELinux navíc umožňuje rozlišovat klienty také podle IP adresy
bootujícího počítače.
V případě DHCP serveru tak lze podle MAC adresy rozhodnout, zda bude odeslána
rozšířená odpověď s údaji pro PXE boot; v případě, že ne, se klientská stanice obvykle
pokusí o zavedení systému jiným způsobem. Konfigurace se provádí úpravou konfiguračního
souboru a následným restartem služby, který vynutí jeho opětovné načtení.
Zavaděč PXELinux může podle MAC vybrat odpovídající nabídku systémů k zavedení a
podle volby administrátora konkrétní klientské stanici nabídnout například menu s jedinou
položkou pro zavedení z prvního pevného disku, nebo naopak menu se servisními nástroji.
Konfigurace zavaděče PXELinux se hledá v souboru, jehož název odpovídá MAC nebo
IP adrese klientské stanice nebo její části. Přiřazení konkrétních konfigurací tak lze velmi
snadno provádět vytvářením a odstraňováním symbolických odkazů.
Z uvedeného lze dovodit, že je výhodnější provádět řízení změnou konfigurace zavaděče
PXELinux, protože nevyžaduje restart žádné služby, práce se symbolickými odkazy je ve
srovnání s editací komplexního konfiguračního souboru jednodušší a tedy méně náchylná
k chybám a identifikace stanic podle IP adres je intuitivnější, než identifikace podle MAC
adres (IP adresy jsou přidělovány správcem sítě podle určitého klíče, typicky souvisejícího
s fyzickým umístěním stanice, narozdíl od MAC adres nastavených výrobcem síťové karty).
Navíc toto řešení urychlí zavádění hlavního operačního systému, protože stanice nebude
marně čekat na informace o netboot serveru. V případě výpadku sítě nebo síťového ser-




Prvotní instalace a konfigurace
síťového serveru pro roli
bootserveru
Jak bylo zmíněno výše, pro instalaci síťového serveru jsem použil instalační CD distribuce
Ubuntu 8.04 LTS Server. Písmena LTS v označení znamenají
”
Long Term Support“, což
znamená, že výrobce bude aktualizace a opravy systému poskytovat po dobu pěti let od
vydání, tzn. do dubna roku 2013.
Před provedením instalace systému je třeba mít hotový plán sítě dané školy a zejména
znát IP adresu, kterou bude server používat. Počítač, který bude roli serveru plnit, by
měl mít dostatek operační paměti a diskového prostoru. Server základní školy v Těchoníně
funguje bez potíží s 256 MB RAM; předpokládám, že k provozu této konkrétní sítě by
postačovala i paměť menší.
Dostatkem diskového prostoru se rozumí především místo pro instalaci operačního sys-
tému a serverových programů, nesmíme ale zapomenout ani na místo pro obrazy systémů
nebo data dalších služeb (například při nasazení služby Samba je nutné počítat s místem
pro data uživatelů, síťové instalace výukových programů apod.). Pro provoz sítě základní
školy v Těchoníně je v současnosti na serveru třeba cca 24 GB prostoru.
Zmíněné instalační médium je bootovací, tzn. pro zahájení instalace je potřeba nastavit
počítač k zavádění systému z CD.
V průběhu instalace nastavíme ručně síť a rozdělíme disk na oddíly. Obecným potřebám
vyhovuje například 5 GB pro kořenový oddíl, 1 GB pro swap a zbytek disku pro /var (v
tomto adresáři bude mimo jiné úložiště obrazů klientských systémů), přesné rozdělení se
ale může podle specifických potřeb školy odlišovat.
Ubuntu se od většiny linuxových distribucí liší mimo jiné ve výchozím nastavení super-
uživatelského účtu - po instalaci není možné se na něj přihlásit a superuživatelská práva
má instalátorem vytvořený uživatel s použitím příkazu sudo.
Pro potřeby řešeného projektu je ale vhodnější, aby se technik mohl přihlašovat přímo
jako uživatel root. Proto při instalaci nehraje velkou roli, jak pojmenujeme první uživatelský
účet a jaké mu přidělíme heslo - v pozdějších krocích bude odstraněn.
Instalátor nabízí i předdefinované sady balíčků pro nasazení serveru v různých rolích.
Z nich je pro účely projektu nezbytná instalace OpenSSH serveru, podle potřeb školy pak
lze instalovat i další služby (nejčastěji pravděpodobně DNS a Samba). Všechny potřebné
balíčky však budeme instalovat dodatečně po dokončení instalace, restartu počítače do
24
čerstvě nainstalovaného systému a přihlášení.
13.1 Přístup k účtu superuživatele
Výše popsané výchozí nastavení uživatelských účtů je, jak bylo zmíněno, nevhodné: technik
se na server přihlašuje většinou za účelem provádění úkonů, které vyžadují superuživatelská
práva (změny konfigurace atp.) a je tedy nadbytečné, aby se musel přihlašovat jako běžný
uživatel a bezprostředně poté svá práva navyšovat příkazy su či sudo.
Pro zpřístupnění účtu root je třeba se na něj nejprve přepnout příkazem sudo su a
zadáním hesla právě přihlášeného uživatele.
Přihlašování povolíme nastavením jeho hesla příkazem passwd. Z bezpečnostních dů-
vodů i z hlediska praktické použitelnosti je vhodné pro přístup k serveru přes SSH používat
kryptografické klíče, heslo uživatele root pak může být velmi dlouhé a složité - nejlépe vyge-
nerované pomocí speciálního programu (například program pwgen dostupný i z repozitářů
distribuce Ubuntu).
Po nastavení nového hesla se můžeme odhlásit, přihlásit přímo jako uživatel root a
odstranit běžný účet příkazem deluser LOGIN --remove-home --remove-all-files, kde
LOGIN je přihlašovací jméno zvolené při instalaci.
13.2 Instalace potřebných programů
Jak vyplývá z předchozího textu, je nezbytné, aby server poskytoval služby SSH, DHCP,
TFTP a NFS.
SSH (zkratka z Secure SHell) je protokol pro vzdálený přístup k terminálu počítače
využívající šifrovaný přenos - odtud slovo
”
secure“ v názvu: komunikace nemůže být odpo-
slechnuta.
NFS je zkratka z Network File System. Jak název napovídá, jedná se o službu, která
klientům umožňuje pracovat se síťovým úložištěm stejně, jako by šlo o oddíl na místním
disku.
Služby DHCP a TFTP byly popsány kapitolách o servisním operačním systému.
Potřebný software je k dispozici v distribučních repozitářích. Je-li server, který konfigu-
rujeme, připojen k síti Internet, provedeme aktualizaci databáze balíčků příkazem apt-get
update a nainstalujeme dostupné opravy systému příkazem apt-get dist-upgrade.
Jestliže v době přípravy serveru není připojení k Internetu z jakéhokoli důvodu dostupné,
můžeme instalovat přímo z instalačního CD. K tomu je ale potřeba povolit tento zdroj ba-
líčků odkomentováním příslušného řádku v souboru /etc/apt/sources.list. Po uložení úpravy
je třeba akutalizovat databázi dostupných balíčků příkazem apt-get update. V takovém
případě by instalace oprav podle předchozího odstavce měla být provedena neprodleně po
připojení počítače k Internetu.
Instalaci balíčků s potřebnými programy provedeme příkazem apt-get install ope-
nssh-server dhcp3-server tftpd-hpa nfs-kernel-server.
Další text se zabývá konfigurací jednotlivých služeb.
13.3 Konfigurace SSH serveru
SSH server se automaticky spouští ihned po instalaci balíčku a do jeho konfigurace není
třeba zasahovat.
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Pro usnadnění přístupu je vhodné přidat do souboru /root/.ssh/authorized keys ko-
pii veřejného klíče technika. Vytváření SSH klíčů je popsáno například v článku na adrese
http://ubuntu-tutorials.com/2007/02/05/unattended-ssh-login-public-key-ssh-authorization-
ssh-automatic-login/ .
13.4 Konfigurace TFTP serveru
HPA TFTP server je určen ke spouštění prostřednictvím démona inetd. Inetd je program,
který naslouchá na několika síťových portech. Jestliže na některém z nich obdrží požada-
vek, předá jej obslužné aplikaci, s níž komunikuje prostřednictvím standardního vstupu a
výstupu. Tato technika se používá pro úsporu systémových prostředků v situacích, kdy je
síťová služba využívána jen zřídka a serverový démon běžící na pozadí by po většinu času
pouze zbytečně zabíral operační paměť a další zdroje. Obsluhované porty a cílové programy
včetně všech jejich parametrů jsou uvedeny v souboru /etc/inetd.conf, jehož syntaxe je
popsána v manuálové stránce programu inetd.
V uvedeném souboru lze ověřit, že kořenový adresář TFTP serveru je nastaven na
/var/lib/tftpboot/. Právě sem je tedy třeba umístit soubory nezbytné k zavedení systému
ze sítě. Získání těchto souborů je popsáno v kapitolách o servisním systému.
13.5 Konfigurace DHCP serveru
Pro spuštění DHCP serveru je nutné nejprve upravit konfigurační soubor /etc/dhcp3/dh-
cpd.conf. Syntaxe tohoto souboru a všechny volby jsou popsány v manuálové stránce dhc-
pd.conf. Příklad jednoduché konfigurace je také v souboru etc/dhcpd.conf na přiloženém
CD.
Konfigurační soubor vytvoří instalující technik podle konkrétní situace - zejména je
třeba ji přizpůsobit rozsahu dostupných IP adres a uvést další volby, jako jsou adresy brány
a DNS serverů. Důležité jsou také direktivy next-server x.x.x.x (kde x.x.x.x nahradíme
IP adresou přidělenou serveru - na této IP adrese bude bootující klientská stanice hledat
TFTP server pro stažení systémového zavaděče) a filename
’’
pxelinux.0‘‘ (definující
cestu k souboru se zavaděčem na TFTP serveru).
Po přípravě konfiguračního souboru se DHCP server spouští příkazem /etc/init.d/dhcp3-
server start. Po případných úpravách konfiguračního souboru je nezbytné DHCP server
restartovat příkazem /etc/init.d/dhcp3-server start a zajistit tak načtení nového na-
stavení.
13.6 Konfigurace NFS serveru
Tuto službu využijeme ke zpřístupnění tří úložišť:
• kořenový oddíl servisního systému
• backing-store servisního systému (vysvětlení je uvedeno v kapitolách o servisním sys-
tému)
• úložiště obrazů systému
Úložiště pojmenujeme například jako sysresccd, sysresccd-backstore a sysimages
a pro každé vytvoříme odpovídající adresář příkazem mkdir.
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Konfigurace NFS serveru se čte ze souboru /etc/exports, jehož formát dokumentuje
manuálová stránka exports(5). V tomto souboru povolíme přístup k úložištím ze všech
stanic v síti, přičemž sysresccd by mělo být pouze ke čtení (volba ro), zatímco zbývající
dvě chceme zpřístupnit jak pro čtení, tak pro zápis (volba rw).
Vzorová konfigurace pro NFS server je umístěna také v souboru etc/exports na při-
loženém CD.
Instalace programů implementovaných v rámci řešení projektu je popsána níže v kapi-




V případě potřeby nasadit popisované řešení na více různých školách by opakovaná instalace
serveru podle předchozí kapitoly byla zbytečně zdlouhavá. Instalaci síťového serveru je ale
možné klonovat obdobným způsobem, jako u klientských stanic.
Technik tedy výše uvedený postup provede pouze jednou a z vytvořené instalace vytvoří
referenční obraz serverového systému. Pro vytvoření obrazu je třeba na serveru spustit Sys-
tem Rescue CD z optického média nebo USB flash paměti; v případě, že není k dispozici
diskový oddíl, na který by bylo možné vytvořený obraz uložit, může být nezbytné připo-
jit referenční server do počítačové sítě se serverem schopným plnit funkci úložiště (tzn.
podporujícím například služby NFS nebo Samba).
Instalace dalších serverů pak již probíhá stejně, jako by se jednalo o klientskou stanici,
tzn. počítač je zapojen do sítě, nakonfigurován pro PXE boot a spuštěn. V zavedeném
servisním systému je pak referenční obraz přenesen na disk.
V rámci poinstalačních úprav se technik zabývá již pouze volbami specifickými pro





stanic a automatické konfigurační
nástroje
Server nainstalovaný podle předchozích kapitol je schopen plnit požadované úkoly, tedy
zejména umožnit start servisního systému a poskytnout úložiště pro obrazy klientských
systémů, je ale nutné ručně vytvořit konfiguraci DHCP služby pro každou jednotlivou stanici
v síti; obdobně je třeba nastavit PXE zavaděč.
Provádění těchto úkonů lze s výhodou automatizovat sadou skriptů pracujících s da-
tabázemi síťových stanic a rozsahů. Jednotlivé skripty slouží k vygenerování konfigurace
pro DHCP server a zavaděč PXELinux, ke zjištění dostupnosti stanice a k detekci nových
stanic. Usnadnění práce technika lze dosáhnout vytvořením aplikace zastřešující potřebné
skripty přehledným uživatelským rozhraním.
Pro implementaci skriptů jsem zvolil prostředí BASH, pro tvorbu uživatelského rozhraní
jsem vybral jazyk C++.
Všechny implementované nástroje předpokládají umístění konfiguračních souborů v ad-
resáři /etc/netbootmanager/ a spustitelných souborů v adresáři, který je uveden v pro-
měnné prostředí $PATH.
15.1 Databáze stanic a databáze síťových rozsahů
Implementované nástroje zapisují informace o jednotlivých síťových stanicích do konfigurace
dvou služeb, přičemž způsob nastavení každé z nich se liší s ohledem na její další možnosti.
Načítání těchto informací by zejména v případě DHCP serveru bylo poměrně komplikované
- například syntaxe souboru dhcpd.conf umožňuje vytváření složitých konstrukcí (včetně
vnořených sekcí), které v rámci řešeného projektu nemají využití.
Je proto vhodné uchovávat konfiguraci sítě ve vlastní databázi vhodného tvaru a kon-
figurace služeb generovat odtud. Protože pro každý počítač v síti je třeba evidovat pevný
počet informací a předpokládá se nasazení v malých sítích (řádově nanejvýš desítky počí-
tačů), lze databázi řešit jako prostý textový soubor, který dokážeme snadno zpracovávat
skripty prostředí BASH. Každý řádek tak představuje záznam pro jednu síťovou stanici,
přičemž každý údaj o stanici je ukončen znaky
”
§§“. Takový oddělovač jsem zvolil, protože
bílé znaky i další typické oddělovače se v některých polích mohou vyskytovat.
Aktuální implementace eviduje o stanicích pět údajů:
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• MAC adresa
• přidělené síťové jméno
• přidělená IP adresa
• metoda zavedení systému - skript nbm-pxelinux.gen používá tuto informaci jako název
cíle symbolického odkazu; prázdný řetězec jako hodnota tohoto pole znamená, že daná
stanice nevyužívá řízení zavádění systému (například síťový server nebo brána), její
evidence v databázi je ale stále žádoucí, protože uživatelské rozhraní zobrazuje, zda
je tato stanice dostupná a automatická detekce nových stanic ji nenabízí k zařazení
• poznámka pro uchování libovolného textu
Zavádění nových stanic do databáze je možné dále automatizovat: jestliže pro každou
skupinu počítačů (například podle učebny, v níž jsou umístěny) existuje vyhrazený rozsah
IP adres, lze na základě výběru takové skupiny automaticky zvolit volnou IP adresu a
síťové jméno. Údaje potřebné pro evidenci síťových rozsahů je možné uchovávat v souboru
s obdobným formátem, jako v případě databáze stanic; význam jednotlivých polí záznamů
je pak následující:
• název síťového rozsahu
• první IP adresa
• poslední IP adresa
• prefix síťových jmen







adresy z daného rozsahu mohou být DHCP serverem dynamicky přidělovány nezná-
mým stanicím, zatímco
”
no“ označuje rozsah adres, které jsou permanentně přiřazo-
vány ke konkrétním MAC adresám podle výše popsané databáze síťových stanic
15.2 Generátor konfigurace DHCP serveru - nbm-dhcpd.conf.gen
Konfigurační soubor ISC DHCP serveru používá syntaxi připomínající programovací jazyk
C; konfigurační volby se ukončují středníky a prostřednictvím složených závorek je možné
vytvářet sekce s konfigurací specifickou pouze pro určité případy. Některé sekce mohou být
i zanořené.
Možnosti konfigurace DHCP serveru jsou široké, pro potřeby řešení tohoto projektu
ale potřebujeme pracovat jen s velmi malou částí z nich; proto skript nbm-dhcpd.conf.gen
generuje pouze potřebné části konfigurace: výsledný soubor dhcpd.conf vytvoří ze šablony,
v níž zástupné řetězce nahradí vygenerovanými direktivami. Díky tomuto modelu práce
s dhcpd.conf lze využívat všech možností DHCP serveru bez potřeby je zohledňovat v
implementovaných skriptech či jiných částech projektu. Určitá omezení se tak mohou objevit
pouze u sekcí host, jejichž generování je zmíněno níže.
Rozsahy adres určených k dynamickému přidělování se definují direktivami range uvnitř
direktivy subnet. Takových direktiv může být v jedné sekci subnet uvedeno i více. Skript
nbm-dhcpd.conf.gen generuje direktivy range z databáze síťových rozsahů.
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Statické přiřazení IP adres se provádí vytvořením sekce host pro každou známou stanici.
Tato sekce obsahuje především direktivy hardware (pro MAC adresu) a fixed-address s
přiřazenou IP adresou. Tyto sekce jsou generovány z databáze stanic.
Skript přepíše vygenerovanými nastaveními konfigurační soubor DHCP serveru; změny
konfigurace tak technik musí provádět výhradně prostřednictvím implementovaných ná-
strojů nebo úpravou šablony konfiguračního souboru.
Jako vstupní šablona se používá soubor /etc/netbootmanager/dhcpd.conf.tmpl. Jedná
se o funkční konfigurační soubor vytvořený podle kapitoly o konfiguraci DHCP serveru,
přičemž direktivu range x.x.x.x y.y.y.y; nahradíme zástupným symbolem §§NBM-RAN-
GES§§ a všechny sekce host ... { } symbolem §§NBM-HOSTS§§.
Skript využívá programy grep, egrep, awk, wc a rm.
15.3 Generátor konfigurace zavaděče PXELinux - nbm-pxelinux.gen
Jak bylo popsáno výše, zavaděč PXELinux hledá konfiguraci mimo jiné v souboru, jehož
název odpovídá IP adrese bootující stanice. Navržené řešení předpokládá, že administrátor
založí několik různých konfiguračních souborů (například jeden pro zavedení systému z
pevného disku a jeden pro zavedení servisního systému) a pro jednotlivé stanice pak vytvoří
symbolické odkazy na odpovídající nastavení.
Skript nbm-pxelinux.gen je určen k vytváření těchto symbolických odkazů: čte databázi
stanic, IP adresu každé z nich převádí do hexadecimálního tvaru (tzn. do tvaru, který
očekává PXELinux) a používá ji jako název symlinku. Případný existující konfigurační
soubor (tzn. ne symlink) stejného názvu je přejmenován (název je doplněn o příponu .old);
v případě, že neexistuje cíl vytvářeného odkazu, je na standardní chybový výstup ohlášena
chyba a symbolický odkaz se nevytváří.
Tento skript využívá programy awk, rm, mv a ln.
15.4 Zjištění stavu stanic - nbm-fping
Tento skript z databáze stanic získává seznam IP adres známých počítačů a ten předává
programu fping. fping je program podobný standardnímu programu ping, ale přijímá libo-
volný počet adres cílových počítačů. Požadavky ICMP ECHO jsou odesílány postupně na
všechny předané adresy, přičemž odpovědi jsou zpracovávány nezávisle, tzn. nečeká se na ně
před odesláním dalšího požadavku. To umožňuje zjistit stav poměrně velkého počtu stanic
v krátké době.
Z výstupu programu fping pak skript nbm-fping extrahuje IP adresy online stanic a
předává je na standardní výstup - každá adresa je na jednom řádku.
Kromě programu fping tento skript využívá programy awk a grep.
15.5 Detekce nových stanic - nbm-detecthosts
Aby bylo možné přidělovat stanicím IP adresy staticky (tzn. konkrétní počítač dostane vždy
stejnou IP adresu), je třeba do konfigurace DHCP serveru (resp. do databáze stanic) zadat
jejich MAC adresy. Ruční zjišťování a zadávání je (zejména pokud jde o více počítačů)
zdlouhavé, můžeme jej ale automatizovat s využitím protokolu ARP.
ARP je protokol pracující mezi druhou a třetí vrstvou síťového modelu OSI, který při
komunikaci dvou počítačů v lokální síti zajišťuje překlad IP adres (adresy v síťové vrstvě)
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na MAC adresy (adresy v linkové vrstvě): stanice, která chce odeslat data na určitou IP
adresu, nejprve všem počítačům v místní síti zašle ARP požadavek; stanice s odpovídající
adresou v odpovědi sdělí svou MAC adresu.
Operační systém si zjištěné MAC adresy uchovává v paměti, v tzv. ARP tabulce (někdy
je označovaná také jako ARP cache). Této tabulky lze využít při detekci neznámých stanic
v síti: vyvoláme-li komunikaci se všemi IP adresami v určitém rozsahu (například ICMP
ECHO požadavky odeslanými programem fping), uloží se dvojice MAC-IP adres každého
dostupného počítače (tzn. každého, který odpověděl na ICMP ECHO požadavek).
S ARP tabulkou lze v Linuxu pracovat prostřednictvím programu arp. Skript nbm-
detecthosts zpracovává výstup tohoto programu a hledá zjištěné MAC adresy v databázi
stanic. Výstupem skriptu je seznam neznámých MAC adres společně s IP adresami, na kte-
rých byly nalezeny (na každém řádku výstupu je jedna dvojice adres oddělených mezerou).
Skript přijímá dvojice argumentů příkazové řádky: první a poslední IP adresu rozsahu,
který má být prozkoumán; takových dvojic může být předán libovolný počet. IP adresy se
předávají v běžné decimální notaci, tzn. například 192.168.1.1. Jestliže je skript spuštěn
bez parametrů, prozkoumá všechny rozsahy z databáze rozsahů označené jako anonymní.
Podmínkou fungování popsaného postupu je schopnost detekovaných stanic odpovídat
na ICMP ECHO požadavky, tzn. musí na nich být spuštěn operační systém. Na nově připo-
jovaných stanicích bez operačního systému to lze zajistit zavedením servisního operačního
systému, tomu však musí být uzpůsobena konfigurace DHCP serveru a zavaděče PXELinux,
tedy musí být definován rozsah adres dynamicky přidělovaných neznámým MAC adresám
a tento rozsah musí být nastaven pro zavádění servisního systému jak u DHCP serveru, tak
u zavaděče PXELinux.
Skript využívá programy arp, fping, awk a grep.
15.6 Uživatelské rozhraní pro správu databáze a volání skriptů
Jak bylo naznačeno výše, účelem aplikace s uživatelským rozhraním je přehledné zobrazení
stavu sítě a zajištění pohodlné konfigurace. Může také kontrolovat integritu databáze (např.
zabránit vložení duplicitních záznamů, překrývajících se síťových rozsahů atp.). Aplikace má
dvě části: backend pro práci s databázovými soubory a frontend s uživatelským rozhraním.
Vzhledem k tomu, že tento nástroj je určen ke spouštění na serveru, kam technik bude
přistupovat obvykle protokolem SSH, jeví se vhodné řešit frontend jako konzolovou aplikaci
využívající dialogových oken podobných programu Midnight Commander.
Bylo by možné vytvořit i aplikaci pro grafické prostředí X Window System, to by však
mělo několik nevýhod:
• protokol X Window System má ve srovnání s SSH výrazně vyšší nároky na objem dat
přenesených po síti; v případě, že škola nebo technik musí použít pomalé připojení
k Internetu, může být používání takové aplikace méně výhodné, než přímé používání
výše popsaných skriptů
• protokol SSH lze využít i pro přístup ze zařízení bez grafického prostředí (například
z mobilních telefonů nebo jiných unixových serverů), což může být užitečné při řešení
mimořádných situací
Pro tvorbu uživatelských rozhraní v konzolových aplikacích existuje celá řada knihoven a
nástrojů, bohužel však nemají dostatečné možnosti k vytvoření zamýšleného rozhraní, nebo
jsou špatně zdokumentovány, takže vývoj centrální aplikace je velmi obtížný. Vzhledem k
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tomu, že se nejedná o stěžejní část projektu, rozhodl jsem se aplikaci nedokončit a věnovat se
podstatnějším oblastem. Následující odstavce tak pouze stručně popisují existující nástroje
pro tvorbu konzolových aplikací s jejich výhodami i problémy a shrnují dosažené výsledky
při tvorbě aplikace.
Velmi rozšířená je knihovna curses (resp. její implementace ncurses distribuovaná s
rozšiřujícími knihovnami panel, menu a form), která se stará zejména o umístění vyýstup-
ních znaků na ploše obrazovky nebo okna terminálového programu.
S použitím ncurses lze vytvořit různé konzolové ovládací prvky. V rámci zkoumání
možností ncurses jsem v jazyce C++ vytvořil třídy znovupoužitelného ovládacího prvku
typu ListBox, tedy seznamu položek. Ovládací prvek podporuje zobrazení více sloupců s
definovatelnými šířkami a scrollování v případě, že položek je v seznamu více, než se vejde
na obrazovku. Ladění tohoto prvku si však vyžádalo více času, než jsem předpokládal. Pro
potřeby zamýšlené aplikace by bylo třeba implementovat ještě pull-down menu a formuláře
schopné obsáhnout ovládací prvky více typů (textové pole, combobox, checkbox, tlačítka),
rozsah takové práce ale neodpovídá významu aplikace v rámci řešeného projektu.
Sadu hotových prvků poskytuje knihovna CDK (název je zkratkou z Curses Develop-
ment Kit), která je pod licencí BSD ke stažení z http://invisible-island.net/cdk/. Nastavi-
telnost prvků poskytovaných touto knihovnou je ale jen velmi omezená, například nelze (bez




Cancel“, přidat další tlačítko nebo
vložit více prvků do jednoho formuláře. Pokud jde o vzhled, nemohu tuto knihovnu ani při
nejlepší vůli považovat za základ přehledné a intuitivní aplikace. Dalším nedostatkem CDK
je skutečnost, že nutí k
”
programátorským nepravostem“, například seznam položek pro
aplikační menu musí být definován jako *char[100], tedy s pevně daným počtem položek.
Na ncurses je založena také knihovna libdialog pro tvorbu jednoduchých dialogových
oken, resp. program dialog pro použití funkčnosti libdialog ve skriptech. Ani tento nástroj
však neumožňuje vkládání více prvků do jednoho formuláře.
Alternativou k ncurses je knihovna newt. Náhradou programu dialog založenou na této
knihovně je program whiptail, který je vyvíjen s ohledem na kompatibilitu s programem
dialog. Od toho se odvíjí i nemožnost kombinovat více prvků v jednom formuláři.
Další alternativou ke knihovně ncurses je knihovna S-Lang, na které je založen například
výše zmiňovaný Midnight Commander. Pro tuto knihovnu se mi ale nepodařilo najít žádnou
sadu ovládacích prvků připravenou pro použití ve vlastní aplikaci. Využití částí zdrojového
kódu Midnight Commanderu by bylo možné (tato aplikace je k dispozici pod licencí GPL),
ale s ohledem na rozsáhlost Midnight Commanderu (balíček se zdrojovými kódy zabírá po
rozbalení více, než 13 MB, z toho přibližně 6 MB jsou samotné zdrojové texty v jazyce C)
předpokládám, že by se jednalo o časově příliš náročný úkol.
Výše načrtnuté požadavky, tedy zejména možnost vytvořit dialogy s více různými prvky
a vzhledově přijatelné zpracování, splňuje knihovna TurboVision. Byla vyvinuta společností
Borland pro použití s jejími vývojovými nástroji, s masovým rozšířením grafických uživa-
telských prostředí však ztratila svůj význam a její zdrojové kódy byly uvolněny jako public
domain. V rámci dalšího vývoje vznikly dvě verze pod licencemi GPL, resp. BSD.
Na GPL verzi TurboVision dostupné na adrese http://tvision.sourceforge.net/ (kon-
krétně verzi rhtvision-2.1.0 - jedná se o aktuální CVS snapshot z 25. února 2009) jsem
založil vývoj uživatelského rozhraní zamýšlené aplikace, nicméně i díky tomu, že z do-
kumentace TurboVision je dostupný v podstatě pouze automaticky generovaný přehled
dostupných tříd v BSD verzi, nepodařilo se mi dosud vyřešit problémy s padáním aplikace
kvůli neoprávněným přístupům do paměti.










Cíle *-cdk se týkají konceptu aplikace založeného na knihovně CDK, *-listbox patří
k vlastní implementaci komponenty typu ListBox a *-tvision pracují s verzí založenou na
knihovně TurboVision.
Knihovny CDK ani TurboVision nejsou na školních počítačích nainstalovány, pro úspěš-
nou kompilaci odpovídajících verzí aplikace je proto nejprve nutné stáhnout zdrojové kódy
těchto knihoven z výše uvedených webových stránek a zkompilovat je. Přiložený soubor
makefile předpokládá instalaci knihoven do systémového adresáře.
Varianta *-listbox využívá pouze knihovnu ncurses a je možné ji zkompilovat na škol-
ním serveru Merlin.
Další cíle definované v souboru makefile slouží k práci se zdrojovým kódem této technické
zprávy:
• prepinstall - vytvoří archiv pro instalaci implementovaných nástrojů na server
(smyslem je umožnit kompilaci na jiném počítači, aby na serveru nemusel být in-
stalován kompilátor a vývojové knihovny)
• install - instaluje implementované nástroje do systému




Nástroje pro klonování systémů jsou snadno dostupné, obvykle jsou však řešeny jako boo-
tovací CD, což v prostředí základní školy vybavené počítači bez optických mechanik před-
stavuje zásadní komplikaci v jejich využití.
V rámci řešení zadaného projektu se podařilo připravit prostředí, které takové nástroje
zpřístupňuje prostřednictvím počítačové sítě. Využití sítě eliminuje potřebu manipulace s
výměnnými médii a představuje tak významné usnadnění správy počítačů i v případě, že
počítače optickými mechanikami vybaveny jsou.
Představované řešení není zdaleka dokonalé a pro jeho skutečně praktické využití je
třeba jej ještě vylepšit - asi nejzávažnějším nedostatkem je nedokončená aplikace pro řízení
zavádění operačního systému na jednotlivých síťových stanicích, která by používání takové
sítě značně usnadnila. Přesto výsledek své práce s ohledem na zkušenosti s praktickým
nasazením v základní škole Těchonín shledávám přínosným a mám za to, že se mi podařilo
splnit všechny požadavky zadání.
Po odstranění nedostatků prezentované verze v provozu základní školy v Těchoníně
budu další vývoj směrovat k dosažení úplné použitelnosti a ovladatelnosti přes síť.
35
Literatura
[1] Artemiy I. Pavlov, M. C.: SquashFS HOWTO.
http://www.tldp.org/HOWTO/SquashFS-HOWTO/.
[2] WWW stránky: Automatizace nasazení systému Windows XP pomocí nástroje
Sysprep. http://support.microsoft.com/kb/302577.
[3] WWW stránky: NTFS-3G Release History.
http://www.ntfs-3g.org/releases.html.
[4] WWW stránky: Popis systému souborů FAT32.
http://support.microsoft.com/kb/154997.
[5] WWW stránky: Preboot Execution Environment (PXE) Specification.
http://download.intel.com/design/archives/wfm/downloads/pxespec.pdf.
[6] WWW stránky: PXELINUX.
http://syslinux.zytor.com/wiki/index.php/PXELINUX.
[7] WWW stránky: Přehled systémů souborů FAT, HPFS a NTFS.
http://support.microsoft.com/kb/100108/cs.
[8] WWW stránky: Remote Initial Program Load.
http://en.wikipedia.org/wiki/Remote Initial Program Load.
[9] WWW stránky: Security Identifier Structure.
http://technet.microsoft.com/en-us/library/cc962011.aspx.
[10] WWW stránky: Security Identifiers.
http://technet.microsoft.com/en-us/library/cc961998.aspx.
[11] WWW stránky: SystemRescueCd. http://www.sysresccd.org/.
[12] WWW stránky: Well-known security identifiers in Windows operating systems.
http://support.microsoft.com/kb/243330.
[13] WWW stránky: What are the problems with workstations having the same SID?
http://windowsitpro.com/article/articleid/14919/
what-are-the-problems-with-workstations-having-the-same-sid.html.
[14] WWW stránky: What is RPL? http://webopedia.com/TERM/R/RPL.html.
36
