We give proofs of summation theorems and continued fraction evaluations conjectured by R. W. Gosper. We also give two new elementary proofs of a theorem of Gosper whose original proof uses matrix methods. One proof uses iteration of two term recurrence relation. The latter proof is also used to give elementary proofs of three other identities due to Gosper.
Introduction
The theory of hypergeometric and basic hypergeometric functions provides a canonical way of writing many combinatorial identities and, together with complex analytic techniques, have provided a systematic way of proving combinatorial identities. Recently, however, R. William Gosper, through very clever computer experimentation with the computer algebra package Macsyma, formulated many identities which do not fit the existing theory of hypergeometric functions and q series as in [15, 3] , for example. He developed new techniques to prove certain identities and formulated many conjectures that led to very interesting developments [4]- [6] . This paper is the second installment of a serious attempt to go through Gosper's computer files and correspondence. The first installment was [11] . The purpose of this series of papers is to explain where Gosper's formulas come from and to prove his conjectures.
An interesting identity of Gosper [8] is oo 1 + Y,(Vx~ -C)(yfjx ~ C) ■ ■ ■ (X2'" -C) ( 
1.1) »=1
=-'-, 1 -c < 1, x £ (-oo, 0). c+l For a proof see [7, §5] . Gosper used his matrix technique and his theory of path invariance and telescopy to prove (1.1). In [9] Gosper mentioned the identity, = (, , ^^^(z^-l^l+cz^)
He also pointed out the following interesting consequence of (1.3) [9] :
ITLi c sinh(A:y)c sinh(A:y + jc) which follows from the continuity of the continued fraction in (1.3) as a function of y.
In §2 we give two proofs of (1.1) and a proof of the following generalization of (1.2):
We also give a substantial generalization of (1.6) which enables us to replace the exponent 2 in the sum on the left side of (1.6) by any even exponent; see (2.6) and (2.7).
In the process of proving (1.1), in §2 we show that if / is real analytic in a neighborhood of x = 1 and satisfies the functional equation
Both sides of (1.1) are obviously real analytic in x in a neighborhood of x -1, and one can easily verify that they satisfy (1.7). This raises the question of whether (1.7) has other solutions under conditions weaker than real analyticity in a neighborhood of x = 1. For remarks and a conjecture see the last part of §2. In [8] Gosper mentioned the identity
(,.,, h*<-mA cVzH vwj (1 '
It is interesting that ideas behind our proofs of (1.1) also establish (1.9). In particular, there is a simple principle of iterating identities involving rational functions that leads to formulas like (1.1) and (1.9) . This together with a proof of (1.9) will also be discussed in §2.
In §3 we establish (1.3) and (1.4). We evaluate the continued fraction in (1.5) and seem to get an answer in a form different from the right-hand side in (1.5). We have not been able to transform our answer to Gosper's conjectured form. Our answer is (1.5') at the end of §3. We point out that (1.3) is equivalent to a continued fraction of Al-Salam and Ismail [1] . We also show that the partial numerators and partial denominators on (1.3)-(1.5) can be expressed in closed form as single sums.
After we prepared a preliminary version of this paper Gosper [10] communicated to the first author the following trigonometric version of (1.1):
In §4 we will prove (1.10) and the identities mn \V lYa + bz^r" a-b ( 2 I + z\ a + b
The identities (1.11) and (1.12) are stated in [9] , but the original version of (1.12) contained a minor typographical error. In §4 we will also prove the additional identity of Gosper 2. Formulas (1.1), (1.6), and (1.9)
Our first proof of (1.1) is based on the functional equation (1.7), while the second proof uses the principle of iteration.
A proof of (I.I). Let f(x) denote the left-hand side of (1.1). Clearly and upon equating coefficients of (x -1)" we obtain A second proof of (I.I). The idea is to observe that Now let n -* oo and the extreme right-hand side in the above equality will tend to 0 very rapidly since |1 -c\ < 1 and Snz -► 1 as n -» oo. This completes the proof of (1.1).
It is worth noting that our second proof gives the rate of convergence of fn(z) to the function (1 + z/c)/(c+ 1). The convergence is clearly exponential. Gosper [7] observed the fast convergence.
A proof of (1.9). This proof uses functional equations. The term n -0 in the sum on the left-hand side of (1.9) is (1 -czil2)/z, so we set
Since f(z) involves mostly z3 and we will expand f(z) in a neighborhood of z = 1, we set u = z3 and g(u) = f(z).
From (2.1) it is clear that
hence, upon replacing n by n + 1 in the above sum we find Now the substitution of the above expansions in (2.2) and equating coefficients of like powers of u -1 implies A0 = (l-c)/(l-c + c2) and Ax =-c2/(l + c3). For m > 2 we compute the An's recursively from
and conclude, by induction, that Am = 0 for m > 2. This completes the proof.
A proof of (1.9) by iteration. Start with the identity
then observe that the second term in the square bracket is the left-hand side with z replaced by l/y/z . This is the idea of iteration. Define the iteration operator S, which acts only on the variable z , by Sz = l/y/z . Then define fm(z) as Now the substitution of iZn>x(2n -l)-2 = 7r2/8 in the above equality establishes (1.6).
It is interesting to note that if we integrate [z(z -u)]~xf'(z)/f(z) along Ck and repeat the steps in the above proof we will discover a generalization of (1.6). To see this, define g(z) by Clearly (1.6) follows from (2.7) by letting x -> 0. It is worth noting that other identities involving power sums of u also follow from (2.6) by expanding both sides of (2.6) in powers of z and then equating coefficients of various powers of x.
We now discuss the functional equations (1.7) and
Recall that / of (1. Clearly h(l) = 0. Iterating (2.9) we get
k=\ License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
When n->oo, since 11 -c\ < 1, the above relationship implies h(x) = 0 for x in the complex plane cut along (-oo, 0). We believe that / of (1.8) is the only measurable solution to (1.7), 0 < x < oo, and it is likely that (1.7) will have additional nonmeasurable solutions. As far as (2.8) is concerned we proved that f(z) = (1 -c2z3)/(l + c3) is the only solution to (2.8) which is real analytic on a neighborhood of z = 1. This also raises questions about how much local or global smoothness assumptions are necessary to guarantee that (2.8) will have a unique solution.
Continued fractions
Recall that the q shifted factorial is n (a;q0):=l, (a; q)n = JJ(1 -aqk~x), n = 1, 2,... or n = oo.
k=\
For convenience when n = oo we need to assume \q\ < 1. We will use this notation in this section.
We now come to the continued fraction evaluation (1. then apply Euler's identity [3] to get It is now straightforward to obtain (1.4) from (3.13), (3.14) , and (3.16).
It is important to note that (1.4) holds if |y| < 1, but if \y\ > 1 we must interchange y and l/y.
Finally we come to (1.5). It is easier to prove (1.5) directly rather than to try to get it from known results [12, 13] . Let N" and D" be the partial numerators and denominators of the reciprocal of the continued fraction in (1.5). Thus Thus when |z| < 1 the convergents (approximants) of even and odd orders will converge to different limits, and the continued fraction (1.5) will diverge. We now come to the case |z| > 1. Let wn = z"^n~x^2v" so that = C E7-4-^Z-"'2"-') / Yj-4-j^Z-"^1' .
[Z^(z-2;z-2)n \/ [^(z-2;z-2)n Gosper [9, p. 7] indicated that both sides of (1. It is easy to verify that both sides of (1.5') have the above asymptotic series as z -► 00 .
More on iterations
We now come to (1.10)-(1.13). We will give a proof of (1.10) and only outline proofs of (1.11)-(1.13) because the proofs of the four are similar beyond the identification of the iteration operator.
Proof of (1.10). Let us denote the left-hand side of (1.10) by f(a,b,c) . Proof of (I.II). The iteration operator is Sz -l/\fz . Iterate the functional equation which is satisfied by both sides of (1.11).
Proof of (1.12). Both sides of (1.12) satisfy the functional equation The rest is straightforward.
It is interesting to note that the term [sinh(a + b) sinh(c-2&)]/(sinh b) on the right-hand side of (1.13) is a particular solution of the functional (4.4), while the other term on the right-hand side of (1.13) is a solution of the corresponding homogeneous functional equation.
Another identity of Gosper is ,,n p., . / , a \ tt /l a\ sin(a + b)sin(2b-c) (4.5) £2"sin(c + ^ + -)ncos(ft + -)= ^->.
n=0 k=\
We leave the proof of (4.5) to the interested reader as an exercise in the application of the iteration principle.
Gosper [7] used matrices of the form [J *] to prove (1.9), where * stands for suitably chosen elements. Our method of iteration uses two-term recursions. Thus Gosper's matrix methods in the case of n = 2 is somehow related, and possibly equivalent, to the use of two-term recursions. It is likely that his higher method for higher-order matrices correspond to the use of recursion relations of higher order. This point is still under investigation.
