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Resumo
As actuais tendências demográficas apontam para um aumento da população envelhecida e de
doenças crónicas. Esta situação intensifica a pressão colocada nos sistemas de saúde em fornecer
cuidados de qualidade. Muitos dos sintomas de doenças crónicas podem ser aliviados com recurso
à reabilitação. O sucesso desta está directamente ligado a começar o tratamento o mais cedo pos-
sível e a continuar o tratamento depois da fase crítica. No entanto, devido a uma falta de recursos
e pessoal médico especializado muitos doentes não recebem o tratamento adequado. A imple-
mentação de um sistema de telereabilitação poderia resolver os problemas mencionados. Todavia,
para garantir o sucesso do tratamento de reabilitação em casa é necessário garantir uma mono-
torização contínua assim como feedback e orientação por parte do pessoal médico. Uma forma
de permitir a monitorização mencionada é através do uso de sistemas baseados em marcadores.
Apesar da sua exactidão, estes sistemas são relativamente caros e a colocação dos marcadores é
demorada, tem que ser realizada por um especialista e pode causar um desconforto considerável.
Devido às razões referidas este sistemas são inadequados para serem usados em casa do paciente.
Recentemente, sistemas de aquisição 3D baratos, eficientes e fáceis de utilizar têm começado a
emergir como uma solução para o problema de rastreamento do movimento no contexto de uma
aplicação para reabilitação. Apesar da utilização de sensores activos, tais como luz estruturada,
ter sido minuciosamente investigada, a utilização de sensores passivos, tais como uma camera
estéreo, tem permanecido menos explorada.
O presente trabalho tem como objectivo explorar a aplicabilidade de um aparelho passivo de
aquisição 3D para o rastreamento do movimento num contexto de reabilitação. O sistema proposto
utiliza uma camera estéreo para adquirir a informação de cor e profundidade que é entregue ao sis-
tema de rastreamento do esqueleto. A recuperação da posição 3D de articulações predefinidas teve
como base relações cinemáticas e comprimentos antropométricos válidos, assim como a consistên-
cia temporal. Finalmente, para caracterizar e avaliar os exercícios de reabilitação realizados, foi
extraído um conjunto de medidas quantitativas a partir da informação do esqueleto obtida.
Ainda existe espaço para melhorias no sentido de alcançar uma troca adequada entre a ex-
atidão da informação obtida e o tempo de processamento que vai ao encontro das expectativas
de aplicações em tempo real. Ainda assim, um estudo de validação realizado com informação de
referência fornecida por um sistema baseado em marcadores, revelou que o sistema é capaz de
atingir erros dentro da gama de sistemas convencionais activos e da avaliação visual feita por um
terapeuta. Os resultados obtidos são promissores e demonstram que a metodologia desenvolvida
baseada no uso de um sistema passivo, é capaz de permitir a análise do movimento humano num
contexto de reabilitação.
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Abstract
The present demographic trends point to an increase in the aged population and in chronic dis-
eases. This situation intensifies the pressure placed on the health care systems in providing quality
care. Many of the symptoms of chronic diseases can be alleviated with the appeal of rehabilita-
tion. The success of rehabilitation is directly linked to initiating the treatment as soon as possible
and continuing the treatment even after the critic phase. However, due to the lack of resources
and medical staff many patients are not receiving the proper treatment. The implementation of a
telerehabilitation service could solve the aforementioned problem. Nevertheless, in order to en-
sure the success of the rehabilitation treatment in the home environment continuous monitoring
needs to be guaranteed, as well as feedback and guidance from the medical staff. One way of pro-
viding the mentioned monitoring of the patients’ performance is through the use of marker based
systems. Despite their accuracy, these systems are quite expensive and the setting of the markers
is time-consuming, needs to be performed by a specialist and can cause considerable discomfort.
For the named reasons these systems are unsuitable to be used in the patients’ home. Recently,
inexpensive, efficient and easy-to-use 3D acquisition sensors are emerging as a solution for the
problem of motion tracking in the context of a rehabilitation application. Even though active sen-
sors, such as structured light, have been thoroughly investigated, the use of passive sensors, such
as a stereo camera, has remained unexplored.
The present work aimed to explore the applicability of a passive 3D acquisition device for
motion tracking in a rehabilitation context. The proposed system uses a stereo camera to acquire
the depth and color information that is passed to the skeleton tracking system. The recovery of
the 3D position of predefined joints was based on kinematic relationships and anthropometrically
feasible lengths as well as temporal consistency. Finally, a set of quantitative measures were
extracted from the obtained skeleton data in order to characterize and evaluate the performed
rehabilitation exercises.
There is still room for improvement in order to achieve an adequate trade-off between accuracy
and processing time that meets real-time expectations. Nevertheless, a validation study using as
ground-truth the data provided by a marker based system revealed that the system was able to reach
errors within the range of state-of-the-art active markerless systems and the visual evaluation done
by a physical therapist. The obtained results are promising and demonstrate that the developed
methodology based on the use of a passive sensor is able to allow the analysis of the human
motion for a rehabilitation purpose.
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Chapter 1
Introduction
The pressure placed on the health care systems worldwide in their ability to provide quality health
care has been increasing as the present demographic trends point to an increase in the aged pop-
ulation and in chronic diseases [1]. In fact, according to the World Health Organization, around
15% of the world’s population lives with some form of disability [2]. At the same time, an un-
precedented development in the fields of information and communication technologies is being
observed [3], with the expansion and availability of internet and broadband connections in most
of our homes and workplaces [4]. From the combination of these two situations, the field of tel-
erehabilitation is beginning to arise as a promising solution to deal with the need of better health
services [5].
Rehabilitation aims to allow a person who suffered from a motor function disability can
achieve the highest possible level of independence. For this reason, the movements performed
in a telerehabilitation setting need to be continuously monitored in relation to a correct motion
pattern. Hence, detecting and tracking human movements becomes of uttermost importance dur-
ing the rehabilitation process [6].
1.1 Motivation
The success of the rehabilitation process can only be guaranteed if, during the chronic phase of
the recovery process, a continuous activity is maintained [5]. However, as a result of geographical
location some patients experience shortage of resources and medical staff and need to travel long
distances to receive specialized aid. As a consequence, patients tend to delay or avoid necessary
care, with harmful consequences regarding their recovery [7]. By moving the treatment from the
hospital facilities to the patient’s home, some of the problems resulting from the lack of accessi-
bility [3] could be overcome. Also, the hospitalization time could be reduced and the duration and
intensity of the rehabilitation time could be increased resulting in an overall saving of time and
resources. However, switching the treatment from the hospital facilities to the patients’ home de-
mands the continuous monitoring of the rehabilitation process. The adequate adherence to home
exercises involves performing the exercises exactly as prescribed and in the numbers and durations
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prescribed. The absence of monitoring results in serious problems: not only the patients can be
performing the exercises incorrectly with severe consequences for the rehabilitation process; they
can become discouraged due to the lack of interest, guidance and feedback [8]. The aforemen-
tioned problems of lack of monitoring and feedback could be solved with the implementation of a
telerehabilitation system. This could be achieved simply by using video transmission, such as in
the case of telemedicine. However, this solution requires the availability of a therapist to visually
monitor and evaluate the patient performing the rehabilitation exercises, which is impracticable
given the current shortage of medical staff. By taking advantage of more advanced motion track-
ing systems, the therapist evaluation would be done based on quantitative measures extracted by
the system, removing the need for the continuous visual assessment.
In this environments, human movement tracking systems should be able to generate real-time
and accurate data to dynamically represent the position changes of a human body (or portion
of it). By providing adequate feedback and guidance these systems could potentiate the proper
performance of the rehabilitation exercises and increase the patient accountability and motivation.
Also, the identification and correction of errors in the exercises by the clinician could enable the
modification of the prescribed exercises and thus minimize costly and unneeded trips to outpatient
centers.
The telerehabilitation system could be accomplished using motion-sensor technologies. The
current gold standard for motion-sensor technologies are marker-based systems [9]. Although
these systems provide high accuracy, they are quite expensive, the markers placement needs to be
performed by a specialist, takes a considerable amount of time and can be somehow cumbersome
specially for kids and patients with reduced mobility. Also, the analysis must be performed in
specialized centers [10]. For the stated reasons, the lack of portability and easiness to use makes
them unsuited for a home context.
Recently, the development of efficient, affordable, compact and easy to use three-dimensional
(3D) acquisition sensors boosted their application for motion tracking in rehabilitation. The three
main technologies currently used are: structured light, such as the Microsoft R© Kinect; time-of-
flight (ToF); stereo cameras [11]. The first two are more efficient in proving information in real-
time. In fact, since its release in 2010, Microsoft R© Kinect has been used in a wide variety of
motion tracking systems, including for rehabilitation purposes [12, 13, 14]. Nevertheless, passive
stereo cameras are able to produce depth maps with higher resolution and provide more informa-
tion regarding the observed scene. Despite being more computationally heavy, recent develop-
ments in passive stereo algorithms are allowing the achievement of real time speeds [15]. The
Microsoft R© Kinect is prepared to work in the called "fixed-camera-living-room scenario" [16].
In opposition, given the modularity of stereo cameras, they could be used in outdoor scenarios,
for example. Also, the stereo camera baseline can be adapted to the acquisition environment and
avoid the problem of range resolution given by a fixed baseline. As well, the use of more than two
views can enable the acquisition of 360o human bodies, rather than the frontal ones provided by
the standard structured light devices. With active systems, the use of more than two views is less
reliable. Due to the interference between the projected patterns, each camera is unable to distin-
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guish its own pattern. This results in a less consistent depth recovery [17]. The acquisition of more
complete human bodies can solve many of the problems related to ambiguities and occlusions that
hamper motion tracking systems. The described advantages potentiate the use of stereo cameras
in a wider range of scenarios.
In a telerehabilitation system, the information needs to be provided not only in real time, but
also with the accuracy needed to produce relevant medical information. With this in mind, a ques-
tion remains: which is the ideal tradeoff between speed and accuracy of a human motion tracking
telerehabilitation oriented system? This question motivates the assessment of wide spread and
already existing options and the development of new systems that can potentially produce better
results in human motion tracking, keeping in mind the requirements of a home based application.
The use of more adaptable sensors could allow the monitoring of patients in less controlled
environments, including outdoors; take advantage of the use of several cameras in order to cover
a more extended area and allow the tracking of several users simultaneously. For these reasons,
the analysis of the applicability of more adaptable sensors for motion tracking in a context of
rehabilitation could potentially open the way for the development of more complete and accurate
telerehabilitation systems.
1.2 Objectives
The main purpose of the present study was to develop a system for the detection, representation
and tracking of the human body as its parts using video sequences. This should be achieved using
a stereo camera in order to explore its applicability in opposition to the commonly used active
devices. The developed system should be used to extract clinically significant measures in the
context of rehabilitation.
Given the absence of available datasets with annotated ground-truth for motion tracking with
a stereo system, this project should include the collection of a dataset contemplating the proposed
rehabilitation exercises. Based on the information acquired with the annotated dataset, a prelimi-
nary evaluation of the performance of the developed system should be done.
1.3 Contributions
The main contributions of the following thesis are described bellow:
• A new methodology was proposed for the acquisition and enhancement of a 3D human
body and its surrounding environment from stereo images, suitable to be used as input for a
skeleton tracking system;
• A device agnostic skeleton tracking system was improved and used to extract clinically
relevant information in the context of rehabilitation;
• The applicability of the use of a passive device as a motion sensor technology in the context
of rehabilitation was explored;
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• A database containing the performance of three rehabilitation exercises by both a male and
a female was acquired. The database comprises color, depth and skeleton data acquired with
the Microsoft R© Kinect, stereo images acquired with the Bumblebee R©2 stereo camera and
ground-truth data provided by a marker based system (Qualysis). According to the author
knowledge this is the first created database that includes both RGB-D, stereo and marker
based information in a context of motion tracking evaluation for rehabilitation;
• Using as ground-truth the information provided by a marker based system, a preliminary
validation study of the developed system was conducted.
1.4 Document Structure
This document is organized in five chapters. The introduction explicits the main motivations for
the development of the present study. Chapter 2 presents the state of the art regarding the subject
of telerehabilitation, giving special attention to the most recent trends on human 3D reconstruction
and motion tracking techniques. Chapter 3 describes the proposed method for the analysis of the
human motion in a telerehabilitation context. Chapter 4 presents the obtained results and the
correspondent discussion. Finally, the conclusions and some proposed future improvements are
provided in Chapter 5.
Chapter 2
Literature Review
This chapter aims to review the main Computer Vision concepts related to the analysis of human
motion from a telereahabilitation perspective. Section 2.1 reviews some of the questions involved
in the implementation of a telerehabilitation service. Section 2.2 presents the state-of-the-art tech-
niques related to the human body 3D reconstruction from depth data. Section 2.3 explores some
of the recent approaches applied to tracking human motion using as input the depth information
or the 3D data obtained from reconstruction. Finally, some of the tools and software libraries used
to solve Computer Vision and 3D processing problems are described in Section 2.4
2.1 Telerehabilitation
Being a relatively recent area of research [3], the definition of telerehabilitation may suffer slightly
changes according to different authors. Winters [18] positioned telerehabilitation between the
broader and more developed areas of telemedicine and telehealth and subdivided the emerging
area into four categories: teleconsultation, teletherapy, telemonitoring and telehomecare. In tele-
consultation a interactive videoconferencing between the patient and a caregiver in a faraway loca-
tion can allow specialized assistance to the patient [4]. During telehomecare, a caregiver, such as a
nurse or a therapist, remotely controls the rehabilitation process of the patient. In telemonitoring,
which is one of the telerehabilitation areas with more growing prospect, an evaluation technology
is placed within the clients’ home. In teletherapy the patient follows a set of therapeutic activities
remotely managed by a therapist [4].
Telerehabilitation can be perceived considering intensity and duration (Figure 2.1). Intensity
is quantified by the information exchanged and can range from high to low intensity. On the other
hand, duration is extended from short to long or even lifetime duration [4]. The majority of the
telerehabilitation applications fall in the low intensity – long duration quadrant [4]. However the
proposed evaluation fails to mention the mode and speed of data transmission. In the process
of telerehabilitation we can consider two types of data transmission: interactive (synchronous) or
store-forward (asynchronous). The first involves the simultaneous presence of both the patient and
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the caregiver, while in the latter the attendance of the stakeholders does not need to be coincident
[18].
Figure 2.1: Map of telerehabilitation services using the intensity-duration quadrant model. (From [4].)
2.1.1 Benefits and Barriers
Recently the gradual observed shift towards preventive, proactive and continuous care [19] led
to an increase in the need of intensive rehabilitation and rehabilitation in chronic phases. These
situations combined with the efficiency of the home setup pushed telerehabilitation towards a fast
progress. Within the benefits provided by telerehabilitation, the access to health over distance,
allowing the access to people in remote locations to otherwise non available health treatments is
one of its main premises. Also, a telerehabilitation setting could allow beginning therapy during
the acute phase, reduction of hospitalization time, an increase in the intensity and duration of the
rehabilitation process, and nonstop monitoring of people at risk resulting in an overall saving of
resources and time [5]. Another potential benefit of telerehabilitation is the implementation of
the rehabilitation service in the individual’s environment. Studies of behavior therapy report that
treatments provided in the home setting are more effective than the same therapy delivered in
a hospital. Also, therapy at home can increase the ability to perform daily living activities and
reduce the incidence of delirium in elderly population [20].
Due to its tender age, research studies under telerehabilitation which report evidences of ef-
fectiveness are scarce. In Kairy et al. [1] it is reported that most of the analyzed studies show
similar or even better clinical outcomes when compared to the conventional treatments and that
there is an emerging evidence for the efficacy of telerehabilitation. Many of the presented studies
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often relate to a small number of patients and their design is limited with the absence of controls
or randomized data. For this reason, the efficacy of telerehabilitation is not yet fully proved. How-
ever, the gathered information [1, 5] points to a trend of positive effect resulting in a promising
future for the telerehabilitation field. Ekeland et al. [21] analysed eighty reviews from 2005 to
2010 and concluded that twenty reported effectiveness regarding therapeutic effects, efficiency
and technical usability. It is also stated that other nineteen reviews demonstrate promising results,
but further research needs to be conducted to establish firm conclusions; other twenty-two mention
that evidence is limited and inconsistent.
Many of the benefits promoted by telerehabilitation result in a general saving of time and
money [5]. Tousingnant et al. [22] analyzed the costs by considering session duration, therapist
salaries, travel time and internet installation and maintenance and concluded that performing the
12 sessions of physiotherapy at home was 17% cheaper. Kortke et al. [23] compared a 3-month
trans-telephonic monitoring (a patient activated recording of the heart’s rhythm) of ECG signals at
home with the 3-week hospitalization offered nowadays in Germany and observed that the home
treatment would result in 58% savings. Rojas et al. [24] assessed the cost-effectiveness of tele-
homecare and concluded that 91% of the studies demonstrated that telehomecare is cost-effective
by reducing the use of hospital, improving patient compliance, satisfaction and quality of life
[21]. In the published studies there is an overall lack of cost analysis considering not only similar
perspectives, but also similar costs and drawing comparisons and conclusions regarding the cost
effectiveness of telerehabilitation is very difficult. Likewise, many of the released studies clas-
sify telerehabilitation as being cost effective, but don’t consider additional costs with equipment,
transmission lines, additional personnel and program administration [7]. Regarding cost analysis
it is important to have in mind that costs can change over time as the use of technology increases
or as the experience of the therapists using the technology grows or that the patients covered by
the telerehabilitation service may change due to the saving of costs [1].
As the use of telerehabilitation becomes more widespread, it will continue to face several
barriers [7]. One of the main concerns that health professionals demonstrate regarding telerehabil-
itation systems is the loss of face-to-face contact between the therapist and the patient. Truthfully,
the sensory input passively transmitted by the therapist to the patient has been shown to be an
important step in the rehabilitation process [5]. However, from the studies analysed by Kairy et
al. [1], some demonstrated that the consultation time spent with telerehabilitation systems was
similar or longer than the one of face-to-face consults and other [25] reported that the number of
contacts between the therapist and the patient was greater, but with shorter consult duration [1].
The second mentioned problem by health professionals is related to the absence of technological
background that may hamper the use of the technology. This issue can be prevented by develop-
ing user friendly applications and assuring initial training [19]. Another problem that can arise
is the patient inclusion at home since sometimes the obligation to visit the rehabilitation center
may motivate the patient to go outdoors and participate in the community life and everyday activ-
ities which has a strong role in their recovery process. Also, unsupervised physiotherapy may led
to the poorly execution of the prescribed exercises with potentially harmful consequences to the
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patient [5]. When developing applications for the home environment, the only on-site available
assistance is provided by the caregiver and so it is important to provide training not only regarding
medical aspects, but also technological ones. Moreover, if a device is placed within the patient’s
home some requirements must be fulfilled such as simplicity to operate, reliability, high level of
fault tolerance and easy troubleshooting and maintenance over distance [19]. Additional obstacles
when implementing telerehabilitation systems are related to problems of confidentiality, the adap-
tation of remote services within the rehabilitation professional’s ethics, the absence of standards,
guidelines and licensing regulations.
2.1.2 Technology
In last decades, the development of Information and Communication Technologies, such as an
increase in computer power and availability of high speed internet, resulted in a wide diversity
of technologies available to provide telerehabilitation systems [3, 20, 26]. When creating any
telerehabilitation system, universal design standards must be kept in mind in order to allow that
the developed application is acessible, efficient, usable and understandable to all [19].
Audio and video can be used in real-time or asynchronously. Real-time videoconferencing can
be accomplished by using simple and inexpensive webcams and a common internet connection
[26]. Teleconsultation falls within this category and can be used to provide face-to-face contact
between a patient in a remote location and a health professional [4]. Vsee R© (Figure 2.2) is a video-
conferencing and collaboration service that provides an add-on called the Vsee R© OneClick that
allows online appointments between patients and doctors. An asynchronous use of the application
can be accomplished by collecting data and later forwarding it to a clinician to review using email,
Bluetooth, or other electronic format [20].
Figure 2.2: Vsee R© OneClick application1.
Sensor based technology gets advantage of a set of apparatus that allow the acquisition and as-
sessment of information regarding the patient physical performance and condition, such as blood
pressure, body temperature, heart rate, muscle and brain activity [20]. The collected parameters
1http://vsee.com/features
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can be used to adapt the rehabilitation protocol or to remotely monitor the patient [3]. VitalJacket R©
(Figure 2.3) is a wearable wireless vital signs monitor. According to the user needs, it can be
programmed to acquire different vital signs, such as a electrocardiogram (ECG), temperature, res-
piration, movement/fall and posture, among others. The collected information can be transmitted
online using Bluetooth or later using a Secure Digital (SD) Card [27]. VitalJacket R© provides an
integrated Software Development Kit (SDK) to allow its integration into Research & Development
projects.
Figure 2.3: (A) Commercial package of VitalJacket R©. (B) Software application to monitor ECG data2.
Virtual reality (VR) can be perceived as a hybrid method that combines both sensor and soft-
ware modules resulting in real-world environments and real-time interactions [3]. VR systems
are capable of creating and controlling 3D environments that are not otherwise available in tra-
ditional methods [7]; hence this is one of the most promising applications for telerehabilitation
systems [28]. Other advantages of VR systems include patient motivation, adaptability, online
remote data access, economy of scale and reduced medical costs [5]. Virtual Rehab R© (Figure 2.4)
is a clinically validated rehabilitation system that combines videogame technology with patients’
monitoring. The motion capture is accomplished by using Microsoft R© Kinect and information
sharing by using Microsoft R© Azure, a cloud based platform in which a specialist supervises the
rehabilitation sessions of patients.
2.2 Human Body Reconstruction
The creation of 3D human body models has been an active and ongoing research problem in
the field of Computer Vision. The development of accurate 3D reconstruction methods has been
witnessed allowing the production of accurate and realistic human models. A wide variety of ap-
plications demands 3D models of the human body such as the cinematographic industry, virtual
clothing, realistic human animation and biomedical applications [29, 30]. Regarding the biomed-
ical field, the problem of human body reconstruction has been applied, for example, in the as-
sessment of breast cancer reconstructive surgery [31], body fat estimation [32] and evaluation of
2http://www.vitaljacket.com/
3http://www.virtualrehab.info/
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Figure 2.4: Schematic representation of the services provided by the Virtual Rehab R© software3.
maxillofacial surgery outcome [33], among others. From a telerehabilitation perspective, the re-
construction of the human body is useful since it is often used as a preprocessing stage to allow
the continuous detection and tracking of human movements as described in detail in Section 2.3.
2.2.1 Depth Map Based Methods
Overall 3D reconstruction methods can be divided into contact and non-contact methods. Non-
contact methods include, among others, the optical methods presented in Figure 2.5. The three
examples provided were chosen since in the last decade, the wide spread of commercially avail-
able cameras boosted their use for 3D human body reconstruction. The presented optical sensors
can be further divided into active and passive methods. The main difference between the two is
that for active methods the illumination source, which includes some form of temporal or spatial
modulation, is controlled while for the passive methods illumination is only controlled to ensure
better quality. In active methods the special illumination is used to simplify the capturing process
and so they tend to be less demanding regarding computational costs. On the other hand, since
they require special illumination the environments in which they can be used are more restricted
[34].
Figure 2.5: Optical methods for extracting 3D information and respectively commercially available cam-
eras. (A) Microsoft R© Kinect v24. (B) SoftKinect DepthSense DS3115. (C) Bumblebee R©2 from Point Grey
Research6. (Adapted from [34].)
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Passive stereo vision systems mimic the human vision and gather the 3D perception of a scene
by triangulating corresponding points provided from two (or more) viewpoints [11]. Active meth-
ods include structured light and ToF sensors. Structured light sensors extract the 3D information
in a similar way to passive stereo vision, but they replace one of the cameras by a light source
that projects a known pattern into the scene [11]. ToF sensors, on the other hand, acquire depth
information based on the duration that a light pulse takes to be reflected from an object [34, 11].
The mentioned acquisition sensors present some advantages and drawbacks, summarized on
Table 2.1. Structured light sensors are less expensive than ToF sensors, however their depth maps
present holes because some image points are not acquired by both the camera and the projector. As
well, structured light sensors perform poorly when transparent, absorptive and reflective objects
are present within the scene. Also, when more than one RGB-D camera is used with overlapping
views, the projected patterns interfere with each other since the camera is unable to distinguish
its own. This decreases the quality of the resultant depth map [17]. Despite of producing a depth
map that covers every pixel, ToF sensors possess low resolution. Stereo vision cameras have the
advantage of not having limited range or field of view. Also the object can be extracted within
its natural environment. However, stereo systems are sensible to illumination changes and their
performance is weak for non-textured and low contrast surfaces. As well, reconstructing a depth
map from stereo images can be somewhat burdensome from a computational perspective [11, 35].
Table 2.1: Comparison of 3D acquisition sensors. (From [11].)
Sensor Type Stereo Cameras Time-of-Flight Structured Light
Resolution High: 640 - 480 or more Low: 64 - 48 to 200 - 200 High: 640 - 480
Speed Slow Fast Fast
Range Only limitedby baseline
Varies from 5 m to 10 m
(indoors or outdoors)
0.8 – 3.5 m
(typically indoors)
Depth
Resolution
Depends on camera
baseline and resolution Less than 5 mm Less than 1 cm
Field
of View
Not limited
Depends on camera lenses Approx. 43
o (v), 69o (h) 43o (v), 57o (h)
Holes in the
depth map Yes No Yes
Price Cheap Expensive Cheap
Sensitive to
Lighting Yes No No
The recent developments in depth sensor hardware allowed an increase in research work that
uses depth information to recover the 3D scene information and hence allow the 3D reconstruction
of human figures [11]. In the past years most of the research work in human body reconstruction
was based on single intensity images or image sequences. Intensity images contain rich colour
4http://www.microsoft.com/en-us/kinectforwindows/
5http://www.softkinetic.com/Products/DepthSense-Cameras
6http://www.ptgrey.com/bumblebee2-firewire-stereo-vision-camera-systems
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and texture information which simplifies some image processing tasks, however as a result they
are more sensitive to illumination variations. This happens because interest point detectors are
more attracted to texture instead of object geometry and background subtraction can be difficult to
achieve in unconstrained scenarios. In opposition, depth images are less sensible to illumination.
Also, by providing a 3D calibrated structure of the scene they simplify some tasks such as back-
ground subtraction, segmentation and motion estimation [11]. Also, depth images can solve some
ambiguous 2D features, like silhouette features that are used to reconstruct human body poses. As
can be observed in Figure 2.6, two different body poses present similar silhouette images [36].
Nevertheless, the 3D information can be used to distinguish between the two poses.
Figure 2.6: The ambiguity of 2D image silhouette features is removed by combining them with depth in-
formation to reconstruct 3D human body poses. When observing the respective depth images the ambiguity
is overcome simplifying the distinction between the pose with the left leg forward from the pose with the
right leg forward. (From [36].)
Like intensity images, depth images also require some pre-processing such as background sub-
traction, noise reduction and hole filling. By providing a 2.5 dimensional image, in which each
pixel value represents a calibrated distance between the sensor and the object, background subtrac-
tion and segmentation are simplified by, for example, using distance constraints. Noise reduction
can be achieved by using either morphological operations or median filtering. For example, New-
combe et al. [37] used a bilateral filter to reduce the noise and preserve the discontinuity of a
Microsoft R© Kinect raw depth map. In order to improve the resolution and quality of a ToF depth
image, Schuon et al. [38] created LidarBoost, a super-resolution algorithm. As previously men-
tioned, stereo and structured light systems have the drawback of producing depth maps with points
where depth is undefined (holes). To obtain more accurate and robust 3D point clouds the holes
removal or reduction is required [11]; this can be achieved by estimating the depths of the depth
maps holes and then filling the hole with depth-aided image inpainting based on the sparsity of
the hole, such as in the method proposed by Choi et al [39]. Their algorithm also uses an edge-
preserving priority to fill the patches and to allow an accurate reconstruction of background edges.
The proposed method achieves better results than previous ones as can be observed in Figure 2.7.
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Figure 2.7: Comparison of the hole-filling algorithm results obtained by Choi et al. [39] and previous
developed hole-filling methods. (A) Original Image. (B) Image with the respective hole area. (C) Po et al’s
algorithm [40]. (D) Gautier et al’s algorithm [41]. (E) Choi et al’s algorithm [39]. (Adapted from [39].)
Ziegler et al. [42] used the stereo vision Triclops SDK to acquire depth images and to obtain
a point cloud that was then used for motion tracking (Figure 2.8). However, the disparity compu-
tation from stereo images in low-textured and dark image regions results in many invalid points,
so the author proposed an edge detection filter to remove the invalid points. Also, foreground
extraction was performed by comparing each pixel of the acquired disparity image with the cor-
responding pixel in a background model. If the current disparity was greater than the one in the
model the pixel was considered as foreground (Figure 2.8B and C). However, after 3D reconstruc-
tion, the used foreground segmentation resulted in artefacts that were removed using a subsequent
filtering stage (Figure 2.8D and E).
Figure 2.8: Preprocessing of stereo images proposed by Ziegler et al. [42]. (A) Original images. (B) Depth
maps. (C) Result of foreground segmentation. Point cloud after (D) and before (E) noise filter application.
(Adapted from [42].)
As previously referred three main sensors can be used to model 3D human bodies from depth
data. The two mentioned active sensors, structured light and ToF, can be combined with the
acquisition of an RGB image, being commonly known as RGB-D cameras. Microsof R© Kinect is
an example of a RGB-D camera based on the structured light method. Since its release in 2010,
it has been widely used in 3D human body modelling, since it can acquire both depth and image
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data at video speed without the need of precise lighting or texture conditions and due to its low
cost, compactness and easiness to use [43].
Tong et al. [44] developed a system to scan 3D full human bodies using three Kinects and a
turntable. Since one of the problems of the Microsof R© Kinect is its loss of accuracy at higher
distances each Kinect was used to scan a part of the human body to prevent the loss of accuracy.
The total body acquisition was accomplished by positioning the person between the Kinects over a
turntable (Figure 2.9A). When acquiring 3D human models the difficulty of maintaining the body
still arised as another problem and so non-rigid registration was performed (Figure 2.9B).
Figure 2.9: (A) Acquisition setup and (B) overview of the reconstruction algorithm of the method proposed
by Tong et al. [44]. (Adapted from [44].)
Cui et al. [43] proposed a method similar to Tong et al. [44] by also using a global non-rigid
registration algorithm; instead of using three Kinects, the data acquisition was performed with only
one Kinect and no rough template was needed to perform the global registration. Nonetheless, the
user still needed to maintain a "T" pose during acquisition and also registration was hampered by
motion in the arms and legs.
When compared to other 3D acquisition methods such as structured light or stereo vision, the
main advantages of ToF cameras are related to their ability to acquire depth maps in real time with
small consideration for texture or lighting conditions. Since the distance is obtained by an active
sensor that measures the travel time of infrared light it does not interfere with the scene in the visual
spectrum. However the acquired data cannot be directly used due to the low image resolution and
high noise level [45]. This situation leads to the need of an improvement of the data’s quality.
Many algorithms have been developed to solve this problem such as the one proposed by Bohme
et al. [46]. The algorithm used a probabilistic model that improved the accuracy of range maps by
imposing shading constraints and the 3D super resolution algorithm developed by Cui et al. [47].
Cho et al. [48] created a 3D human actor using a ToF camera. The authors resolved some
of the main problems inherent to ToF depth data acquisition as noise reduction, recovery of lost
hair region and boundary refinement. The enhanced depth images were then used to create the 3D
surface of the human actor by 3D mesh triangulation. The final 3D human actor was generated by
providing the surface with the corresponding color images (Figure 2.10).
On the previous mentioned example, the hair region was not directly scanned but interpolated
by the boundary curves. Normally, 3D scanning methods fail to acquire the hairstyle due to its
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Figure 2.10: 3D human actor generated by (A) raw depth data and (B) enhanced depth data by the method
proposed by Cho et al. [48]. (Adapted from [48].)
reflective properties and complicated geometry, producing models with a high level of noise. How-
ever, in the work developed by Tong et al. [45], a ToF camera was used to produce a 3D human
body model with hairstyle. By using an optimization method based on the refinement of temporal
average meshes followed by rigid registration the authors were able to produce accurate 3D body
models with hair as presented in Figure 2.11.
Figure 2.11: Reconstructed models in different views with the corresponding images. (A) Long straight
hair. (B) Long curve hair. (Adapted from [45].)
Passive stereo techniques are less used in real-time applications since one of the key stages on
the stereo reconstruction pipeline, the matching between corresponding pixels in the two views,
can be somewhat burdensome from a computational perspective. In comparison to the already
mentioned active techniques, passive stereo vision has the advantage of not using either a laser or
light pattern and so it is less sensible to sunlight interference [49].
Yu et al. [30] presented a whole body surface imaging system. In order to acquire the entire
body four stereo units were used (Figure 2.12A). Each stereo unit was composed by two cameras
and a projector to cast a speckle pattern to the surface body to improve texture. The authors
proposed a robust sub-pixel dense stereo matching algorithm divided into two stages that was able
to distinguish the body figure from its background and perform high precision matching. The
obtained results proved that the algorithm was capable of producing whole body shapes with high
accuracy (Figure 2.12B)
Miyazawa et al. [50] used passive stereo vision to develop a 3D scanning system. The stereo
camera possessed a narrow baseline to facilitate stereo correspondence due to the small geometric
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Figure 2.12: (A) Schematic representation of the stereo vision system and (B) examples of body models
acquired by the system. (Adapted from [30].)
transformation between the stereo images, but as result the accuracy of the reconstructed 3D data
was reduced. To overcome this problem, a high-accuracy stereo correspondence technique using
phase-based image matching was applied. Also, the small baseline prevented the acquisition of
the whole body from a single image and so a robot arm was used to scan the entire body (Fig-
ure 2.13A). Initially the system detected the human face and then acquired partially overlapping
stereo images of the body from face to foot. After acquiring the 3D point cloud a registration
process based on the Iterative Closest Point (ICP) [51] algorithm was performed. The proposed
system was able to acquire high-quality 3D body information with sub-millimiter accuracy (Fig-
ure 2.13B).
Figure 2.13: (A) 3D body scanning system proposed by Miyazawa et al. [50] and (B) captured 3D body
data. (Adapted from [50].)
One of the main drawbacks of active methods is their relatively low depth resolution and
high noise level which hinders the production of high-quality 3D models [11, 43]. In opposition,
a calibrated stereo setup with high resolution cameras can produce depth maps of higher depth
resolution [52]. Recently, hybrid methods that combine passive stereo with active methods, are
beginning to arise allowing the production of high resolution depth maps.
Passive stereo systems perform badly in textureless surfaces, repeated patterns and occluded
areas, while ToF cameras have some difficulties in dealing with rich texture regions (where pas-
sive stereo outperforms), but deal well with textureless surfaces. Several approaches have been
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developed to merge ToF sensor data with images captured from monochromatic or stereo cam-
eras. A recent overview of fusion methods can be consulted in [53]. Zhu et al. [54] explored the
mentioned complementary nature by fusing the probability distribution function of the depth data
from each sensor using a Markov Random Field [55], producing a combined sensor with higher
features. The results revealed an overall error reduction of 50% when compared to state-of-the-art
methods such as structured light. However the fusion approach needed close to 20 seconds to
create a depth map of 400 x 300 resolution making them unsuitable for real time applications.
Similarly, Somanath et al. [52] proposed a stereo algorithm that combined the information
from stereo RGB images with the low resolution depth information of Microsoft R© Kinect in order
to obtain a dense depth map with higher depth and spatial resolution. The depth estimates from
Microsoft R© Kinect and the confidences from both sensors were used to calculate the data cost only
for a sparse set of labels. The matching cost also took into consideration the image consistency in
combination with the geometry prior provided by the Microsoft R© Kinect. Moreover, for dealing
with textured and non textured surfaces, a smoothness prior was obtained trough the combination
of the depth and image gradient information. The results revealed an improvement in depth reso-
lution, recovery of small geometric details and correct depth in ambiguous areas, thus overcoming
the individual flaws of the sensors.
Nevertheless, the previous mentioned examples were not specifically applied in the reconstruc-
tion of 3D human bodies, but to the reconstruction of objects. Jia et al. [56], combined the high
quality of stereo image with the very fast, but low resolution, depth acquisition of Microsoft R©
Kinect to create an efficient and enhanced 3D image reconstruction system. The developed sys-
tem was able to create real-time high resolution 3D image with 30 fps (Frames per Second) (Fig-
ure 2.14)
Figure 2.14: 3D reconstructed image and depth map obtained by (A) stereo vision, (B) Microsoft R© Kinect
and (C) combined method. (D) Design flow of the 3D image reconstruction method proposed by Jia et al.
[56]. (Adapted from [56].)
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2.3 Human Pose Estimation and Motion Tracking
In telerehabilitation, human motion tracking systems should be able to generate real-time data
to dynamically represent the position changes of a human body (or portion of it). The tracking
system can be non-visual or visual based, with markers or marker free, depending if indicators
need to be connected to body parts.
Non-visual tracking systems rely on the use of sensors that are connected to the human body
and collect movement information. A wide variety of sensors is available such as mechanical,
inertial, acoustic, radio, microwave and magnetic sensors. Each category as its own limitations
and advantages considering the environment in which they are used. The main advantage of non-
visual systems is that they do not suffer from the "line-of-sight" problem, as the visual systems do,
where an unobstructed view must be maintained between the robot and the camera [6].
Visual tracking systems take advantage of optical sensors (e.g. cameras) to improve the accu-
racy in pose estimation and can be divided into marker and marker free systems. Visual marker
based systems (MBS) follow the human movement by using cameras and identifiers (markers)
located in the human body surface. During body movement, since the human skeleton is a very
complex structure each body part performs its own motion trajectory with high degrees of freedom.
This complexity proves to be a drawback in consistent and reliable motion estimation. The use of
markers solves this problem by minimizing the ambiguity in the subject’s movements. However,
these systems are expensive and, in a home setting, attaching the markers or dressing a suit can
become a burdensome task [57]. Other problems arise from the use of markers like the addition
of noisy data due to the movement of skin under the markers or movement of the marker itself
resulting in unreliable landmarks [6]. Also, image acquisition when using MBS is often limited
to a specific laboratory setting [35] which constitutes a major drawback in a telerehabilitation ap-
plication. As well, one of the main problems of MBS is reproducibility due to the variation of
marker placement between sessions [9]. Markerless systems (MLS) can overcome most of these
problems since they only rely on the information given by the visual sensors and do result in a
less restrictive system. Cameras can deliver high accuracy in movement tracking due to their high
resolution and their parameters can be easily estimated. Also, nowadays they are relatively inex-
pensive, can be modular and adaptable to different scenarios and mainly are non-obtrusive, which
is a very important feature in a telerehabilitation setup [6]. However, MLS are more sensible to
changes in illumination and appearance [57]. MBS are still the gold standard for motion tracking
since they can deliver an higher precision and are often used on the evaluation of MLS [9, 58, 10].
MLS can be further divided into two approaches: model based and model free which are
further detailed in the next sections. Also, when considering a motion capture system several sub-
processes can be included such as initialization, data pre-processing, tracking and pose estimation
[59]. Initialization includes the preparation for the actual motion capture system and for example,
the synthesis of the articulated models in the model based approach is part of this process. Data
pre-processing gathers the information needed in order to perform the pose estimation and includes
the segmentation of the human body within the image sequences and the 3D reconstruction, when
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necessary. Finally, pose estimation uses the processed information to acquire the pose parameters
[35].
2.3.1 Model Based Approaches
Model based approaches are the most common within motion capture systems. This approach fits
a 3D representation of the human body, which includes a surface point cloud and an associated
skeleton representation, to the acquired data, that can be either 2D or 3D information. The joint
centers and their velocities can then be estimated by using the articulated skeletons. Also, com-
putation time and algorithm complexity may be reduced by implementing constraints to the joints
like boundaries to the range of movement due to dependency of neighbouring joints [35].
Most of the model based approaches require an initialization step in which the model used to fit
the 2D or 3D acquired data is constructed. The simpler the model, more computationally fast and
simple it is to implement, but it is more prone to errors and deviations [35]. Kohli et al. [60] used
a primitive model for segmentation and pose estimation of human figures. The presented model
included a rectangular torso with sticks as limbs (Figure 2.15A1), 26 degrees of freedom (DoF),
but no constraints. In order to obtain a probability distribution of whether the pixels belonged to
the silhouette, the simpler model was replaced by a prior shape (Figure 2.15A2). The segmentation
results were promising, but the accuracy in the pose estimation was not strong enough according
to biomechanical needs.
Ogawara et al. [61] proposed a more advanced deformable articulated model and fitted him
to a 3D reconstructed volume obtained from multiple video streams (Figure 2.15B). The used
model was composed by a link model for joint structure representation and a skin model for body
surface representation (naturally deformed as a consequence of changes in the joint angles and so
constrained the deformation and prevented unnatural movements). The deformable model had 29
DoF for joints, 3 DoF for body translation and 3 DoF for body rotation.
Figure 2.15: (A) Primitive models proposed by Kohli et al. [60]. (A1) Stickman and (A2) corresponding
prior shape (distance transform). (B) Surface model proposed by Ogawara et al. [61]. (Adapted from
[60, 61].)
Human shapes can also be synthesised using repositories such as in the Shape Completion and
Animation of PEople (SCAPE) method proposed by Anguelov et al. [62]. This method included
both articulated and non-rigid deformations and built two separate models that could be combined
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to produce 3D surface models. One model derived the variation in body poses while the other
derived the variation in body shapes. The variation in pose was separated into a rigid and non-
rigid component and the deformation was constrained by the movement of adjacent joints which
significantly reduced the dimensionality of the model. Principal component analysis (PCA) [63]
was used to represent the shape variation by inducing a low-dimensional subspace of body shape
deformations. The dataset is available online7 and has been used in a wide variety of human shape
and pose estimation tasks [64, 65, 66, 67, 68]. However, SCAPE has the drawback of requiring
a high-quality initialization shape (either from marker-based motion capture or Visual Hull (VH)
from a surrounding camera array) and the outcome quality is highly dependent on the quality of
the training data [69].
When the use of repositories is unsuitable, subject-specific models can also be automatically
generated such as in the system proposed by Corazza et al. [70] (Figure 2.16). The subject-specific
model was created based on an automatic model generation algorithm [71] and a SCAPE model
with a biomechanically consistent kinematic model and a pose-shape matching algorithm, being
generated from a single static recording. The obtained accuracy when comparing to anatomical
landmarks was under 2.5 cm.
Figure 2.16: Overview of the iterative pose registration method proposed by Corazza et al. [70]. (Adapted
from [35].)
Many of the pose estimation methods use a non-rigid registration approach to fit a body or
skeleton model to 3D data. For tracking body motion from 3D mesh fitting, ICP is a popular
method [11]. The ICP was originally developed by Besl et al. [51] to align rigid 3D shapes.
Normally, by using a nearest neighbour principle the point correspondences are found between
the articulated object and the reference model and are then used in a least minimization problem.
Grest et al. [72] estimated motion from a point cloud obtained from depth data acquired from
stereo images, Figure 2.17. The body pose estimation was accomplished by using an analytically
derived Jacobian and the correspondences between the point cloud and the model points were
obtained using ICP. The proposed method achieved real time performance.
Other methods propose ICP based approaches with some modifications such as the one pro-
posed by Chen et al. [73]. The authors used a Hierarchical Weighted Iterative Closest Point
(HWICP) method to fit an articulated model to a Visual Hull model (Figure 2.18). According to
the authors when the adjacent body segments are near cylindrical-shape the general hierarchical
7http://ai.stanford.edu/~drago/Projects/scape/scape.html
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Figure 2.17: Overview of the method proposed by Grest et al. [72]. (A) Body model (left) and joints of the
arm (right). (B) Depth images (right), original image overlayed with the estimated body pose (center) and
model view from one side (left). (Adapted from [72].)
ICP fails [71]. For this reason, they suggested HWICP in which the voxels of the skin model were
weighted and only the heavily weighted were included for ICP registration. Regions prone to noise
were assigned low values whereas regions with rapidly changing surface normals were assigned
higher weights. The results presented were promising and the authors were able to estimate the
movements of limbs with 6 DoF for all joints [73].
Figure 2.18: Overview of the method proposed by Chen et al. [73]. (A) Target, (B) Silhouette, (C) Visual
Hull, (D) 3D human body shape tracking, (E) Motion tracking. (From [73].)
Despite the popularity of ICP, it has the major drawbacks of requiring a good initial position
and not being able to handle tracking failure [11]. Other approaches make use of alternative
registration procedures. Ye et al. [69] estimated pose from a single depth image and traded real-
time performance for accuracy. In the proposed method, a motion database, created from a generic
human mesh model, was used. The human model included not only the surface mesh but also the
corresponding skeleton containing a total of 19 joints. An overview of the reported solution can
be observed in Figure 2.19. Having as input a point cloud (or a depth map) the object of interest
was segmented using distance constraints and then the noise was removed by applying a modified
surface reconstruction algorithm. Next, the Coherent Point Drift (CPD) [74] algorithm was used
to estimate a refined pose configuration. The occlusion problem was solved by using the database
information. The final output was accomplished by a failure detection and recovery mechanism
using temporal information. Results revealed an accuracy of 38 mm in joint detection.
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Figure 2.19: Overview of the method proposed by Ye et al. [69]. The result is an estimated skeleton
embedded in the input point cloud. (From [69].)
Schwarz et al. [75] tracked full body movements from depth images using geodesic distances
and optical flow. First, anatomical landmarks were identified in the depth data and were then used
to fit a skeleton using inverse kinematics. The body part detection was facilitated by representing
the 3D points on the surface of a person as a graph in order to measure the geodesic distances be-
tween different points in the body. Geodesic distances were chosen instead of euclidean distances
since they are independent of body posture. The occlusion problem was solved using an optical
flow approach computed on the depth images. The results were evaluated using both input data
provided by Kinect and a ToF camera and reported that the proposed method was able to estimate
3D full body poses with high accuracy.
More recently, particle filters are being used to solve the problem of motion capture. Particle
filters allow the estimation of bayesian models that consist in a set of latent variables connected
in a Markov chain. The latent variables are estimated by simulation using an arbitrary number of
particles. In a motion capture system, the latent variables are the pose parameters and images in
the video sequence and the 3D reconstructions are the observed data. An efficient distribution of
the particles is accomplished by using the solution from the previous frame as prior information
[35].
Li et al. [76] proposed a motion capture system that, by having a stereo input, was able to track
human motion with a particle filter approach with partitioned sampling in order to solve the high
dimensionality problem. A quantitative error analysis was accomplished by using videos from
the publicly available CMU MOCAP database8 that includes ground truth data obtained using a
marker-based motion capture system. Results revealed a good accuracy even with random, fast
and complex motions at a near real time speed.
Despite the advances achieved regarding particle filter approaches, most of them suffer from
the curse of dimensionality and need to use simple human models (that result in suboptimal track-
ing outcomes) or need a high number of evaluations to achieve accurate results. The latter problem
is of key importance in real-time applications since in order to obtain an adequate speed the op-
timal result should be found in as few iterations as possible. Based on a stochastic optimization
approach, evolutionary algorithms are appearing as an option to particle filter approaches. Evo-
lutionary algorithms present some advantages such as a robust and reliable performance, global
and local search capability, little or no information requirement [77]. Bolivar et al. [77] compared
8http://mocap.cs.cmu.edu/
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the performance of three relevant evolutionary algorithms namely Covariance Matrix Adaptation
Evolutionary Strategy [78], Differential Evolution [79] and Particle Swarm Optimization (PSO)
[80], with two commonly used variants of particle filters, Annealed Particle Filter [81] and Parti-
tioned Sampling Annealed Particle Filter [82]. The results demonstrated that generic optimization
algorithms provided significantly better results than particle filter approaches.
Michel et al. [83] considered human body tracking as an optimization problem and imple-
mented the PSO method, Figure 2.20. The problem was solved by using a top-down approach
that minimized the discrepancy between the 3D occupancy of hypothesized instances of a human
body model and the volume reconstructed from the observations. The method input was a volu-
metric representation of the human body acquired by the fusion of the information provided by
the depth map of two Microsoft R© Kinects. As stated by the author the input data could also be
a volumetric representation obtained by computing the VH. The authors proposed three variants
of the PSO method, baseline PSO (bPSO), perturbed PSO (pPSO) and HYBRID, that combined
the pPSO with the OpenNI method 9 and did not required an initial body pose and knowledge of
the body model parameters. The results revealed that the pPSO outperformed the bPSO method
being more accurate than the OpenNI. Regarding accuracy, the HYBRID approach was slightly
less accurate. However, due to the absence of the need of a initialization process, the HYBRID
method was considered more practical.
Figure 2.20: Overview of the method proposed by Michel et al. [83]. (A) Two RGB frames (left) and
respective depth maps (right). The volume (B) occupied by the person is obtained using the depth maps.
Then the proposed method fits the used human body model (C) to this volume, recovering the body skeleton
(D). (Adapted from [83].)
2.3.2 Model Free Approaches
Through the use of supervised learning, model free approaches relate the observed data to the pose
by searching for an image that is the best match to an input image from the training set [36, 35].
One of the main drawbacks of these methods is the fact that if a pose is not included within the
training set, they will most likely fail to estimate it [35].
Yang et al. [36] implemented a learning based approach to track human body poses from stereo
images, Figure 2.21. The authors used a linear combination of prototypes of 2D depth images and
9http://wiki.ros.org/openni_tracker
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their corresponding 3D joint positions to represent the human body pose. In order to reduce com-
plexity, during the learning stage the human body poses were hierarchically divided into several
sub-clusters. Depth images were used to overcome ambiguities and a top-down learning approach
allowed the reconstruction of 3D human body poses that were not present in the training data.
However, the proposed method was unable to deal with other viewpoints rather than the frontal
view.
Figure 2.21: Examples of the tracked 3D human body poses with a sitting on a chair sequence using the
method proposed by Yang et al. [36]. (From [36].)
Shotton et al. [84] developed a new human pose recognition method from a single depth image
divided into two stages: body part labelling and 3D joint position estimation, Figure 2.22. First
a dense probabilistic body part labelling, whose parts were spatially localized near skeletal points
of interest, was done by using a segmented depth image. The labelling was accomplished using
per pixel classification based on Randomized Decision Forests (RDF) [85] trained using a large
database of synthetic depth images. This approach allowed the identification of up to 31 body
parts in real-time. Then, a mean-shift algorithm was used to find the spatial modes of each part
distribution resulting in confidence-weighted proposals for the 3D locations of each skeletal joint.
The body part recognition algorithm described in [84] comprises the initial part of the method
used by the skeletal tracker provided with the Microsoft R© Kinect. The second part, in which a
skeleton is fitted to the hypothesized joint positions is part of an unpublished proprietary algorithm.
Kinematic and temporal constraints are explored in order to obtain a smoothed output skeleton that
is able to handle occlusions [86].
Estimating the joint position using the mean-shift algorithm has some drawbacks: the size and
shape of the subject deeply influences the joint position estimation, the relative information ob-
tained is related to the body surface, whereas joints are localized inside body parts [87]. In order to
surpass these limitations Dinh et al. [87] developed a new 3D body pose recovery approach based
on Principal Direction Analysis (PDA) of recognized human body parts from a series of depth im-
ages, Figure 2.23. First, trained RDF were used to identify the human body parts within a synthetic
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Figure 2.22: Overview of the method proposed by Shotton et al. [84]. Using a single depth image a per-
pixel body distribution is inferred. Then, high-quality 3D proposals for the locations of each body joint are
obtained by estimating local modes. Both single an multiple detection is possible. (From [84].)
training database. The recognized body parts were used to estimate the principal direction vectors
using PDA. Finally, the 3D human body pose was recovered by mapping the directional vectors to
each body part of the 3D human body model. In comparison with the method proposed by Shotton
et al. [84], instead of using a human skeleton model without constraints, the author proposed a
more advanced model that used a kinematic chain with predefined DoFs for each joint. The more
complex model represented with more feasibility the body movement and obtained more robust
results, Figure 2.24. Overall results revealed that the proposed method was able to deal with se-
quences of unconstrained movements of persons with different sizes and shapes. Similarly to the
previous mentioned approach other 3D body pose recovery methods use a learning methodology
to recognize each body part [88, 89].
Figure 2.23: Processing pipeline of the method proposed by Dinh et al. [87]. Using as input a depth image
without background the body parts are labelled and by applying PDA to the body parts the final 3D human
body pose is recovered. (From [87].)
More recently, the developers of the Microsoft R© Kinect skeletal tracker proposed two en-
hanced algorithms [86]. Girshick et al. [90] developed an algorithm that performed the regression
directly on the raw depth information, instead of on the body part labelled intermediate stage.
The algorithm was able to estimate the position of occluded joints. Results revealed that the im-
plemented algorithm outperforms state-of-the-art implementations, such as the one of Shotton et
al. [84], and was able to run at a speed of about 200 frames per second [90]. Taylor et al. [91]
extended the initial machine learning approach by estimating correspondences directly between
images pixels and a 3D mesh model, Figure 2.25. This was accomplished by employing a re-
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Figure 2.24: Comparison of the approach proposed by Dinh et al. [87] with the one proposed by Shotton et
al. [84] for four different poses. The first row shows RGB images, the second row shows depth silhouettes,
the third row shows the results obtained from the mean shift algorithm (Shotton et al. [84]) and the fourth
row shows the results obtained using the PDA algorithm (Dinh et al. [87]). (From [87].)
gression forest in an energy minimization approach. Unlike ICP methods, the proposed one does
not required more than one iteration for optimization since the regression forest was able to accu-
rately estimate correspondences, thus enabling a "single-shot" optimization [91]. As an additional
contribution the authors proposed a more realist evaluation metric, instead of the mean average
precision used by [84] and [90]. The developed algorithm achieved a 45% score in opposition to
the 20% score obtained by previous state-of-the-art algorithms [84, 90].
Figure 2.25: Overview of the method proposed by Taylor et al. [91]. The correspondences are estimated
directly between images pixels and a 3D mesh model. Without separate initialization or alternating min-
imization of pose and correspondence, a fast and reliable convergence to a good pose estimate can be
obtained in a "single-shot". (From [91].)
Shen et al. [92] tried to overcome the difficulty of the method of Shotton et al. [84] when
dealing with severe occlusions. By using the output of the Microsoft R© Kinect system as an initial
estimation of the human pose, the authors improved the initial pose by exploring temporal motion
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consistency and systematic bias. Ground truth poses were obtained from a mocap system10 and
combined with the direct output from the Microsoft R© Kinect to train a large dataset of specific
human actions. The training information was then used to correct the initial Microsoft R© Kinect
poses by using a random forest regressor [92].
Building on the work of Shen et al. [92], Zhou et al. [93] surpassed the need of a large training
dataset. The authors used a probabilistic model based on Gaussian Process (GP) [94] to reconstruct
poses directly captured by the Microsoft R© Kinect system. The use of a GP based model allowed
the use of a smaller training set. Results revealed that the system was able to deal with severe
self-occlusion situations and outperformed the one proposed by Shen et al. [92].
Figure 2.26: Postures from Microsoft R© Kinect (left avatar) and their corresponding reconstructed poses
(right avatar). The skeleton data presented in blue in the top two pictures is the tracked Microsoft R© Kinect
results. (A) Rolling hands forward and backward. (B) Bending leg. (C) Taichi motion. (Adapted from
[93].)
2.4 Tools and Software Libraries
Recently, the appearance of low cost 3D sensing hardware boosted the interest in solving Com-
puter Vision problems related to 3D processing. For this reason, to allow the advance in vision
research and the dissemination of vision knowledge, it is of outermost importance the develop-
ment of libraries of programming functions. This libraries should contain optimized and portable
code and hopefully be free [95]. By gathering functions that solve basic problems, the develop-
ment of open-source libraries allows the researchers to focus on solving and improving on-going
problems. Some of the most commonly used libraries for Computer Vision and 3D processing
handling are described in the following sections.
2.4.1 OpenCV
Open Source Computer Vision Library (OpenCV)11 is an open source library for image and video
processing that was originally introduced 15 years ago by Intel. Nowadays it is one of the most
commonly used open source libraries with more than 2.5M downloads [95]. OpenCV can be
used in both academic and commercial applications under the Berkeley Software Distribution
10http://www.vicon.com/
11http://opencv.org/
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(BSD) license. It can be integrated with several operating systems such as Windows, Linux,
Android/iOS and has C++, C, Python and Java interfaces [95]. Several state-of-the-art algorithms
for image and video processing are incorporated and ready to use in OpenCV, such as algorithms
for egomotion estimation, gesture recognition, segmentation, motion tracking, stereo vision and
object identification, just to name a few. A detailed description of many of the algorithms and
methods implemented in OpenCV can be found in [96]. The most recent stable version,released
in June 2015, is 3.0.
2.4.2 Point Cloud Library
Point Cloud Library (PCL)12 is a C++ open source library intended for 3D point cloud processing.
It can be used under the BSD license, is fully integrated with the Robot Operating System (ROS)
and can be ported to Windows, Linux, MacOS and Android/iOS. Among others, PCL provides
state-of-the-art algorithms for filtering, feature estimation, surface reconstruction, model fitting,
segmentation and registration of 3D information. The most recent stable version is 1.7.2 and was
released in September 2014.
This library relies in three main third party dependencies. All the k-nearest neighbour opera-
tions are based in the Fast Library for Approximate Nearest Neighbours (FLANN)13. The informa-
tion is passed between modules and algorithms using Boost14 pointers. Visualization of n-D point
cloud structures is accomplished by using the VTK15 library. Also, other three libraries (Eigen,
Qhull and OpenNI) can be compiled together to allow the performance of several secondary algo-
rithms. Operations related with linear algebra, matrix and vectors are solved using Eigen16. The
Qhull17 library is used for convex hull and Delaunay triangulation, among others. The interface
with PrimeSense devices is done through the OpenNI18 [97].
In order to simplify the development, PCL is separated in smaller libraries that can be built
separately (Figure 2.27).
Figure 2.27: Sub-libraries of PCL. (From [98].)
12http://pointclouds.org/
13http://www.cs.ubc.ca/research/flann/
14http://www.boost.org/
15http://www.vtk.org/
16eigen.tuxfamily.org/
17http://www.qhull.org/
18http://structure.io/openni
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2.4.3 Skeleton Tracking Libraries
With the development of affordable cameras that are able to retrieve the depth information from
the viewing scene, the task of motion capture has been eased. As a consequence the creation of
open source software libraries that can perform skeleton tracking (ST) has also been promoted.
Table 2.2 presents some of the available libraries with their main advantages and disadvantages.
Table 2.2: Comparison between ST libraries. (Adapted from [99].)
ST
Libraries
Pros Cons
Microsoft
Kinect
SDK
1. Easy to install, fairly widespread.
2. Supports skeleton tracking (20 joints).
3. Does not require camera calibration.
4. Predictive tracking of joints.
5. Fast skeleton recognition.
6. Joints occlusion handled.
1. Support for Windows only.
2. Only for C/C++ and C#.
3. Higher processing power.
OpenNI
1. Support skeleton tracking (15 joints).
2. Available for most languages.
3. Any OS compatible.
1. Calibration pose required.
2. No predictive tracking.
3. Joints occlusion not handled properly.
4. Gets confused with very fast movements.
Libfreenect 1. Any OS compatible.2. Available for most languages.
1. No skeleton tracking.
2. Difficult to install.
CL NUI
1. Can capture a wide range of
body movements.
2. Camera noise can be filtered.
1. Cannot perform motion prediction.
2. No support for occlusion handling.
Evoluce
SDK
1. Support various gesture
recognition methods.
2. Support skeleton tracking.
1. Only for Windows 7.
2. Calibration pose is required.
3. Only for C/C++ and C#.
Delicode
NImate
1. Quite fast.
2. Support skeleton tracking.
3. Does not require camera calibration.
1. Skeleton tracking not
done properly.
2. Only for Windows.
GPU
People
(PCL)
1. Any OS compatible.
2. Open architecture.
3. Device Independent.
1. Only for C++.
2. Training data only available
for Microsoft R© Kinect.
Skeltrack
1. Open architecture.
2. Device Independent.
1. Only for C.
2. Can only track the upper body (7 joints).
3. Skeleton tracking not done properly.
From the presented libraries, the most robust and widely spread are the Microsoft R© Kinect
SDK and the OpenNI. Microsoft R© Kinect SDK was released by Microsoft and its current ver-
sion, compliant with Microsoft R© Kinect v1, is 1.8. OpenNI works with a compliant middleware
called NITE and its highest version is 2.0. OpenNI’s skeletal tracker requires the user to perform a
predefined calibration pose until enough joints are recognized. The time needed to hold the men-
tioned pose depends on the scene and processing power. Microsoft R© Kinect SDK, on the other
hand, does not require an initial calibration pose. For this reason it is more prone to misidentify
environment objects as skeletal joints when the pose is too complicated or the environment is too
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cluttered. The most recent version of Microsoft R© Kinect SDK presents the option to track only the
upper body of the subject. This can be advantageous for tracking people in seating position, such
as patients in a wheelchair. The OpenNI’s skeletal tracker is able to recognize 15 joints while the
Microsoft R© Kinect’s can retrieve 20 joints (or 10 for the upper body tracking option), as presented
in Figure 2.28. Also, it performs simple gesture recognition while OpenNI is more focused on
hand detection and hand-skeletal tracking [86].
Figure 2.28: Skeleton models. (Adapted from [69] and [9], respectively.)
As can be perceived by Table 2.2, most of the available libraries rely on the information pro-
vided by a structured light based device from PrimeSense, such as the Microsoft R© Kinect. As
well most of the developed algorithms are closed, meaning that we can only access the methods
to invoke then, but cannot perform any direct improvements. Nevertheless, most recently some
libraries that are device agnostic have appeared. This is the case of the PCL GPU People module
released by Point Cloud Library in September 2014. This module is prepared to receive the infor-
mation in Point Cloud Data (PCD) format. However it relies on training data that, as of the time of
writing, is provided only for Microsoft R© Kinect like cameras. Skeltrack is another recent library
that is device independent. However it is only capable of tracking the upper body (7 joints) and it
is still in a very premature stage of development [100].
2.5 Final Discussion
Recently, 3D acquisition systems are gaining undeniable importance in 3D human body recon-
struction, due to their affordability, efficiency, compactness and easiness to use. Nevertheless,
they still present some drawbacks. Active sensors are more efficient in providing depth informa-
tion and so more oriented for real time applications. However, they produce low resolution depth
maps which is a major disadvantage for applications that require a high quality depth map. On
the other hand, passive stereo vision results in higher quality depth images, but can be inefficient
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from a computational perspective. Yet, recent research projects are working in the development of
stereo algorithms that can achieve real time speed. Also, passive stereo has difficulties in dealing
with untextured surfaces which present no difficulty for active sensors. On the other hand, active
sensors have problems with very textured surfaces were passive stereo outperforms. Some hybrid
methods take this situations into consideration and combine active with passive methods in order
to overcome their individual weaknesses.
When considering the task of human pose estimation and motion tracking, two paths can be
chosen: marker based or markerless approaches. While the first yields more accurate results, the
task of attaching markers to the body normally needs to be performed by a specialized technician
and also the image acquisition is often limited to a laboratory setting. These drawbacks make
marker based systems unsuited for telerehabilitation applications. Markerless systems, on the
other hand, are less restrictive and can be easily adapted to the home setup. However, they are
more sensible to illumination and appearance modifications. Further, markerless systems can be
divided into model based and model free methods. Model free approaches do not require a priori
knowledge, but are restricted to estimating poses that are very close related to the ones presented
in the training dataset. To overcome this limitation, an expansion of the dataset can allow a more
flexible range of motions but at the expense of computational power. Both model free and model
based approaches present the limitation of being compromised when the observed subject wears
baggy clothes leading to an unprecise joint location determination. Also, most of the body models
and datasets used are from healthy adults. In a telerehabilitation setup the observed subjects may
present health related body deformities that would hinder the process of pose estimation. For
this reason, creating a set the most varied possible regarding body composition, as to reflect the
population variation, is of key importance. Considering accuracy both methods provide similar
results. Nevertheless, regarding processing time, model free approaches produce the best results.
When the goal is to develop a telerehabilitation application both accuracy and processing time
should be considered. A good accuracy is of key importance to obtain clinical relevant information
and an adequate processing time is fundamental to provide information in real-time. For this
reason an adequate tradeoff between accuracy and processing time should be guaranteed.
In summary, there is no overall solution that is able to tackle all the aforementioned problems.
Each application has its objectives and requirements. The developer needs to chose and improve
the algorithms and methods that best suit the final system requirements, such as the texture char-
acteristics of the scene, the need for high quality depth maps, the desired level of fine details, the
accuracy and time cost efficiency in pose estimation.
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Chapter 3
Methodology
One of the main goals of the present thesis was the development of a system able to track the
skeleton movements of a patient in the context of a telerehabilitation approach. As described in
Figure 3.1 the developed system comprised two hierarchical stages. First, a stereo camera was
used to allow the acquisition of a 3D representation of the human body. Then, the obtained 3D
representation was feed to the skeleton tracking system that was able to recognize each skeleton
joint of the given human body during the performance of a series of rehabilitation exercises.
Figure 3.1: Overview of the general pipeline. The first stage (I) comprised the acquisition of a 3D repre-
sentation of the scene using a stereo camera. On the second stage (II), the acquired 3D representation was
used to obtain the skeleton configuration of the subject presented within the observed scene.
3.1 Image Acquisition
For the course of this work images were acquired using the stereo camera Bumblebee R©2 (BB2-
03S2) from Point Grey and FlyCapture R© SDK, provided by the manufacturer. Some of the cam-
era’s main characteristics are summarized in Table 3.1. The camera possesses a calibration reten-
tion system to allow the maintenance of its factory calibration. Both the left and right images are
transmitted to a PC via an IEEE-1394 interface with a resolution of 640 x 480 pixels at a maxi-
mum frame rate of 48 fps. The provided SDK was used to control the camera settings and acquire
the images. A second SDK (TriclopsTM Stereo SDK) is also provided by the manufacturer and
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offers methods to allow the development of stereo based applications. However, in order to allow
the achievement of the maximum frame rate the images were acquired in interleaved format and
de-interleaved and rectified in a pos processing stage (Figure 3.2).
Figure 3.2: (A) Acquired images in interleaved and in (B-C) de-interleaved format, left an right view,
respectively. In interleaved format the first byte is from the left camera and the second byte is from the
right.
Table 3.1: Specifications of the Bumblebee R©2 (BB2-03S2) stereo camera.
Resolution (pixels) 640x480
Pixel Size (µm) 7.4
Maximum Framerate (fps) 48
Baseline (m) 0.12
HFOV (o) 44
VFOV (o) 33
Dimensions (mm) 157 x 36 x 47.4
Mass (grams) 342
Temperature (oC) 0 to 45
The acquisition protocol is described in detail in Appendix A. Briefly, the stereo camera was
placed in a tripod at 0.90 m from the floor and at 2.7 to 3.5 m from the subject. The images were
then acquired at a frame rate of about 20 fps with the subject performing a series of rehabilitation
exercises.
As the aim is the development of a skeleton tracking system for a telerehabilitation context,
during image acquisition the users were instructed to perform the rehabilitation exercises described
in Table 3.2 and presented in Figure 3.3. From a biomedical perspective, these three exercises were
chosen since they are commonly used in a rehabilitation setting [8, 58]. From a computational per-
spective, they were chosen since they represent an increasing difficulty for a skeleton recognition
system due to its growing complexity. For this reason, the first exercise is consider to be the most
simple, the movement occurs in individual planes with none or little occlusions. The third exercise
is considered to be the most complex due to the existence of a moment of occlusion of the lower
members.
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Table 3.2: Detailed description of the rehabilitation exercises performed by the subjects during image
acquisition.
Exercise Description
1 Arm abduction and adduction in the coronal plane followed by arm abduction
and adduction in the sagittal plane.
2 Hip abduction and adduction in the coronal plane with the knee extended (left
leg followed by the right leg).
3 Toe touch: Movement of the hands from the sides of the trunk in the direction
of the toes.
Figure 3.3: Rehabilitation exercises performed by the subjects during image acquisition. (Adapted
from [101].)
3.2 Human Body Reconstruction
Before the human pose estimation stage, a 3D representation of the human body to be tracked
needs to be obtained. This was achieved by combining color and depth information provided by
the stereo camera with the knowledge of the relative position between the views of the stereo pair.
3.2.1 Point Cloud Generation
In stereo based reconstruction the 3D position of a point is found by the intersection of two pro-
jection rays from the referred 3D point from two (or more) different views (Figure 3.4) [34]. In
order to obtain a 3D model of the scene, stereo systems must deal with two problems, the cor-
respondence and the reconstruction problem [102]. Briefly, the correspondence problem aims to
determine the correspondent points in the different views, while the reconstruction problem uses
those correspondent points combined with the relative position between the views to obtain the
3D mapping of the scene.
To determine the matching points in the two views the correspondence problem needs to be
solved [34], this means detecting for each point in the left image the corresponding point in the
right [15]. To simplify the correspondence search, by reducing it to a 1-D search problem on a
scanline, rectification needs to be performed. Rectification determines a transformation allowing
that pairs of conjugate epipolar lines become collinear and parallel to one of the image axis, usually
the horizontal one [102]. After rectification corresponding pairs of points are located within the
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Figure 3.4: Stereo camera geometrical model. The 3D position (P(X ,Y,Z)) of a point is found by the inter-
section of two projection rays from the referred 3D point from two different views (xL and xR, respectively
for the left and right views). f represents the focal length of each camera and Z the distance between the
camera and the 3D point. (Adapted from [34].)
same epipolar line and the difference between their horizontal coordinates results in the so called
disparity. As can be observed in Figure 3.5 the rectification corrects camera’s misalignments. As
well, in the rectification step, camera’s distortion was also corrected using the provided camera
intrinsic parameters.
Figure 3.5: (A) Raw de-interleaved images obtained after acquisition. (B) Images after rectification and
distortion correction. The red lines represent the epipolar lines. As can be observed, after the distortion
correction, the lines (namely the one that marks the junction between the wall and the ceiling) in the image
corners are straight instead of curved. (A1), (B1) are images of the left view. (A2), (B2) are images of the
right view.
The great majority of the stereo correspondence algorithms follow the structure presented in
Figure 3.6. The correspondence detection is accomplished by measuring the similarity between the
two points. Many of the used algorithms establish the correspondence between two pixels by using
a matching cost function which is aggregated over a window. Following aggregation, the disparity
selection is performed and the disparity value is chosen for each pixel. An additional refinement
stage is normally performed in order to remove erroneous matches [15]. This refinement stage
aims to avoid the existence of peaks, checks for consistency, interpolates gaps and increases the
accuracy by performing subpixel interpolation [103].
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Figure 3.6: Generalized block diagram of a stereo correspondence algorithm. Adapted from [15].
Correspondence search is in fact the most computational burdensome task in 3D stereo re-
construction [34]. Stereo matching algorithms can be grouped into sparse and dense algorithms.
Sparse algorithms are obtained by matching features, such as edges or segments, between the
stereo images. Dense algorithms can be based on global (energy-based) or local (area-based)
methods. The two approaches are counterbalanced by accuracy and speed. Global methods are
more accurate and take into consideration the whole image and aim to minimize a global cost func-
tion. Local methods, in contrast are faster and use the information given by the intensity points
within a predefined window [15]. By producing a dense disparity map, dense algorithms are more
suitable for reconstructing surfaces. However, they rely on textured images in order to perform
adequately and also are sensible to illumination changes and so are inappropriate when matching
image pairs are obtained from very different viewpoints. On the other hand, sparse algorithms
despite providing sparse density maps are more robust to illumination changes. Also, by reducing
the matches from the entire image to a set of features, sparse algorithms prove to be faster [102].
Three dense stereo matching algorithms were evaluated to solve the correspondence problem:
• Block Matching (BM)
• Semi Global Block Matching (SGBM)
• Variational Block Matching (VAR)
The choice of dense stereo matching algorithms, instead of sparse algorithms, relied on their
ability to produce more consistent disparity maps that are more suitable for reconstructing the
human body.
The BM algorithm [104] is considered to be a local method in which the correspondence
between two pixels is established by using a matching cost function which is aggregated over a
window. The used matching cost function is the sum of absolute intensity differences (SAD) and
the aggregation of costs is accomplished by the superimposition of the cost function (C) over a
predefined neighbourhood (S):
C(x,y,d) = ∑
x,y∈S
|φL(x,y)−φR(x+d,y)| (3.1)
where φL(x,y) is the gray value of a point (x,y) of the left image, φR(x+d,y) is the gray value of
a point of the right image with a disparity of d to the point (x,y).
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Finally, the disparity computation (Q) is achieved by selecting the minimum superposition
value of the matching costs:
Q(x,y,d) = min(C(x,y,d)) (3.2)
The SGBM algorithm incorporates the advantages of both the global and local classes, achiev-
ing a good tradeoff between complexity and quality [17]. The algorithm changes the matching cost
function and adds a smoothing item to the energy function to further optimize the final result. A
detailed description of the SGBM algorithm can be found in [103]. Briefly, instead of using the
Mutual Information (MI) matching cost function proposed by Hirschmuller et al. [103], the used
implementation takes advantage of a simpler Birchfield-Tomasi [105] sub-pixel metric. This met-
ric is less sensitive to sampling points and noise whereas the MI function is more robust in relation
to recording and illumination changes [106]. The cost aggregation was done by performing an ap-
proximation of a global energy function by pathwhise optimizations from 5 directions, instead of
the 8 proposed by Hirschmuller et al. [103]. As stated above, an additional smoothness constraint
was added to the global energy function:
E(D) =∑
i
F(i,Di)+ ∑
kεNi
P1∗T [|Di−Dk|= 1]+ ∑
kεNi
P2∗T [|Di−Dk|> 1] (3.3)
where E(D) is the matching cost function sum of all the pixel points; F(i,Di) is the matching cost
of the pixel point i with the disparity Di. The second and third terms are the smoothing constraints.
The second term adds a constant penalty (P1) to the pixels were the disparity changes are small
(under 1 pixel). The third term adds a larger constant penalty (P2) for larger disparity changes
(above 1 pixel). The use of a small penalty for smaller changes allows an adaptation to slanted
or curved surfaces. On the other hand, using a constant penalty for larger changes preserves
discontinuities [103]. On the used implementation, the smoothing constraints were set to:
P1 = 8∗numberO f ImageChannels∗SADWindowSize2,P2 = 4∗P1 (3.4)
The disparity computation is then accomplished by a winner takes it all approach that is further
supported by disparity refinements.
For both the BM and SGBM correspondence algorithms both a pre-processing and a pos-
processing stage were conducted. In the pre-processing stage the input images were normalized to
reduce lighting differences and to enhance image texture [96]. This was accomplished by running
a window (of size 7 x 7) over the entire image. Given the window, the center pixel, Ic, was
replaced by min[max(Ic− I, − Icap), Icap] where I is the average value within the window and Icap
is a limit value. During the pos processing stage, three refinements steps were followed after the
disparity computation: speckle filtering, consistency check and quadratic interpolation [103, 104].
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Speckle filtering aims to remove outliers that result from the absence of texture, reflections and
noise. Speckles appear as small patches of disparity that differ consistently from their surrounding
disparities. An area threshold value can be set in order to remove these peaks. The consistency
check compares the left to right disparity calculation with the right to left calculation within a
fixed window. It is particularly useful at range discontinuities, where directional matching will
yield different results. Finally, by trying to locate the correlation peak between pixels, by fitting a
parabola to the winning cost value and its neighbours [17], the disparity image can be processed
to give sub-pixel accuracy. This increases the available range resolution without much additional
work [104].
The used VAR algorithm is inspired by the one proposed by Kosov et al. [107]. The authors
solve the correspondence problem by using a variational method that achieves real-time perfor-
mance by combining a multi-level adaptive technique with a multigrid approach. The computa-
tion effort is reduced by refining the grid only in regions where interesting structures are located.
Nevertheless, the used version differs from the one suggested by the authors since the automatic
initialization of method’s parameters is added, the method of Smart Iteration Distribution (SID)
is implemented, the support of Multi-Level Adaptation Technique (MLAT) and the method of dy-
namic adaptation of method’s parameters are not included [108]. In order to reduce the noise a
median filter was applied in a pos-processing stage.
The effect of tuning some of the stereo parameters of the three proposed matching algorithms
was evaluated and it is presented in Figures 3.7 and 3.8. As already stated the disparity is the
difference in pixels between the horizontal coordinates of correspondent points between the two
views. The computation time can be reduced by cutting down the number of disparities to be
searched which limits the length of a search for a matching point along an epipolar line [96].
However, if the number of disparities is too low the closer objects will not be detected, as can be
observed in Figure 3.7 when the number of disparities is set to 16. For this reason, the chosen
number of disparities was set to 32 as to be a reasonable compromise between accuracy and pro-
cessing speed. As for the size of the window used for the SAD calculation, increasing the window
size reduces the detail and precision but it is more robust to noise. The opposite effect is observed
when smaller windows are used (Figure 3.8). For the stated observations, a size window of 7 was
selected as a good counterbalance between the level of noise and detail. As can be observed, the
BM algorithm is only able to find strongly matching (high-texture) points between the two images
and so it is not the most adequate for an indoor scene were some low textured large areas, such as
walls, can be found. The VAR algorithm was not able to return suitable results as can be observed
by the black dots that appear on the disparity maps. As well, the subject borders are not as defined
as in the previous two methods. From the three evaluated stereo matching algorithms, the SGBM
was the one that returned the most reliable disparity map and so it was the one chosen to carry on
the processing pipeline.
An extensive overview of stereo matching algorithms developed in the last years can be con-
sulted in [15] and a ranking chart according to the taxonomy of Scharstein and Szeliski [109] is
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Figure 3.7: Disparity maps obtained using the three proposed stereo matching algorithms. Number of
disparities was varied from 16 to 64. All the other parameters were set constant. Black pixels represent
unknown disparity values. Brighter pixels represent points with largest disparities and so closer to the
camera. The correspondent RGB reference image (left view) is presented on the top row for comparison.
availabe online1.
After finding correspondent points in the two views the 3D scene can be obtained by using
triangulation. This process can only be successful if the relative position of the two cameras,
such as their rotations and translations, as well as intrinsic camera characteristics, such as the
focal length or the principal points are known. This parameters, called the extrinsic and intrinsic
parameters, respectively, are determined during camera calibration [34]. Camera calibration can
be performed using epipolar geometry. The principles behind epipolar geometry are extensively
explained in [110]. A wide variety of calibration tools, such as the Camera Calibration Toolbox
for Matlab2, can be used to obtain the mentioned parameters. However, the used stereo camera
1http://vision.middlebury.edu/stereo/eval/
2http://www.vision.caltech.edu/bouguetj/calib_doc/
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Figure 3.8: Disparity maps obtained using the BM and SGBM stereo matching algorithms. The size of
the window used for the SAD calculation was varied from 5 to 11 pixels. All the other parameters were
set constant. Black pixels represent unknown disparity values. Brighter pixels represent points with largest
disparities and so closer to the camera. The correspondent RGB reference image (left view) is presented on
the top row for comparison.
already provides factory calibrated stereo parameters that are stored in the device’s memory. These
parameters are summarized in Table 3.3 and were used throughout this work.
Table 3.3: Camera calibration parameters of the Bumblebee2 stereo camera.
fx fy cx cy
800.3968 800.3952 323.155 242.366
According to the pinhole camera model, the camera parameters can be summarized in the
projection matrix that is used to estimate the world coordinates P(X ,Y,Z) from the pixel coordi-
nates p(u,v) [56]:
w
uv
1
=
 fx s cx0 fy cy
0 0 1

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1
 (3.5)
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where ( fx, fy) are the pixel-related focal lengths representing the actual focal length f on the image
coordinate system, (cx,cy) are the central points in pixel coordinates, s is the skew factor, w is the
scaling factor, R is the rotation matrix and t is the translation vector. For the used stereo system,
the pixels are considered to be squared and so the skew is zero. Also, the two views are parallel in
the X axis, with a translation of 0.12 m (that corresponds to the stereo camera baseline), and with
no rotation between then and so equation 3.5 becomes:
w
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1
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 (3.6)
The 3D point cloud of the scene was obtained by combining the disparity values previously
obtained with the parameters of Table 3.3 and the following equation:
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where d(u,v) is the disparity value at the location (u,v) and Q is the perspective transformation
matrix that represents the disparity-to-depth mapping.
Nevertheless, as the point clouds were very noisy a segmentation and denoising step was
followed and is described in detail in the following section.
3.2.2 Point Cloud Segmentation and Denoising
In order to improve the raw point clouds obtained directly after disparity computation and trian-
gulation, a segmentation followed by a filtering stage was implemented.
As can be seen in Figure 3.9, the raw point cloud possessed different kinds of noise. Due
to the nature of the chosen algorithm in the stereo correspondence stage the foreground pixels
are propagated in the background direction and so there is not a clear definition between the
foreground and the background. This lateral noise, that is located around the subject, results
in noisy borders with points that notably belong to the background. To surpass this situation a
segmentation methodology was applied.
Also, since the background is a white textureless wall the stereo correspondence algorithm
performs poorly and so it is not able to estimate the depth accurately. To improve the quality of
the background a plane fitting method was followed.
The foreground segmentation was accomplished by combining 2D with 3D information [111].
The used pipeline is described in Figure 3.10. Briefly, the disparity image is used to obtain a rough
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Figure 3.9: Two different perspectives of a raw point cloud obtained directly after disparity computation
and triangulation. Yellow circles highlight the presence of lateral noise.
estimate of the subject’s position and, after some refinements, combined with the RBG information
to obtain the final segmentation result by using the GrabCut method [112].
Given the relatively simple image setup with only the subject in the line of sight of the camera
and a wall behind him, the subjects position was estimated by applying the Otsu’s [113] bina-
rization method on the disparity image (Figure 3.10A-B). Since in a disparity image each pixel
is inversely proportional to the distance from the camera, the same object has similar disparities
and the background has lower disparity values normally. For this reason, the histogram of the
disparity image will present two distinct peaks, one for the subject and the other for the back-
ground (in this case the wall). By using the OTSU’s method the disparity value that allows the
separation between this two peaks (that is located in the valley) can be automatically extracted.
This initial mask could have been obtained by using other methods, such as background subtrac-
tion. However, disparities are more robust in relation to illumination and shadows that can have
hampering effects in background subtraction like algorithms. Nevertheless, the presence of low
texture, repetitive patterns, reflections, noise and occlusion can result in completely wrong dispar-
ities. In order to reduce the effect of this kind of noise an erosion morphological operation was
applied to the binary image (Figure 3.10B-C). The pixels of the binary image were then marked
as probable foreground and the black pixels as background and combined with the RGB image to
proceed with the segmentation by using the GrabCut method. The GrabCut method is extensively
described in [112]. Briefly, this method is based on color Gaussian Misture Model and an iterative
energy minimization optimized by using the graph cut algorithm. As a result, the binary mask of
Figure 3.10E is obtained. However, due to the existence of white squares in the shirt of the subject
the returned mask presented some holes. For this reason an hole filling methodology was applied.
Also, assuming that the object of interest (in this case the subject) was the bigger blob, all the
other blobs were removed, obtaining the final mask presented in Figure 3.10F. The final mask was
used to obtain the refined RGB segmented subject presented in Figure 3.10H that was projected to
3D (Figure 3.10I).
In a textureless background, as can be observed in Figure 3.9, the obtained raw point cloud
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Figure 3.10: Foreground segmentation pipeline. The disparity image (A) is used to obtain a rough estimate
of the subject’s position (B) through Otsu’s binarization, that is further improved by using an erosion mor-
phological operation (C). The obtained mask is then combined with the RBG information (D) to obtain the
segmentation result by using the GrabCut method (E). The retrieved mask is then corrected (F) and used to
obtain the refined RGB segmented subject (H) that was projected to 3D (I).
presents an high amount of wrong calculated depths. For this reason, a plane fitting methodology
was followed in order to obtain an estimation of the wall and floor planes, Figure 3.11.
In order to roughly separate the points that belonged to the floor from the ones that belonged
to the wall a passthrough filter was applied on the input cloud (Figure 3.11C-D). This was done by
removing all the points with Z dimension outside the range of 0 to 4.7 m, for the case of the floor,
and outside the range of 4.0 to 5.0 m for the case of the wall. This range values were empirically
selected. In the future an automatic range selection should be implemented, based, for example,
on the analysis of the histogram of the disparity map.
The plane fitting was then followed using the RANdom SAmple Consensus (RANSAC) method
[114] supported by the calculation of surface normals, in each one of the two point clouds previ-
ously obtained.
The surface normal~n of a point p was estimated by the normal to the k-neighbourhood surface
by performing PCA on the neighbourhood’s covariance matrix. The direction of~n was obtained by
the eigenvector corresponding to the smallest eigenvalue. For each point pi a covariance matrix C
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Figure 3.11: Plane fitting pipeline. The raw background cloud was roughly segmented into the wall and
floor clouds by applying a passthrough filter in the Z dimension (A-D). A plane model fitting methodology
was then applied to each one of the previously separated clouds in order to estimate the floor and the
wall planes (E-F). The plane fitting was accomplished by using the RANSAC method supported by the
calculation of surface normals. After obtaining the plane coefficients the points from the initial cloud were
projected to 3D, resulting in the final refined background cloud (G).
is assembled as follows:
C =
1
k
k
∑
i=1
.(pi− p).(pi− p)T ,C.−→v j = λ j.−→v j , j ∈ {0,1,2} (3.8)
where k is the number of point neighbours (here equal to 50) considered in the neighbourhood
of pi, p represents the 3D centroid of the nearest neighbours, λ j is the j-th eigenvalue of the
covariance matrix and −→v j the j-th eigenvector [115].
After the normals calculation the plane model was fitted using RANSAC. This algorithm is
extensively described in [114]. Briefly, considering that the goal is to estimate a plane:
1. the algorithm begins by randomly selecting three points from the input cloud and calculating
the correspondent plane parameters;
2. according to a given threshold (here set to 0.15 for the wall plane and 0.10 for the floor
plane), all the points from the original cloud that belonged to the calculated plane are se-
lected;
3. steps 1 and 2 are repeated N times (here N was set to 100). In each iteration the previous
result is compared to the new one, by estimating the error of the inliers in relation to the
model, and replaced if better. Or until a confidence of 99% is found.
Since the RANSAC algorithm is supported by the computation of normals a second threshold
was considered in step 2. This threshold sets the relative weight (between 0 and 1) to give to the
angular distance (0 to pi/2) between point normals and the plane normal. Here, this threshold was
considered to be 0.1.
As can be observed in Figure 3.11E-F the output of the RANSAC plane model fitting is a set of
inlier plane points and the plane parameters that represent each of the fitted planes. The obtained
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plane parameters and inlier plane points were used to produce the final background cloud. This was
accomplished by projecting the inlier points that belonged to the wall cloud to the wall plane and
the ones that belonged to the floor cloud to the floor plane. The points that were in the initial raw
cloud, but were not in the inlier plane points returned by the RANSAC algorithm were projected
to the wall plane. For each point (u,v) in the 2D image, the projection to the 3D point (x,y,z) was
done based on the following relation:
ax+by+ cz+d = 0⇔ z = −d
a(u−cx)
fx
+
b(v−cy)
fy
+ c
(3.9)
where a,b,c and d are the plane coefficients, fx and fy are the pixel-related focal lengths repre-
senting the actual focal length f on the image coordinate system and (cx,cy) are the central points
in pixel coordinates. The x and y coordinates were then calculated according to the following
equations:
X =
(u− cx)∗Z
fx
(3.10)
Y =
(v− cy)∗Z
fy
(3.11)
Before combining the background and the foreground into a single point cloud, the foreground
information was smoothed using a bilateral filter. This filter was chosen since it is non-iterative
(meaning that it achieves good results with only one single pass), preserves edges and is fairly
simple [116]. The bilateral filter combines range (intensity) with domain (spatial) information.
The filter replaces each pixel by a weighted average of its neighbours (Figure 3.12). The weight of
a pixel depends on a function Gσs in the space domain (S), that decreases the weight of pixels with
large distances in the image plane, and on a function Gσr in the intensity domain (R), that decreases
the weight of pixels with large intensity differences. Using a Gaussian Gσ as the decreasing
function and considering an image I, the result Ib f of the bilateral filter for the pixel p is defined
by:
Ib fp =
1
W b fp
∑
qεS
Gσs(||p−q||)Gσr(|Ip− Iq|)Iq (3.12)
with,
W b fp =∑
qεS
Gσs(||p−q||)Gσr(|Ip− Iq|) (3.13)
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where the parameter σs defines the size of the kernel in the spatial neighbourhood used to filter a
pixel, and σr controls how much an adjacent pixel (q) is downweighted because of the intensity
difference (|Ip− Iq|). W b fp normalizes the sum of the weights [116].
Figure 3.12: Bilateral Filtering. Colors are used to give the notion of shape. (From [117].)
By acting as a standard domain filter, the bilateral filter removes small and weakly correlated
differences between pixel values caused by noise. As well, due to the range component of the
filter, edges are preserved.
The filter was tested using different parameters, varying the spatial kernel (σs) and the range
(σr) kernel, independently. When the spatial kernel was varied, the range kernel was kept constant
and equal to 0.1. When the range kernel was varied, the spatial kernel was kept constant and equal
to 5.0. The results are presented in Figure 3.13 and Figure 3.14, respectively. The results were
only assessed trough visual comparison. When the spatial kernel is varied (from 1.0 to 15.0), an
accentuated smoothing is observed between σs = 1.0 and σs = 5.0. Nevertheless, when the size
of the spatial kernel is further increased there are no notable differences. So, a size of 5.0 for the
spatial kernel was considered to be adequate. Regarding the size of the range kernel (σr), when it
is above 1.0, the smoothness is excessive with a considerable loss of detail. For this reason, the
value of 0.1 was considered to be the best compromise between an adequate smoothing without
loss of detail.
Finally, the smoothed foreground was combined with the refined background resulting in the
final cloud that is given to the skeleton tracking system described in detail in the next section
(Figure 3.15). For the developed system the background cloud is acquired once in the beginning
of the acquisition and only the foreground is updated.
3.3 Human Pose Estimation and Motion Tracking
The problem of "skeleton tracking" or "markerless motion capture" can be found in a wide range
of applications, from the detection of bounding boxes around a person to fully articulated body
models [118]. The level of detail and precision is directly related to the envisioned application.
In a telerehabilation setting the aim is to extract clinically relevant information from the patient
while he performs a set of prescribed exercises. The skeleton tracking system needs to be the most
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Figure 3.13: Effect of the variation of the σs parameter of the bilateral filter. This parameter represents
the kernel in the spatial neighbourhood used to filter a pixel. Here, the σr parameter was kept constant and
equal to 0.1. Point clouds are presented in frontal (top row) and lateral (bottom row) view.
Figure 3.14: Effect of the variation of the σr parameter of the bilateral filter. This parameter controls how
much an adjacent pixel is downweighted because of the intensity difference. Here, the σs parameter was
kept constant and equal to 5.0. Point clouds are presented in frontal (top row) and lateral (bottom row) view.
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Figure 3.15: After the described filtering process, the plane fitted background is combined with the fore-
ground.
detailed and precise possible in order to support the robustness of the collected data. As well, the
real-time applicability should not be forgotten.
One of the most widely spread approaches for skeleton tracking is the one proposed by Shotton
et al. [84] that is provided with the Microsoft R© Kinect SDK. Nevertheless, this approach is closed
and can only be used if a Microsoft R© Kinect device is connected to the computer. Also, due to
the commercial nature of this hardware, the complete description of the underlying recognition
approaches cannot be found in the scientific literature [9]. Another fairly spread method can be
found on OpenNI [119], but like the one provided by the Microsoft R© Kinect SDK, it can only be
used with PrimeSense devices.
Since the goal of the present work was to explore the use of a non active method to acquire the
3D information, namely a stereo camera, the previous methods could not be used. Nevertheless
in September 2014, PCL released a new module called GPU People [120] that included some
methods to perform skeleton tracking that work with PCD data, being device independent. Despite
not being yet in a fully mature state, that implementation served as a stepping stone for the present
work. Also, since the mentioned library has an open architecture and the obtained results were
not the most stable the provided implementation was improved. The used implementation is based
on the work developed by Koen et al. [118] that is inspired by the one of Shotton et al. [84] in
the sense that both use pixel-wise body part labelling in order to retrieve body part proposals.
However, the first does not requires background subtraction an can therefore be used with a non-
static camera. The already implemented and the improved methodology is described in detail in
the next sections.
3.3.1 Pixel-wise Body Part Labelling
The pixel-wise body part labelling was accomplished by training a RDF [85] classifier that is able
to attribute body part labels to each image pixel.
The RDF was trained by generating synthetic data. This synthetic data was obtained by map-
ping real motion capture data onto a virtual model of a person (Figure 3.16). The virtual model
was the one of a single slim male of Make-Human (MH)3 that consists of a parametrically mor-
3http://www.makehuman.org/
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phed (by age, height, etc.) kinematic chain covered by a mesh structure. The process of creating
the virtual model is further described in [121, 122]. The real motion capture was obtained from
the CMU MoCap database4 . This dataset contains a large set of varied poses captured by a Vicon
system at 120 Hz. In order to reduce the size of the dataset, poses that were not directly related to
daily activities, such as break dancing, were removed. As well, due to high frame rate acquisition
many poses were repeated and so a greedy sparsification was applied ensuring at least 5 degrees
of movement in joint angles. This process resulted in a final number of 80k poses. Next, to map
the kinematic chain of the used dataset onto the MH labelled model and to render the annotated
depth images Blender5 and OpenGL6 were used. It is noteworthy that the annotated depth images
were generated considering a straight-on, chest height camera angle. The used methodology is
described in detail in [16].
Figure 3.16: Generation of synthetic data to train the RDF. (A) The MoCap data is mapped onto a (B) 3D
graphics body model. The body part labels are annotated resulting in a (C) body-part labelled model and
the corresponding (D) depth image. (Adapted from [118].)
After obtaining the training data, the RDF was learned by acquiring depth image features (as
in [84, 118]). For a pixel x in the image I, a feature is the difference in depth between two randomly
chosen points:
fθ (I,x) = dI(x+
o1
dI(x)
)−dI(x+ o2dI(x)) (3.14)
where dI(x) is the depth of x, and θ = (o1,o2) is a pair of pixel offsets which are normalized by
depth (in order to insure depth invariance). During training, the described features were computed
for pixels on the body and discretized into 50 uniform bins. A large depth value was given to pixels
that lied on the background. Figure 3.17 illustrates the pixel classification approach. Feature fθ1
points upwards: for pixels x near the top of the body, Equation 3.14 will return a large positive
response, but for pixels x near the lower part of the body the returned value will be close to zero.
On the other hand, feature fθ2 may help distinguish vertical structures such as the arm [84].
The feature vector fθ (I,x), for each pixel, contains 2000 features obtained by randomly sam-
pling offset pairs. Meaning that each feature vector was calculated for 2000 randomly chosen pixel
locations. The obtained feature vectors were used to learn the RDF. A forest is a set of T decision
4http://mocap.cs.cmu.edu/
5https://www.blender.org/
6https://www.opengl.org/
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Figure 3.17: Depth image features used for pixel-wise body part labelling. Pixels being classified are
indicated by the yellow crosses. The offset pixels indicated in Equation 3.14 are marked by the red circles.
(A) The two example features give a high depth difference response. (B) The same two features considered
in new image locations result in a much smaller response. (From [84].)
trees, each consisting of a split and leaf nodes (Figure 3.18). A feature fθ and a threshold τ are
found in each split node. In order to proceed with the pixel labelling, one starts at the root and
iteratively evaluates Equation 3.14, choosing the left or right leaf according to the threshold τ . The
feature vectors with their ground truth labels, fθ (I,x,c), were used to learn the RDF. The forest
estimate, P(c|I,x), was obtained by combining each of the posterior distribution over the pixel
label, Pt(c|I,x), that are produced by each one of the Nt trees in the forest:
P(c|I,x) = 1
Nt
Nt
∑
t=1
Pt(c|I,x) (3.15)
Figure 3.18: Randomised decision forests used for pixel-wise body part labelling. A forest is a set of T
decision trees, each consisting of a split (blue) and leaf (green) nodes. Red arrows show different paths that
can be taken by different trees for a particular input. (From [84].)
All the pixels, including the background, were labelled. As to reduce the noise from the initial
classification, a mode blur filter (with a 5x5 window) thresholded by a depth value of 0.3 m was
used [118].
As described in detail in [118], the RDF learning was done by formulating it as a MapRe-
duce [123] problem. The generation of the training data and the learning of the RDF for the 80k
poses took seven days to be completed.
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The result of the RDF learning was a set of decision trees each with 20 levels and so containing
a bit more than a million leaf nodes. According to Equation 3.15 the most likely body part label
was assigned to each pixel. In the case that the resultant probability distribution does not produce a
maximum likelihood estimation, the label of the current pixel was chosen accordingly to the most
consistent label given to the eight neighbouring pixels [16].
The system was prepared to receive up to four decision trees and already provided three trained
decision trees. As supported by Figure 3.19, as the number of used trees decreases the labelling
outcome deteriorates. For this reason, the output data was generated considering the use of three
trees. Nevertheless, the provided trees by PCL are prepared for Kinect like data. This means that
they only work when the given PCD data is obtained from a camera with the intrinsic character-
istics, such as the focal length, equal to the ones of the Microsoft R© Kinect. For this reason, the
provided trained data was adapted to work with the data given by the used stereo camera. This
was accomplished by up scaling the offsets of the features of the existing trees according to the
Bumblebee R© 2 focal length.
Figure 3.19: Effect of the number of trees on the labelling outcome. As can be observed (from C to A) a
larger number of used trees produces a less noisier labelling outcome.
3.3.2 Skeleton Estimation
After the pixel-wise body part labelling, each pixel has an associated label. To extract a valid
skeleton, the ensemble of pixel labels, C = {c(x)}, must be clustered into a smaller set of body
part proposals V . The clustering was accomplished by a breadth-first search over all the connected
pixels with the same label within a given distance threshold in 3D. These labels were kept if their
size was above a predefined number of pixels (here set to 200). After this clustering process
the centroid and covariance were calculated for each cluster. From these, the eigenvectors and
eigenvalues were calculated. Based on feasible anthropometric values for each body part length,
the first eigenvalue (largest dimension) of each cluster was evaluated and maintained (or not) as a
body part candidate [118]. At this point a set of body part proposals, V , has been generated. From
these proposals a set of skeleton configurations, S, can be obtained:
P(V |C, I)→ P(S|V ) (3.16)
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The obtained clusters were evaluated based on kinematic constraints in two phases. Initially,
the clusters were organized according to their size and label. The local consistency between all
links was assessed and considered to be valid if each pair of body parts had a parent-child or
grandparent-grandchild relationship in the kinematic model. This evaluation was performed ac-
cording to the kinematic relationship of the used skeleton model (Figure 3.20). Secondly, the
obtained locally consistent pairs were used to obtain globally consistent skeletons. A skeleton
tree candidate is rooted in the neck since this part was empirically found to be the most stable.
Then, all the globally consistent skeleton proposals are evaluated based on the global error, the
normalized error and the number of found body parts in each skeleton candidate [118].
Figure 3.20: Used kinematic skeleton model. The arrows indicate the order in which a parent is connected
to its child. (Adapted from [118].)
Nevertheless, the obtained skeleton candidates were, sometimes, incomplete or mislabelled
due to noise, occlusions or clutter. In order to improve the skeleton estimates the RGB and depth
information were combined in an online appearance model estimation and segmentation (Fig-
ure 3.21). Based on the initial segmentation of a person, a model of their location in space and
their appearance as given by the hue in the Hue, Saturation, Value (HSV) colour space was learned.
The new segmented pixels were then fed to the process of part estimation and skeleton extraction
resulting in more robust estimates [118].
Despite the improvement of the labelling process provided by the online appearance model
estimation, as mentioned by Alina et al. [124], in some situations the implemented system had
some problems with large surfaces specially the floor and the walls. To solve this problem, the
Ground Plane Detector [125, 126] was incorporated and used to segment the body cluster prior to
the labelling. For this, three points of the ground plane were selected, after which the Ground Plane
People Detector removed the ground plane and estimated the point cloud belonging to the human.
The points of the cluster were then transformed to the depth image, setting all other depth pixels
to very high values [124]. As presented in Figure 3.22, the use of the people detector improved
the labelling outcome.
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Figure 3.21: Body part labelling refinement based on online appearance model estimation. (A) The original
labelling is very noisy an results in an inaccurate skeleton estimate (B). Based on the initial labelling, an
online estimation of a colour and depth based appearance model leads to a much cleaner labelling (C) from
which a more reliable skeleton candidate can be extracted (D). (From [118].)
Figure 3.22: Labelling outcome for the same frame considering the use of the people detector (B) and with-
out the people detector (C). Without the use of the detector the system is not able to correctly identify the
people position. The correspondent (A) RGB reference image is presented on the top row for comparison.
3.3.3 Joints Position Correction
The returned position of some joints was not stable and so their position needed to be reviewed and
corrected. These joints were the shoulders, elbows, hands, hips, thighs, knees and legs. The joint
revision and correction was performed given the kinematic tree presented in Figure 3.20. For the
lower members the followed correction order was hips, thighs, knees and legs and for the upper
members shoulders, elbows and hands. This orderly correction was performed since in most cases
joint position evaluation and correction is based on the previous joint in the kinematic chain.
The implementation in [124] only considered the correction of the shoulders, elbows and hips.
The shoulders correction implementation returned stable results and so it was not improved. The
elbows and the hips were not steady and so their calculation was enhanced. In the cases were a
previous implementation was improved, the previous used algorithm is presented for comparison.
Some of the centroids returned do not correspond to real joints, such as the thighs or the
legs. During this work the term “joints” will also be applied to those cases. A joint position is
corrected when its distance to its parent joint is not anthropometrically valid. Valid body parts
lengths expressed as a percentage of body height are presented in Figure 3.23B. Table 3.4 contains
anthropometrically feasible lengths between joints and its children and its information was derived
from the information given by Figure 3.23B, considering that the points of interest are located in
the middle point of the provided lengths. For example, if the intention is to evaluate the shoulder
to arm length, since the provided distance is between the shoulder and the elbow (0.189H, were
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H is the person’s height), the shoulder to arm distance can be obtained by considering half of the
provided distance in Table 3.4 (0.189H/2 = 0.095H). The lengths provided by Table 3.4 were used
as an overall guidance for anthropometrically valid distances between joints. Due to the variability
of the human body and also since the used information is dependent on the person height (that was
automatically calculated and so it is prone to errors) a confidence level of +- 30% was considered
for the assessment of the distance between joints. The confidence level was empirically chosen.
Figure 3.23: (A) Ground-truth body part label model used for the determination of each skeleton joint and
body part positions. (B) Body segments length expressed as a percentage of body height (H) for a US Male.
(From [127].)
A second option was also tested in order to determine anthropometrically valid distances be-
tween joints. Instead of using predefined values found in literature [127], the body part lengths
were determined assuming an initial calibration position. From this calibration position body
lengths specific to each user were retrieved online and stored for evaluation in subsequent frames.
An initial pose calibration should be in frontal position looking within the camera direction with
legs apart and arms not touching the torso. This initial pose was chosen since the labelling per-
forms well in this conditions. This is due to the fact that this pose presents no occlusions. Also,
when some parts of the body touch each other, such as the hands and the torso, or both legs, the
system has a bigger difficulty in labelling each body part.
After the correction implementation each retrieved joint has an associated state. "Inferred"
if the joint position was found to be invalid and so it was corrected or "not inferred" if the joint
position given by the centroid of the blob was considered valid. The implemented corrections are
described bellow.
56 Methodology
Table 3.4: Anthropometrically feasible lengths between the body parts/joint locations and its children
expressed as a percentage of total height. Example of interpretation: Lshoulder has two children, Larm and
Lchest, which should be located at a distance of 0.160H and 0.095H meters, respectively. H – Height.
Father Child Father Child
1st 2nd 3rd 4th 1st 2nd 3rd 4th
Lfoot — — — — Rhand — — — —
Lleg 0.145 — — — Larm 0.100 — — —
Lknee 0.123 — — — Lelbow 0.073 — — —
Lthigh 0.123 — — — Lforearm 0.137 — — —
Rfoot — — — — Lhand — — — —
Rleg 0.145 — — — faceLB 0.064 — — —
Rknee 0.123 — — — faceRB 0.064 — — —
Rthigh 0.123 — — — faceLT — — — —
Rhips 0.125 — — — faceRT — — — —
Lhips 0.125 — — — Rchest 0.210 — — —
Neck 0.080 0.080 0.085 0.085 Lchest 0.210 — — —
Rarm 0.100 — — — Lshoulder 0.160 0.095 — —
Relbow 0.073 — — — Rshoulder 0.160 0.095 — —
Rforearm 0.137 — — —
Shoulder Calculation
As can be observed in Figure 3.23A, the shoulders region do not possess their own blob and so the
shoulders position was inferred based on the position of the chest blob (Algorithm 1). Considering
the evaluated movements, the algorithm in [124] returned stable results and so it was not improved.
Algorithm 1 Shoulders Calculation
Get the highest point of the chest blob (Xmax,Ymax,Zmax).
Apply a passthrough filter on the chest blob to remove all the points with Y dimension outside Ymax +-
0.10 m.
Calculate the centroid of the resulting blob, which will yield the shoulder position.
Elbow Calculation and Correction
In [124], the elbow position was only re-calculated when the elbow blob was missing or if it was
too small (under 200 pixels) to be considered as a valid blob (Algorithm 2).
Algorithm 2 Elbow Calculation (old version)
Get the point (Xmax,Ymax,Zmax) with the maximum distance from the shoulder joint.
Apply a passthrough filter, on the arm blob, to remove all the points with Y dimension outside Ymax +-
0.05 m.
Calculate the centroid of the resulting blob, which will yield the elbow position.
However, as can be seen in Figure 3.24A1 sometimes the re-calculation fails when the arm
blob has a wavy border near the forearm blob. In this situation the estimated elbow position was
not the most reliable and so a more robust algorithm was implemented in order to correct a wider
range of circumstances.
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On the new implementation (Algorithm 3), the calculation was considered not only when the
elbow blob was missing or it was too small, but also when the elbow blob was found. The latter
calculation was taken into consideration since, due to the small dimensions of the elbow blob,
sometimes its position was not accurate. On the top of the calculation, a correction (Algorithm 4)
was introduced to insure that the arm to elbow and elbow to forearm distances were anthropomet-
rically valid.
Algorithm 3 Elbow Calculation (new version)
if the elbow blob is missing or it is too small (situation 1) then
Get the point (Xmax,Ymax,Zmax), from the arm blob, with the maximum distance from the shoulder.
Fuse the arm with the forearm blob (arm-forearm blob).
Apply a passthrough filter, on the arm-forearm blob, to remove all the points outside a square of
0.05 m around the (Xmax,Ymax,Zmax) point.
Calculate the centroid of the resulting blob, which will yield the elbow position.
else if the elbow blob is found (situation 2) then
Use the centroid of the elbow blob as a first proposal for the elbow position.
Fuse the arm, forearm and elbow blobs.
Use the new blob and select all the points around the initial elbow position proposal within a 0.05
m square.
Calculate the centroid of the resulting blob, which will yield the elbow position.
end if
Algorithm 4 Elbow Correction
while the arm to elbow and elbow to forearm distances are incorrect (under an anthropometrically
feasible threshold) do
if the elbow to forearm distance is above the threshold or the arm to elbow distance is under the
threshold then
add lower points (belonging to the arm-forearm blob) to the blob used for the centroid calcula-
tion (steps 3 and 4 of the elbow calculation algorithm).
else if the elbow to forearm distance is under the threshold or the arm to elbow distance is above
the threshold then
add upper points (belonging to the arm-forearm blob) to the blob used for the centroid calcula-
tion (steps 3 and 4 of the elbow calculation algorithm).
end if
end while
Hand Calculation and Correction
Due to the size of the hand blob, its labelling was noisy and consequently it was often not found
or misplaced. This happened specially in situations were the hand was closed or sideways. So
in order to correct erroneous hand positions an evaluation followed by a calculation was enforced
(Figure 3.25). The evaluation (Algorithm 5) helped to remove hand positions that were not valid
in relation to previous joints (in the kinematic chain), such as the elbow and the forearm. The cal-
culation (Algorithm 6) provided a joint position proposal based on kinematic relationships when
the evaluation considered the initial proposal not valid.
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Figure 3.24: (Situation 1) Elbow position correction when the elbow blob is missing or it is too small to
be considered valid. (A1) Elbow position returned by the initial algorithm, (A2) after the implementation
of the proposed algorithm and (A3) after the correction. (Situation 2) Elbow position correction when the
elbow blob is found. (B1) Elbow position given as the centroid of the elbow blob (initial algorithm) and
(B2) elbow position after the correction enforcement. Inferred joints are presented has a black circle and
not inferred joints as a green circle. The world coordinate system is presented in the lower left side of the
figure. As can be observed, after the correction, the estimated elbow position occupies a centred position
has would be expected.
Algorithm 5 Hand Evaluation
if Criteria 1: the forearm to hand distance is above or under a specified anthropometrically valid thresh-
old OR Criteria 2: given a hand candidate (obtained by adding the elbow-forearm vector to the forearm
position), the distance between the hand candidate and the hand proposal is bigger than 0.20 m then
. Criteria 2 helps to remove hand proposals that have valid distances to the forearm but are not in a
valid position (along the elbow-forearm vector).
return hand position proposal not accepted
end if
Algorithm 6 Hand Correction
Fuse the forearm blob and the hand blob (if the hand position was rejected based on criteria 2, only the
forearm blob is considered).
Remove all the points of the new blob above the forearm center, in order to avoid that the point with
the maximum distance is found above the forearm center.
Get the point with the maximum distance from the forearm center within the new forearm
blob, (Xmax,Ymax,Zmax).
Select all the points around the found point within a 0.10 m square.
Calculate the centroid of the resulting blob, which will yield the hand position.
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Figure 3.25: (A) Hand position before the evaluation, (B) after the evaluation and (C) after the correction.
Inferred joints are presented has a black circle and not inferred joints as a green circle. The world coordinate
system is presented in the lower left side of the figure. As can be observed in the left image, due to an
incorrect labelling, the right hand proposal is not valid and so it is not accepted by the evaluation, being
posteriorly correctly calculated by the proposed algorithm.
Hip Calculation
Since it is more clinically relevant to determine the hip bone position instead of the center of the
hip blob (that would return a position around the belly button), only the lower points of the hip
blob were considered for the hip joint calculation.
Algorithm 7 Hip Calculation
Get the lowest point of the hip blob (Xmax,Ymax,Zmax).
Apply a passthrough filter, on the hip blob, to remove all the points with Y dimension outside Ymax-
threshold.
Calculate the centroid of the resulting blob, which will yield the hip position.
Regarding the hips position calculation the previous implemented algorithm was stable and so
was not modified (Algorithm 7). However, two thresholds were evaluated: 0.10 m (the threshold
proposed by the previous implementation) and 0.30 m. Figure 3.26 presents the norm of the vector
that goes from the left to the right hip joint during a sequence movement in which the person legs
remains static. It would be expected that the distance should remain very similar through the entire
sequence. As can be observed the threshold of 0.30 m provides more stable results and so it was
chosen one. The threshold of 0.30 m was tested since, according to the evaluated images, was the
one that, visually, estimated the hip position near the expected region.
Also, as can be observed in Figure 3.27, when a threshold of 0.10 m was enforced the proposed
hip position was not reliable.
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Figure 3.26: Left to right hip distance variation during a sequence movement in which the person legs
remain static, using a threshold of 0.10 m (blue) or 0.30 m (yellow) for the hip position calculation.
Figure 3.27: Hip joint position when a threshold of 0.10 m or 0.30 m is used for the position calculation.
The returned hip position is marked by the green circles.
Thigh Correction
The thigh correction was introduced when the hip to thigh distance was above (1) or under (2)
an anthropometrically valid threshold (Algorithm 8). This correction helped to prevent situations
(among others) in which the left and right thighs were not parallel in the Y dimension in a standing
position with static legs, due to an incorrect labelling, Figure 3.28A.
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Algorithm 8 Thigh Correction
Set the limit as the double (1) (or half (2)) of the hip – thigh standard distance.
Remove all the points of the thigh blob that are above (1) (or under (2)) the limit.
Calculate the centroid of the resulting blob, which will yield the thigh position.
Knee Correction
Like the hand or the elbow blobs, due to the small size of the knee blob, its position was often
misplaced. Or, in other situations, its location was often noisy and not accurate such as in the case
presented in Figure 3.28B. Therefore a correction algorithm was implemented (Algorithm 9).
Algorithm 9 Knee Correction
if the thigh to knee distance is above or under an anthropometrically valid threshold then
Given the thigh blob remove all the points above the thigh center and below the knee candidate (the
knee candidate is obtained by adding the thigh center to the thigh to knee standard distance).
Get the point with the maximum distance (Xmax,Ymax,Zmax) from the thigh center within the blob
returned by (1).
Fuse the thigh, knee and leg blobs.
Using the entire leg blob select all the points around (Xmax,Ymax,Zmax) within square of 0.05 m.
Calculate the centroid of the resulting blob, which will yield the knee position.
end if
Figure 3.28: (A) Thigh position before (A1) and after (A2) the correction. (B) Knee position before (B1)
and after (B2) the knee position correction. Inferred joints are presented has a black circle and not inferred
joints as a green circle. The world coordinate system is presented in the lower left side of the figure. As can
be observed, after the correction, the thighs and knees position are parallel to each other, like would be the
expected in a standing position.
Leg Correction
The leg correction was enforced when, due to an incorrect labelling, the leg position was mis-
placed. Two situations were covered (Algorithm 10), one in which the foot blob was placed cor-
rectly (situation 1) and the other in which it was not (situation 2). When the leg position was found
to be invalid its position was recovered based on the knee and foot positions, if the foot blob was
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placed correctly (situation 1) or based on the knee and leg positions if the foot blob was not valid
(situation 2). The leg position was considered not valid if its distance to its parent joint (knee) was
above a anthropometric valid length. Figure 3.29 illustrates the two mentioned situations and the
corrected result.
Algorithm 10 Leg Correction
if the knee to foot distance is valid given anthropometrically valid distance thresholds (the foot blob is
valid) then
Calculate a leg candidate position as the mean point of the knee to foot vector.
if the leg proposal is located above a distance of 0.10 m of the leg candidate then
the leg proposal is replaced by the leg candidate.
else
the leg proposal remains unchanged.
end if
else if the knee to foot distance is not valid given anthropometrically valid distance thresholds (the foot
blob is not valid) then
Get the point with the maximum distance (Xmax,Ymax,Zmax) from the knee within the leg blob or
knee blob (if the leg blob is not valid).
Select all the points around the found point within a 0.10 m square.
Calculate the centroid of the resulting blob, which will yield the foot position.
Given the foot and the knee position calculate the leg position as stated in case 1.
end if
Figure 3.29: (A) Leg position before (A1) and after (A2) the correction for the situation 1. (B) Leg position
before (B1) and after (B2) the correction for the situation 2. Inferred joints are presented has a black circle
and not inferred joints as a green circle. The world coordinate system is presented in the lower left side of
the figure. As can be observed after the correction the misplaced leg position was corrected, for both the
situations.
3.3.4 Joints Position Tracking
Given the absence of temporal constraints, results can be prone to instability and jitter. For this
reason, to improve the performance a Kalman filter was applied. Kalman filter was first introduced
in 1960 [128] and has since been used in a wide variety of applications, including human motion
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tracking [129]. The basic idea stated by the Kalman filter is that by observing a set of measure-
ments of the system and considering some assumptions, a model of the system can be built that
maximizes the posteriori probability of those previous measurements. Also, the maximization of
the posteriori probability can be done without storing many previous measurements. This means
that only the model for the next iteration is kept, after iteratively updating the model of the sys-
tem’s state. By doing it so, the computational expense of the described method is considerably
decreased [96]. Nevertheless three assumptions need to be considered when using the Kalman
filter:
1. the modelled system is linear,
2. the measurements are subjected to white noise,
3. the noise to which the measurements are subject is Gaussian.
The Kalman filter was applied to all the 27 retrieved joints, independently. The state vector, X
, was considered to be the true 3D coordinates of the joints and their respective velocities, denoted
as x,y,z, x˙, y˙, z˙ (without the discrete time subscript t). Using the adopted coordinate system (in
meters), at time t the state vector is:
Xt =
(
x y z x˙ y˙ z˙
)T
(3.17)
As stated by the process model, the state at time t evolved from the prior state at time t− 1
according to:
Xt = AXt−1+wt−1⇔

xt
yt
zt
x˙t
y˙t
z˙t

=
 1 0 0 4t 0 00 1 0 0 4t 0
0 0 1 0 0 4t


xt−1
yt−1
zt−1
x˙t−1
y˙t−1
z˙t−1

+wt−1 (3.18)
where A is the state transition matrix and w represents the normal distributed process noise with
covariance Q. 4t is the time step in seconds that was updated according to the time stamp of the
acquired image frames.
The measurement model, that is composed by the 3D coordinates of each joint, relates the
current state to the measurement Z with the matrix H. v is the normal distributed measurement
noise with covariance R:
Zt = HXt + vt ⇔
 xtyt
zt
=
 1 0 0 0 0 00 1 0 0 0 0
0 0 1 0 0 0


xt
yt
zt
x˙t
y˙t
z˙t

+ vt (3.19)
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The used Kalman filter for the described model is detailed in the following steps:
1. Initialization step: input prior estimates Xˆ−0 (state vector), P
−
0 (initial covariance)
2. Measurement update step:
(a) Compute the Kalman gain (Kt):
Kt = P−t H
T (HP−t H
T +R)−1 (3.20)
(b) Update state estimate:
Xˆt = Xˆ−t +Kt(Zt −HXˆ−t ) (3.21)
(c) Update the covariance:
Pt = (I−KtH)P−t (3.22)
3. Time update step:
(a) Project the state ahead:
Xˆ−t = AXˆ−t−1 (3.23)
(b) Project the covariance ahead:
P−t = APt−1A
T +Q (3.24)
In order to avoid feeding the filter with incorrect measurements, an evaluation function was
developed. This function evaluates all the joints in relation to their parents joints and discards
those that are considered to be invalid. The validation is based on the anthropometric distance
between joints already described in the previous section. When a joint is considered to be invalid
all the ones that follow on the kinematic chain are also set to invalid. When a joint is considered to
be invalid the Kalman filter is updated by the prediction rather than the measurement, Figure 3.30.
Figure 3.30: Block diagram describing the adopted Kalman filtering methodology. (Adapted from [96].)
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The filter was initialized by setting Xˆ−0 ,P
−
0 with the initial estimates of the skeleton joint
positions with zero initial velocities. To initialize the error covariance of the state vector three
types of skeleton joints were considered. The upper (with the exception of the hands) and the
lower members were considered to be dynamic joints. According to the performed exercises, the
dynamic joints were the ones where its position varied the most during the course of the exercises.
The hands were considered to be a special case of the dynamic joints since they can move faster
than the other joints. The torso and head joints were considered to be static joints. These joints
were the ones which position remained the same (or almost the same) through the entire duration
of the exercises. For this reason a higher value was attributed to the error covariance of the state
vector for the hands, an intermediate for the dynamic joints and a lower one to the static joints. The
error covariance of the state vector attributed to the three mentioned types of joints was a diagonal
matrix with all entries equal to 0.0001, 0.000017, 0.0000029 respectively for the hands, dynamic
joints and static joints. The process noise covariance (Q) was considered to be a diagonal matrix
with all entries equal to 0.005. The measurement noise covariance (R) was considered to be a
diagonal matrix with all entries equal to 0.05. The mentioned values were determined empirically.
3.3.5 Range of Motion Calculation
From the medical perspective, the direct evaluation of the skeleton joints position contains little
information. For this reason, it is more important to provide quantitative and ready to use evalu-
ation data calculated from the obtained joints positions. As well, in a rehabilitation context many
physical therapies are based on the repetition to achieve a range of motion or control over a spe-
cific muscle group [58]. For this reason, the proposed rehabilitation exercises were evaluated by
considering a set of quantitative measures, described in Figure 3.31:
1. Arm abduction and adduction: The first exercise was evaluated based on the shoulder
angle. The shoulder angle was calculated as the angle between the shoulder to elbow vector
and the neck to hip center vector. The hip center is not directly provided by the used skeleton
model. For this reason, it was calculated as the medium point of the left hip to right hip vec-
tor [9]. During the arm abduction the arm would move from zero degrees to a value bigger
than 90 degrees and then back to zero degrees, for each iteration. During the performance
of this exercise the subject was instructed to performed the movement simultaneously for
both arms.
2. Hip abduction and adduction: The second exercise was evaluated based on the hip angle.
The hip angle was calculated as the angle between the neck to hip center vector (described
in the previous item) and the hip to knee angle [9]. During the hip abduction, the abducting
leg would move from zero degrees to a value beyond 45 degrees for each iteration. This
means that the hip angle changes from zero to 45 (or bigger) and then back to 0 for each
iteration and for each leg [8].
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3. Toe touch: The third exercise was evaluated based on the hand to foot distance and the knee
angle. As proposed in [8], to accommodate the size difference between different patients, the
distance was normalized to the maximum distance (taken as the initial one). The boundary
values should range between 1 in the beginning of the exercise and 0 at the end and in an
ideal iteration (where the hands are able to reach the feet). Nevertheless, as this exercise
is of considerable difficulty a minimum boundary should be customized according to each
patient’s capabilities [8]. The knee angle was calculated as the angle between the knee to
hip vector and the knee to foot vector, for both the left and right knee. In order to ensure that
the patients’ legs remain straight during the entire exercise the knee angle should be always
around 180o.
Figure 3.31: Measurement and calculation of the proposed quantitative evaluation of each rehabilitation
exercise. For the shoulder (θS) and the hip (θH ) angle the calculation is described for the left side. An
analogous technique was used for the right side. The normalized hand to foot distance (dR and dL, for the
left and right side respectively) was used to evaluate the performance of the toe touch exercise. Also, during
this exercise the legs should remain extended and so the knee angle (θK) should remain equal to 180.
The aforementioned angles were calculated according to the following equation:
θ = arccos(
a×b
‖ a ‖ · ‖ b ‖) = arccos(
xaxb+ yayb+ zazb
(
√
x2a+ y2a+ z2a) · (
√
x2b+ y
2
b+ z
2
b)
) (3.25)
where a= (xa,ya,za) and b= (xb,yb,zb) are the two vectors that form the angle of interest. For the
shoulder angle calculation, a is the neck to hip center vector and b is the shoulder to elbow vector.
For the hip angle calculation, a is the neck to hip center vector and b is the hip to knee vector. For
the knee angle, a is the knee to hip vector and b is the knee to foot vector.
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3.3.6 System Validation
The accuracy of the developed skeleton tracking system was evaluated using as ground-truth a
marker based system. In order to record motions from both systems the stereo camera was
mounted inside a motion capture laboratory. As shown in Figure 3.32 the stereo camera was
placed at approximate 3 m from the subject. For the case of the optical sensor, the cameras cover
the entire capture volume from multiple views.
Figure 3.32: Motion capture laboratory setup.
For the acquisition of the stereo images, the protocol described in Appendix A was followed.
Given, the differences in the acquisition environment, the proposed pipeline for the segmentation
(Figure 3.10) was unable to properly segment the subject. For that, a new segmentation pipeline
was envisioned an is described in Appendix C. The methodology followed for the stages of point
cloud generation and denoising were the same as the ones already described.
Regarding the marker based system, three-dimensional kinematics were monitored at 60 Hz
using a 12 camera motion capture system (Qualisys AB, Gothenburg, Sweden) with an acquisi-
tion software (Qualisys Track Manager, Qualisys AB, Gothenburg, Sweden). This system tracks
the spatial trajectories of the reflective markers on the subjects. The markers were placed in
order to mimic the positions of the joints in the skeleton model used by the developed system
(Figure 3.33A). For that, twenty seven reflective markers were placed on frontal bone of Cra-
nium above the eyes (Face top), Zygomatic bone (Face bottom), Manubrium of Sternum (Neck),
Acromion (Shoulder), the border between the 4th rib and connected costal cartilage (Chest), mid-
dle of lateral side of Humerus (Arm), lateral epicondyle of Humerus (Elbow), lateral side of Radius
(50%) (Forearm), middle of the third Metacarpal (Hand), superior Ramos of Pubis (Hips), mid-
dle of frontal side of Femur (Thigh), Patella (Knee), middle of Tibia (Leg) and middle of second
Metatarsal (Foot), for both the left and right sides [130] (Figure 3.33B-C).
Two healthy subjects, a male and a female (aged 23 and 22, respectively) were instructed to
perform the exercises described in Section 3.1. For each subject and each exercise, three trials
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Figure 3.33: (A) Joints positions in the skeleton model used by the developed skeleton tracking system.
Placement of the markers for both the (B) male and (C) female subjects.
were performed. In order to allow the synchronization of both systems (since they were indepen-
dent manually activated and had different acquisition rates), the subject’s were told to perform a
clapperboard movement with both hands prior to each exercise. The mentioned movement marked
the beggining of the time overlay. The end of the time overlay was considered to be the moment
in which the subjects returned to the initial position.
Given the differences in the world coordinate systems of both systems the comparisons were
performed based on the range of motion of the main articulations involved in the proposed exer-
cises. For the calculation of the range of motion, for both the marker and the markerless systems,
the conventions described in Sub-Section 3.3.5 were followed.
Based on the data provided by the marker based system, the ground-truth range of motion
for each of the discrete timestamps of the markerless system was calculated based on a spline
interpolation. When using this method the interpolated value at a query point is based on a cubic
interpolation of the values at neighbouring grid points in each respective dimension. The analysis
was performed using Matlab R2014b.
3.4 Summary
In this Chapter, the implemented methodology to perform skeleton tracking was proposed. The
developed system had as input 3D information obtained by using a stereo camera. For this two
distinct but yet connected stages were developed.
Initially, a 3D human body and its surrounding environment were acquired by a stereo camera.
In order to improve the quality of the acquired 3D information a segmentation followed by a
filtering and plane fitting stage were applied. The segmentation step took advantage of both the
colour and depth information and improved the silhouette of the human body. Then, in order to
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remove the noise and smooth the obtained 3D human body a bilateral filter was used. Due to the
poor performance of the stereo matching algorithm in recovering the depth of untextured areas a
plane fitting methodology was followed in order to improve the quality of the background.
Finally, the enhanced point cloud was used as input for the skeleton tracking system. The
proposed system uses a pixel-wise body part labelling to construct an intermediate body part rep-
resentation from which valid skeletons are retrieved. Nevertheless, a correction stage based on
kinematic relationships and anthropometrically feasible lengths between joints was implemented
to improve the quality of the recovered skeletons. Furthermore, in order to take advantage of tem-
poral consistency and remove some of the jitter in the obtained skeleton joints, a Kalman filter
tracking approach was developed.
Considering the final goal of using the developed system in a context of rehabilitation and
according to the proposed rehabilitation exercises, clinically relevant information was extracted
from the obtained skeleton data, considering a set of range of motion measures. Furthermore,
ground-truth information using a marker based system was recorded to evaluate the performance
of the developed system.
70 Methodology
Chapter 4
Results and Discussion
In this chapter the performance of the methodologies described in Chapter 3 is evaluated and dis-
cussed. Furthermore, the main advantages and disadvantages of the chosen pipeline are presented,
as well as how those choices influenced the subsequent stages.
As highlighted by the previous chapter, the present work was divided into two stages. The
first, consisted in the acquisition of a 3D point cloud representing the appearance of the human
body and the second where the 3D representation served as input for the skeleton tracking system.
The first stage of the described pipeline was tested on a Windows 64-bit Intel Core i5-3317U
CPU at 1.70 GHz, with 8 GB of RAM computer system. The second stage was tested on a
Windows 64-bit Intel i7-2600 CPU at 3.40 GHz, with 8 GB of RAM and a Nvidia GeForce GTX
650 GPU. Due to the computational weight of the pixel-wise body part labelling determination,
this task of the skeleton tracking system was implemented on the GPU. This resulted in the need
for the use of two computers.
To evaluate the performance of the developed system, three image sequences were acquired in
which a single male individual performed a set of three rehabilitation exercises (see Section 3.1
for further details):
• Sequence 1: Arm abduction and adduction, first in the coronal plane and them in the sagittal
plane.
• Sequence 2: Hip abduction and adduction in the coronal plane with the knee extended.
• Sequence 3: Toe touch.
For each image sequence a total of 400 frames were collected. The image sequences were
acquired with the stereo camera Bumblebee R©2 from Point Grey. The camera was placed in order
to allow full acquisition of the subjects body and ensuring that only the person was in the line of
sight of the camera.
4.1 Human Body Reconstruction
The developed skeleton tracking system, described in Section 3.3, had as input a 3D representation
of the human body, obtained using a stereo camera.
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According to the preliminary assessment described in Section 3.2.1, the chosen stereo match-
ing algorithm was the SGBM. Nevertheless, as described in literature [17], stereo matching algo-
rithms have the disadvantage of performing poorly in untextured or dark surfaces. Since the goal
was to obtain a 3D reconstructed human body the optimal conditions regarding the subject’s cloth-
ing were tested. For that, several video sequences of subjects wearing textured and plain clothes
were acquired and their respective 3D point clouds analysed. As presented in Figure 4.1, when the
subject wears untextured clothes the raw points clouds are noisier. The mentioned noise is more
noticeable on the irregularity of the reconstructed 3D point cloud of naked body parts (subject’s
arms in Figure 4.1B) or plain colour clothing (subject’s torso in Figure 4.1B).
Figure 4.1: Comparison of the raw 3D point clouds obtained when the subject is wearing (A) textured and
(B) untextured clothes. (A1,B1) Reference RGB Image. Raw point clouds in (A2,B2) top, (A3,B3) lateral
and (A4,B4) diagonal views.
As previously mentioned in Section 3.2.2, due to the nature of the SGBM stereo matching
algorithm, the contours of the foreground on the 3D raw point clouds were not clearly defined
and so a segmentation pipeline, Figure 3.10, was developed in order to correct those situations.
The results obtained with the proposed segmentation pipeline were visually assessed, Figure 4.2.
Despite achieving satisfying results in most cases in rare situations some areas were not properly
segmented. Nevertheless, given the overall evaluation of the proposed segmentation pipeline on
the acquired images, the returned results were considered satisfactory.
In the absence of texture, stereo matching algorithms have some difficulty in recovering the
depth information. Since the acquired images had as background a plane white wall the SGBM
algorithm was unable to return a consistent disparity map. For the stated reasons, synthetic back-
grounds were created following a plane fitting approach, described in Section 3.2.2. In comparison
with the wall, the floor was more textured and so the depth recovery was better. Nevertheless, in
order to smooth the floor the same plane fitting methodology was applied. The obtained plane
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Figure 4.2: Comparison of similar frames in which the proposed segmentation pipeline performs well (first
column) and in which it performs poorly (second column). The well segmented and miss segmented regions
are highlighted by yellow circles. The original RGB images are presented in the left side for comparison.
(D,F) Examples of over-segmentation and (B,H) segmentation by default are presented.
coefficients for the wall and floor planes are presented in Table 4.1. Besides solving the afore-
mentioned problem of lack of texture, the proposed plane fitting approach in combination with
the segmentation allowed the projection of all the objects that do not belonged to the human body
(such as the table, presented in the right lower corner of the point clouds of Figures 4.3) to the
wall plane. This simplified the determination of the subject’s position in the subsequent skeleton
tracking system.
Table 4.1: Plane coefficients returned by the RANSAC algorithm for the wall and the floor plane.
Plane coefficients Wall Plane Floor Plane
a 0,0652662 -0,331952
b -0,0693572 -0,999442
c 0,995455 -0,00361078
d -4,78058 1,04805
The impact of the proposed segmentation and denoising methodology in the enhancement of
the final point clouds is presented in Figure 4.3. As shown, the proposed pipeline is able to improve
the quality of the final point clouds.
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Figure 4.3: Obtained 3D point clouds (A) before and (B) after segmentation and denoising. (1) Frontal
view, (2) diagonal view and (3) lateral view. The world coordinate system is presented for guidance: z-
direction is given by the blue axis, the y-direction by the green axis and the x-direction by the red axis.
For each suggested rehabilitation exercise, two clouds are presented for comparison, Figure 4.4
to Figure 4.6. The proposed pipeline was able to reconstruct the human body not only in the
coronal plane as well as in the saggital plane. Nevertheless, when the segmentation fails the
quality of the resulting point cloud is degraded, Figure 4.6B. In agreement with the presented
point clouds one can affirm that the proposed pipeline for human body reconstruction was able to
return reliable results that can be used as input for the skeleton tracking system discussed in the
following section.
Figure 4.4: Obtained 3D point clouds after segmentation and denoising. (1) Frontal view, (2) diagonal
view and (3) lateral view. The presented clouds are from the first sequence of rehabilitation exercises. The
world coordinate system is presented for guidance: z-direction is given by the blue axis, the y-direction by
the green axis and the x-direction by the red axis.
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Figure 4.5: Obtained 3D point clouds after segmentation and denoising. (1) Frontal view, (2) diagonal
view and (3) lateral view. The presented clouds are from the second sequence of rehabilitation exercises.
The world coordinate system is presented for guidance: z-direction is given by the blue axis, the y-direction
by the green axis and the x-direction by the red axis.
Figure 4.6: Obtained 3D point clouds after segmentation and denoising. (1) Frontal view, (2) diagonal view
and (3) lateral view. The presented clouds are from the third sequence of movements. The world coordinate
system is presented for guidance: z-direction is given by the blue axis, the y-direction by the green axis
and the x-direction by the red axis. It is worth to note that in the fourth line a failed segmentation near the
subject’s right arm deteriorated the resulting point cloud.
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4.2 Human Pose Estimation and Motion Tracking
At this point a 3D representation of the human body and its surrounding environment has been
generated. The obtained 3D information was used as input for the skeleton tracking system. Due
to the absence of annotated ground-truth data (for the initially obtained image sequences) the
presented results are limited to the evaluation of the consistency in person and skeleton joints
detection. The person detection consistency was assessed considering the person detection rate.
The consistency in skeleton joints detection was assessed considering the kinematic and length
relationships between the returned skeleton joints positions.
The adopted algorithm was inspired in the one of Shotton et al. [84]. The main resemblance is
found in the use of an intermediate body part representation. The intermediate representation, from
which the joints positions were predicted, was obtained trough pixel-wise body part labelling. The
process of pixel labelling was accomplished through the use of an RDF classifier that was learned
using the same depth features as the ones described in [84]. The output of this stage was a set of
connected regions each one representing a body part proposal, Figure 4.7. As can be observed, the
algorithm predicts multiple proposals per joints. Only the most confident proposal (represented
by the larger area) was considered for the joints position calculation. From the presented labelled
frames, a few failures were evident:
1. the system had some difficulties in correctly labelling the hands and the elbows when they
are close to the torso, Figure 4.7A;
2. when the movements are performed outside the coronal plane, the labelling is deteriorated,
Figure 4.7C;
3. as the movements begin to diverge from the ones presented in the training dataset, the la-
belling performance is degraded, Figure 4.7C;
4. the system in unable, in most cases, to correctly label the ground plane, Figure 4.7A-C,E.
As mentioned in [16], due to the support of the kinematic chain and the on-line learning the
algorithm was able to deal with poses outside the training set. Nevertheless, one can hypothesize,
that in those situations the labelling performance would be less reliable. The absence of the pose
presented in sequence 3 on the training data supports the poor performance of the labelling process.
As well, the inability of the system to correctly label the floor was due to the absence of the
ground plane in the training data. Other factors may influence the labelling performance such as
the camera angle position and the human body model used to generate the depth images used for
training. The current training data was generated using a straight-on, chest-height camera angle
with a single slim male model in an uncluttered environment. Other similar training datasets used
for pixel-wise body part labelling, such as the one in [131], account for a far larger amount of
variations, including several body models, from males to females, from child to adult considering
height and weight variations and different camera positions and orientations.
Unless otherwise specified all the presented labelling results were obtained with the following
training parameters: the RDF was trained using a single slim male MakeHuman model in an
uncluttered environment; each forest was trained with 3 trees; each tree was trained to a depth of
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20, with 80k images per tree.
Figure 4.7: Output of the pixel-wise body part labelling for selected frames of the three exercise sequences.
For each labelled frame, the original RGB reference image is presented on the right for comparison. The
images are color coded to improve readability. Each color represents a label and consequently a body part
proposal. (A) When the arms are close to the torso the system was unable to correctly label the hands and
the elbows. (B) In opposition, when the subject assumes a T pose, the elbows and hands were correctly
labelled. (C) The inability to correctly identify the ground plane is well noted by the noisier labelling
around the feet. Nevertheless, in some situations (D), the system was able to correctly estimate the ground
plane. (E) As the subject performs the hip abduction, the labelling was deteriorated, (F) being even unable
to distinguish between the right and left foot when the leg reaches the maximum aperture. (G-H) When
the position was very different from the ones presented in the training set the labelling outcome was not
consistent.
The pixel-wise body part labelling was also evaluated based on the person detection rate,
Figure 4.8. Considering all the images containing a person, the person detection rate defines the
percentage of those images in which a person is detected. In general the person detection rate was
above 70%. As expected, due to the poor labelling performance for the exercise sequence 3, the
person detection rate is lower for this sequence.
The system’s inability to correctly label the floor is demonstrated in Figure 4.9. This con-
tributed to the use of the Ground Plane Detector (Section 3.3.2). The detector was able to estimate
the floor plane and remove it. As well, an initial people detection was performed, in which the
point cloud cluster where the subject is located was estimated. Only this point cloud cluster was
passed to the labelling stage and so the person detection rate was improved, Figure 4.8.
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Figure 4.8: Person detection rate of each exercise sequence, when the subject’s detection is aided by the
Ground Plane Detector (GPD) (yellow) and when it is not (dark blue).
Figure 4.9: Comparison of the labelling outcome for the same frame when the subject’s detection is aided
by the Ground Plane Detector (A) and when it is not (B). The use of the Ground Plane Detector tried to
overcome the system’s inability to correctly label the ground plane. This was accomplished by removing
the ground plane from the point cloud before passing it to the labelling step.
To remove the noise of the obtained raw point clouds a bilateral filter was applied. This filter
allows image smoothing thanks to the domain component while still preserving the edges due to
range component. Besides smoothing the raw point clouds, as shown in the preliminary results
of Section 3.2.2, the use of the filter improved the labelling outcome, by reducing the number of
mislabelled small patches (mainly noticeable on the torso region), Figure 4.10.
Figure 4.10: Comparison of the labelling outcome for the same frame (A) with and (B) without the use of
the bilateral filter. As can be observed the use of the filter contributes to a smoother labelling result.
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As referred in Section 3.3.1 the used trees for the body part labelling were provided by PCL
and adapted to work with the data provided by the stereo camera through an up-scaling. Despite
the presence of some evident problems, namely the difference between the evaluated poses and
the ones present in the training, the available trees were not retrained. This was a result of the
difficulty in obtaining real motion capture data, from a marker based system, such as the Vicon
system, that suited the evaluated exercises. For this reason the main focus was on improving the
joints positions returned from the labelling output. Given the instability of some of the returned
joints, their position was reviewed and corrected (Section 3.3.3). These joints were the shoulders,
elbows, hands, hips, thighs, knees and legs. The proposed correction algorithms were evaluated
considering the percentage of invalid joints (I):
Ii =
1
F
F
∑
f=0
δinv, i = 0, ...,26 (4.1)
where i represents each one of the 27 retrieved joints, F is the total number of frames and δinv = 1,
if the correspondent joint position is considered to be invalid. The joints validity was assessed
according to the anthropometrically feasible lengths described in Section 3.3.3.
The percentage of invalid joints for the three evaluated sequences is presented in Figure 4.11.
An overall decrease of invalid joints is visible after the correction implementation for all the se-
quence movements. This improvements sustain the viability of the implemented correction. Due
to the increasing movement complexity from sequence 1 to sequence 3, an increasing in the per-
centage of invalid joints is also noteworthy. One can observe that the neck, the shoulders and the
chest are the most stable joints. This is related to the fact that all the skeleton proposals are built
from the neck, with the shoulders and the chest being the child and grandchild joints of the neck,
respectively. Another considerable improvement is visible regarding the hands position, with an
overall decrement of 52% to 13% considering both left and right hands.
The impact of the implemented correction stage on the overall consistency of the obtained
skeletons is shown in Figure 4.12. As proved by the previous quantitative analysis, the imple-
mented corrections improved the overall quality of the returned skeletons. The most remarkable
improvements can be seen in the hands, elbows, hips and knee positions. Due to an incorrect la-
belling, the hands were often misplaced. By enforcing feasible lengths those misplacements were
corrected, Figure 4.12A-B. Owing the small dimension of the elbow label its position was often
not determined or in the cases in which it was determined it didn’t occupied a central position. As
shown, the implemented correction was able to correctly place the elbow even when its label was
missing, Figure 4.12B, and when it position was not central, Figure 4.12C. This latter improve-
ment was not contemplated in the previously described quantitative assessment (an elbow position
can be at a feasible distance in relation to the arm and do not occupy a central position). During
most part of the proposed rehabilitation exercises, the subject’s legs remain static. This means that
a certain level of parallelism between the corresponding left and right joints of the legs should
be observed. By taking into account anthropometrically valid lengths between joints during the
correction stage, the aforementioned parallelism was accomplished.
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Figure 4.11: Percentage of invalid joints before (dark blue) and after (yellow) the implementation of the
new correction algorithms for the all the image sequences. (Sequence 1) Arm abduction and adduction.
(Sequence 2) Hip abduction and adduction. (Sequence 3) Toe touch.
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Figure 4.12: Impact of the implemented correction stage on the overall consistency of the obtained skele-
tons for selected frames. For that, the returned skeleton joint positions before (middle) and after (right) the
implementation of the new correction algorithm are presented. For each frame, the correspondent labelled
mapping is presented for comparison (left). Inferred joints are presented as a blue circle, not inferred joints
as a green circle and invalid joints as a red circle. The returned skeletons are superimposed in the RGB
images in order to improve the visual assessment. The images were cropped to improve visualization.
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Despite the improvement provided by the implementation of the correction stage, the returned
skeleton joints positions presented a considerable amount of jitter. As well, due to a bad labelling
performance some of the obtained joints positions in individual frames were not accurate. In
order to solve the aforementioned problems a Kalman filter was implemented, as described in
Section 3.3.4.
Figure 4.13 presents the comparison between the x, y and z trajectories of the raw and Kalman
filter estimate data for selected joints (the information regarding the remaining joints can be con-
sulted in Appendix B). Since the first sequence returned the most stable results after the correction
implementation, only that sequence was used to visually evaluate the use of the Kalman filter. For
all the three spatial coordinates the output of the Kalman filter presented a much more smother
estimate in comparison to the directly obtained raw data from the skeleton tracking system that
tended to shake between time steps. The mentioned smoothness is also patent when the same eval-
uation is done for the sequences 2 and 3 (data not shown). As well, as presented in Figure 4.13A,
the Kalman filter was able to accurately predict the joints position in the absence of measurement
information (when the skeleton tracking system was not able to return a joint position, the x, y and
z coordinates were marked as -1). Moreover, the implemented filter prevented and recovered big
jumps in the 3D position of the joint in individual frames as can be visualized in Figure 4.13D.
To quantify the observed smoothness the following measure was introduced [132]: for each
frame f the absolute position, a f , j, of each joint j in the human skeleton was taken and the move-
ment from the previous frame was measured. The smoothness measure (S) was then calculated as
the average deviation of all joints J over all frames F :
S(x1:T ) =
1
FJ
F
∑
f=0
J
∑
j=0
‖ a f , j−a f−1, j ‖ (4.2)
The smoothness measure was calculated for the three sequences. The results for the raw data
and the Kalman filter estimates are shown in Table 4.2. As would be expected, the Kalman filter
estimates present a lower deviation between frames. As well, due to skeleton tracking system’s
inability to return stable results for the third sequence, the smoothness measure was considered
unreliable for the raw data.
Table 4.2: Smoothness of raw data and the Kalman filter estimate measured by the average deviation of
absolute joint positions between frames. Results are presented in meters. Low values indicate smooth
trajectories.
Sequence Raw Data Kalman Filter Estimate
1 0.0181 0.0065
2 0.0393 0.0078
3 6.9330e+15 0.0058
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Figure 4.13: Comparison of the Kalman filter estimate (dark blue) and the raw data (yellow), in meters,
for the x (top), y (middle) and z (bottom) trajectories. The same evaluation was performed for all the 27
joints. Only the (A) face right top, (B) neck, (C) right shoulder, (D) right hand, (E) right hip and (F) right
foot trajectories are presented for comparison. The correspondent results for the remaining joints can be
consulted in Appendix B. When the skeleton tracking system was not able to return a joint position, the x,
y and z coordinates are marked as -1.
The performance of the proposed rehabilitation exercises was evaluated based on the output
of the skeleton tracking system. For evaluation both the raw data and the kalman filter estimates
(that consists on the final output of the skeleton tracking system) were considered. Results are
presented in Figures 4.14 to 4.16.
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As previously highlighted the system performance degrades with the increasing complexity of
the evaluated exercises. Also, as expected, the kalman filter estimates present a smoother trajectory
in comparison to the raw data.
The arm abduction and adduction was evaluated considering the shoulder angle (Figure 3.31).
The movement was performed initially in the coronal plane and then in the saggital plane. The
subjects were instructed to performed the arm abduction until achieving a shoulder angle of around
90o, maintaining that position for close to 5 seconds and then returning to the initial position. As
shown in Figure 4.14 the skeleton tracking system was able to estimate the trend of the movement,
achieving close to 90o during the plateau stage in both the coronal plane and the saggital plane.
The hip angle (Figure 3.31) was considered to evaluate the hip abduction and adduction. For
this exercise, the subjects were told to maintain the knee extended and perform the hip abduction
until reaching its maximum aperture trying to contain the movement to the coronal plane. The
first abducted hip was the left followed by the right one. As can be observed in Figure 4.15, the
quality of the skeleton tracking output was degraded when using the kalman filter for the left hip.
This was due to the filter’s inability to adjust to a rapid change in the movements velocity, since
the subject did not performed the abduction movement continuously in a constant velocity.
For the third sequence movement the obtained results were apparently not reliable, Figure 4.16.
During the performance of the toe touch exercise the subjects were told to approximate the hands
to the toe as close as possible, maintaining the knees extended. The exercise performance was
evaluated by calculating the normalized hand to foot distance. This distance should be close to 1
in the beginning of the exercise, approximate to 0 as the hands touch the feet and then back to 1
as the subject returns to the initial position. The knee extension was assessed considering the knee
angle, that should be close to 180o during the entire exercise. The systems incapability to return
stable results for this movement was due to the severe occlusion of the hip and knee joints as the
hands began to approximate the feet. Nevertheless, by comparing the raw data with the kalman
filter estimate it is noteworthy the filter’s ability to prevent the presence of severe outliers.
Figure 4.14: Range of motion evaluation for the shoulder angle during the abduction and adduction of the
left and right arm. Results are present for both the raw data (yellow) and the Kalman filter estimate (dark
blue).
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Figure 4.15: Range of motion evaluation for the hip angle during the abduction and adduction of the left
and right hip. Results are present for both the raw data (yellow) and the Kalman filter estimate (dark blue).
Figure 4.16: Foot to hand normalized distance (top) and knee angle (bottom) during the toe touch exercise.
Results are present for both the raw data (yellow) and the Kalman filter estimate (dark blue).
In order to evaluate the performance of the proposed markerless skeleton tracking system the
reported joint rotational values were compared to the ones provided by a marker based system
(Qualisys AB, Gothenburg, Sweden). The joint angle trajectories of the shoulder angle during the
arm abduction and adduction, both in the coronal and the saggital planes, are presented in Fig-
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ures 4.17 and 4.18. For the time being, only the shoulder angle was considered for the evaluation.
As shown, the trajectories of the raw data, the Kalman filter estimate and the ground-truth pre-
sented an evident correlation. This observation is based on the fact that the presented trajectories
are time synchronized and follow the same pattern. Nevertheless, it can be observed that the cal-
culation of the shoulder angle in the saggital plane (second peak) was more irregular than the one
in the coronal plane (first peak). This is in accordance to previous observations that mentioned the
system’s difficulty in performing an accurate labelling when the movements are done outside the
coronal plane. Also, when the shoulder angle was closer to 90o, the subject’s hands may occlude
the shoulders and the elbows which also contributed to the observed behaviour.
Figure 4.17: Range of motion evaluation for the shoulder angle during the abduction and adduction of
the left and right arm, first in the coronal plane and then in the saggital plane, performed by the male
subject. Results are present for both the raw data (yellow) and the Kalman filter estimate (dark blue). The
ground-truth trajectories (light blue) were obtained using a marker based system.
Figure 4.18: Range of motion evaluation for the shoulder angle during the abduction and adduction of
the left and right arm, first in the coronal plane and then in the saggital plane, performed by the female
subject. Results are present for both the raw data (yellow) and the Kalman filter estimate (dark blue). The
ground-truth trajectories (light blue) were obtained using a marker based system.
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The accuracy was evaluated considering the mean error (ME) [58]:
MEM =
1
F
F
∑
f=1
|STf −O f | (4.3)
where M is a motion clip, F is the number of frames in a motion clip M, STf and O f are the
joint angles provided by the skeleton tracking system and the optical motion capture in frame f ,
respectively.
The mean errors of the calculation of the shoulder angle during the abduction and adduction
of the left and right arm, for the three trials of both the male and the female are presented in Fig-
ure 4.19. The error was higher for the right shoulder angle of the female subject. This situation
might be explained by an erroneuous marker placement, since as shown in Figure 4.18 for the right
shoulder, the ground-truth trajectory presented a smaller correlation with the trajectories obtained
from the developed tracking system. Although the presented trajectories of Figure 4.18 are from
a single trial, the observed behaviour is consistent for the three trials. Excluding the case of the
female right shoulder, the error was similar for both the male and female subjects. However, con-
sidering the small number of observations further comparisons using a larger number of subjects
should be done in order to better support this observation. Considering the errors obtained with
the male subject, the system’s performance was within the range of other results obtained using
state-of-the-art active markerless systems. In [58], a similar comparison was performed using the
OpenNI, obtaining a range of errors in the calculation of the shoulder angle of 7o to 13o. When
visually assessing the range of motion, the physical therapist evaluation normally reports an error
of 10o [58], which is higher than the overall error obtained by the proposed system (9.42o, mean
of all trials, for both the left and right side, the raw data and the Kalman filter estimate and for the
male and the female subjects). Also, it is noteworthy, that the overall mean error is lower when
the angle is calculated using the Kalman filter estimate instead of the raw data (9.34o vs 9.50o,
Kalman filter estimate vs raw data, mean of all trials, for both the left and right side and for the
male and the female subjects) which further sustains the Kalman filter ability to correctly estimate
the motion trajectories.
Despite the higher accuracy provided by marker based system’s [133], it should be noted that
other factors may affect their accuracy and hence influence the comparison. These factors are
related to the marker placement and soft tissue artifacts [134]. Also, it is possible that slightly
discrepancies of the orientation of the stereo camera in relation to the Qualysis system may have
introduced additional error between the two systems [10].
4.3 Computational Perfomance Analysis
Since in a telerehabilitation setting the real time applicability should be taken into consideration,
the time performance of the proposed system was evaluated. The results are presented in Ta-
ble 4.3. The first stage of the proposed pipeline (Human Body Reconstruction) was the most time
consuming. In fact, these stage invalidates online processing considering the system as it is. Also,
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Figure 4.19: Mean error of the calculation of the shoulder angle during the abduction and adduction of the
left and right arm. The presented results are the mean (and the standard deviation) for each of the three
trials for both the male (M) and the female (F).
the 3D projection stage included a step of filtering. Despite visually improving the labelling out-
come (Figure 4.10), the quantitative improvement achieved by the filtering stage in the quality
of the obtained skeleton data was not evaluated. For this reason, it should be investigated if the
improvement in the joints position accuracy compensates for the loss in time performance.
Table 4.3: Performance evaluation of the different proposed methodologies for both the Human Body
Reconstruction and the Human Pose Estimation. Results are presented in seconds, as the average of 400
frames for each sequence (µ(±σ)). The 3D projection stage includes the steps of filtering and background
combination.
Sequence 1 Sequence 2 Sequence 3
Human Disparity calculation 0.73 (±0.76) 0.59 (±0.31) 0.69 (±0.74)
Body Segmentation 3.55 (±0.85) 3.08 (±0.61) 3.22 (±0.61)
Reconstruction 3D Projection 17.85 (±4.71) 15.13 (±3.29) 16.53 (±2.78)
Human Pose Without Tracking 0.11 (±0.02) 0.13 (±0.02) 0.12 (±0.04)
Estimation With Tracking 0.20 (±0.02) 0.21 (±0.02) 0.17 (±0.06)
4.4 Summary
The main goal of the present study was to develop a skeleton tracking system that had as input
the RGB-D information provided by a passive device, such as a stereo camera. The first step was
the acquisition of the 3D human body representation. This was achieved by a process of 3D re-
construction followed by a step of segmentation and denoising. The final obtained point clouds
were then used as input for the skeleton tracking system. The system used an intermediate body
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part representation, from which reliable skeletons were extracted. However, the quality of the
obtained skeletons was further improved with the implemented correction stage as was supported
by both a qualitative and quantitative assessment. After the correction, a Kalman filter tracking
approach was implemented. The returned results revealed that the filter substantially smoothed the
3D motion of the obtained skeleton data. Finally, the retrieved skeleton joints positions were used
to obtain clinically relevant information that allows a quantitative assessment of the performed
rehabilitation exercises. According to the obtained metrics, when the quality of the skeleton in-
formation is good, valid quantitative measures can be obtained. In order to allow the validation
of the developed system, a marker based system was used to generate the needed ground-truth
data. Despite revealing that the system is able to reach errors within the range of state-of-the-
art markerless systems and lower than the visual evaluation done by a physical therapist, a more
thorough validation study remains necessary. For that, statistical significant information should be
used. Considering the time performance analysis, in the future, less time consuming methodolo-
gies should be explored to allow the achievement of real time speeds while maintaining the joints
tracking accuracy.
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Chapter 5
Conclusions and Future Work
5.1 Final Conclusions
The success of a rehabilitation treatment is directly related to the maintenance of a continuous
activity as well as initiating the treatment as soon as possible. Nevertheless, due to the lack of
resources and medical staff many patients are not receiving the appropriate treatment. This prob-
lem could be overcome with the implementation of quality telerehabilitation services. However,
transferring the treatment from the hospital to the home environment demands the continuous
monitoring of the patient. This monitorization is of key importance not only to ensure that the
patient is performing the exercises correctly and in the exact durations and number of times pre-
scribed, but also to guarantee a continuous feedback and guidance from the medical staff. The
monitoring of the patient movements during the performance of the rehabilitation exercises could
be implemented using motion-sensor technologies. Nevertheless, the used gold standard for mo-
tion tracking are marker based systems. Despite providing a high accuracy, these systems are
expensive and the placement of the markers is time-consuming, needs to performed by a specialist
and the acquisition can only be done in relatively large and controlled spaces which makes them
unsuited for a home context.
Recently, the development of affordable and easy-to-use 3D acquisition sensors boosted their
use in applications for motion tracking in a rehabilitation context. The most commonly used
sensors are active whereas the advantages of passive sensors have remained unexplored.
In this thesis, the applicability of a passive device, such as a stereo camera, to analyse the
human motion was explored. The first step of the proposed system was the acquisition of a 3D
representation of the human body. The proposed pipeline proved to be able to reconstuct the
human body with quality. This step was the most time-consuming one. Given the requirements
of a real time application, the implementation of a more efficient stereo matching algorithm could
potentially reduce the processing time.
The obtained 3D representation of the human body served as input for the second step that
consisted in the recognition of a skeleton model. From the obtained skeleton data, quantitative
measures that allow the evaluation of the performed rehabilitation exercises were extracted. The
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skeleton tracking system was improved based on the kinematic relationship and anthropometri-
cally feasible lengths between joints as well as the temporal consistency. The implemented im-
provements were able to considerably improve the skeleton data quality. Using as ground-truth
the 3D positions of markers returned by a marker based system, the performance of the markerless
system was evaluated. Results revealed that the system was able to reach errors within the range
of other state-of-the-art active markerless systems and lower than the average error reported by the
physical therapist. It is also noteworthy that in the context of rehabilitation an extreme accuracy is
not needed. This is due to the fact that the correctness of a motion can be evaluated without being
extremely precise. In fact, many of the considered exercises are evaluated based on repetitions and
in comparison to a motion pattern. Also, the use of automatic systems removes the subjectivity
inherent to the visual assessment done by a therapist.
Although considerable improvements are still required, the obtained results are promising. In
fact, the developed methodology proved that a passive sensor, such as a stereo camera, can be used
in the context of motion tracking in telerehabilitation.
Despite the fact that the focus of the present work was to explore the applicability of the use of
passive devices, the improved skeleton tracking system is device agnostic. This means that it can
potentially be used with any type of RGB-D information, independently of the acquisition sensor.
This is not the case for most of the commonly used motion tracking open-source algorithms like the
one provided by the Microsoft Kinect SDK or the OpenNI that can only be used with PrimeSense
devices. The developed system could be used to explore a wider variety of acquisition sensors,
such as for example, high-resolution multi-view cameras.
5.2 Future Work
Despite the potential of the obtained results, there is still room for improvement. For this reason
some further developments can still be pointed.
Considering the generation of the 3D human body representation, a more suitable stereo
matching algorithm could be used. Despite being able to recover the depth information prop-
erly in the presence of texture, in its absence the used algorithm performs poorly. For this reason,
the development of a stereo matching algorithm less sensible to the lack of texture, such as a seg-
mentation based one, could considerably improve the quality of the obtained disparity maps in the
absence of texture. By proving a better disparity map, possibly the 3D point cloud enhancement
steps could be skipped. This would considerably decrease the time needed to obtain the point
clouds for the human pose estimation and tracking stage, and so improve the time performance
that is a key point when developing real time applications.
Also, considering the modularity adjacent to the use of stereo cameras more views could be
added. This would allow obtaining a more detailed human body and so improve the quality of the
obtained skeleton data. The use of more views has the potentiality of solving some of the problems
related to the ambiguity and occlusions that come from the use of only a frontal model. Also, the
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acquisition of a complete 360o degrees human body model could facilitate the recovery of more
exact joints positions located inside the body model.
Regarding the used intermediate body part representation from which the skeleton joints posi-
tions are obtained several improvements could potentially lead to considerably better results. The
used ground truth annotated model from which the RDF classifier is learned could be refined, for
example by adding a label to the shoulders or other areas of interest that are not contemplated by
the current model. Also, the training data could be adapted to better suit the purpose of rehabili-
tation. For this, a dataset of users performing rehabilitation exercises could be used for training,
which would considerably improve the recognition task. Many of the rehabilitation exercises used
in the clinical practice are aided by the presence of common objects such as chairs, balls and elas-
tics. However, the presence of this objects hampers the task of body recognition. The inclusion of
some of this objects in the training dataset could possibly overcome this limitation. Furthermore,
instead of using a single slim male model to create the dataset, a wider variety of subjects should
be used, varying for example the gender, age, height, weight, hair and clothing, including as well
subjects with amputations and physical handicaps. Also, rather than generating the synthetic depth
information considering only a straight-on, chest-height camera angle, a larger variety of camera
positions and orientations could be considered. As well, the synthetic obtained depth maps could
be improved by adding sensor-dependent noise models.
The proposed tracking methodology was implemented considering each joint individually.
Given the articulated nature of the human skeleton, the tracking outcome would substantially
benefit from incorporating the kinematic relationship between each joint in the used measurement
model. Likewise, the Kalman filter is suited to model linear noise. Given the unpredictability
of the human motion a more robust non linear filter, such as the Extended Kalman Filter or the
Unscented Kalman filter could improve the tracking outcome.
Despite the preliminary evaluation presented using the information provided by a marker based
system, the gathered data should be used to extract a wider range of quantitative measures. This
will allow a more consistent evaluation of the proposed system.
Finally, the system’s performance should be tested in a wider range of the population, consider-
ing not only healthy as unhealthy patients, exploring functional and clinically relevant movements
used in the context of rehabilitation. Also, it would be interesting to assess the system’s perfor-
mance in evaluating the progression and treatment of movement debilitating specific diseases such
as Parkinson.
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Appendix A
Acquisition Protocol
A.1 Acquisition
A.1.1 Requirements
A computer must be connected to the Bumblebee2.
System requirements:
• Windows or Linux (32-bit or 64-bit)
• 3.1 GHz or equivalent CPU
• 2 GB RAM or more
• 200 MB hard drive space
• FireWire IEEE-1394a port
• FlyCapture SDK and Triclops SDK
• Microsoft Visual Studio 2010 or 2008
• 4.5 meter, 6-pin to 6-pin, IEEE-1394 cable
A.1.2 Camera Position
The camera should be positioned as close as possible from the subject ensuring that the entire
subject is observed within the camera range. Considering a subject with around 1.70 m the distance
between the subject and the stereo camera should be 2.7-3.5 m. The distance from the floor should
be around 0.9 m. The use of a tripod is advisable.
Only the subject should be in the detection’s range of the sensor.
A.1.3 Acquisition Parameters
Raw images are acquired with a 640x480 resolution in Raw16 (16 bpp) pixel interleaved format
(the first byte is from the left camera and the second from the right). A maximum frame rate of
about 48fps can be obtained. In order to achieve better acquisition times only raw images are
acquired (unpacking and rectification is performed later during the processing stage).
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A.1.4 Room Environment
The room were the acquisition is performed should have the adequate dimensions to allow a full
body tracking. A moderate light should be used allowing that the subject body is evenly lit. Side
and back lighting should be avoided. Reflective backgrounds should also be avoided.
A.1.5 Subject
If possible, the subject should be young, healthy, injury free and without history of neurological
conditions or medication that may influence their postural control.
The subject should wear textured, colourful and tight fitting clothes. Dark and plain clothes
should be avoided. In case dark clothes are used, a synthetic texture should be created.
The acquisition is performed with the subject (initially) in a standing position.
During the acquisition the patient should perform the set of movements described in sec-
tion A.1.6.
A.1.6 Movements
All movements, described in Table A.1 and presented in Figure A.1, should be performed with
identical instructions:
• Start from a standing position;
• Slowly perform the required exercise;
• Maintain the goal position for approximately 5 seconds;
• Slowly return to the initial position.
Table A.1: Detailed description of the rehabilitation exercises performed by the subjects during image
acquisition.
Exercise Description
1 Arm abduction and adduction in the coronal plane followed by arm abduction
and adduction in the sagittal plane.
2 Hip abduction and adduction in the coronal plane with the knee extended (left
leg followed by the right leg).
3 Toe touch: Movement of the hands from the sides of the trunk in the direction
of the toes.
A.2 Data
Using FlyCapture SDK and Triclops SDK raw images are acquired. If necessary, de-interleaved
and unprocessed images for the right and left view can be simultaneously acquired. However, that
slows the acquisition process (from around 20 fps to 1.5 fps).
Very important: prior to each acquisition a calibration (.cal) file containing the camera and
acquisition parameters should be saved.
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Figure A.1: Rehabilitation exercises performed by the subjects during image acquisition. (Adapted
from [101].)
A.2.1 Files Organization
All the gathered information regarding a sequence movement is stored in a folder with the name
of the respective sequence.
Raw images are stored as: “raw_sequencename_f_timestamp.raw”.
If acquired, de-interleaved and unprocessed images are store as:
“raw_view_sequencename_f_timestamp.extension” where view=left,right, exten-
sion=pgm,ppm if grayscale or rgb images are acquired, respectively.
sequencename is the name of the capture sequence movement, timestamp is the time in mi-
croseconds since epoch in which the frame is acquired.
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Appendix B
Joints Position Tracking Evaluation
In this appendix, additional results regarding the evaluation of the joints position tracking using a
Kalman filter, discussed in Chapter 4, are presented.
Figure B.1: Comparison of the Kalman filter estimate (dark blue) and the raw data (yellow), in meters, for
the x (top), y (middle) and z (bottom) trajectories. (A) Face left top, (B) face left bottom, (C) face right
bottom and (D) left shoulder. When the skeleton tracking system is not able to return a joint position, the x,
y and z coordinates are marked as -1.
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Figure B.2: Comparison of the Kalman filter estimate (dark blue) and the raw data (yellow), in meters,
for the x (top), y (middle) and z (bottom) trajectories. (A) Right chest, (B) left chest, (C) right arm, (D)
left arm, (E) right elbow and (F) left elbow. When the skeleton tracking system is not able to return a joint
position, the x, y and z coordinates are marked as -1.
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Figure B.3: Comparison of the Kalman filter estimate (dark blue) and the raw data (yellow), in meters, for
the x (top), y (middle) and z (bottom) trajectories. (A) Right forearm, (B) left forearm, (C) left hand, (D)
left hip, (E) right thigh and (F) left thigh. When the skeleton tracking system is not able to return a joint
position, the x, y and z coordinates are marked as -1.
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Figure B.4: Comparison of the Kalman filter estimate (dark blue) and the raw data (yellow), in meters, for
the x (top), y (middle) and z (bottom) trajectories. (A) Right knee, (B) left knee, (C) right leg, (D) left leg
and (E) left foot. When the skeleton tracking system is not able to return a joint position, the x, y and z
coordinates are marked as -1.
Appendix C
Point Cloud Segmentation for
Validation
Given the differences in the acquisition environment of the stereo images used for the valida-
tion, the proposed pipeline for the segmentation (Figure 3.10) was unable to properly segment the
subject. For that, a new segmentation pipeline was envisioned and is described in Figure C.1.
Figure C.1: Foreground segmentation pipeline. The disparity image (A) was used to obtain a rough esti-
mate of the subject’s position (B) through Otsu’s binarization, that was further improved by using a dilation
and hole filling strategy (C). The obtained mask was then combined with the binary image (D), acquired
by using the Canny edge detector applied onto the initial RGB image (E). The resulting mask (E) was then
enhanced based on the use of morphological operations and hole filling methodologies (G-H). The final
mask (I) was combined with the original RGB image (J) and used to obtain the refined RGB segmented
subject (K) that was projected to 3D (L).
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When comparing to the previous described segmentation pipeline, the main difference re-
lies on the way the binary mask is enhanced. In the initial pipeline, the subjects silhouette was
enhanced based on the GrabCut method. However, given the colour resemblance between the
background and foreground (mainly noticeable on the lower members) the GrabCut method failed
to be efficient. For that reason the subject’s silhouette was retrieved by using the the Canny edge
detector [135]. After the edge detection the obtained mask was further enhanced following a clos-
ing morphological operation and a hole filling strategy. Such as in the initial pipeline, the final
mask was used to obtain the refined RGB segmented subject that was projected to 3D.
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