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Hoje em dia, em qualquer zona urbana em que nos encontremos, podemos encon-
trar dispositivos WiFi, sejam estes pontos de acesso ou estac¸o˜es. Estes dispositivos
podem ser utilizados para caracterizar o ambiente em que se encontram atrave´s da
recolha de dados sobre os sinais de ra´dio que emitem.
Uma das func¸o˜es ba´sicas do protocolo de acesso ao meio em redes WiFi e´ a
descoberta de redes na vizinhanc¸a da interface de rede atrave´s de uma procura activa
ou passiva. Esta func¸a˜o permite detectar apenas os pontos de acesso sendo que,
na especificac¸a˜o do IEEE 802.11, na˜o existe nenhuma func¸a˜o que permita detectar
outras estac¸o˜es que estejam presentes na vizinhanc¸a da interface de rede, excepto
durante a formac¸a˜o de uma rede ad-hoc.
Com este projecto foi desenhada uma soluc¸a˜o para redes WiFi que permite a
uma estac¸a˜o descobrir outras estac¸o˜es na sua vizinhanc¸a, obtendo-se uma visa˜o mais
completa da vizinhanc¸a de cada estac¸a˜o. Esta funcionalidade esta´ dispon´ıvel em
estac¸o˜es que se encontrem em modo infra-estrutura ou ad-hoc, uma vez que e´ o modo
em que se encontra a maioria dos dispositivos.
O projecto desenvolvido no aˆmbito desta dissertac¸a˜o esta´ inserido num outro
projecto maior, que aborda a caracterizac¸a˜o da dinaˆmica dos espac¸os habitados pelos
utilizadores de redes WiFi e Bluetooth. A soluc¸a˜o encontrada foi integrada numa
aplicac¸a˜o ja´ existente, destinada a` recolha de dados, como um mo´dulo adicional
de software, permitindo adicionar a` recolha perio´dica dos APs (Access Points) e
dispositivos Bluetooth vizinhos a recolha de estac¸o˜es WiFi presentes na vizinhanc¸a
da estac¸a˜o colectora.
Neste documento e´ discutido todo o processo de explorac¸a˜o da soluc¸a˜o para o
problema de detecc¸a˜o de outras estac¸o˜es e descrito o software de testes desenvolvido.
E´ discutido tambe´m o desenvolvimento do mo´dulo de software para a aplicac¸a˜o atra´s




Nowadays, wherever we go inside an urban area, we can find a large number of
WiFi devices that can be access points or stations. Those devices can be used to
characterize the environment where they can be found by collecting the radio signal
information they transmit.
One basic function available in WiFi networks MAC (Media Access Control) pro-
tocol is the discovery of existing networks in the neighborhood area through a passive
or active scanning. This function only allow us to detect access points and the stan-
dard IEEE 802.11 doesn’t have a function that allows the discovery of stations in the
neighborhood area, except during the formation of a ad-hoc network.
This project aim was to design a solution for WiFi networks that allow any station
to discover other stations in the neighborhood, allowing to get a more complete
vision of the neighborhood of each station. This new feature is available for stations
connected to a network in infrastructure and ad-hoc modes as they are the most
commonly used modes by most devices.
The project developed under this thesis is embedded in another larger project,
that approaches the dynamic characterization of areas that are inhabited by WiFi
and Bluetooth networks users. The solution found was embedded as a additional
software module into an existing application, with data collecting purpose, allowing
in addition to the existing periodic collecting of APs and Bluetooth devices in the
neighborhood, the capability to collect WiFi stations in the neighborhood of the
station that does the discovery.
In this document the exploration process for finding a solution to the problem
of discovering other stations is discussed, and all the testing software developed is
described. It is also discussed the development of the software module to embed in
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As redes WiFi (Wireless Fidelity) nasceram em 1997 com o lanc¸amento da pri-
meira norma 802.11, sendo esta rapidamente substitu´ıda pela norma 802.11b em 1999.
Os primeiros dispositivos apareceram no mercado em 2000.
Assistiu-se a seguir a uma massificac¸a˜o destes dispositivos e a uma evoluc¸a˜o dos
mesmos, acompanhando tambe´m a norma ao longo dos anos ate´ a` actualidade, au-
mentando a largura de banda dos acessos, mecanismos de qualidade de servic¸o (QoS,
Quality of Service), tipos de redes suportados e mecanismos de seguranc¸a, mantendo
sempre a retro compatibilidade com os dispositivos mais antigos.
Ao longo dessa evoluc¸a˜o podemos destacar algumas fases da mesma, primeiro
nos computadores porta´teis, em que os fabricantes comec¸aram a incluir placas WiFi
internas. Mais tarde, com a evoluc¸a˜o da banda larga, os operadores de Internet fixa
comec¸aram a incluir nas suas ofertas equipamentos com suporte a esta tecnologia, o
que fez com que praticamente todas as casas que possuem Internet fixa possu´ıssem
igualmente uma rede WiFi activa, ainda que muitas das vezes estas na˜o sejam sequer
usadas.
Na actualidade vemos uma massificac¸a˜o de dispositivos mo´veis com suporte a esta
tecnologia, entre os quais telemo´veis, smartphones, media players porta´teis, etc.
Hoje em dia, em qualquer zona urbana em que nos encontremos podemos encon-
trar dispositivos WiFi, sendo estes pontos de acesso ou clientes da rede (estac¸o˜es).
Podemos usar esses dispositivos que detectamos para explorar o ambiente em que es-
tes se encontram fazendo uma recolha da informac¸a˜o disponibilizada pelos mesmos.
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Uma nova a´rea surgiu devido a popularidade destes dispositivos (Collaborative
Sensing) que explora a informac¸a˜o recolhida permitindo analisar, avaliar e caracteri-
zar os ambientes urbanos em que estes dispositivos se encontram, principalmente em
zonas que exibem uma grande concentrac¸a˜o dos mesmos.
1.2 Objectivos
Uma das func¸o˜es ba´sicas do protocolo de acesso ao meio (MAC, Media Access
Control) em redes WiFi e´ a func¸a˜o de associac¸a˜o, que consiste na descoberta de redes
na vizinhanc¸a da interface de rede, atrave´s de procura activa ou passiva. Apo´s desco-
bertas as redes uma delas e´ seleccionada, manual ou automaticamente, e completa-se
o processo de associac¸a˜o.
A func¸a˜o de descoberta passiva de redes vizinhas permite detectar pontos de
acesso (APs, Access Points) atrave´s da recepc¸a˜o de beacons que sa˜o transmitidos
periodicamente pelos APs, no entanto, na especificac¸a˜o IEEE (Institute of Electrical
and Electronics Engineers) 802.11, na˜o existe nenhuma func¸a˜o que permita detectar
outras estac¸o˜es que estejam na vizinhanc¸a da interface de rede.
Pelo contra´rio, na tecnologia Bluetooth existe um processo de descoberta que
permite detectar quais os dispositivos que se encontram na vizinhanc¸a.
Com este projecto pretende-se desenhar uma soluc¸a˜o para redes WiFi que permita
a uma qualquer estac¸a˜o descobrir outras estac¸o˜es na sua vizinhanc¸a, a` semelhanc¸a
do que acontece na tecnologia Bluetooth, permitindo obter uma visa˜o mais completa
da vizinhanc¸a de cada estac¸a˜o, que inclui os APs pro´ximos e tambe´m as estac¸o˜es
pro´ximas, constituindo uma espe´cie de radar. Esta funcionalidade devera´ estar dis-
pon´ıvel em estac¸o˜es que se encontrem em modo de infra-estrutura, uma vez que e´
este o modo em que se encontra a maioria dos dispositivos.
Esta soluc¸a˜o sera´ depois integrada numa aplicac¸a˜o que ira´ efectuar a recolha
perio´dica das estac¸o˜es e APs vizinhos, destina-se a` caracterizac¸a˜o da dinaˆmica dos




1.3 Estrutura da Dissertac¸a˜o
No cap´ıtulo 1 e´ feita uma breve introduc¸a˜o ao tema desta dissertac¸a˜o. E´ descrita a
motivac¸a˜o para a realizac¸a˜o deste trabalho juntamente com os respectivos objectivos
a alcanc¸ar. Este cap´ıtulo termina com a descric¸a˜o da estrutura adoptada para esta
dissertac¸a˜o.
O cap´ıtulo 2 apresenta o estado de arte relativamente ao protocolo de comu-
nicac¸o˜es em redes sem fios 802.11, incidindo principalmente na camada MAC e tra-
mas MAC. Este cap´ıtulo apresenta tambe´m algumas ferramentas de monitorizac¸a˜o
de redes WiFi e descreve alguns trabalhos relacionados com este.
No cap´ıtulo 3 e´ descrito o processo de explorac¸a˜o da soluc¸a˜o com a abordagem
seguida, com a primeira tentativa de soluc¸a˜o de captura e a ana´lise de tra´fego cap-
turado na camada Ethernet. Segue-se a descric¸a˜o da soluc¸a˜o que foi adoptada que
passa pela captura de tra´fego na camada MAC 802.11 usando o Network Monitor e
o processamento dos enderec¸os nos cabec¸alhos 802.11.
O cap´ıtulo 4 comec¸a com uma descric¸a˜o do conceito de Collaborative Sensing e a
arquitectura das Collaborative Sensing Networks bem como algum trabalho relacio-
nado com este tipo de redes. Depois e´ apresentado a aplicac¸a˜o Epi e a descric¸a˜o das
novas funcionalidades introduzidas ao n´ıvel da recolha de novas assinaturas de ra´dio,
novo interface gra´fico de utilizador e alterac¸o˜es a n´ıvel de servidor e protocolos de
comunicac¸o˜es.
No cap´ıtulo 5 e´ descrita a implementac¸a˜o do mo´dulo desenvolvido (o WifiRadar)
e a sua integrac¸a˜o na aplicac¸a˜o Epi. O cap´ıtulo termina com a integrac¸a˜o do Network
Monitor no pacote de instalac¸a˜o da aplicac¸a˜o Epi.
No cap´ıtulo 6 sa˜o apresentados os testes que foram realizados com a aplicac¸a˜o Epi
e o WifiRadar integrado, bem como a ana´lise dos resultados obtidos durante o teste
realizado durante um per´ıodo de 3 semanas.
Por fim, o cap´ıtulo 7 apresenta as concluso˜es desta dissertac¸a˜o, resumindo os





Norma 802.11 e Trabalho
Relacionado
O mo´dulo a ser desenvolvido envolve um conjunto pre´vio de conhecimentos. Neste
cap´ıtulo e´ feito uma introduc¸a˜o a`s redes sem fios 802.11 e a` sua arquitectura. E´
tambe´m feito um estudo sobre a norma do 802.11, que ira´ incidir principalmente
sobre a sua camada MAC e o formato e uso das tramas MAC.
Tambe´m foi efectuada uma pesquisa sobre ferramentas que tenham sido desen-
volvidas para monitorizac¸a˜o de redes WiFi.
O cap´ıtulo termina com a descric¸a˜o de alguns trabalhos relacionados com este.
2.1 Redes sem fios
As redes sem fios surgiram devido a um conjunto de necessidades que as redes fixas
na˜o conseguiam satisfazer: “People move. Networks don’t.”[1]. Estas duas simples
frases explicam essas necessidades e a raza˜o da explosa˜o no surgimento de hardware
com suporte para redes sem fios nas duas u´ltimas de´cadas. Devido a essa explosa˜o os
prec¸os ca´ıram e, nos dias de hoje, as redes sem fios fazem parte de uma diversidade
de dispositivos electro´nicos com o qual vivemos diariamente.
As redes sem fios oferecem va´rias vantagens relativamente a`s redes fixas:
Mobilidade
Os utilizadores movem-se mas os dados normalmente sa˜o armazenados de forma
centralizada. As redes sem fios permitem aos utilizadores acesso aos dados
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enquanto estes se encontram em movimento, o que leva a grandes ganhos na
produtividade.
Facilidade e velocidade de implantac¸a˜o
Existem locais com estruturas (ex: estruturas antigas e histo´ricas) em que e´
dif´ıcil sena˜o mesmo imposs´ıvel a colocac¸a˜o de cabos de rede. Passar cabos
por paredes de pedra de edif´ıcios antigos e que normalmente na˜o teˆm plantas,
ou ja´ foram perdidas, e´ um desafio. Em outros locais as leis de preservac¸a˜o
histo´rica tornam dif´ıcil passar cabos para a criac¸a˜o de uma nova rede. Mesmo
em edif´ıcios modernos a instalac¸a˜o de cabos pode ter um custo elevado.
Flexibilidade
Uma rede sem cabos na˜o precisa de actualizac¸a˜o dos cabos. As redes sem fios
permitem a formac¸a˜o ra´pida de espac¸os de trabalho tempora´rios, uma rede para
um pequeno grupo numa reunia˜o, ou o movimento entre os compartimentos de
trabalho e os escrito´rios. A expansa˜o da rede e´ muito fa´cil uma vez que o meio
usado e´ o ar, bastando para isso ficar apenas no raio de cobertura da rede.
Na˜o existem cabos para puxar, ligar ou tropec¸ar por cima. A flexibilidade e´ o
ponto mais importante para o mercado dos “hot spots”, dispon´ıveis em hote´is,
aeroportos, estac¸o˜es de comboio, bibliotecas e cafe´s.
Custo
Em muitos casos o custo pode ser reduzido usando as tecnologias de redes sem
fios. Como exemplo, a interligac¸a˜o de dois edif´ıcios, usando equipamento 802.11
para criar uma ponte sem fios. O custo inicial sera´ maior devido ao equipamento
que sera´ necessa´rio comprar, pontos de acesso e placas de rede sem fios. No
entanto, depois do investimento inicial, estas redes sem fio com linha de vista
apenas teˆm um custo de operac¸a˜o mensal muito baixo e com o passar do tempo
o custo e´ menor do que alugar um cabo a uma companhia telefo´nica.
Apesar do nu´mero de vantagens que as redes sem fios oferecem estas na˜o substituem
as redes fixas. As redes sem fios tambe´m teˆm desvantagens:
• Menor largura de banda em comparac¸a˜o a redes por cabo devido ao limite do
espectro de frequeˆncia livre dispon´ıvel.
• O de´bito e´ partilhado entre todas as estac¸o˜es que partilham o mesmo meio.
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• Maiores risco de seguranc¸a devido ao meio estar dispon´ıvel para toda a gente
na area de cobertura do transmissor.
• O meio sem fios usado e´ incerto e na˜o fia´vel, o que leva a` necessidade da
validac¸a˜o dos dados recebidos devido a perdas.
No entanto essas desvantagens tem vindo a ser cada vez mais minimizadas com o
aumento da seguranc¸a atrave´s do uso de te´cnicas e algoritmos criptogra´ficos mais
elaborados. O aumento do de´bito bina´rio das redes sem fios tambe´m tem aumentado
com o surgimento de novas normas que va˜o sendo adoptadas pelos fabricantes no
lanc¸amento de novos equipamentos, mantendo a compatibilidade com os equipamen-
tos antigos.
Inicialmente as ofertas de redes sem fios estavam limitadas ao fabricante, ou seja,
todos os equipamentos que iam fazer parte da rede sem fios tinham que ser do mesmo
fabricante. Cada fabricante tinha uma especificac¸a˜o pro´pria dos protocolos e hardware
usados e isto levava a soluc¸o˜es com um custo muito elevado e pouco flex´ıveis. Foi enta˜o
que surgiu a normalizac¸a˜o de uma soluc¸a˜o que fosse adaptada pelos fabricantes, de
forma a tornar os equipamentos de diferentes fabricantes compat´ıveis e mais baratos.
2.2 Norma IEEE 802.11
Nesta secc¸a˜o apresenta-se a norma IEEE 802.11, dando eˆnfase aos aspectos rele-
vantes para o trabalho descrito nesta dissertac¸a˜o.
2.2.1 Introduc¸a˜o
As redes sem fios 802.11, tambe´m conhecidas como redes WiFi, viram a primeira
versa˜o da norma aprovada em 1997 pelo comite´ de normalizac¸a˜o do IEEE. Em 1999,
depois de uma revisa˜o a` norma, e´ aprovada a nova versa˜o que e´ adoptada pelos
fabricantes e da´ origem aos primeiros equipamentos WiFi. Ate´ a` actualidade, foram
surgindo novas verso˜es da norma que permitiram lanc¸ar novos equipamentos com
maior largura de banda e compat´ıveis com os mais antigos ja´ existentes.
O 802.11 e´ um membro da famı´lia IEEE 802, que e´ uma se´rie de especificac¸o˜es
para as tecnologias de redes de a´rea local (LAN, Local Area Network). Os diferentes
componentes da famı´lia 802 esta˜o relacionados entre si e cada um tem o seu lugar
no modelo OSI (Open Systems Interconnection), como mostra a Figura 2.1. As
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especificac¸o˜es IEEE 802 esta˜o focadas nas camadas mais baixas do modelo OSI porque
incorporam componentes da camada f´ısica e da camada de ligac¸a˜o. A sub camada
MAC e´ um conjunto de regras que determina como e´ feito o acesso ao meio e o
envio de dados, os detalhes de como a transmissa˜o e recepc¸a˜o e´ efectuada e feita pela
camada f´ısica.
Figura 2.1: Relacionamento dos componentes da famı´lia IEEE 802.
As especificac¸o˜es individuais na famı´lia 802 sa˜o identificadas pelo segundo nu´mero.
O 802.3, por exemplo, e´ a especificac¸a˜o CSMA/CD (Carrier Sense Multiple Access
with Collision Detection) (normalmente conhecido como Ethernet). Outras especi-
ficac¸o˜es descrevem partes da pilha de protocolos 802, o 802.2 especifica a sub camada
de ligac¸a˜o comum (LLC, Logic Link Control) que e´ usado pelas tecnologias de redes
LAN das camadas inferiores. As func¸o˜es de gesta˜o do 802 sa˜o especificadas no 802.1.
O 802.11 e´ apenas mais uma camada de ligac¸a˜o que usa o encapsulamento do
802.2/LLC. A especificac¸a˜o base das redes 802.11 define a sub camada MAC, a gesta˜o
MAC dos protocolos e servic¸os, duas camadas f´ısicas com modulac¸o˜es FHSS (Fre-
quency Hopping Spread Spectrum) e DSSS (Direct Sequence Spread Spectrum). As
reviso˜es feitas mais tarde ao 802.11 foram adicionando mais camadas f´ısicas, 802.11b
com modulac¸a˜o HR/DSSS (High Rate Direct Sequence Spread Spectrum), 802.11a
com modulac¸a˜o OFDM (Orthogonal Frequency Division Multiplexing), 802.11g com
modulac¸a˜o OFDM e DSSS e a mais recente 802.11n com modulac¸a˜o OFDM.
O que torna o 802.11 muito importante e´ o simples detalhe de “ser apenas mais
uma camada de ligac¸a˜o do 802.2”. O 802.11 permite o acesso mo´vel a`s redes 802
que ja´ existiam, como a rede Ethernet. No entanto, para conseguir este objectivo, foi
necessa´rio incorporar na camada MAC um conjunto de novas funcionalidades, o que
resultou numa camada MAC bastante complexa relativamente a`s outras especificac¸o˜es
MAC do IEEE 802.
A camada f´ısica tambe´m e´ relativamente complexa devido ao uso de transmissa˜o
ra´dio. Nas redes 802.11, esta camada divide-se em dois componentes gene´ricos: o
PLCP (Physical Layer Convergence Procedure) que faz o mapeamento das tramas
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MAC ao meio, e o PMD (Physical Medium Dependent) que transmite essas tramas.
Nas redes 802.11, o PLCP encontra-se no limite superior da camada f´ısica colado a`
parte inferior da sub camada MAC. Este acrescenta um nu´mero de campos adicionais
a` trama recebida da sub camada MAC que sa˜o necessa´rios para a transmissa˜o dessa
trama sobre o meio.
As redes 802.11 necessitam de um recurso chave para poder transmitir usando
o ar como meio de transmissa˜o, que e´ uma banda de frequeˆncias no espectro de
ra´dio. Cada banda na˜o e´ mais do que uma gama de frequeˆncias alocada para uma
aplicac¸a˜o espec´ıfica que tem associado uma largura de banda. A atribuic¸a˜o dessas
bandas de frequeˆncias requer uma licenc¸a que e´ atribu´ıda e controlada rigorosamente
por autoridades reguladoras de forma a evitar a sobreposic¸a˜o das ondas de ra´dio.
Existem bandas que geralmente sa˜o livres para dispositivos com baixa poteˆncia
de transmissa˜o, na˜o necessitando de uma licenc¸a expl´ıcita. Existe um conjunto de
treˆs dessas bandas (Tabela 2.1) que sa˜o conhecidas como bandas ISM (Industrial,
Scientific and Medical), e duas dessas bandas (S-Band ISM e C-Band ISM) sa˜o usadas
pelos dispositivos 802.11. Essas bandas sa˜o divididas em canais de forma a permitir
que va´rias redes 802.11 possam coexistir no mesmo espac¸o.
Banda Gama de frequeˆncias
UHF ISM 902 - 928 MHz
S-Band ISM 2.4 - 2.5 GHz
C-Band ISM 5.725 - 5.875 GHz
Tabela 2.1: Bandas ISM.
O uso de ondas de ra´dio como meio de transmissa˜o do 802.11 trouxe uma se´rie de
desafios na especificac¸a˜o, uma vez que estas podem sofrer problemas de propagac¸a˜o
que podem interromper a ligac¸a˜o de ra´dio, como por exemplo, interfereˆncia provocada
por mu´ltiplos caminhos e sombras.
Outra das preocupac¸o˜es principais na especificac¸a˜o do 802.11 e´ a seguranc¸a. A
transmissa˜o de dados sobre o meio esta´ dispon´ıvel para quem esta´ na area de co-
bertura do transmissor com a antena apropriada. Isto torna mais fa´cil o sniffing1,
uma vez que as transmisso˜es de ra´dio foram desenhadas para serem processadas por
qualquer receptor que se encontre na a´rea de cobertura.
A norma 802.11 inclui mecanismos de seguranc¸a que teˆm vindo a ser melhorados a
1Consiste em interceptar o tra´fego de dados numa rede de computadores.
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cada nova versa˜o da especificac¸a˜o, como o WEP (Wired Equivalent Privacy) e o WPA
(Wi-Fi Protected Access). Assim, o acesso a uma rede 802.11 pode ser condicionado a
apenas alguma estac¸a˜o com o conhecimento pre´vio de uma chave de acesso. Permite
tambe´m a cifra dos dados numa ligac¸a˜o 802.11 para que algue´m que fac¸a sniffing
dessa ligac¸a˜o a` rede na˜o tenha acesso directo aos dados.
As diferenc¸as entre as especificac¸o˜es 802.11 que foram lanc¸adas desde 1997 ate´








- Jun 1997 1,2 2.4
Primeira norma. Especificava treˆs camadas
f´ısicas DSSS, FHSS e infravermelhos.
a Set 1999 ate´ 54 5
Usa a mesma camada de ligac¸a˜o da
especificac¸a˜o original mas com modulac¸a˜o
OFDM na camada f´ısica a operar nos 5 GHz.
b Set 1999 5.5, 11 2.4
Usa a camada MAC original e introduziu
melhorias na modulac¸a˜o da especificac¸a˜o
original. Este tornou-se um dos mais
populares porque foi rapidamente adoptado
devido ao de´bito e a uma baixa de prec¸o dos
equipamentos.
g Jun 2003 ate´ 54 2.4
A camada f´ısica opera nos 2.4 GHz (como no
802.11b) e usa a modulac¸a˜o OFDM (como no
802.11a).
n Out 2009 ate´ 600 2.4, 5
Acrescenta o suporte para mu´ltiplas
entradas, mu´ltiplas sa´ıdas (MIMO,
Multiple-Input and Multiple-Output),
mu´ltiplas antenas na transmissa˜o e recepc¸a˜o.
Opera nas bandas de 2.4 e 5 GHz com
modulac¸a˜o OFDM e suporte para canais de
40 MHz.
Tabela 2.2: Comparac¸a˜o de algumas das especificac¸o˜es 802.11.
A especificac¸a˜o original do 802.11 foi rapidamente substitu´ıda pela 802.11a e
802.11b, as quais deram origem a` primeira vaga de equipamentos. Mais tarde apa-
receu o 802.11g, que deu origem a uma nova vaga de equipamentos que suportavam
banda dupla e mesmo modo triplo suportando a, b e g na mesma placa de rede e AP.
As especificac¸o˜es que ate´ 2007 se encontravam em 8 documentos separados, foram
agrupadas num u´nico documento (IEEE Std 802.11-2007[2]) com as especificac¸o˜es
802.11a, b, d, e, g, h, i e j. A u´ltima especificac¸a˜o 802.11n (IEEE Std 802.11-
2009[3]), lanc¸ada em 2009, ja´ era usada em muitos dispositivos sendo estes baseados
num rascunho de uma proposta lanc¸ada em 2007.
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2.2.2 Arquitectura
Uma rede 802.11 e´ constitu´ıda por quatro componentes f´ısicos. A presenc¸a de
alguns destes componentes na˜o e´ obrigato´ria para todos os tipos de rede 802.11. Os
componentes sa˜o os seguintes:
Ponto de acesso (AP) - estes dispositivos fazem a ponte entre o meio sem fios e o
fixo, de forma a converter as tramas 802.11 recebidas para outro tipo de tramas,
normalmente Ethernet. Tambe´m suportam um conjunto de outras func¸o˜es,
como por exemplo interligar um conjunto de estac¸o˜es 802.11, no entanto a
func¸a˜o de ponte e´ de longe a mais importante.
Meio sem fios - para mover as tramas de estac¸a˜o para estac¸a˜o o 802.11 usa o meio
ra´dio. Sa˜o definidas na norma um conjunto de camadas f´ısicas em que a arqui-
tectura permite o suporte das mesmas por uma u´nica camada MAC.
Estac¸o˜es - sa˜o os dispositivos com capacidade de computac¸a˜o que ligam a` rede
atrave´s de uma placa de rede sem fios 802.11. Estes dispositivos usam a rede
para trocar dados. Normalmente estes dispositivos sa˜o alimentados a baterias
(computadores porta´teis, smarthphones, etc). Em alguns casos podem ser com-
putadores de secreta´ria que por algum motivo na˜o podem ser ligados a` rede
por cabo. Neste projecto o mo´dulo desenvolvido destina-se a detectar estes
dispositivos.
Sistema de distribuic¸a˜o (DiS, Distribution System) - quando va´rios APs se
encontram ligados para formar uma a´rea maior de cobertura. Estes comuni-
cam entre si para acompanhar o movimento de estac¸o˜es. Este e´ o componente
lo´gico do 802.11 que envia as tramas para o destino. Normalmente a ponte de
comunicac¸a˜o entre os APs e´ feita por uma rede Ethernet.
Tipos de Redes
O bloco ba´sico de uma rede 802.11 consiste simplesmente num conjunto de esta-
c¸o˜es que comunicam entre si denominado conjunto de servic¸os ba´sico (BSS, Basic
Service Set). A comunicac¸a˜o entre as estac¸o˜es ocorre dentro de uma a´rea denomi-
nada a´rea de servic¸os ba´sico (BSA, Basic Service Area). Esta a´rea e´ definida pelas
caracter´ısticas de propagac¸a˜o do meio sem fios. Quando uma estac¸a˜o se encontra
dentro dessa a´rea pode comunicar com outros membros dessa BSS.
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Uma BSS pode ser de dois tipos:
(a) IBSS. (b) Infrastructure BSS.
Figura 2.2: Tipos de redes 802.11.
Independente (IBSS, Independent Basic Service Set)
As estac¸o˜es comunicam directamente entre si, como mostra a Figura 2.2a. Neste
tipo de rede as estac¸o˜es teˆm que se encontrar na a´rea de cobertura que permita
a comunicac¸a˜o directa. A rede mais pequena que e´ poss´ıvel formar e´ constitu´ıda
por duas estac¸o˜es. Normalmente este tipo de rede e´ composto por um nu´mero
pequeno de estac¸o˜es que se juntam para um propo´sito espec´ıfico, e durante um
curto espac¸o de tempo. Por exemplo, os participantes criam a rede no in´ıcio de
uma reunia˜o para partilhar dados. Quando a reunia˜o acaba a rede e´ dissolvida.
Devido a` sua curta durac¸a˜o, tamanho pequeno e propo´sito espec´ıfico este tipo
de rede tambe´m e´ conhecido como rede Ad-hoc.
Infra-estrutura (Infrastructure BSS, Infrastructure Basic Service Set)
Este tipo de rede distingue-se por usar um AP, como mostra a Figura 2.2b.
Toda a comunicac¸a˜o e´ feita atrave´s do AP, incluindo a comunicac¸a˜o entre esta-
c¸o˜es na mesma BSA. Assim, uma estac¸a˜o quando quer comunicar com uma
segunda estac¸a˜o na mesma Infrastructure BSS, fa´-lo em dois saltos. Primeiro a
trama e´ transferida da estac¸a˜o de origem para o AP. Depois o AP transmite essa
trama para a estac¸a˜o de destino. Com as comunicac¸o˜es todas a serem efectuados
pelo AP, a BSA e´ definida pelos pontos de onde o AP pode receber tramas.
Necessitar de diversos saltos para a comunicac¸a˜o requer mais capacidade do
transmissor e receptor do que a transmissa˜o directa, como nas IBSS. No entanto,
teˆm duas grandes vantagens:
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• Uma Infrastructure BSS e´ definida pela distaˆncia ma´xima ate´ ao AP, todos
as estac¸o˜es teˆm que estar dentro dessa distaˆncia para ter a cobertura do
AP. No entanto, na˜o e´ imposta distaˆncia ma´xima entre estac¸o˜es, o que
pode aumentar a distaˆncia de comunicac¸a˜o entre estac¸o˜es. A comunicac¸a˜o
directa usada nas IBSS permite uma maior capacidade de transmissa˜o,
mas a` custa do aumento da complexidade da camada f´ısica que e´ necessa´ria
para manter uma relac¸a˜o com as estac¸o˜es vizinhas na mesma BSA.
• Os APs numa Infrastructure BSS teˆm um posic¸a˜o que permite assistir as
estac¸o˜es na tentativa de poupar energia. O AP pode armazenar tramas
destinadas a`s estac¸o˜es enquanto estas se encontram em modo de poupanc¸a
de energia. Quando uma estac¸a˜o voltar ao modo normal, este entrega as
tramas armazenadas a` estac¸a˜o. Normalmente as estac¸o˜es sem fios sa˜o ali-
mentadas a baterias e e´ importante desligar o transmissor sem fios para
apenas voltar a ligar para transmitir tramas ou receber as tramas arma-
zenadas no AP, de forma a poupar energia.
Numa Infrastructure BSS as estac¸o˜es teˆm que se associar com o AP para ter
acesso aos servic¸os da rede. A associac¸a˜o e´ o processo usado para uma estac¸a˜o
se juntar a uma rede 802.11, que equivale a ligar o cabo numa rede Ethernet.
Neste processo a iniciativa parte sempre das estac¸o˜es e o AP decide se permite
ou na˜o o acesso, baseado no conteu´do do pedido de associac¸a˜o. Uma estac¸a˜o so´
pode estar associada com um u´nico AP de cada vez. A norma 802.11 na˜o impo˜e
um limite para o nu´mero de estac¸o˜es que estejam associadas com o mesmo AP,
no entanto, o desempenho baixo da rede numa situac¸a˜o com muitas estac¸o˜es
associadas ira´ impor esse limite.
A soluc¸a˜o deste projecto foi desenvolvida de forma a detectar as estac¸o˜es presentes
na vizinhanc¸a nos dois tipos de redes 802.11.
A´reas alargadas de servic¸o (ESA)
Uma BSS consegue fornecer cobertura de rede para um pequeno espac¸o mas na˜o
para espac¸os mais alargados, como o campus de uma universidade. O 802.11 permite
a criac¸a˜o de redes grandes atrave´s da ligac¸a˜o de va´rias BSSs de forma a formar
um conjunto de servic¸os alargado (ESS, Extended Service Set). Uma ESS e´ criada
atrave´s da interligac¸a˜o das va´rias BSSs usando uma rede de backbone. O 802.11 na˜o
13
Norma IEEE 802.11
espec´ıfica nenhuma tecnologia espec´ıfica para a rede de backbonemas e´ um requisito
esta suportar um conjunto de servic¸os espec´ıficos.
As estac¸o˜es que fazem parte da mesma ESS podem comunicar entre si mesmo
quando se encontram em BSSs diferentes. Inclusive podem mover-se entre BSSs. Na
comunicac¸a˜o entre estac¸o˜es na mesma ESS o meio sem fios tem que actuar como uma
ligac¸a˜o da camada 2. Os APs funcionam como pontes e a comunicac¸a˜o entre estac¸o˜es
na ESS requer uma rede de backbone tambe´m a actuar como uma ligac¸a˜o da camada
2. Assim bastara´ uma qualquer ligac¸a˜o de camada 2. Os APs podem ser ligados
todos ao mesmo comutador (switch) ou usar LANs virtuais para o caso de a ligac¸a˜o
de camada 2 se estender a uma a´rea grande.
A mobilidade numa ESS no 802.11 e´ apenas poss´ıvel se a rede de backbone per-
tencer toda a um u´nico domı´nio da camada de ligac¸a˜o.
Uma a´rea alargada de servic¸o (ESA, Extended Service Area) e´ o n´ıvel mais alto de
abstracc¸a˜o suportado pelas redes 802.11. Os APs numa ESS operam de forma a que
seja apenas usado um u´nico enderec¸o MAC para que algue´m que aceda de fora consiga
comunicar com um estac¸a˜o dentro da ESS. Um router na˜o sabe a localizac¸a˜o de uma
estac¸a˜o na ESS, confiando nos APs para fazer a entrega das tramas a`s estac¸o˜es.
Sistema de distribuic¸a˜o
O DiS e´ o mecanismo que permite a mobilidade atrave´s da comunicac¸a˜o entre os
APs. Quando uma trama e´ entregue ao DiS, e´ entregue ao AP correcto e esse entrega
a trama a` estac¸a˜o de destino.
O DiS e´ responsa´vel por seguir onde uma estac¸a˜o se encontra fisicamente e entregar
as tramas que lhe sa˜o destinadas. Quando uma trama e´ enviada para uma estac¸a˜o, o
DiS e´ encarregue de entregar a mesma ao AP ao qual a estac¸a˜o se encontra associada.
Uma parte do mecanismo de distribuic¸a˜o e´ a rede de backbone, no entanto, esta
sozinha na˜o teˆm forma de escolher qual o AP apropriado. No 802.11, a rede de
backbone e´ apenas considerada o meio do DiS.
A outra parte dos DiS sa˜o os APs, mais concretamente no motor que faz a ponte
que existe normalmente entre os interfaces sem fios e Ethernet. Este interage direc-
tamente com os dois interfaces e completa o DiS.
A comunicac¸a˜o entre estac¸o˜es numa Infrastructure BSS teˆm que usar o DiS, uma
vez que na˜o se encontram directamente ligadas entre si. Mesmo as estac¸o˜es dentro
da mesma BSS teˆm que usar o DiS.
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Existem caracter´ısticas nas redes 802.11 que sa˜o parte da interacc¸a˜o nos DiS:
Comunicac¸a˜o entre APs - o DiS tem um me´todo para gesta˜o das associac¸o˜es.
Uma estac¸a˜o so´ pode estar associada num u´nico AP num dado momento, se
uma estac¸a˜o esta´ associada a um AP os outros APs na ESS precisam de o
saber. Assim, um AP tem que informar os outros APs das estac¸o˜es que teˆm
associadas. Os APs normalmente usam o protocolo IAPP (Inter-Access Point
Protocol) sobre o meio do backbone para comunicar entre si. Este ainda na˜o e´
uma norma do 802.11 mas apenas uma recomendac¸a˜o no grupo de trabalho do
802.11f.
Pontes sem fios - normalmente o DiS tem uma rede cablada mas o 802.11 suporta
o uso do meio sem fios para o DiS. Este permite ligar duas LANs pela camada
de ligac¸a˜o, ligando rapidamente duas localizac¸o˜es fisicamente distintas.
Operac¸o˜es e Servic¸os de Rede
O 802.11 foi desenhado para ser apenas mais uma das camadas de ligac¸a˜o para
protocolos das camadas superiores. A heranc¸a que tra´s do Ethernet e´ grande e
as estac¸o˜es sa˜o identificadas por enderec¸os MAC de 48 bits. As tramas tambe´m sa˜o
entregues baseadas no enderec¸o MAC, no entanto a entrega de tramas na˜o e´ confia´vel
como nas redes Ethernet mas o 802.11 incorpora alguns mecanismos ba´sicos que
ajudam de certa forma a ultrapassar isso. Do ponto de vista de utilizador as redes
802.11 sa˜o a mesma coisa que as redes Ethernet. No entanto para os administradores
de rede sa˜o necessa´rias maiores competeˆncias sobre o 802.11.
Uma forma de definir uma tecnologia de rede e´ atrave´s dos servic¸os que esta
fornece. No caso do 802.11 sa˜o nove servic¸os, treˆs usados nas operac¸o˜es de transmissa˜o
de dados, os restantes para operac¸o˜es de gesta˜o. Os servic¸os encontram-se resumidos
na Tabela 2.3.
Servic¸os de estac¸a˜o - os servic¸os de estac¸a˜o sa˜o obrigato´rios e fazem parte de todas
as estac¸o˜es 802.11. Estes servic¸os esta˜o presentes nas estac¸o˜es mo´veis e nas
interfaces sem fios dos APs. As estac¸o˜es providenciam o servic¸o de entrega de
tramas mas para suportar esta tarefa tambe´m sa˜o necessa´rios os servic¸os de
autenticac¸a˜o para estabelecer a associac¸a˜o. Estas tambe´m podem beneficiar ao
usar as func¸o˜es do servic¸o de privacidade para protecc¸a˜o das mensagens.
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Servic¸os Estac¸a˜o ou DiS Descric¸a˜o
Distribution DiS
Este servic¸o e´ usado numa Infrastructure
BSS para determinar o enderec¸o de destino
de uma trama.
Integration DiS
Entrega as tramas numa rede IEEE 802
LAN, fora da rede sem fios.
Association DiS
Usado para uma estac¸a˜o se registar com o
AP, que vai servir de passagem para as
tramas da estac¸a˜o.
Reassociation DiS
Usado para uma estac¸a˜o se registar num AP
diferente dentro da mesma ESS.
Disassociation DiS
Usado para remover o registo de uma estac¸a˜o
do AP.
Authentication Estac¸a˜o
Usado para autenticar uma estac¸a˜o perante o
AP, antes de ocorrer a associac¸a˜o.
Deauthentication Estac¸a˜o
Usado para terminar a autenticac¸a˜o perante
o AP.
Privacy Estac¸a˜o
Providencia mecanismos de protecc¸a˜o contra
uma leitura na˜o autorizada das tramas.
MSDU delivery Estac¸a˜o Entrega de dados ao receptor.
Tabela 2.3: Servic¸os dispon´ıveis numa rede 802.11.
Servic¸os de DiS - os servic¸os DiS ligam os APs ao DiS. A func¸a˜o principal do AP e´
extender os servic¸os das redes fixas a`s redes sem fios. Isto e´ feito providenciando
a distribuic¸a˜o e integrac¸a˜o de servic¸os para a parte sem fios. A gesta˜o da
associac¸a˜o das estac¸o˜es sem fios e´ uma das func¸o˜es principais do DiS. De forma
a manter os dados de associac¸a˜o e localizac¸a˜o das estac¸o˜es, o DiS provideˆncia
os servic¸os de associac¸a˜o, re-associac¸a˜o e dissociac¸a˜o.
Mobilidade
Uma das motivac¸o˜es para o desenvolvimento do 802.11 foi tambe´m a mobili-
dade. As estac¸o˜es podem-se mover enquanto se encontram ligadas na rede sem fios a
transmitir tramas. A norma reconhece treˆs cena´rios de transic¸o˜es na mobilidade das
estac¸o˜es:
Sem transic¸a˜o - quando uma estac¸a˜o se encontra dentro da BSA de um AP ao qual
se encontra associada sem se mover ou movendo-se mas sem sair dessa BSA.
Desta forma na˜o existe nenhuma transic¸a˜o entre APs.
Transic¸a˜o de BSS - quando uma estac¸a˜o se encontra dentro de uma ESA, o 802.11
fornece mobilidade ao n´ıvel da camada MAC. As estac¸o˜es fazem a monitorizac¸a˜o
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continua da poteˆncia e qualidade do sinal dos APs que constituem essa ESA e
fazem a associac¸a˜o ao AP mais apropriado enquanto se movimentam. O DiS e´
depois capaz de entregar as tramas destinadas ao enderec¸o MAC de uma estac¸a˜o
deixando os APs encarregues do u´ltimo salto. Os APs teˆm que cooperar entre
si de forma a informar os outros APs quando um estac¸a˜o faz essa transic¸a˜o. O
802.11 na˜o especifica como essa comunicac¸a˜o e´ feita, no entanto normalmente
e´ usado o protocolo IAPP.
Transic¸a˜o de ESS - o 802.11 na˜o suporta a transcric¸a˜o de uma ESS para outra
ESS distinta sem a perda de ligac¸a˜o para as camadas superiores. De forma a
manter essa ligac¸a˜o na transcric¸a˜o de ESS, no caso do TCP/IP, seria necessa´rio
o uso de Mobile IP1. No entanto, o 802.11 permite que, com relativa facilidade,
uma estac¸a˜o fac¸a a associac¸a˜o com um AP numa nova ESA.
2.2.3 Camada MAC
A camada MAC e´ a chave da especificac¸a˜o do 802.11. Esta encaixa em todas
as camadas f´ısicas, controla a transmissa˜o dos dados do utilizador para o meio, as
principais operac¸o˜es com as tramas e a interacc¸a˜o com as redes fixas de backbone. As
diferentes camadas f´ısicas fornecem apenas diferentes velocidades de transmissa˜o que
inter-operam entre si.
A norma 802.11 na˜o muda muito radicalmente relativamente a`s outras normas
IEEE 802. Este adapta o t´ıpico funcionamento das redes Ethernet a`s ligac¸o˜es ra´dio.
As redes 802.11 tambe´m usam CSMA (Carrier Sense Multiple Access) para controlar
o acesso ao meio de transmissa˜o. No entanto, para evitar o desperd´ıcio de capacidade
de transmissa˜o em detecc¸a˜o de coliso˜es como o CSMA/CD nas redes Ethernet, este
usa CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) de forma
a evitar as coliso˜es. O acesso ao meio tambe´m e´ feito de forma distribu´ıda e na˜o
centralizada.
No desenvolvimento da camada MAC do 802.11 foi necessa´rio ultrapassar alguns
desafios e impor algumas regras para acesso ao meio que na˜o existiam nas redes fixas.




Mecanismo de reconhecimento positivo
Nas comunicac¸o˜es sem fios na˜o se pode assumir que uma trama transmitida chega
ao seu destino correctamente como nas redes fixas Ethernet. O meio sem fios e´
diferente, especialmente porque usa frequeˆncias na˜o licenciadas ISM. As redes 802.11
teˆm que assumir que existe interfereˆncia e foram desenhadas de forma a contornar
isso. Foram consideradas interfereˆncias de fornos micro-ondas e outras fontes de ra´dio
frequeˆncia. Adicionalmente existe o ru´ıdo, interfereˆncia multi-caminhos e situac¸o˜es
em que uma estac¸a˜o se move para um ponto morto (zona de sombra) que impede a
transmissa˜o de tramas.
A especificac¸a˜o 802.11 incorpora um mecanismo em que para cada trama trans-
mitida, tem que existir uma resposta de reconhecimento positivo que confirma a
recepc¸a˜o da trama atrave´s da trama de ACK (Acknowledgment). No caso de alguma
das partes falhar a trama e´ considerada perdida. As tramas de ACK sa˜o transmi-
tidas sem contenc¸a˜o. Quando os dados sa˜o corrompidos, o destinata´rio na˜o faz o
reconhecimento negativo.
Mecanismo RTS/CTS
Numa rede sem fios existem pontos onde algumas estac¸o˜es se podem encontrar fora
do alcance de cobertura ra´dio de outras estac¸o˜es na mesma rede. Isto pode provocar
problemas uma vez que as estac¸o˜es dependem da recepc¸a˜o de transmisso˜es para fazer
as func¸o˜es de carrier-sensing do CSMA e detectar transmisso˜es de forma a evitar
coliso˜es. Uma colisa˜o que ocorra entre duas estac¸o˜es escondidas que transmitam
durante a transmissa˜o da outra sa˜o muito dif´ıceis de detectar, porque um transceptor
ra´dio na˜o consegue transmitir e receber ao mesmo tempo.
Para evitar coliso˜es, o 802.11 permite que as estac¸o˜es usem as tramas de RTS
(Request to Send) e CTS (Clear to Send) de forma a “limpar” a a´rea antes da
transmissa˜o.
Uma estac¸a˜o que pretenda enviar uma trama, inicia o processo enviando uma
trama de RTS. A trama RTS serve para reservar o meio para a transmissa˜o da
trama e para silenciar as estac¸o˜es que o recebem. A estac¸a˜o de destino que recebe
o RTS responde com uma trama CTS. A trama CTS, assim como a trama RTS,
serve para silenciar as estac¸o˜es que a recebem. Quando a troca do RTS/CTS esta´
completa, a estac¸a˜o que a iniciou pode transmitir as tramas sem a preocupac¸a˜o de
interfereˆncias das estac¸o˜es escondidas. As tramas transmitidas usando este processo
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tambe´m precisam de reconhecimento positivo.
Este processo consome capacidade de transmissa˜o, principalmente no atraso intro-
duzido antes do in´ıcio da transmissa˜o, justificando-se o seu uso apenas em ambientes
com alta capacidade e contenc¸a˜o significativa.
Modos de acesso ao meio
O acesso ao meio sem fios e´ controlado por func¸o˜es de coordenac¸a˜o. O modo
ideˆntico ao usado nas redes Ethernet e´ fornecido pelo DCF (Distributed Coordination
Function). Quando e´ necessa´rio um servic¸o livre de contenc¸a˜o, este e´ fornecido pelo
PCF (Point Coordination Function) que e´ constru´ıdo em cima do DCF e apenas e´
fornecido em Infrastructure BSS.
DCF - e´ a base do acesso ao meio CSMA/CA. Este verifica, como nas redes Ethernet
se o meio ra´dio se encontra livre antes de transmitir. Para evitar coliso˜es, as
estac¸o˜es esperam um tempo aleato´rio (backoff ) antes da transmissa˜o de cada
trama. O primeiro a transmitir ira´ tomar conta do canal. Em algumas cir-
cunstaˆncias o DCF usa o mecanismo de RTS/CTS para reduzir a possibilidade
de acontecerem coliso˜es.
PCF - fornece o servic¸o livre de contenc¸a˜o. Este necessita de uma estac¸a˜o que fac¸a a
coordenac¸a˜o de forma a garantir que o meio e´ usado sem contenc¸a˜o. Os pontos
de coordenac¸a˜o esta˜o nos APs, o que restringe o PCF apenas a`s Infrastructure
BSS. De forma a ganhar acesso aos servic¸os livres de contenc¸a˜o, no PCF existe
um per´ıodo de contenc¸a˜o que permite a`s estac¸o˜es transmitir tramas apo´s um
curto intervalo. O PCF nunca foi extensamente implementado e usado logo na˜o
sera´ abordado em detalhe.
Func¸o˜es de Carrier-Sensing
O carrier-sensing e´ usado para determinar se o meio se encontra livre. O 802.11
usa duas func¸o˜es de carrier-sensing, uma f´ısica e outra virtual. Para qualquer uma
dessas func¸o˜es, quando o meio esta´ ocupado, o MAC reporta a`s camadas superiores.
O carrier-sensing f´ısico e´ fornecido pela camada f´ısica em questa˜o e depende
do estado do meio e modulac¸a˜o usados, no entanto, na˜o consegue fornecer toda a




O carrier-sensing virtual e´ fornecido pelo NAV (Network Allocation Vector). As
tramas 802.11 conte´m um campo de durac¸a˜o que e´ usado para reservar o meio por um
per´ıodo de tempo. O NAV e´ um temporizador que indica o tempo que o meio esta´
reservado. As estac¸o˜es definem no NAV o tempo que preveˆem usar o meio, incluindo
as tramas necessa´rias para completar a operac¸a˜o actual. Outras estac¸o˜es fazem a
contagem do NAV ate´ 0. Enquanto o NAV na˜o estiver a zero, o carrier-sensing
indica que o meio esta´ ocupado.
Ao usar o NAV as estac¸o˜es conseguem garantir a na˜o interrupc¸a˜o de sequeˆncias
de operac¸o˜es, como a sequeˆncia de RTS/CTS.
Espac¸o Inter-tramas
Assim como nas redes Ethernet, o espac¸o inter-trama no 802.11 tambe´m e´ im-
portante na coordenac¸a˜o do acesso ao meio de transmissa˜o. Este usa quatro espac¸os
diferentes em que treˆs sa˜o usados para determinar o acesso ao meio.
De forma a evitar coliso˜es, no 802.11 a transmissa˜o das tramas e´ atrasada ate´ o
meio se encontrar livre. Ao variar o tempo inter-tramas, pode-se criar uma diferenc¸a
de prioridade para diferentes tipos de tra´fego. Tramas com prioridade elevada na˜o
atrasam tanto tempo depois de o meio ficar livre, assim ocupam o meio antes de
tramas com prioridade mais baixa. De forma a lidar com os diferentes taxas de
transmissa˜o do 802.11, os tempos de atrasos foram fixados, independentemente da
velocidade de transmissa˜o.
SIFS (Short Inter-Frame Space) - e´ o tempo de atraso usado nas transmisso˜es
de prioridade mais elevada. As tramas como RTS/CTS e ACK apenas esperam
SIFS depois de o meio ficar livre, assim ocupam o meio e ganham prioridade
sobre a transmissa˜o das tramas com atraso maior.
PIFS (PCF Inter-Frame Space) - e´ o atraso usado no PCF apenas durante o
per´ıodo livre de contenc¸a˜o. Um estac¸a˜o atrasa PIFS antes de transmitir uma
trama no per´ıodo livre de contenc¸a˜o.
DIFS (DCF Inter-Frame Space) - e´ o atraso mı´nimo em que o meio se encontra
livre usado nos servic¸os com contenc¸a˜o. As estac¸o˜es podem ter acesso ao meio
se este se encontra livre por um per´ıodo maior que DIFS.
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EIFS (Extended Inter-Frame Space) - e´ o atraso usado apenas quando ocorrem
erros na transmissa˜o de tramas e na˜o teˆm um tempo de intervalo fixo.
Figura 2.3: Relac¸a˜o entre os atrasos inter-tramas no 802.11.
A relac¸a˜o entre os atrasos encontra-se ilustrada na Figura 2.3, com excepc¸a˜o do EIFS.
Numa transmissa˜o de uma sequeˆncia de operac¸o˜es como o RTS/CTS, para ganhar
acesso ao meio teˆm que usar o DIFS como qualquer transmissa˜o normal. Depois de
ganhar acesso ao meio, esta sequeˆncia de operac¸o˜es usa SIFS para as restantes tramas
da sequeˆncia. Assim, a sequeˆncia de operac¸o˜es vai ocupar o meio antes que outro
tipo de tramas possam ser transmitidas. Com o uso de SIFS e NAV uma estac¸a˜o
pode prender o meio pelo tempo necessa´rio.
Acesso com contenc¸a˜o usando o DCF
As redes 802.11 usam na maioria dos casos o DCF, fornecendo um acesso ideˆntico
ao das redes Ethernet baseado em contenc¸a˜o. Este pode ser usado em IBSS ou
Infrastructure BSS, permitindo o acesso independente de mu´ltiplas estac¸o˜es ao meio
sem um controlo central.
Cada estac¸a˜o, antes de uma tentativa de transmissa˜o, verifica se o meio se encontra
livre. Caso na˜o esteja, adia a transmissa˜o usando um algoritmo de backoff de ordem
exponencial para evitar coliso˜es.
Existe um conjunto de regras que sa˜o sempre usadas e outras adicionais que depen-
dem das circunstaˆncias. O DCF teˆm duas regras aplicadas a todas as transmisso˜es:
1. Se o meio se encontra livre mais de DIFS, a transmissa˜o pode comec¸ar imedia-
tamente. O carrier-sensing e´ feito usando o meio f´ısico e o NAV.




(b) Se a trama recebida anteriormente conte´m erros, o meio tem que ficar livre
EIFS.
2. Se o meio esta´ ocupado, a estac¸a˜o tem que esperar ate´ o meio ficar livre. Quando
o acesso ao meio e´ adiado, a estac¸a˜o espera o meio livre durante DIFS e adicio-
nalmente um per´ıodo de backoff aleato´rio entre 0 e um ma´ximo que e´ calculado
usando o algoritmo de backoff de ordem exponencial.
As regras adicionais podem ser aplicadas em certas situac¸o˜es. Algumas dependem de
situac¸o˜es particulares do meio e sa˜o espec´ıficas do resultado de transmisso˜es anteri-
ores.
1. A recuperac¸a˜o de erros e´ da responsabilidade da estac¸a˜o que enviou a trama.
Por cada trama transmitida e´ esperado um ACK e cabe a` estac¸a˜o que trans-
mitiu a trama voltar a tentar ate´ receber o reconhecimento positivo de que foi
recebida.
(a) O reconhecimento positivo indica sucesso. Nas sequeˆncias de operac¸o˜es,
estas tem que ser completadas na sua totalidade para ter sucesso. Quando
um ACK esperado na˜o e´ recebido toda a sequeˆncia e´ considerada perdida.
(b) Todos os dados enviados em unicast teˆm que ter reconhecimento positivo.
(c) A falha na transmissa˜o de uma trama provoca o incremento de um conta-
dor de tentativas e uma nova tentativa. E´ considerada uma falha quando
falhou o ganho no acesso ao meio e na˜o houve um reconhecimento positivo.
No entanto, apenas as tentativas de transmissa˜o provocam um aumento
da janela de congesta˜o.
2. As sequeˆncias de operac¸o˜es podem actualizar o NAV em cada passo da trans-
missa˜o. Uma estac¸a˜o quando recebe um NAV maior que o actual, actualiza-o.
3. Apenas as tramas de ACK, CTS e tramas de uma sequeˆncia de fragmentos
podem ser transmitidas usando o atraso SIFS, recebendo ma´xima prioridade.
(a) Uma estac¸a˜o quando transmite a primeira trama de uma sequeˆncia de
operac¸a˜o, ganha acesso ao meio. As restantes tramas podem ser enviadas
com um atraso de SIFS, bloqueando as outras estac¸o˜es.
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(b) As tramas adicionais da sequeˆncia actualizam o NAV para o tempo em
que o meio vai permanecer em uso.
4. A extensa˜o das sequeˆncias de tramas sa˜o necessa´rias para pacotes de camadas
superiores, que podem ser maiores que os thresholds configurados.
(a) Um pacote maior que o threshold RTS obriga ao uso do mecanismo de
RTS/CTS.
(b) Um pacote maior que o threshold de fragmentac¸a˜o tem que ser fragmen-
tado.
Para recuperac¸a˜o de erros no DCF cada trama tem um contador de tentativas associ-
ado. O contador de tentativas pode ser de dois tipos, um para tramas com tamanho
maior que o RTS threshold (long retry count) e outro para as tramas menores (short
retry count). Estes comec¸am a 0 e sa˜o incrementados a cada tentativa falhada de
transmissa˜o.
O short retry count e´ reiniciado a 0 quando:
• Uma trama de CTS e´ recebido em resposta ao RTS transmitido.
• Um ACK e´ recebido apo´s a transmissa˜o de uma trama com dados na˜o fragmen-
tados.
• Uma trama de broadcast ou multicast e´ recebida.
O long retry count e´ reiniciado a 0 quando:
• Um ACK e´ recebido apo´s a transmissa˜o de uma trama maior que o RTS th-
reshold.
• Uma trama de broadcast ou multicast e´ recebida.
A`s tramas que transportam dados fragmentados e´ associado um tempo de vida
ma´ximo. Este comec¸a a contar quando e´ transmitido o primeiro fragmento. Se
atingir o limite do tempo de vida e ainda houve fragmentos a serem transmitidos,
a trama e´ descartada e na˜o e´ efectuada nenhuma tentativa de enviar os restantes
fragmentos.
Quando o contador de tentativas atinge o limite, a trama e´ descartada e e´ repor-
tado a`s camadas superiores a sua perda.
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No DCF e´ usado tambe´m uma janela de contenc¸a˜o ou janela de backoff, que e´
um atraso que as estac¸o˜es fazem apo´s o meio ficar livre durante DIFS. Esta janela e´
divida em slots em que o seu tamanho depende do meio e da camada f´ısica que esta´
a ser usada. As estac¸o˜es escolhem um slot aleato´rio e esperam por esse slot antes da
tentativa de ganharem o acesso ao meio. A probabilidade de escolha do slot e´ igual
para todos os slots. A estac¸a˜o que gerou o nu´mero aleato´rio mais baixo ganha.
O nu´mero de slots da janela aumenta numa poteˆncia de base 2 menos 1 por cada
tentativa de retransmissa˜o. Sucesso na transmissa˜o reinicia o tamanho da janela.
Existe tambe´m um tamanho ma´ximo para a janela que quando e´ atingido mante´m-se
nesse valor ate´ ser reiniciado ou o contador de tentativas atinge o limite e a trama e´
descartada.
Fragmentac¸a˜o
A camada MAC do 802.11 faz tambe´m a fragmentac¸a˜o de pacotes grandes. A
fragmentac¸a˜o ajuda a combater a interfereˆncia nas transmisso˜es, afectando apenas
pequenos fragmentos e na˜o tramas grandes. Isto reduz a quantidade de dados que
podem ser corrompidos por interfereˆncia, ale´m de resultar numa maior taxa de trans-
fereˆncia.
As tramas com fragmentos conte´m todos o mesmo nu´mero de sequeˆncia mas di-
ferente nu´mero de fragmento. Tambe´m e´ indicado se existem mais fragmentos a
caminho. Normalmente os fragmentos sa˜o enviados numa sequeˆncia em burst com o
mecanismo de RTS/CTS. Para cada fragmento e´ usado o atraso SIFS e reconheci-
mento positivo.
Encapsulamento dos protocolos de camadas superiores
O 802.11 pode transportar qualquer protocolo da camada de rede. Contraria-
mente ao Ethernet, o 802.11 depende do encapsulamento do LLC para transportar
os protocolos para as camadas superiores.
Existem dois me´todos diferentes usados para o encapsulamento de dados no LLC.
Um descrito no RFC 1042[4] e outro no 802.1h. Ambos os me´todos sa˜o muito ideˆnticos
e derivam do 802.2’s SNAP (Sub-Network Access Protocol).
O LLC ao receber uma trama Ethernet da camada de cima, copia os enderec¸os
MAC de origem e destino para o cabec¸alho de uma nova trama. Depois insere o
cabec¸alho SNAP que conte´m os campos DSAP (Destination Service Access Point),
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SSAP (Source Service Access Point), um campo de controlo que e´ fixo a “0x03” e um
campo com o OUI (Organizationally Unique Identifier). Da trama Ethernet original
sa˜o ainda copiados os campos Type e os dados encapsulados, que e´ a trama IP. O
FCS (Frame Check Sequence) e´ recalculado e colocado no final.
Ao construir a trama MAC 802.11, sa˜o usados os campos dos enderec¸os MAC da
trama obtida anteriormente para construir o cabec¸alho 802.11. Os restantes campos
sa˜o encapsulados nos dados da trama 802.11.
Na Figura 2.4[1] esta´ ilustrado como e´ feito o encapsulamento usando o RFC 1042.
Figura 2.4: Encapsulamento do Ethernet em 802.11 usando o RFC 1042.
Poupanc¸a de energia
O 802.11 usa ondas de ra´dio frequeˆncia para comunicar e num sistema deste tipo
existem amplificadores de sinal que consomem muita energia. O 802.11 permite a`s
estac¸o˜es desligar ou adormecer o transceptor de ra´dio periodicamente de forma a
maximizar a autonomia dessas estac¸o˜es. Nestes per´ıodos o AP armazena as tramas
unicast que chegam destinados a`s estac¸o˜es que se encontram a dormir. Essas tramas
sa˜o anunciadas nas tramas de Beacon que sa˜o enviadas periodicamente pelo AP.
Quando a estac¸a˜o acorda envia uma trama do tipo PS-Poll para receber as tramas
que o AP tem armazenadas.
A resposta do AP a uma trama PS-Poll pode ser imediata ou adiada.
Resposta imediata - o AP espera um per´ıodo SIFS e depois pode comec¸ar a trans-
mitir a trama. A trama PS-Poll impo˜e tambe´m o NAV que conte´m o identifi-
cador da associac¸a˜o com o AP para que este possa determinar quais as tramas
que esta˜o armazenadas para a estac¸a˜o.
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Resposta adiada - o AP responde com um ACK a indicar que recebeu o pedido
mas que na˜o actua imediatamente. As tramas armazenadas podem ser entre-
gues a qualquer momento e a estac¸a˜o tem que permanecer acordada ate´ as
receber. Uma estac¸a˜o so´ pode voltar a adormecer quando a pro´xima trama de
Beacon com o TIM (Traffic Indication Map) indicar que o AP na˜o tem tramas
armazenadas para a estac¸a˜o.
As tramas de Beacon indicam apenas se as estac¸o˜es teˆm ou na˜o tramas armazenadas
no AP que lhe sa˜o destinadas, na˜o indicando o nu´mero de tramas.
2.2.4 Formato base da trama 802.11
O formato das tramas tambe´m faz parte da especificac¸a˜o da camada MAC do
802.11. No entanto, como e´ uma parte muito importante para este projecto, sera´
abordado mais em detalhe nesta secc¸a˜o a` parte da camada MAC em geral.
No 802.11 a camada MAC foi forc¸ada a adoptar caracter´ısticas u´nicas como o uso
de quatro campos de enderec¸os. Nem todos os tipos de tramas usam todos os campos
de enderec¸os e os valores designados para os campos com os enderec¸os podem mudar
consoante o tipo de trama MAC a ser transmitida.
A Figura 2.5 mostra uma trama MAC gene´rica do 802.11. As tramas aqui repre-
sentadas seguem as convenc¸o˜es do IEEE. Os campos sa˜o transmitidos da esquerda
para a direita, com o bit mais significativo a aparecer no fim.
Nem todos os campos sa˜o obrigato´rios em todos os tipos e sub-tipos de tramas
802.11, no entanto, os primeiros 3 campos (Frame Control, Duration/ID e Address 1 )
e o u´ltimo (FCS ) constituem o mı´nimo e esta˜o presentes em todas as tramas 802.11.
Os restantes aparecem consoante o tipo e sub-tipo de trama e sempre pela mesma





Address 1 Address 2 Address 3 Sequence
Control






6 2 4 0-7955 4
Figura 2.5: Trama MAC gene´rica do 802.11.
A trama MAC do 802.11 na˜o inclui no cabec¸alho os campos t´ıpicos das tramas
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Ethernet como o type e length. Estes sa˜o encapsulados nos dados transportados pela
trama.
Campo Frame Control
Cada trama 802.11 comec¸a com um campo de dois bytes Frame Control, repre-


















2 bits 2 4 1 1 1 1 1 1 1 1
Figura 2.6: Campo Frame Control da trama MAC do 802.11.
Protocol version - indica a versa˜o do 802.11 MAC contida na trama. Actualmente
apenas existe uma versa˜o (valor 0). Novas verso˜es so´ ira˜o aparecer caso a
camada MAC mude e se torne incompat´ıvel com a versa˜o actual.
Type e Subtype - campos que identificam o tipo e sub-tipo de trama 802.11 usada.
Os identificadores de tipo e sub-tipo sa˜o usados para criar diferentes classes de
tramas, como mostra a Tabela 2.4. Na tabela os bits esta˜o representados pelo




















1110 Action No Ack (norma 802.11n)
1110-1111 Reserved
Control (01) 0000-0110 Reserved
0111 Control Wrapper (norma 802.11n)
1000 Block Acknowledgment Request (QoS)
1001 Block Acknowledgment (QoS)










0100 Null data (no data transmitted)
0101 CF-Ack (no data transmitted)
0110 CF-Poll (no data transmitted)
0111 CF-Ack+CF-Poll (no data transmitted)
1000 QoS Data
1001 QoS Data + CF-Ack
1010 QoS Data + CF-Poll
1011 QoS Data + CF-Ack + CF-Poll
1100 QoS Null (no data transmitted)
1101 QoS CF-Ack (no data transmitted)
1110 QoS CF-Poll (no data transmitted)
1111 QoS CF-Ack+CF-Poll (no data transmitted)
Reserved (11) 0000-1111 Reserved
Tabela 2.4: Identificac¸a˜o dos tipos e sub-tipos de tramas 802.11.
ToDS e FromDS - os bits nestes campos indicam se a trama e´ destinada ou tem
origem no DiS. Numa Infrastructure BSS pelo menos um dos bits vai estar a
“1”. A Tabela 2.5 mostra como esses bits sa˜o interpretados.
More Frag - quando uma trama foi fragmentada pela camada MAC, o primeiro
fragmento e os que lhe seguem, excepto o u´ltimo, tem este bit definido a “1”.
O bit a “1” indica que existem mais fragmentos. As tramas de dados e gesta˜o
podem ser grandes e necessitar de serem fragmentadas.
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Trama de dados enviada directamente de uma estac¸a˜o para outra
dentro da mesma BSS (nunca tramas de dados enviadas dentro de
uma Infrastructure BSS). Todas as tramas de gesta˜o e controlo.
ToDS = 1
FromDS = 0
Trama de dados enviada de uma estac¸a˜o para o AP a que se
encontra associada, dentro da mesma Infrastructure BSS.
ToDS = 0
FromDS = 1
Trama de dados recebida por uma estac¸a˜o enviada pelo AP a que se
encontra associada, dentro da mesma Infrastructure BSS.
ToDS = 1
FromDS = 1
Trama de dados que usa os quatro enderec¸os, normalmente enviada
entre APs (pontes sem fios). No entanto, a norma na˜o define
procedimentos para usar esta combinac¸a˜o.
Tabela 2.5: Combinac¸a˜o dos campos To DS/From DS nas tramas 802.11.
Retry - quando uma trama e´ uma retransmissa˜o de uma trama anterior, este bit
e´ definido a “1”. Na estac¸a˜o receptora, ajuda no processo de eliminar tramas
duplicadas.
Power management - este bit e´ usado para indicar em que estado de gesta˜o de
energia vai ficar a estac¸a˜o apo´s a sequeˆncia de operac¸o˜es de troca da trama. O
bit “1” indica que a estac¸a˜o vai entrar no estado de poupanc¸a de energia. A
“0” indica que vai permanecer activa. Um AP envia sempre este campo a “0”,
uma vez que nunca entra no estado de poupanc¸a de energia.
More data - este bit e´ usado quando existem tramas armazenadas no AP destinadas
a uma estac¸a˜o que se encontra no estado de poupanc¸a de energia. O bit a “1”
indica que existe pelo menos uma trama armazenada no AP que e´ destinada a
essa estac¸a˜o.
Protected Frame - Quando os dados da trama 802.11 sa˜o protegidos por um algo-
ritmo criptogra´fico este bit e´ “1”. Apenas e´ posto a “1” nas tramas dos tipos
que transmitem dados e para a trama de autenticac¸a˜o do tipo gesta˜o.
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Order - este bit e´ definido a “1” em duas situac¸o˜es:
• Uma trama de dados sem QoS transmitida por uma estac¸a˜o sem QoS
indica que e´ transferida usando a classe de servic¸o “strict ordering”.
• Uma trama de dados ou gesta˜o com QoS transmitida que inclui o campo
HT Control.
Campo Duration/ID
O campo Duration/ID e´ o que se segue depois do Frame Control. Aparece tambe´m
em todas as tramas MAC do 802.11.
O conteu´do deste campo tem treˆs formas distintas, sendo mais comum transportar
o NAV:
• Quando o bit 15 e´ “0”, o campo e´ usado para definir o NAV. Este representa
o valor em micro-segundos que e´ esperado que o meio permanec¸a ocupado por
uma transmissa˜o em progresso. Todas as estac¸o˜es teˆm que fazer a monito-
rizac¸a˜o dos cabec¸alhos de todas as tramas que recebem e actualizar o NAV em
conformidade. Qualquer valor que estenda o per´ıodo de tempo que o meio esta´
ocupado, o NAV e´ actualizado e bloqueia o acesso ao meio por um per´ıodo
adicional.
• Durante o per´ıodo livre de contenc¸a˜o, o bit 14 e´ “0” e o bit 15 e´ “1”. Os restantes
sa˜o “0”, assim o campo toma o valor “32768”. Este valor e´ interpretado como
o NAV e permite a`s estac¸o˜es que na˜o receberam o Beacon a anunciar o per´ıodo
livre de contenc¸a˜o e actualizar o NAV com um valor grande o suficiente para
evitar a interferir com as transmisso˜es dentro desse per´ıodo.
• Nas tramas PS-Poll, os bits 14 e 15 sa˜o “1”. Os restantes bits incorporam
o identificador de associac¸a˜o (AID, Association ID) dessa estac¸a˜o com o AP,
indicando a que BSS pertence. O AID inclu´ıdo na trama varia entre 1-2007, os
valores entre 2008-16383 sa˜o reservados.
Campos de Enderec¸os
Uma trama MAC 802.11 pode conter ate´ quatro campos de enderec¸os. Esses
campos encontram-se numerados porque os campos sa˜o diferentes em diferentes si-
tuac¸o˜es, dependendo do tipo de trama. Regra geral, o campo Address 1 e´ usado para
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o receptor, o campo Address 2 para o transmissor e o campo Address 3 e´ usado para
filtrar o receptor.
Os enderec¸os usados sa˜o os mesmos das restantes redes IEEE 802, o MAC-48,
constitu´ıdo por 48 bits. Estes podem ser enderec¸os individuais (unicast) ou de grupo
(broadcast ou multicast). Dentro dos individuais, os enderec¸os dividem-se em en-
derec¸os administrados localmente (locally administered) ou universalmente (univer-
sally administered).
No contexto das redes 802.11 os enderec¸os podem ser:
DA (Destination Address) - assim como na Ethernet, o enderec¸o de destino cor-
responde ao enderec¸o MAC que identifica o receptor final, a estac¸a˜o que vai
usar a trama nas camadas superiores para processamento.
SA (Source Address) - enderec¸o de origem que corresponde ao enderec¸o MAC que
identifica a origem da transmissa˜o. A origem de uma trama apenas pode ser
uma estac¸a˜o.
RA (Receiver Address) - enderec¸o MAC que identifica, no meio sem fios, a esta-
c¸a˜o que deve processar a trama. Se e´ uma estac¸a˜o sem fios, o enderec¸o de
receptor e´ o enderec¸o de destino. Para tramas destinadas a um no´ numa rede
Ethernet ligada ao AP, o enderec¸o de receptor e´ do interface sem fios do AP e
o enderec¸o de destino pode ser um router ligado na rede Ethernet.
TA (Transmitter Address) - enderec¸o MAC que identifica a interface sem fios
que transmitiu a trama no meio sem fios. Este enderec¸o e´ usado apenas em
pontes sem fios.
BSSID (Basic Service Set ID) - numa Infrastructure BSS indica enderec¸o MAC
que identifica a interface sem fios usada pelo AP. Numa IBSS indica o enderec¸o
MAC que e´ gerado aleatoriamente dos enderec¸os administrados localmente,
de forma a na˜o entrar em conflito com os enderec¸os atribu´ıdos oficialmente
(administrados universalmente).
O nu´mero de campos de enderec¸os depende do tipo de trama. A maior parte das
tramas de dados usa treˆs campos de enderec¸os para origem, destino e BSSID. E´
tambe´m por isso que existem treˆs campos de enderec¸os cont´ıguos, porque a maior
parte das transmisso˜es usa estes treˆs campos. O nu´mero e func¸a˜o dos campos de




Este campo e´ usado na desfragmentac¸a˜o e rejeic¸a˜o de tramas duplicadas. O campo
e´ dividido em dois sub-campos, um sub-campo de 4 bits que e´ usado para o nu´mero de
fragmento e um outro sub-campo de 12 bits que e´ usado como nu´mero de sequeˆncia.
Na Figura 2.7 encontram-se representados os campos.
Fragment number Sequence number
4 bits 12
Figura 2.7: Campo Sequence Control da trama MAC do 802.11.
Sequence number - a cada trama de dados e gesta˜o e´ atribu´ıdo um nu´mero de
sequeˆncia. Em estac¸o˜es sem QoS, o nu´mero de sequeˆncia opera sobre um con-
tador ate´ 4095 das tramas transmitidas. Nas estac¸o˜es com QoS sa˜o mantidos
va´rios desses contadores, um por cada identificador de tra´fego (TID, Traffic
Identifier) presente no campo QoS Control e um contador adicional para as
tramas de gesta˜o, dados QoS com destino a um grupos de estac¸o˜es e dados
enviados sem QoS. O contador comec¸a em 0 e incrementa 1 por cada pacote
que passa e quando atinge o limite volta a 0. Em tramas fragmentados todos
os fragmentos teˆm o mesmo nu´mero de sequeˆncia e em tramas retransmitidas
o nu´mero de sequeˆncia na˜o se altera.
Fragment number - indica o nu´mero de fragmento numa trama fragmentada. Ao
primeiro fragmento e´ atribu´ıdo o nu´mero “0” a que depois e´ incrementado 1
por cada fragmento. O nu´mero de fragmento permanece constante nas retrans-
misso˜es.
Campo QoS Control
Este campo e´ usado para identificar a categoria de tra´fego a que uma trama
pertence e outras informac¸o˜es relacionadas com a qualidade de servic¸o, que varia
com o tipo e subtipo de trama. Este campo esta´ presente em tramas de dados com
o bit de QoS a “1” no subtipo.
Campo HT Control
Este campo foi adicionado na u´ltima emenda da norma (802.11n-2009[3]). Encon-
tra-se presente na trama de controlo Control Wrapper, tramas de dados com QoS e
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tramas de gesta˜o com o Order Bit definido. Este define um conjunto de sub cam-
pos com informac¸a˜o para controlo de adaptac¸a˜o da ligac¸a˜o, calibrac¸a˜o de posic¸a˜o e
sequeˆncia, tipo de feedback, etc.
Campo Frame body
Neste campo sa˜o transportados os dados da trama. Aqui encontram-se encapsu-
lados os protocolos das camadas superiores de rede. Caso seja uma trama protegida,
podera´ incluir overhead adicional.
Campo FCS
Assim como na Ethernet, as tramas 802.11 terminam com o FCS. Este campo e´
usado para verificar a integridade da trama no receptor. Neste campo e´ calculado o
CRC (Cyclic Redundancy Code) de 32 bits sobre todos os outros campos presentes
na trama.
2.2.5 Tramas de dados
As tramas de dados sa˜o usadas para transportar os dados das camadas superi-
ores de rede. Os diferentes sub-tipos de tramas de dados podem ser categorizados
de acordo com a func¸a˜o. Existem sub-tipos usados para servic¸os livre de contenc¸a˜o
e servic¸os com contenc¸a˜o. Os sub-tipos usados nos servic¸os livre de contenc¸a˜o, ape-
nas sa˜o usados nas Infrastructure BSS. Existe tambe´m a divisa˜o dos sub-tipos que
transportam dados com QoS, que incluem o campo QoS Control. Algumas tramas de
dados na˜o transportam dados, apenas sa˜o usadas para func¸o˜es de gesta˜o. Na Tabela
2.6 mostra-se como as tramas de dados sa˜o categorizadas.
Campo Frame Control
Todos os bits do campo Frame Control sa˜o usados de acordo com as regras ja´
descritas. Estes afectam a interpretac¸a˜o dos outros campos do cabec¸alho onde e´ mais
nota´vel os campos de enderec¸os.
Campo Duration/ID
Este campo conte´m o tempo que o acesso ao meio e´ restrito, o NAV. Nas tramas
























QoS Data + CF-Ack
√ √ √
QoS Data + CF-Poll AP only
√ √






QoS CF-Poll AP only
√
QoS CF-Ack+CF-Poll AP only
√
Tabela 2.6: Categorias das tramas de dados 802.11.
1. Em tramas transmitidas durante o per´ıodo livre, este campo tem valor “32768”.
2. Em tramas transmitidas para um enderec¸o de grupo broadcast ou multicast, este
campo tem valor “0”. Neste tipo de tramas na˜o e´ necessa´rio o reconhecimento
positivo e apo´s terminar a transmissa˜o da trama o acesso ao meio com contenc¸a˜o
pode comec¸ar imediatamente.
3. Se o bit More Fragments no Frame Control estiver a “0”, na˜o existe mais
fragmentos para transmitir. O u´ltimo fragmento apenas precisa de reservar o
meio para o pro´prio ACK. O penu´ltimo fragmento faz a reserva para o u´ltimo
fragmento.
4. Se o bit More Fragments no Frame Control estiver a “1”, existem mais frag-
mentos para transmitir. No campo Duration e´ definido o tempo necessa´rio para
dois ACKs, mais treˆs SIFS, mais o tempo necessa´rio para o pro´ximo fragmento.
Fragmentos na˜o finais definem o NAV como um RTS faz, da´ı ser referido como
um “RTS virtual”.
Enderec¸amento e campos To DS e From DS
O nu´mero e func¸a˜o dos campos de enderec¸os nas tramas de dados depende de
como os bits nos campos To DS e From DS esta˜o definidos no campo Frame Control.
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O uso dos campos de enderec¸os indirectamente depende do tipo de rede sem fios. A
Tabela 2.7[5] sumaria o uso dos campos de enderec¸os em tramas de dados.
Func¸a˜o ToDS FromDS Address 1 Address 2 Address 3 Address 4
IBSS 0 0 RA=DA SA BSSID N/A
Do AP 0 1 RA=DA BSSID SA N/A
Para AP 1 0 RA=BSSID SA DA N/A
WDS (ponte) 1 1 RA TA DA SA
Tabela 2.7: Campos de enderec¸os nas tramas de dados 802.11.
O campo Address 1 indica o receptor da trama que em muitos casos e´ o des-
tinata´rio, mas nem sempre. Caso o campo Address 1 seja um enderec¸o de grupo
broadcast ou multicast, o BSSID e´ tambe´m verificado. As estac¸o˜es respondem apenas
a enderec¸os de grupo originados na mesma BSS e ignoram os de BSS diferentes. O
campo Address 2 e´ o enderec¸o do transmissor e e´ usado para responder com os ACKs.
O campo Address 3 e´ usado para filtragem no AP e DiS, no entanto este depende do
tipo particular de rede.
No caso das redes IBSS, em que na˜o sa˜o usados APs e o DiS na˜o esta´ presente,
o transmissor e´ a origem, e o receptor e´ o destino. Todas as tramas trazem o campo
de bssid para a estac¸o˜es verificarem as tramas de broadcast e multicast e apenas se
pertencerem a` mesma BSS sa˜o processados. O BSSID e´ gerado aleatoriamente dentro
dos enderec¸os administrados localmente.
O 802.11 estabelece a diferenc¸a entre origem e transmissor e paralelamente entre
destino e receptor. O transmissor envia a trama para o meio sem fios mas na˜o
foi necessariamente o criador da trama. Esta diferenc¸a e´ importante para o 802.11
uma vez que os ACKs sa˜o enviados para o enderec¸o do transmissor e as camadas
superiores respondem para o enderec¸o de origem da trama. Um receptor pode ser
um intermedia´rio para o destino e as tramas apenas sa˜o processadas pelos protocolos
das camadas superiores quando chegam ao destino.
Consideremos o uso dos campos de enderec¸os numa Infrastructure BSS, onde
existe uma estac¸a˜o sem fios que faz a ligac¸a˜o a um servidor ligado a` rede por Ethernet
atrave´s de um AP. As tramas enviadas da estac¸a˜o para o servidor usam os enderec¸os
especificados na terceira linha da Tabela 2.7. Quando as tramas sa˜o enviadas para
um destino no DiS, a estac¸a˜o e´ ao mesmo tempo a origem e o transmissor da trama.
O receptor da trama no meio sem fios e´ o AP que e´ apenas um intermedia´rio para
o destino. A trama e´ envia pelo AP atrave´s do DiS para o destino que e´ o servidor.
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Nas Infrastructure BSS os APs criam a associac¸a˜o de BSSs com o enderec¸o do seu
interface sem fios, da´ı o enderec¸o do receptor (Address 1 ) ser o BSSID.
Quando o servidor responde a` estac¸a˜o as tramas sa˜o transmitidas atrave´s do AP,
o que corresponde a` segunda linha da Tabela 2.7. A trama e´ criada no servidor, logo
o enderec¸o de origem e´ o enderec¸o MAC do servidor. A trama sera´ recebida pelo AP
atrave´s da interface Ethernet e transmitida depois pelo interface sem fios do AP para
a estac¸a˜o. Como no caso anterior, o enderec¸o da interface sem fio do AP e´ tambe´m o
BSSID. Neste caso o AP e´ o transmissor, a estac¸a˜o e´ o receptor e destino da trama.
A quarta linha da Tabela 2.7 mostra o uso dos enderec¸os numa ponte sem fios ou
num sistema de distribuic¸a˜o sem fios (WDS, Wireless Distribution System). Quando
duas redes fixas sa˜o unidas por APs, os enderec¸os do transmissor e receptor nas
tramas sem fios sa˜o os enderec¸os das interfaces sem fios dos APs. Os enderec¸o de
origem e destino sa˜o de no´s no meio Ethernet.
Variac¸o˜es nas tramas de dados
O 802.11 usa diferentes sub-tipos de tramas de dados. As variac¸o˜es dependem se
e´ um servic¸o com contenc¸a˜o ou livre de contenc¸a˜o. No servic¸o livre de contenc¸a˜o as
tramas incorporam va´rias func¸o˜es que aumentam a eficieˆncia. Os dados sa˜o transmi-
tidos com um sub-tipo diferente e assim e´ usado ao mesmo tempo como um ACK,
poupando assim espac¸o entre tramas e ACK separados. Na Tabela 2.6 esta˜o identi-
ficados os sub-tipos.
Os tipos comuns mais usados nos servic¸os com contenc¸a˜o sa˜o:
Data - sa˜o transmitidas apenas durante o per´ıodo com contenc¸a˜o. Sa˜o tramas com
o propo´sito de apenas transportar dados de uma estac¸a˜o para outra. Se for
uma estac¸a˜o QoS em que a trama inclui o campo de QoS Control, o sub-tipo
muda.
Null - consiste num cabec¸alho MAC 802.11 com o campo FCS. Na˜o contem dados
e sa˜o usados pela estac¸o˜es para informar o AP de mudanc¸as no seu estado de
poupanc¸a de energia. Uma estac¸a˜o quando vai adormecer e na˜o teˆm dados a
enviar para o DiS, envia uma trama Null com o bit de Power Management do
Frame Control a “1”. O AP comec¸a depois a armazenar tramas para a estac¸a˜o.
Se for uma estac¸a˜o QoS em que a trama inclui o campo QoS Control, o sub-tipo
muda.
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Existem outros sub-tipos de tramas para uso nos servic¸os livres de contenc¸a˜o, no
entanto o servic¸o livre de contenc¸a˜o foi pouco implementado e por isso estes sub-
tipos na˜o sera˜o abordados.
Aplicac¸a˜o das tramas de dados
A forma das tramas de dados depende do tipo de rede sem fios. O sub-tipo de
trama de dados e´ apenas determinado pelo campo sub-tipo no Frame Control e na˜o
pela presenc¸a ou na˜o de campos.
Numa IBSS sa˜o usados treˆs campos de enderec¸os. O primeiro enderec¸o identifica
o receptor que e´ tambe´m o destino da trama. O segundo enderec¸o identifica a origem.
O terceiro enderec¸o identifica o BSSID. Quando a camada MAC recebe uma trama,
verifica o enderec¸o de BSSID e apenas passa para as camadas superiores se e´ o
enderec¸o de BSSID a que a estac¸a˜o esta´ actualmente associada. Nestas redes sa˜o
usados os sub-tipos de tramas Data e Null.
Numa Infrastructure BSS em que a transmissa˜o e´ efectuada do AP ou para o AP
sa˜o usados treˆs campos de enderec¸os. Quando a transmissa˜o e´ efectuada a partir do
AP podem ser usados todos os sub-tipos com excepc¸a˜o do Null. Quando a trans-
missa˜o e´ feita para o AP podem ser usados os sub-tipos Data, Null, Data+CF-ACK
e Null+CF-ACK. Neste caso tambe´m pode ser adicionado QoS.
Numa ponte sem fios sa˜o usados os quatro campos de enderec¸os. Dois dizem
respeito aos enderec¸os da ligac¸a˜o sem fios, o transmissor e receptor, que sa˜o usados
para os ACKs e RTS/CTS. Os outros dois dizem respeito a` ligac¸a˜o origem e destino,
que diferem da ponte de ligac¸a˜o sem fios. Os sub-tipos de tramas usados neste caso
sa˜o apenas Data.
Tramas que usam protecc¸a˜o com cifra tem apenas o bit de Protected Frame do
Frame Control a “1” e na˜o sa˜o um novo tipo. Os dados que transportam no campo
Frame Body comec¸am com um cabec¸alho de protecc¸a˜o.
2.2.6 Tramas de controlo
As tramas de controlo fornecem func¸o˜es que sa˜o usadas para assistir a` entrega
das tramas de dados. Administram o acesso ao meio (na˜o o meio em si). Em junc¸a˜o




No campo Frame Control das tramas de controlo, entre diferentes tramas apenas
alternam os bits dos campos Subtype e Pwr Mgt. Os restantes sa˜o fixos como mostra
a Figura 2.8. As tramas de controlo na˜o podem ser fragmentadas (MoreFrag = 0),
na˜o sa˜o retransmitidas (Retry = 0), na˜o sa˜o cifradas (ProtectedFrame = 0) e na˜o
















2 bits 2 4 1 1 1 1 1 1 1 1
0 0 1 0 0 0 0 0 0 0 0
Figura 2.8: Campo Frame Control das tramas do tipo controlo 802.11.
Trama RTS
As tramas RTS sa˜o usadas para ganhar o controlo do meio para transmitir tramas
“grandes”, em que “grandes” e´ definido por um threshold RTS no controlador da placa
de rede sem fios. O acesso ao meio apenas pode ser reservado para tramas unicast.
O formato de uma trama RTS esta´ representado na Figura 2.9.
Frame Control Duration /ID RA TA FCS
2 bytes 2 6 6 4
Figura 2.9: Trama RTS do 802.11.
A trama RTS e´ apenas o cabec¸alho, como todas as tramas de controlo. O
cabec¸alho conte´m quatro campos, o FCS segue-se logo apo´s o cabec¸alho.
Frame Control - campo onde apenas e´ definido o sub-tipo de uma trama RTS.
Duration - uma trama RTS reserva o meio durante uma sequeˆncia completa de
operac¸o˜es. O ca´lculo da durac¸a˜o tera´ que ser efectuado sobre a sequeˆncia com-
pleta que vai haver apo´s o envio do RTS pelo transmissor. O ca´lculo inclui treˆs
per´ıodos SIFS, a durac¸a˜o de um CTS, um ACK final e o tempo necessa´rio para
transmitir a trama ou fragmento. Os fragmentos seguintes actualizam o campo
Duration neste caso.
Address 1/RA - enderec¸o da estac¸a˜o que e´ pretendida como receptor da trama
“grande”.
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Address 2/TA - enderec¸o do remetente da trama RTS.
Trama CTS
Uma trama CTS e´ usada como resposta a uma trama RTS. O formato de uma
trama CTS esta´ representado na Figura 2.10.
Frame Control Duration /ID RA FCS
2 bytes 2 6 4
Figura 2.10: Trama CTS do 802.11.
A trama CTS e´ constitu´ıda por um cabec¸alho com treˆs campos.
Frame Control - neste campo apenas e´ definido o sub-tipo de uma trama CTS.
Duration - o remetente da trama CTS usa a durac¸a˜o da trama RTS como base de
ca´lculo para a durac¸a˜o. E´ subtra´ıdo a` durac¸a˜o o tempo de uma trama CTS e
um SIFS e o resultado e´ colocado no campo Duration.
Address 1/RA - o receptor da trama CTS e´ o transmissor da trama RTS anterior.
A camada MAC copia o enderec¸o do transmissor da trama RTS para o enderec¸o
de receptor da trama CTS.
Trama ACK
As tramas ACK sa˜o usadas para enviar o reconhecimento positivo, que e´ requerido
pela camada MAC e usado em qualquer transmissa˜o. O formato de uma trama ACK
esta´ representado na Figura 2.11.
Frame Control Duration /ID RA FCS
2 bytes 2 6 4
Figura 2.11: Trama ACK do 802.11.
A trama ACK e´ constitu´ıda por um cabec¸alho com treˆs campos.
Frame Control - neste campo apenas e´ definido o sub-tipo de uma trama ACK.
Duration - a durac¸a˜o pode ser definida de duas formas, dependendo da posic¸a˜o
do ACK na troca de tramas. ACKs que completam tramas de dados ou o
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fragmento final de um burst de fragmentos, o campo e´ definido “0”. Na trama
anterior recebida, o bit do campo More Fragments do Frame Control a “0”,
indicando que a transmissa˜o esta´ completa. Se o bit do campo More Fragments
e´ “1”, o burst de fragmentos encontra-se em progresso. Neste caso o campo
Duration e´ calculado da mesma forma que na trama de CTS, sendo subtra´ıdo
a durac¸a˜o do fragmento mais recente e um SIFS.
Address 1/RA - o enderec¸o do receptor e´ copiado da trama que foi transmitida
e que esta´ reconhecida positivamente. Tecnicamente, e´ a copia do campo Ad-
dress 2 /TA da trama que esta´ ser reconhecida positivamente. Os ACKs sa˜o
transmitidos em resposta a tramas de dados, tramas de gesta˜o e tramas PS-Poll
enviadas directamente.
Trama PS-Poll
Quando uma estac¸a˜o acorda do estado de poupanc¸a de energia, transmite a trama
PS-Poll para o AP para recuperar as tramas que foram armazenadas no AP enquanto
estava no estado de poupanc¸a de energia. O formato de uma trama PS-Poll esta´
representado na Figura 2.12.
Frame Control AID BSSID (RA) TA FCS
2 bytes 2 6 6 4
Figura 2.12: Trama PS-Poll do 802.11.
A trama PS-Poll e´ constitu´ıda por um cabec¸alho com quatro campos.
Frame Control - neste campo apenas e´ definido o sub-tipo de uma trama PS-Poll.
AID - em vez do campo Duration, este tipo de trama usa o terceiro e o quarto
byte do cabec¸alho para o AID. O AID e´ um valor nume´rico atribu´ıdo pelo AP
para identificar uma associac¸a˜o. Ao incluir o AID na trama, o AP consegue
encontrar as tramas armazenadas para a estac¸a˜o que acordou.
Address 1/BSSID (RA) - este campo conte´m o BSSID da BSS criada pelo AP a
que o remetente esta´ actualmente associado.
Address 2/TA - enderec¸o do remetente da trama PS-Poll.
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A trama PS-Poll na˜o inclui informac¸a˜o de durac¸a˜o para actualizar o NAV, no en-
tanto, quando as estac¸o˜es recebem uma trama PS-Poll, actualizam o NAV para uma
durac¸a˜o de um SIFS mais o tempo necessa´rio para transmitir um ACK. Esta actu-
alizac¸a˜o automa´tica do NAV permite ao AP transmitir um ACK com uma pequena
probabilidade de colisa˜o.
Tramas CF-End e CF-End+CF-ACK
Os sub-tipos de tramas de controlo CF-End e CF-End+CF-ACK sa˜o usadas nos
servic¸os livres de contenc¸a˜o PCF. Como este muito raramente e´ implementado nas
redes 802.11, estes sub-tipos de tramas na˜o sa˜o analisados.
Tramas de Block Acknowledgement (BA)
Este sub-tipo de tramas de controlo foi definido inicialmente na norma IEEE
802.11e como opc¸a˜o de forma a melhorar a eficieˆncia da camada MAC. Foi depois
rectificado na emenda IEEE 802.11n-2009[3] e tornou-se obrigato´rio em todos os
dispositivos HT (High Throughput).
Em vez de ser transmitido um ACK individual para cada trama ou fragmento,
mu´ltiplas tramas podem ser reconhecidas positivamente usando uma trama de re-
conhecimento positivo de bloco (BA, Block Acknowledgement). A trama BlockAck
conte´m uma mapa de bits de 64*16 bits. Esses 16 bits conte´m o nu´mero de frag-
mento que esta´ a ser reconhecido positivamente. Cada bit do mapa representa o
estado (sucesso ou falha) da trama.
O BA comec¸a com uma fase inicial de configurac¸a˜o em que e´ trocada a informac¸a˜o
sobre as capacidades e as pol´ıticas BA com o receptor atrave´s do uso de tramas Action.
Apo´s essa fase o envio das tramas pode ser efectuado sem esperar pelos ACKs e no fim
efectuado reconhecimento positivo usando o BA. A sequeˆncia de operac¸o˜es termina
o envio de uma trama Action.
Sa˜o definidas duas tramas de BA. A trama BlockAckReq que faz o pedido a` estac¸a˜o
receptora para confirmar a recepc¸a˜o do bloco de tramas. O formato da trama Bloc-
kAckReq esta´ representado na Figura 2.13.
A trama BlockAck e´ a resposta a esse pedido com o respectivo mapa de bits. O
formato da trama BlockAck esta´ representado na Figura 2.14.











2 bytes 2 6 6 2 variable 4








2 bytes 2 6 6 2 variable 4
Figura 2.14: Trama BlockAck do 802.11.
Frame Control - neste campo apenas e´ definido o respectivo sub-tipo de um trama
BlockAckReq e BlockAck.
Duration/ID - o valor deste campo segue as regras definidas na especificac¸a˜o para
uma estac¸a˜o com suporte para QoS.
Address 1/RA - enderec¸o da estac¸a˜o que e´ pretendida como receptor da trama.
Address 2/TA - enderec¸o do remetente da trama.
Trama Control Wrapper
Este sub-tipo de trama e´ usado para transportar qualquer trama do tipo controlo
(excepto Control Wrapper) em conjunto com o campo HT Control. Foi acrescen-
tado na emenda IEEE 802.11n-2009[3]. O formato da trama Control Wrapper esta´














2 bytes 2 6 2 4 variable 4
Figura 2.15: Trama Control Wrapper do 802.11.
O valor do campo Duration e´ gerado usando as mesmas regras da trama de con-
trolo que transporta, assim como o campo Address 1. O campo Carried Frame Control
conte´m o valor do campo Frame Control da trama de controlo que transporta. O
campo Carried Frame transporta o conteu´do da trama de controlo com os campos
que aparecem depois do Address 1 e excluindo o FCS no fim.
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2.2.7 Tramas de gesta˜o
A gesta˜o e´ um componente grande na especificac¸a˜o 802.11. Existem diferentes
sub-tipos de tramas de gesta˜o que sa˜o usados para providenciar servic¸os que normal-
mente sa˜o simples nas redes Ethernet. O 802.11 divide os procedimentos de gesta˜o
em treˆs componentes. Uma estac¸a˜o que procura por conectividade tem que primeiro
encontrar uma rede sem fios compat´ıvel. Depois a rede tem que autenticar a estac¸a˜o,
verificando se e´ permitido a` estac¸a˜o a ligac¸a˜o a` rede sem fios. No fim, a estac¸a˜o tem
que se associar com o AP de forma a ganhar acesso a` rede sem fios.
Trama gene´rica de gesta˜o
As tramas de gesta˜o teˆm um formato que e´ partilhado por todos sub-tipos. O










2 bytes 2 6 6 6 2 0-2312 4
Figura 2.16: Trama MAC de gesta˜o do 802.11.
O cabec¸alho MAC de todas as tramas de gesta˜o e´ o mesmo e na˜o depende do
sub-tipo de trama. Algumas tramas de gesta˜o usam o Frame Body para transmitir
informac¸a˜o espec´ıfica ao sub-tipo de trama de gesta˜o. O campo Duration e´ calculado
da mesma forma que nas tramas de dados.
Campos de enderec¸os
O primeiro campo de enderec¸os e´ usado para o destinata´rio da trama e o segundo
campo de enderec¸o para a origem. Algumas tramas de gesta˜o sa˜o usadas para manter
as propriedades dentro de uma BSS. De forma a limitar o efeito das tramas de gesta˜o
enviadas em broadcast e multicast, as estac¸o˜es verificam o BSSID depois de receber
a trama de gesta˜o. Apenas as tramas de broadcast e multicast enviadas pela BSSID
a que a estac¸a˜o se encontra actualmente associada sa˜o passadas para a camada de
gesta˜o MAC, com uma u´nica excepc¸a˜o para as tramas de Beacon usadas para anunciar
a existeˆncia de uma rede 802.11.
Os APs usam o enderec¸o MAC do interface sem fios como BSSID. As estac¸o˜es
usam o enderec¸o de BSSID do AP com que se encontram actualmente associadas.
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As estac¸o˜es numa IBSS usam um BSSID gerado aleatoriamente dentro dos enderec¸os
administrados localmente quando e´ criada a BSS. Existe no entanto uma excepc¸a˜o,
tramas enviadas por uma estac¸a˜o a` procura de uma rede espec´ıfica, podem usar o
BSSID da rede que procuram ou usar o enderec¸o de broadcast como BSSID para
encontrar redes na vizinhanc¸a.
Campo Frame Body
Nas tramas de gesta˜o este campo conte´m elementos de informac¸a˜o de tamanho
varia´vel e campos de tamanho fixo, chamados tambe´m information elements e fi-
xed fields respectivamente. Os elementos de informac¸a˜o sa˜o objectos ba´sicos grandes
(BLOB, Basic Large Objects) de dados etiquetados com nu´mero do tipo, o seu tama-
nho e o conteu´do de um certo tipo e´ interpretado de certa maneira. Novos elementos
de informac¸a˜o podem ser definidos em novas reviso˜es da especificac¸a˜o do 802.11 e as
implementac¸o˜es anteriores ignoram os novos elementos.
O 802.11 espec´ıfica a ordem com que os elementos de informac¸a˜o aparecem, no
entanto nem todos os elementos sa˜o obrigato´rios. Estes elementos de informac¸a˜o
variam tambe´m conforme o sub-tipo de trama de gesta˜o.








Nu´mero de sequeˆncia usado para seguir o progresso na troca de tramas
no processo de autenticac¸a˜o. Este processo tem va´rios passos, que
consiste num desafio enviado pelo AP.
Beacon interval




Informac¸a˜o sobre as capacidades da rede sem fios. Usado no Beacon,
Probe Request e Probe Response.
Current AP Address
Conte´m o enderec¸o MAC do AP que a estac¸a˜o se encontra associada.
Usado para associac¸o˜es e re-associac¸o˜es.
Listen interval
Nu´mero de intervalos de Beacon que uma estac¸a˜o permanece
adormecida.
Association ID Identificador de associac¸a˜o atribu´ıdo na associac¸a˜o com o AP.
Timestamp Tempo que permite a sincronizac¸a˜o entre estac¸o˜es.
Reason Code
Indica ao remetente o que fez incorrecto nas tramas de Disassociation e
Deauthentication.
Status Code Indica o sucesso ou falha de uma operac¸a˜o.
Tabela 2.8: Campos de informac¸a˜o fixos de uma trama de gesta˜o 802.11.
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Alguns dos elementos de informac¸a˜o encontram-se presentes na Tabela 2.9.
ID Nome Descric¸a˜o
0 SSID (Service Set
Identity)
E´ um nome que permite identificar uma BSS. Este nome e´ igual
para as BSA que formam uma ESA. O tamanho varia entre 0 e
32 bytes.
1 Supported Rates
Conte´m a informac¸a˜o das taxas de transmissa˜o suportadas, em
que algumas sa˜o obrigato´rias e outras opcionais.
2 FH Parameter Set
Conte´m os paraˆmetros necessa´rios para se juntar a uma rede
com modulac¸a˜o FHSS.
3 DS Parameter Set
Conte´m o paraˆmetro para se juntar a uma rede com modulac¸a˜o
DSSS, que e´ apenas o nu´mero de canal usado.
4 CF Parameter Set
Conte´m elementos de informac¸a˜o para o servic¸o livre de
contenc¸a˜o PCF.
5 TIM




Conte´m a janela com o ATIM (Announcement Traffic Indication
Map) para as redes IBSS.
16 Challenge text Conte´m o desafio enviado para autenticac¸a˜o em shared-key.
Tabela 2.9: Elementos de informac¸a˜o de uma trama de gesta˜o 802.11.
Tipos de tramas de gesta˜o
O 802.11 conte´m um conjunto de sub-tipos de tramas de gesta˜o, que sa˜o:
Beacon - as tramas de Beacon anunciam a existeˆncia de uma rede sem fios e sa˜o uma
parte importante em va´rias tarefas de manutenc¸a˜o da rede. Sa˜o transmitidas
em intervalos regulares, de forma a permitir a`s estac¸o˜es encontrar e identificar
redes, e configurar certos paraˆmetros para se juntar a` rede. Numa Infrastructure
BSS, o AP e´ responsa´vel por transmitir as tramas de Beacon. A a´rea em que o
Beacon aparece, define a BSA.
Probe Request - as estac¸o˜es usam a trama de Probe Request para encontrar numa
a´rea uma rede 802.11. As estac¸o˜es (geralmente um AP) que recebem o Probe
Request usam a informac¸a˜o presente para determinar se as estac¸o˜es se podem
juntar a` rede. Isto acontece quando a estac¸a˜o suporta as taxas de transmissa˜o
requeridas pela rede e se quer juntar a` rede com o SSID identificado. Normal-
mente as placas permitem ligar a uma qualquer rede e no Probe Request usam
o enderec¸o de broadcast SSID.
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Probe Response - quando o Probe Request encontra uma rede com paraˆmetros
compat´ıveis, a rede envia uma trama Probe Response. Numa Infrastructure
BSS o AP que enviou o u´ltimo Beacon e´ responsa´vel por responder aos Probes
que lhe chegam. Numa IBSS a responsabilidade e´ distribu´ıda, onde uma estac¸a˜o
apo´s transmissa˜o de um Beacon, assume a responsabilidade de enviar a trama
Probe Response durante o proximo intervalo de Beacon.
ATIM - numa rede IBSS na˜o existe um AP, por isso o armazenamento das tramas
destinadas a uma estac¸a˜o em poupanc¸a de energia e´ efectuado em cada estac¸a˜o.
E´ enviado uma trama ATIM durante o per´ıodo de entrega a notificar que
existem tramas armazenadas.
Disassociation e Deauthentication - tramas de Disassociation sa˜o usadas para
terminar uma relac¸a˜o de associac¸a˜o, as tramas de Deauthentication sa˜o usadas
para terminar uma relac¸a˜o de autenticac¸a˜o. Estas tramas incluem um campo
Reason Code.
Association Request - assim que uma estac¸a˜o encontra uma rede compat´ıvel e
se autentica com a mesma, pode tentar juntar-se a` rede ao enviar um trama
Association Request. O campo Capability Information presente na trama indica
o tipo de rede a que a estac¸a˜o se pretende juntar. O AP antes de aceitar o pedido
de associac¸a˜o, verifica se o Capability Information, SSID e Supported Rates, sa˜o
compat´ıveis. O AP tambe´m anota o Listen Interval da estac¸a˜o.
Reassociation Request - estac¸o˜es que se movem entre BSA na mesma ESA neces-
sitam de fazer re-associac¸a˜o com a rede antes de usar o DiS. Isto tambe´m pode
acontecer quando uma estac¸a˜o se afasta temporariamente da a´rea de cobertura
do AP e se volta a juntar mais tarde. A diferenc¸a para o Association Request
e´ que o Reassociation Request inclui o enderec¸o do AP a que a estac¸a˜o se en-
contra actualmente associada. Isto permite ao novo AP contactar o AP antigo
e transferir os dados de associac¸a˜o que podem incluir tramas armazenadas.
Association Response e Reassociation Response - quando uma estac¸a˜o ten-
ta a associac¸a˜o com um AP, este responde uma trama de Association Response
ou Reassociation Response. A diferenc¸a entre os dois e´ apenas o campo Subtype
no Frame Control. Parte da resposta e´ o AID atribu´ıdo pelo AP.
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Authentication - as estac¸o˜es teˆm que fazer a autenticac¸a˜o perante o AP atrave´s da
troca de tramas de Authentication. O processo de autenticac¸a˜o pode involver
um conjunto de passos que dependem do algoritmo de autenticac¸a˜o usado.
Action e Action No Ack - outras operac¸o˜es de gesta˜o que na˜o tenham sido de-
finidas inicialmente usam as tramas Action. Conteˆm um campo Action que
e´ um elemento de informac¸a˜o que determina a operac¸a˜o de gesta˜o pretendida.
Operac¸o˜es de gesta˜o do espectro (802.11h) e QoS (802.11e) sa˜o alguns exemplos
que usam este tipo de trama.
2.2.8 Transmissa˜o de Tramas e Estados na Autenticac¸a˜o e
Associac¸a˜o
Os tipos e sub-tipos de tramas que sa˜o permitidos variam com o estado em que
uma estac¸a˜o se encontra. As estac¸o˜es podem estar autenticadas ou na˜o autenticadas,
associadas ou na˜o associadas. Estas duas varia´veis podem ser combinadas em treˆs
estados.
1. Estado inicial, na˜o autenticada e na˜o associada.
2. Autenticada e na˜o associada.
3. Autenticada e associada.
Cada estado e´ sucessivamente mais avanc¸ado no desenvolvimento de uma ligac¸a˜o
802.11. Todas as estac¸o˜es comec¸am no estado 1 e apenas no estado 3 estas podem
transmitir dados atrave´s do DiS numa Infrastructure BSS. Numa IBSS, como na˜o
existe associac¸a˜o com um AP, apenas atinge o estado 2.
Na Figura 2.17 encontra-se representado o diagrama de estados. Podemos iden-
tificar que as tramas sa˜o dividas em classes, que as tramas de classe 1 podem ser
transmitidas no estado 1, tramas classes 1 e 2 no estado 2 e classes 1,2 e 3 no estado
3. As tramas permitidas por classe encontram-se representados na Tabela 2.10 e as
classes sa˜o divididas da seguinte forma:
Classe 1 - sa˜o usadas nas operac¸o˜es ba´sicas pelas estac¸o˜es 802.11. Tramas de con-
trolo recebidas e transmitidas de forma a manter o “respeito” no acesso ao meio
e para transmitir tramas numa IBSS. As tramas que permitem a uma estac¸a˜o
encontrar e fazer a autenticac¸a˜o com uma rede sem fios sa˜o tambe´m permitidas.
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Figura 2.17: Diagrama dos estados das tramas permitidas do 802.11.
Classes Controlo Gesta˜o Dados







Qualquer trama com os
campos ToDS = 0 e
FromDS = 0.






Classe 3 PS-Poll Deauthentication
Qualquer tramas de
dados.
Tabela 2.10: Divisa˜o das tramas 802.11 em classes.
Classe 2 - tramas que podem ser transmitidas depois de uma estac¸a˜o efectuar a
autenticac¸a˜o com sucesso. Podem ser usadas nos estados 2 e 3 para as operac¸o˜es
de associac¸a˜o.
Classe 3 - tramas que sa˜o usadas quando uma estac¸a˜o efectuou com sucesso a au-
tenticac¸a˜o e associac¸a˜o com o AP. Quando uma estac¸a˜o atinge o estado 3 pode
usar os servic¸os do DiS e servic¸os de poupanc¸a de energia fornecidos pelo AP.
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2.2.9 Operac¸o˜es de Gesta˜o
Na˜o estar preso a uma rede com um cabo pode ter vantagens mas tambe´m le-
vanta alguns problemas. O meio sem fios na˜o e´ confia´vel, utilizadores na˜o autorizados
teˆm vantagem porque na˜o existe uma barreira f´ısica, consumo de energia em dispo-
sitivos que funcionam a baterias, etc. As caracter´ısticas de gesta˜o do 802.11 foram
desenvolvidas para reduzir o efeito desses problemas.
Arquitectura de Gesta˜o
O 802.11 e´ constitu´ıdo por um conjunto de treˆs entidades que fazem as gesta˜o das
suas camadas f´ısicas e MAC. A relac¸a˜o entre essas entidades de gesta˜o e as camadas
do 802.11 encontra-se representada na Figura 2.18. Existe uma entidade de gesta˜o da
camada f´ısica (PLME, Physical Sublayer Management Entity), outra entidade para
a gesta˜o da camada MAC (MLME, MAC Sublayer Management Entity) e a entidade
de gesta˜o do sistema (acsme).
Figura 2.18: Arquitectura dos componentes de gesta˜o do 802.11.
O 802.11 na˜o especifica o SME, System Management Entity. Este e´ o me´todo
pelo qual os utilizadores e o controlador interagem com o interface de rede 802.11,
fazendo a recolha de informac¸a˜o acerca do mesmo. A camada MAC e f´ısica do 802.11
tem acesso a uma MIB (Management Information Base)1.
Existem treˆs interfaces definidos entre os componentes de gesta˜o. A entidade
SME pode modificar a MIB da camada MAC e f´ısica atrave´s dos interfaces de servic¸o
MLME e PLME. Algumas modificac¸o˜es na camada MAC podem requerer as modi-
ficac¸o˜es correspondentes na camada f´ısica, portanto, existe um interface adicional
entre o MLME e o PLME.
1E´ uma base de dados virtual que conte´m objectos com informac¸a˜o que podem ser pesquisados




Existe um conjunto de operac¸o˜es de gesta˜o importantes do 802.11. Algumas das
mais comuns usadas sa˜o:
Scanning - e´ o processo responsa´vel pela descoberta de redes sem fios realizado
antes do utilizador se juntar a uma delas. Este usa um conjunto de paraˆmetros
que podem ser especificados pelo utilizador apesar de muitas implementac¸o˜es
usarem paraˆmetros predefinidos no controlador. Este processo de descoberta
pode ser passivo ou activo. Quando e´ passivo a estac¸a˜o espera pelas tramas de
Beacon. No processo activo, a estac¸a˜o usa a trama Probe Request para solicitar
respostas e encontrar as redes. Quando a descoberta e´ conclu´ıda, e´ criado um
relato´rio com as redes encontradas e os seus paraˆmetros. A estac¸a˜o pode depois
escolher uma dessas redes para se juntar com a intervenc¸a˜o do utilizador, ou
na˜o, caso preencha todos os requisitos necessa´rios.
Autenticac¸a˜o - processo em que uma estac¸a˜o se auteˆntica perante a rede sem fios.
A autenticac¸a˜o pode ser aberta ou protegida. Quando e´ aberta a autenticac¸a˜o
pode ser feita por qualquer estac¸a˜o livremente. Quando e´ protegida normal-
mente existe uma chave guardada na estac¸a˜o a que o utilizador teve acesso e
que foi configurada na estac¸a˜o. Essa chave e´ usada depois para a autenticac¸a˜o
atrave´s de um processo que envolve te´cnicas e algoritmos criptogra´ficos.
Associac¸a˜o - processo em que uma estac¸a˜o se associa a uma Infrastructure BSS
depois de se ter autenticado com a mesma, para assim ganhar acesso completo.
Uma estac¸a˜o na˜o pode estar associada com mais do que um AP. O processo
de associac¸a˜o parte sempre da estac¸a˜o. Uma estac¸a˜o tambe´m pode efectuar
a reassociac¸a˜o, que consiste normalmente em mover a associac¸a˜o de um AP
antigo para um novo dentro da mesma ESA. Este processo tambe´m parte da
estac¸a˜o que faz a monitorizac¸a˜o da qualidade do sinal dos APs da ESA e escolhe
o que achar adequado.
Poupanc¸a de Energia - as estac¸o˜es sem fios normalmente sa˜o alimentadas a bate-
rias e o processo de poupanc¸a de energia permite a estas ter uma melhor auto-
nomia. Numa Infrastructure BSS, esta operac¸a˜o para os APs tem duas tarefas,
determinar se uma trama e´ enviada ou armazenada e depois anunciar perio-
dicamente quais estac¸o˜es que teˆm tramas armazenadas. As estac¸o˜es acordam
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periodicamente para ouvir esse anu´ncio e eventualmente pedir para o AP en-
viar as tramas armazenadas. Uma estac¸a˜o pode mudar o modo de conservac¸a˜o
de energia a qualquer altura e passar a transmitir com poteˆncia ma´xima, por
exemplo, quando se liga um porta´til a` ficha ele´ctrica. Numa IBSS a gesta˜o de
energia na˜o e´ ta˜o eficiente como em Infrastructure BSS. Mais carga e´ posta
nos remetentes para garantir que o receptor esta´ activo, o receptor tambe´m na˜o
pode permanecer tanto tempo adormecido. Na˜o existe um coordenador central,
o que obriga a uma coordenac¸a˜o distribu´ıda.
Sincronizac¸a˜o Temporal - as redes 802.11 dependem muito da sincronizac¸a˜o tem-
poral, assim como outras redes. E´ especialmente importante nas redes que
usam FHSS porque as estac¸o˜es teˆm que estar coordenadas ao mudar de canal
e tambe´m nos mecanismos de reserva do meio que usam func¸o˜es temporais.
Numa Infrastructure BSS os APs mante´m as estac¸o˜es associadas sincronizadas
atrave´s do Beacon. O Beacon inclui a func¸a˜o de sincronizac¸a˜o temporal (TSF,
Timer Synchronization Function), que e´ colocada pelo AP imediatamente antes
de ser enviada. As estac¸o˜es mante´m depois localmente o TSF, assim mantendo
a sincronizac¸a˜o mesmo na falha de Beacons. Numa IBSS o processo do Beacon
e´ distribu´ıdo. O TSF e´ mantido a partir da gerac¸a˜o do Beacon, que deve ser
transmitido exactamente no TBTT (Target Beacon Transmission Time), que e´
o guia neste tipo de redes.
2.2.10 Camada f´ısica
O segundo componente principal da arquitectura do 802.11 e´ a camada f´ısica.
Esta divide-se em duas sub-camadas, PLCP e PMD, como mostra a Figura 2.19.
Figura 2.19: Arquitectura da camada f´ısica do 802.11.
O PLCP faz a troca das tramas com a camada MAC e acrescenta o seu cabec¸alho
antes da transmissa˜o para o meio. Um preaˆmbulo pode ser requerido para sincronizar
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as transmisso˜es, no entanto depende da modulac¸a˜o usada. O PMD e´ responsa´vel por
transmitir os bits que recebe do PLCP para o ar usando a antena.
A camada f´ısica incorpora tambe´m um mecanismo que faz a avaliac¸a˜o do meio
(CCA, Clear Channel Assessment) para indicar a` camada MAC quando um sinal e´
detectado.
A norma lanc¸ada inicialmente contava com treˆs camadas f´ısicas. Com a evoluc¸a˜o
da norma, nos dias de hoje, ja´ sa˜o sete camadas f´ısicas dispon´ıveis. Cada uma das
normas suporta mais do que um tipo de modulac¸a˜o que varia conforme o de´bito
bina´rio pretendido.
• IR PHY - baseada em infra-vermelhos - 802.11
• FHSS PHY (2.4 GHz) - Frequency Hopping Spread Spectrum - 802.11
• DSSS PHY (2.4 GHz) - Direct Sequence Spread Spectrum - 802.11
• OFDM PHY (5 GHz) - Ortogonal Frequency Division Multiplexing - 802.11a
• HR/DSSS PHY (2.4 GHz) - High Rate DSSS - 802.11b
• ERP PHY (2.4 GHz) - Extended Rate - 802.11g
• HT PHY (2.4 GHz e 5 GHz) - High Troughput - 802.11n
A camada f´ısica baseada em infra-vermelhos nunca foi muito usada. As restantes
camadas f´ısicas sa˜o quase todas retro-compat´ıveis entre si quando funcionam a` mesma
frequeˆncia.
Alocac¸a˜o de espectro
O 802.11 usa as bandas ISM que na˜o carecem de licenc¸a para utilizac¸a˜o na maior
parte dos pa´ıses, desde que cumpridas as regras dos sinais transmitidos como n´ıveis
de poteˆncia, tipos de antenas, etc.
As gamas de frequeˆncias variam ligeiramente em alguns pa´ıses mas no geral sa˜o
usados as gamas 2.400-2.4835 GHz e 5.725-5.850 GHz.
2.400-2.4835 GHz - esta banda e´ dividida em 13 canais espac¸ados por 5 MHz,
com o primeiro canal centrado nos 2.412 GHz e o u´ltimo nos 2.472 GHz. O
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802.11b necessita de 22 MHz que resulta em apenas 3 canais na˜o sobrepos-
tos. O 802.11g/n usa 20 MHz, o que resulta em 4 canais na˜o sobrepostos. O
802.11n pode usar tambe´m canais de 40MHz, sendo apenas poss´ıvel 2 canais
na˜o sobrepostos.
5.725-5.850 GHz - na banda dos 5 GHz existem mais canais, no entanto a variac¸a˜o
de pa´ıs para pa´ıs e´ maior, nesta banda em Portugal existem 4 canais de 20 MHz
e 2 de 40 MHz na˜o sobrepostos. Esta˜o em andamento, na Unia˜o Europeia,
processos para libertar mais espectro dentro dos 5 GHz, que va˜o poder ser
usados para as redes 802.11.
Espalhamento espectral
As camadas f´ısicas do 802.11 usam a tecnologia de espalhamento espectral (Spread
Spectrum). Consiste numa te´cnica de modulac¸a˜o em que a largura de banda usada na
transmissa˜o de um sinal e´ maior que a banda mı´nima necessa´ria para a transmissa˜o
da informac¸a˜o. O sinal a ser transmitido e´ espalhado no domı´nio das frequeˆncias
antes da transmissa˜o recorrendo a um co´digo independente dos dados a transmitir.
O mesmo co´digo e´ usado na recepc¸a˜o, correlacionando-o com o sinal recebido e assim
recuperando a informac¸a˜o.
Esta te´cnica traz algumas vantagens, com destaque para a imunidade contra in-
terfereˆncias, distorc¸o˜es e desvanecimento de banda estreita e pode ser partilhada na
mesma banda de frequeˆncia com baixa interfereˆncia.
Nas diferentes camadas f´ısicas do 802.11 podem-se encontrar va´rios tipos de es-
palhamento espectral:
FHSS - consiste em saltos de uma frequeˆncia para outra num padra˜o aleato´rio,
transmitindo durante um curto espac¸o de tempo em cada sub-canal.
DSSS - a poteˆncia do sinal e´ espalhada por uma largura de banda ainda mais larga
usando uma func¸a˜o matema´tica para codificar o sinal.
OFDM - o canal e´ dividido em diversos sub-canais. Em cada sub-canal e´ codificado
uma porc¸a˜o do sinal em paralelo. Esta te´cnica e´ parecida com o DMT (Discrete
Multi-Tone) usado no DSL (Digital Subscriber Line).
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2.3 Ferramentas de monitorizac¸a˜o de redes WiFi
Inicialmente foi realizado um levantamento de algumas ferramentas para moni-
torizac¸a˜o de redes WiFi. A procura pelas ferramentas na˜o se restringiu a um SO
(Sistema Operativo) espec´ıfico, software na˜o comercial ou software open-source.
Apo´s o levantamento das ferramentas, estas foram testadas de forma a efectuar
um levantamento das funcionalidades e de alguma semelhanc¸a com a soluc¸a˜o que se
pretende para este projecto.
inSSIDer 2
Esta ferramenta permite obter uma lista com as caracter´ısticas das redes WiFi
que esta˜o presentes na vizinhanc¸a e seguir a poteˆncia de sinal de cada uma ao
longo do tempo. Com o uso auxiliar de um dispositivo de posicionamento (GPS,
Global Positioning System) permite associar coordenadas geogra´ficas a cada um
dos APs detectados. Permite tambe´m exportar todos os dados recolhidos para
ficheiro. Esta ferramenta e´ open-source e na˜o comercial e apenas se encontra
dispon´ıvel para os SOs Windows.
Aircrack-ng
Esta ferramenta e´ usada para quebrar chaves de redes WiFi. Permite a obtenc¸a˜o
de APs e a captura de tra´fego de forma a obter a chave de uma rede. A captura
de tra´fego esta´ limitada a um grupo pequeno de placas WiFi. Esta ferramenta
e´ open-source e na˜o comercial e encontra-se dispon´ıvel para os SOs Linux e
Windows.
Commview for WiFi
Esta ferramenta permite a captura de tra´fego ao n´ıvel da camada MAC do
802.11 num grupo pequeno de placas WiFi quando e´ instalado o controlador
proprieta´rio que acompanha a ferramenta. Tambe´m permite a ana´lise do tra´fego
capturado e dos protocolos das diferentes camadas. Existe uma funcionalidade
que faz o que e´ pretendido para a soluc¸a˜o, no entanto de uma forma diferente
que na˜o se pretende. Este muda o modo da placa de rede sem fios e salta de
canal em canal a` procura de estac¸o˜es e APs, o que obriga a desligar de qualquer
rede sem fios durante o processo. Esta ferramenta e´ comercial e esta´ apenas
dispon´ıvel para os SOs Windows.
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WildPackets OmniPeek
Esta ferramenta permite a captura e ana´lise de tra´fego. E´ ideˆntica ao Comm-
View for WiFi. Nos testes efectuados so´ foi poss´ıvel descer a captura ao n´ıvel
da camada Ethernet. Esta ferramenta e´ comercial e esta´ apenas dispon´ıvel para
os SOs Windows.
WiFi Scanner
Uma ferramenta simples que permite obter uma lista com as caracter´ısticas das
redes WiFi presentes na vizinhanc¸a atrave´s do comando netsh dispon´ıvel na
famı´lia de SOs Windows Vista e 7. A ferramenta e´ open-source e na˜o comercial.
Packetyzer
E´ outra ferramenta que permite a captura e ana´lise de tra´fego. Permite se-
leccionar o motor usado na captura. A novidade que traz e´ permitir construir
diagramas temporais da troca de tramas. Esta ferramenta e´ livre e apenas
dispon´ıvel para os SOs Windows.
WiFi Locator
Esta ferramenta permite obter uma lista com as caracter´ısticas das redes WiFi
presentes na vizinhanc¸a. Usa uma API (Application Programming Interface)
open-source conhecida por ManagedWifi para a obtenc¸a˜o dessa lista. Como
novidade, permite localizar a posic¸a˜o geogra´fica da rede WiFi atrave´s de uma
base de dados de redes WiFi da Google. A ferramenta e´ livre e apenas dispon´ıvel
para os SOs Windows.
Wireless Network Watcher
Esta ferramenta permite a obtenc¸a˜o de uma lista com algumas caracter´ısticas
dos equipamentos ligados na rede. Com esta soluc¸a˜o pretende-se uma lista
das estac¸o˜es WiFi vizinhas a` semelhanc¸a desta ferramenta, no entanto, sem os
computadores ligados por rede fixa e os equipamentos de rede tambe´m ligados
por rede fixa. Esta ferramenta e´ livre e apenas dispon´ıvel para os SOs Windows.
Kismet
Esta ferramenta permite a captura de tra´fego ao n´ıvel da camada MAC do
802.11 assim como detectar intruso˜es. No entanto e´ necessa´rio um controlador
da placa WiFi compat´ıvel. A ferramenta e´ livre e esta´ dispon´ıvel para os SOs
Windows e Linux.
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TekWiFi
Esta ferramenta permite obter uma lista com as caracter´ısticas das redes WiFi
presentes na vizinhanc¸a. Como novidade, permite efectuar testes e diagno´sticos
a` rede ao qual a estac¸a˜o se encontra associada. A ferramenta e´ livre e esta´
dispon´ıvel apenas para os SOs Windows.
WirelessNetView
Esta ferramenta permite obter uma lista com as caracter´ısticas das redes WiFi
presentes na vizinhanc¸a. Na˜o traz nada de novo. A ferramenta e´ livre e esta´
dispon´ıvel apenas para os SOs Windows.
Nas ferramentas analisadas apenas foi encontrada uma que faz o que e´ pretendido para
esta soluc¸a˜o, no entanto esta requer um controlador proprieta´rio instalado na placa de
redes sem fios. Este controlador proprieta´rio apenas existe para um nu´mero limitado
de placas de rede sem fios. A ferramenta ao procurar por estac¸o˜es na vizinhanc¸a,
desliga-se de qualquer rede WiFi a que estejamos ligado, pois po˜e a placa de rede
sem fios em modo de monitorizac¸a˜o (Monitor Mode). Isto na˜o e´ deseja´vel na soluc¸a˜o
que queremos implementar.
2.4 Projectos relacionados com redes WiFi
Foram analisados alguns projectos que utilizaram as redes WiFi. Estes projectos
ilustram sobretudo a utilizac¸a˜o de redes WiFi na caracterizac¸a˜o dos espac¸os. A fonte
de dados principal nestes projectos e´ a infra-estrutura de rede.
Um dos primeiros projectos encontrados tinha como finalidade criar um mapa
do uso da rede WiFi do campus do MIT (Massachusetts Institute of Technology)
em tempo real[6] de forma a perceber melhor os padro˜es dia´rios da vida acade´mica.
Neste projecto foram constru´ıdos mapas do uso da rede WiFi pelos utilizadores por
um per´ıodo de 24 horas. Nesses mapas foi poss´ıvel observar certos padro˜es que
se verificavam, como os picos de utilizadores em determinados locais do campus a
determinadas horas.
Um outro projecto, consistia num estudo da rede WiFi do Google, em Mountain
View na Califo´rnia[7]. Nesta rede e´ usado um servidor que faz a gesta˜o de contas,
que recebe em intervalos de 15 minutos a informac¸a˜o de todos os no´s, com os clientes
que fizeram a associac¸a˜o ou abandonaram a rede. Foi realizado uma captura de
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tra´fego na camada 3 que lhes permitiu identificar os utilizadores da rede atrave´s
do enderec¸o MAC. Durante um per´ıodo de 28 dias em intervalos de 15 minutos
foram feitas medic¸o˜es do tempo me´dio que os utilizadores permaneciam activos na
rede. Realizaram tambe´m algumas classificac¸o˜es como o uso da rede por tipo de
dispositivos, bytes transferidos, velocidade de transmissa˜o por tipo de dispositivos,
nu´mero de ligac¸o˜es por classe de aplicac¸a˜o, etc.
O pro´ximo projecto e´ a ana´lise a mais um campus, The Dartmouth College[8].
Foi efectuada a recolha de informac¸a˜o dos logs e da captura de tra´fego nos interfaces
Ethernet dos APs. Isto permitiu saber o local, nu´mero de cliente e a quantidade de
informac¸a˜o transferida. O per´ıodo de ana´lise foi de 17 semanas. A captura de tra´fego
decorreu em 18 locais e permitiu capturar a maior parte do tra´fego que passava pelos
APs incluindo o tra´fego entre APs. Com o tra´fego capturado e o aux´ılio do utilita´rio
p0f21 foi identificado os tipos de dispositivos associados aos respectivos enderec¸os
MAC. As estat´ısticas obtidas do uso da rede no campus sa˜o ideˆnticas a`s observadas
ja´ em outros artigos, com a adic¸a˜o de permitir observar a mobilidade dos utilizadores
na rede.
A finalidade da soluc¸a˜o deste projecto e´ permitir a cada estac¸a˜o recolher in-
formac¸a˜o das estac¸o˜es presentes na sua vizinhanc¸a. Mas contrariamente a estes pro-
jectos, pretende-se que cada estac¸a˜o fac¸a a recolha de informac¸a˜o de forma individual
sem recorrer ao uso da infra-estrutura de rede. Cada estac¸a˜o apenas deve depender
de si pro´pria para completar a tarefa.





Explorac¸a˜o de uma Soluc¸a˜o
Neste cap´ıtulo vai ser descrito todo o processo de explorac¸a˜o de uma soluc¸a˜o para
o problema da descoberta de estac¸o˜es pro´ximas, com a descric¸a˜o de todos os passos
efectuados e os problemas encontrados, tendo sempre em conta as restric¸o˜es impostas.
3.1 Abordagem
A abordagem inicial neste projecto para explorac¸a˜o de uma soluc¸a˜o, ja´ depois de
um estudo da norma IEEE 802.11 que incidiu principalmente na sua camada MAC
e tramas MAC, bem como a ana´lise de alguns trabalhos e ferramentas relacionados,
foi realizar um levantamento dos requisitos e restric¸o˜es essenciais a que a soluc¸a˜o a
desenvolver estava sujeita.
Alguns dos requisitos e restric¸o˜es sa˜o impostos porque esta soluc¸a˜o neste projecto
faz parte de um outro projecto mais alargado, o Epi1, em que a soluc¸a˜o encontrada
para este projecto sera´ parte integrante do Epi, como um mo´dulo de software.
O Epi[9] e´ uma aplicac¸a˜o desenvolvida para os SOs Windows onde as estac¸o˜es com
interface WiFi armazenam informac¸a˜o do ambiente ra´dio que rodeia os utilizadores
enquanto fornece funcionalidades de rede social, baseada na difusa˜o epide´mica de
mensagens entre utilizadores pro´ximos.
Os requisitos e restric¸o˜es que se podem identificar nesta fase sa˜o os seguintes:
• Funcionar nos SOs Windows, verso˜es XP SP (Service Pack) 3, Vista e 7. Assim,
como este mo´dulo sera´ integrado na aplicac¸a˜o Epi, tera´ que ser desenvolvido
para os mesmos SOs.
1Difusa˜o Epide´mica de Mensagens em Hotspots WiFi, http://epi.dsi.uminho.pt/.
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• Ser desenvolvido usando a linguagem C#.net. O Epi foi desenvolvido em
C#.net e apesar de isso na˜o obrigar a desenvolver o mo´dulo na mesma lin-
guagem, decidiu-se usar a mesma. Esta e´ uma linguagem de alto n´ıvel muito
actual e assim mante´m-se o projecto todo na mesma linguagem.
• Actuar de uma forma passiva na˜o gerando muito tra´fego extra na rede. Numa
situac¸a˜o em que a rede se encontre perto ou mesmo saturada, esse tra´fego extra
so´ vai agravar a situac¸a˜o sem acrescentar valor ao utilizador. Por isso pretende-
se apenas usar o tra´fego que ja´ exista a circular na rede.
• Na˜o depender de nenhum hardware espec´ıfico como Airpcap1. O Epi e´ uma
aplicac¸a˜o para os utilizadores usarem nas ma´quinas comuns, com uma variedade
muito grande de hardware. Logo para este mo´dulo na˜o se pode impingir o
funcionamento apenas em hardware espec´ıfico.
• Na˜o depender de nenhum controlador espec´ıfico para a placa de rede sem fios,
como faz o CommView2. Na˜o e´ convidativo impingir o utilizador a mudar o
controlador da sua placa de rede sem fios de forma a este mo´dulo funcionar. Isto
tambe´m levaria a` necessidade de estudar cada placa de rede sem fios, o que e´
impensa´vel devido a diversidade de placas existentes. Acrescentar outro tipo de
controladores que na˜o sejam espec´ıficos de algum hardware, como controladores
de protocolos ou filtros de rede NDIS (Network Driver Interface Specification)3,
ja´ e´ um caso aceita´vel.
• Ser transparente, ou seja, na˜o interferir na ligac¸a˜o WiFi, permitindo a`s estac¸o˜es
a transfereˆncia normal de dados e acesso a` Internet quando associada a um AP,
bem como a associac¸a˜o a um novo AP.
Depois deste levantamento de requisitos e restric¸o˜es, podem-se excluir logo alguns
aspectos relacionados com o modo de funcionamento de uma placa de rede sem fios. O
Monitor Mode que inicialmente parecia u´til para a soluc¸a˜o viola alguns dos requisitos
e restric¸o˜es:
1Conjunto hardware+software para captura de tra´fego num canal WiFi, http://www.cacetech.
com/products/airpcap.html.
2Usa um controlador proprieta´rio, para algumas placas de redes sem fios espec´ıficas.
3API para o interface das placas de rede usado principalmente no SOs Windows
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• Na˜o podemos transmitir enquanto a placa de rede sem fios permanecer neste
modo, logo quebra a ligac¸a˜o de dados activa que possa existir entre uma estac¸a˜o
e um AP e na˜o permite a associac¸a˜o a um novo AP.
• So´ permite a monitorizac¸a˜o de um canal WiFi de cada vez, no entanto seria
poss´ıvel fazer Channel Hopping1 para contornar isso, permanecendo uma porc¸a˜o
de tempo em cada canal.
• Este modo pode na˜o ser suportado em todas as placas de rede sem fios, sendo
que depende do controlador e da implementac¸a˜o do mesmo.
Assim, o Monitor Mode fica para ja´ exclu´ıdo como parte da soluc¸a˜o pretendida para
este projecto.
Os modos que permitem a ligac¸a˜o a uma Infrastructure BSS e IBSS nesta altura
parecem os mais indicados para a soluc¸a˜o do problema, uma vez que na˜o violam
nenhuma das restric¸o˜es e requisitos que foram impostos. A diferenc¸a entre os dois
e´ que o primeiro e´ usado quando a comunicac¸a˜o entre as estac¸o˜es na mesma BSS e´
efectuada com recurso a um AP por onde passa toda a comunicac¸a˜o, criando assim
uma Infrastructure BSS, que podera´ vir a tornar-se uma ESS quando va´rias Infras-
tructure BSS se interligam entre si e formam um DiS. No caso do segundo modo as
estac¸o˜es fazem a comunicac¸a˜o directamente entre si, formando uma IBSS, que sera´
uma rede pequena com tempo de vida muito limitado e criada para um propo´sito
espec´ıfico.
Foi tambe´m realizada uma explorac¸a˜o de APIs que ajudem a encontrar uma
soluc¸a˜o tendo sempre em conta que estas na˜o violem as restric¸o˜es e requisitos im-
postos. Foram encontradas diversas APIs, no entanto nenhuma que resolva de forma
directa o problema.
As APIs encontradas foram as seguintes:
Native Wifi [10] e´ a stack nativa dos SOs Windows, que a partir da versa˜o XP
SP 2 da´ suporte a`s redes WiFi. Permite obter a lista e as caracter´ısticas das
redes sem fios que sa˜o disponibilizas pelos APs na vizinhanc¸a. Permite ligar e
desligar das redes sem fios de forma manual ou automa´tica atrave´s de perfis com
as configurac¸o˜es, sendo estes guardados em ficheiro na forma de um documento
em XML (Extensible Markup Language). Permite tambe´m expor elementos
1Consiste em saltar de canal em canal.
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lo´gicos atrave´s do ACM (Auto Configuration Module) para permitir extenso˜es,
permitindo aos programadores incorporar novas funcionalidades adicionais sem
afectar a framework original.
Winpcap[11] e´ a versa˜o para Windows da biblioteca libpcap. Inclui um controlador
para permitir a captura de tra´fego na rede, usando o interface NDIS para ler os
pacotes directamente da placa de rede. Inclui tambe´m uma API para comunicar
com esse controlador, que e´ usada por algumas ferramentas conhecidas, tais
como o Wireshark.
Sharpcap[12] e´ uma biblioteca para a plataforma C#.net que permite a interacc¸a˜o
com o controlador libpcap/winpcap. Inclui tambe´m a biblioteca Packet.Net[13],
um parser de tramas Ethernet, IP, TCP (Transmission Control Protocol), UDP
(User Datagram Protocol), etc. Nas verso˜es mais antigas do Sharpcap, ambas
as bibliotecas eram desenvolvidas dentro do mesmo projecto, no entanto agora
sa˜o projectos em separado.
Managed WiFi [14] e´ um conjunto de bibliotecas com classes para C#.net que
permite controlar as placas de redes sem fios, instaladas no Windows, usando
a API Native WiFi.
Com estas APIs, de forma directa, apenas e´ poss´ıvel obter os APs na vizinhanc¸a, o
que na˜o resolve o nosso problema de detectar as estac¸o˜es presentes na vizinhanc¸a.
Nesta fase surge a ideia de que a soluc¸a˜o podera´ passar pela ana´lise de tra´fego
que circula numa rede e que e´ descrita na secc¸a˜o 3.2.
3.2 Captura e ana´lise de tra´fego
Numa rede TCP/IP, existe uma quantidade grande de protocolos que sa˜o trans-
mitido em broadcast e multicast, desta forma uma qualquer estac¸a˜o ligada na rede,
seja com uma ligac¸a˜o f´ısica ou sem fios, ira´ receber este tra´fego.
Estes protocolos sa˜o normalmente respostas a erros em pacotes IP, diagno´stico e
encaminhamento, entre outros. Assim, de forma a identificar e perceber melhor estes
protocolos, realizaram-se algumas experieˆncias de captura de tra´fego.
Para esta tarefa foi realizada uma captura de tra´fego em dois locais diferentes de
forma a obter-se padro˜es de tra´fego diferentes:
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• uma rede grande constitu´ıda por va´rios APs que pertencem a` mesma ESS.
• uma pequena rede pu´blica constitu´ıda por um u´nico AP.
Estas recolhas decorrem durante aproximadamente 1 hora durante um dia da semana
a` tarde.
Um dos locais foi a biblioteca da Universidade do Minho no po´lo de Azure´m, onde
normalmente se concentra um grande nu´mero de estac¸o˜es que se ligam a` rede WiFi
“eduroam”, sendo esta uma rede grande, alargada ao n´ıvel de todo o campus do po´lo,
usando diversos APs que se interligam atrave´s de uma rede de backbone Ethernet.
O outro local foi o Cafe´ Jardim situado em Guimara˜es, onde existe uma rede
pequena de acesso pu´blico, constitu´ıda apenas por um u´nico AP.
As capturas de tra´fego foram realizadas usando a ferramenta Wireshark1 em modo
promı´scuo2. As capturas decorreram no limite superior da camada 2, n´ıvel Ethernet,
que e´ o n´ıvel mais baixo que foi poss´ıvel descer para realizar a captura de tra´fego
com esta ferramenta nos SOs Windows.
Todas as tramas com origem e destino a` estac¸a˜o onde foi efectuada a captura foram
eliminadas atrave´s da aplicac¸a˜o de um filtro no Wireshark, para descartar qualquer
pacote com enderec¸o MAC de destino ou origem igual ao da estac¸a˜o. Desta forma
e´ garantida tambe´m a eliminac¸a˜o de tra´fego TCP de alguma sessa˜o de comunicac¸a˜o
que possa ter existido com esta estac¸a˜o devido a alguma aplicac¸a˜o a correr na estac¸a˜o
durante a realizac¸a˜o da captura. Este tra´fego na˜o tem interesse, uma vez que apenas
se pretende realizar o estudo sobre o tra´fego gerado pelas outras estac¸o˜es que se
encontravam ligadas na rede.
3.2.1 Tra´fego Biblioteca UM - Azure´m
A captura de tra´fego neste local foi efectuada no dia 4 de Novembro de 2010 com
in´ıcio a`s 17:02:35, tendo a durac¸a˜o de 01:00:49. Foram capturados um total de 243392
pacotes a que correspondem 64113947 bytes.
Na Tabela 3.1 encontram-se algumas estat´ısticas recolhidas do tra´fego ao n´ıvel da
camada de rede IP onde se distinguem as duas verso˜es do protocolo IP, o nu´mero de
pacotes e o tamanho em Bytes, bem como as respectivas percentagens.
1Usa o controlador Winpcap.
2Captura de todo o tra´fego naquele segmento de rede, e na˜o apenas enderec¸ado ao pro´prio.
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Protocolo Pacotes(%) Bytes(%)
IPv6 145496 (59,78%) 39770499 (66,04%)
IPv4 97896 (40,22%) 20449151 (33,96%)
Tabela 3.1: Estat´ısticas ao n´ıvel da camada de rede IP, Azure´m
Observa-se que o maior nu´mero de pacotes recolhidos neste local sa˜o ja´ IPv6, o
tamanho dos pacotes IPv6 e´ tambe´m maior, uma vez que a fatia no nu´mero de bytes
aumenta ainda mais relativamente ao IPv4.
Subindo para o n´ıvel acima, na camada de transporte, observa-se na Tabela 3.2
os protocolos encontrados da mesma forma que na Tabela 3.1.
Protocolo (Versa˜o) Pacotes(%) Bytes(%)
ICMPv6(IPv6) 66474 (27,31%) 5909412 (9,81%)
UDP (IPv6) 79022 (32,47%) 33861087 (56,23%)
UDP (IPv4) 97510 (40,06%) 20425670 (33,92%)
IGMP (IPv4) 363 (0,15%) 21780 (0,04%)
ICMP (IPv4) 23 (0,01%) 1702 (0,00%)
Tabela 3.2: Estat´ısticas ao n´ıvel da camada de transporte, Azure´m
Foram encontrados protocolos de controlo de erros e diagno´stico, bem como de
controlo de acesso a grupos multicast, quer no IPv4 como no IPv6, no entanto a fatia
maior de pacotes e´ UDP1. Como seria de esperar, na˜o foi capturado nenhum pacote
TCP, uma vez que foi aplicado o filtro para eliminar os pacotes com enderec¸o MAC
igual a ma´quina de captura. Os restantes protocolos neste n´ıvel sa˜o descritos na
secc¸a˜o 3.2.5.
UDP e´ um protocolo simples da camada de transporte em que um pacote e´ enviado
para o destino sem controlo de fluxo ou garantias de entrega, contrariamente ao TCP.
Este e´ usado tipicamente para o envio de tra´fego em broadcast e multicast e encapsula
ja´ protocolos da camada de aplicac¸a˜o. Na Tabela 3.3 pode-se observar os protocolos
da camada de aplicac¸a˜o que foram encontrados no tra´fego capturado neste local.
Dos protocolos identificados ao n´ıvel da camada de aplicac¸a˜o, Dados, HTTP (Hy-
pertext Transfer Protocol) e DNS (Domain Name System) representam apenas o
formato em que a informac¸a˜o contida dentro do pacote e´ transportada e na˜o um
protocolo espec´ıfico. Assim, Dados para pacotes com dados gene´ricos que na˜o sa˜o
1Apesar dos protocolos ICMP e IGMP usarem UDP como transporte, sa˜o considerados distintos
do UDP uma vez que na˜o transportam dados para as camadas superiores.
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Protocolo (Versa˜o) Pacotes(%) Bytes(%)
Dados(IPv6) 27252 (11,20%) 21659239 (35,97%)
HTTP (IPv6) 20529 (8,43%) 9351636 (15,53%)
DNS (IPv6) 31241 (12,84%) 2850213 (4,73%)
HTTP (IPv4) 26877 (11,04%) 6341858 (10,53%)
Bootp / DHCP (IPv4) 1111 (0,46%) 383896 (0,64%)
Dados (IPv4) 9686 (3,98%) 7443354 (12,36%)
Dropbox LAN sync Discovery Protocol (IPv4) 6396 (2,63%) 1191667 (1,98%)
NetBIOS Datagram Service (IPv4) 3793 (1,56%) 898335 (1,49%)
NetBIOS Name Service (IPv4) 19629 (8,06%) 1849248 (3,07%)
DNS (IPv4) 30007 (12,33%) 2315367 (3,84%)
TiVoConnect Discovery Protocol (IPv4) 10 (0,00%) 1740 (0,00%)
CUPS Browsing Protocol (IPv4) 1 (0,00%) 206 (0,00%)
Tabela 3.3: Estat´ısticas ao n´ıvel da camada de Aplicac¸a˜o, Azure´m
identificados como outro tipo, HTTP para os pacotes em que a informac¸a˜o e´ trans-
portada no formato HTTP e DNS em que a informac¸a˜o e´ transportada no formato
t´ıpico de um pacote DNS.
Os restantes protocolos sa˜o bem conhecidos, no entanto alguns apresentam uma
percentagem muito baixa de pacotes, e por serem casos isolados de aplicac¸o˜es a correr,
na˜o tera˜o interesse para o pretendido.
Os pacotes do protocolo NBDS (NetBIOS Datagram Service) conte´m outros n´ıveis
protocolares encapsulados que fazem parte apenas da pro´pria aplicac¸a˜o. Nos n´ıveis
superiores sa˜o encapsulados os protocolos, SMB (Server Message Block Protocol) que
por sua vez encapsula o protocolo SMS MailSlot Protocol e por fim este encapsula o
protocolo Microsoft Windows Browser Protocol.
Na Tabela 3.4 encontra-se detalhado os protocolos encontrados dentro dos pacotes
que transportam informac¸a˜o de dados gene´rica. Os protocolos sa˜o identificados pelo
seu nome na aplicac¸a˜o Wireshark ou pelo nome da aplicac¸a˜o da qual fazem parte.
Neste u´ltimo caso o protocolo foi identificado pelo conteu´do do pacote, uma vez
que a porta usada na camada de transporte na˜o esta´ registada e associada a um
protocolo pelo IANA (Internet Assigned Numbers Authority)1. E´ dif´ıcil identificar
o protocolo apenas pelo conteu´do dos dados no pacote e este pode ser desconhecido
ou proprieta´rio. Na tabela e´ identificado a respectiva porta, o nu´mero de pacotes
encontrados e a versa˜o do protocolo IP.
O nu´mero de pacotes capturados na grande maioria dos protocolos e´ muito baixo,
1Autoridade responsa´vel pela atribuic¸a˜o do enderec¸amento IP, recursos de protocolos da Internet
e DNS Root http://www.iana.org/.
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Tabela 3.4: Protocolos em Dados UDP, Azure´m
logo na˜o sa˜o considerados para o estudo dos protocolos. Desta forma, apenas se
considera o protocolo WS-Discovery (Web Services Dynamic Discovery) para estudo
na secc¸a˜o 3.2.5, uma vez que o nu´mero pacotes e´ considera´vel, tanto em IPv4 como
em IPv6.
Nesta lista foram encontrados alguns pacotes do protocolo usado pela aplicac¸a˜o
Epi, que foram identificados pelo conteu´do dos pacotes. Este projecto sera´ mais tarde
integrado nessa aplicac¸a˜o.
Na Tabela 3.5, da mesma forma que foi feito anteriormente, sa˜o detalhados os
protocolos encontrados dentro dos pacotes que transportam informac¸a˜o no formato
gene´rico HTTP e, na Tabela 3.6, para os protocolos que transportam informac¸a˜o do
tipo gene´rico DNS.
Nos pacotes HTTP foi encontrado apenas o protocolo SSDP (Simple Service Dis-
covery Protocol) com um nu´mero de pacotes considera´vel relativamente ao total de
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Tabela 3.5: Protocolos em HTTP UDP, Azure´m
pacotes capturados, tanto em IPv4 como em IPv6, o que o torna interessante para o






Tabela 3.6: Protocolos em DNS UDP, Azure´m
Nos pacotes DNS foram encontrados dois protocolos distintos em ambas as verso˜es
do IP. O LLMNR (Link-Local Multicast Name Resolution) foi encontrado num nu´me-
ro de pacotes considera´vel e o MDNS (Multicast Domain Name System) foi encon-
trado num nu´mero de pacotes bastante mais reduzido mas suficiente para ser alvo de
estudo. Ambos os protocolos sera˜o alvo de estudo na secc¸a˜o 3.2.5.
3.2.2 Tra´fego Cafe´ Jardim - Guimara˜es
A captura de tra´fego neste local foi efectuada no dia 29 de Outubro de 2010 com
in´ıcio a`s 15:06:01, tendo durac¸a˜o de 00:49:11. Foram capturados um total de 1364
pacotes a que correspondem 295260 bytes. O nu´mero de pacotes e´ bastante inferior
ao capturado no caso anterior, o que e´ de esperar uma vez que se trata de uma rede
de pequenas dimenso˜es em que o nu´mero de utilizadores vis´ıvel quando foi efectuado
a captura na˜o devia ultrapassar os 6.
Na Tabela 3.7, encontram-se algumas estat´ısticas recolhidas do tra´fego ao n´ıvel IP.
Distingue-se as duas verso˜es do protocolo IP e o ARP (Address Resolution Protocol),
o nu´mero de pacotes e o tamanho em Bytes, bem como as respectivas percentagens.
Observa-se neste caso um nu´mero maior de pacotes em IPv4, contrariamente ao
caso anterior onde a fatia de pacotes IPv6 e´ muito reduzida. Foram encontrados
tambe´m pacotes ARP, em nu´mero reduzido, mas que e´ interessante relatar uma vez
que no caso anterior na˜o se verificou.
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Protocolo Pacotes(%) Bytes(%)
IPv4 1180 (86,51%) 257677 (94,24%)
IPv6 92 (6,74%) 11763 (4,30%)
ARP 92 (6,74%) 3972 (1,45%)
Tabela 3.7: Estat´ısticas ao n´ıvel da camada de rede IP, Cafe´ Jardim
Subindo para um n´ıvel acima, na camada de transporte, observa-se na Tabela 3.8
os protocolos encontrados, na mesma forma que na Tabela 3.2.
Protocolo (Versa˜o) Pacotes(%) Bytes(%)
UDP (IPv4) 1132 (82,99%) 254867 (93,22%)
UDP (IPv6) 92 (6,74%) 11763 (4,30%)
IGMP (IPv4) 48 (3,52%) 2810 (1,03%)
Tabela 3.8: Estat´ısticas ao n´ıvel da camada de transporte, Cafe´ Jardim
Ao n´ıvel da camada de transporte foram encontrados pacotes de controlo de acesso
a grupos multicast em IPv4 e pacotes UDP em IPv4 e IPv6. A maior fatia de pacotes
e´ UDP em IPv4, os restantes teˆm um nu´mero bastante reduzido.
Relativamente ao caso anterior e atrave´s dos protocolos encontrados nesta ca-
mada pode-se concluir que a maior parte dos equipamentos presentes na rede na˜o
tinham IPv6 activado. Na˜o foram capturados pacotes ICMPv6 de controlo de erro e
diagno´stico. Como seria de esperar tambe´m na˜o foi encontrado nenhum pacote TCP.
Na Tabela 3.9 pode-se observar os protocolos encontrados ao n´ıvel da camada de
aplicac¸a˜o.
Protocolo (Versa˜o) Pacotes(%) Bytes(%)
Http (IPv6) 9 (0,66%) 4483 (1,64%)
DNS (IPv6) 83 (6,09%) 7280 (2,66%)
Http (IPv4) 432 (31,67%) 150382 (55,00%)
Bootp / DHCP (IPv4) 17 (1,25%) 5842 (2,14%)
Dados (IPv4) 1 (0,07%) 62 (0,02%)
Dropbox LAN sync Discovery Protocol (IPv4) 345 (25,29%) 58995 (21,58%)
NetBIOS Name Service (IPv4) 196 (14,37%) 18644 (6,82%)
NetBIOS Datagram Service (IPv4) 33 (2,42%) 8133 (2,97%)
DNS (IPv4) 108 (7,92%) 12809 (4,68%)
Tabela 3.9: Estat´ısticas ao n´ıvel da camada de aplicac¸a˜o, Cafe´ Jardim
Nos protocolos identificados ao n´ıvel da camada de aplicac¸a˜o, em Dados apenas
foi detectado um u´nico pacote, identificado pelo Wireshark como nati-logos. Como e´
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um caso isolado, com apenas um u´nico pacote, na˜o e´ considerado para estudo.
No caso dos pacotes DNS e HTTP e´ necessa´rio uma ana´lise mais detalhada. Os
protocolos restantes sa˜o conhecidos do caso anterior e sa˜o alvo de estudo na Secc¸a˜o
3.2.5.
Os pacotes NBDS, assim como no caso anterior, conteˆm uma hierarquia protocolar
da pro´pria aplicac¸a˜o.
Nas Tabelas 3.10 e 3.11, pode-se observar os protocolos que foram identificados









Tabela 3.11: Protocolos em DNS UDP, Cafe´ Jardim
Os protocolos identificados sa˜o os mesmos que no caso anterior. O nu´mero de
pacotes capturados tambe´m e´ um nu´mero considera´vel, relativamente ao total de
pacotes, logo estes protocolos permanecem alvo de estudo na Secc¸a˜o 3.2.5.
3.2.3 Aplicac¸a˜o para detecc¸a˜o das estac¸o˜es
Com a ana´lise do tra´fego conseguiu-se perceber os protocolos mais relevantes,
no entanto e´ necessa´rio mais informac¸a˜o sobre as estac¸o˜es que originaram o tra´fego
capturado. Para isso foi desenvolvida uma nova aplicac¸a˜o que usa o tra´fego capturado
para extrair a seguinte informac¸a˜o:
• Lista total com os enderec¸os MAC de todas a estac¸o˜es.
• Lista de enderec¸os MAC detectados por intervalo de tempo.
• Lista de enderec¸os IP associados a cada enderec¸o MAC.
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O enderec¸o MAC e´ o enderec¸o f´ısico de 48 bits u´nico e esta´tico de cada interface
de rede portanto cada estac¸a˜o e´ identificada pelo mesmo. Consegue-se extrair os
enderec¸os MAC dos pacotes Ethernet capturados na camada de ligac¸a˜o, que e´ o n´ıvel
mais baixo em que foi poss´ıvel efectuar a captura de tra´fego.
Cada pacote Ethernet e´ constitu´ıdo por um enderec¸o MAC de origem e outro
de destino. O enderec¸o que tem interesse neste caso e´ o de origem, que pertence
a`s estac¸o˜es que geram o tra´fego, as quais se pretende detectar. O enderec¸o MAC
de destino e´ mais prova´vel ser um enderec¸o broadcast ou multicast, uma vez que
recebemos o tra´fego da mesma forma que uma qualquer outra estac¸a˜o na rede.
Em cada pacote capturado durante uma captura de tra´fego, o Wireshark acres-
centa Meta informac¸a˜o que aparece antes do n´ıvel da camada de ligac¸a˜o Ethernet.
Nesta informac¸a˜o existe o timestamp em que chegou o pacote, que e´ usado para a
informac¸a˜o temporal de cada enderec¸o MAC e permite tambe´m separar a detecc¸a˜o
dos enderec¸os MAC por intervalos de tempo.
Para cada enderec¸o MAC, que representa uma estac¸a˜o detectada, foi tambe´m
associada uma lista de enderec¸os IP. Um interface de rede pode ter associados um
ou mais enderec¸os IP, por exemplo um enderec¸o IPv4 e outro enderec¸o IPv6. Um
interface de rede com IPv6 activado e´ normal ter va´rios enderec¸os IPv6 associados.
O enderec¸o IP atribu´ıdo a um interface de rede tambe´m pode mudar ao longo do
tempo, por exemplo, quando uma estac¸a˜o perde ligac¸a˜o de rede e se volta a ligar ou
quando o tempo do aluguer de um enderec¸o IP expira.
Adicionalmente, foi decidido incluir mais informac¸a˜o que estava presente no tra´fe-
go capturado e que podia vir a ser u´til, complementando desta forma a informac¸a˜o
essencial necessa´ria para identificar cada estac¸a˜o.
• Protocolos detectados para cada enderec¸o MAC em cada intervalo.
• Nu´mero de pacotes associado a cada protocolo em cada intervalo.
• Identificac¸a˜o do fabricante da placa associado a cada enderec¸o MAC.
• Nu´mero de enderec¸os MAC em cada intervalo.
• Nu´mero de pacotes capturados em cada intervalo.
• Nu´mero me´dio de enderec¸os MAC por intervalo.
• Nu´mero me´dio de enderec¸os IP por intervalo.
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• Marcac¸a˜o se o IP detectado pertence a` mesma subrede que a estac¸a˜o que fez a
captura.
O nu´mero de estac¸o˜es que sa˜o detectadas por intervalo de tempo e a me´dia de estac¸o˜es
detectadas no conjuntos dos intervalos teˆm um relativa importaˆncia pois permite
determinar o tempo de durac¸a˜o que a procura por estac¸o˜es na rede devera´ durar.
Quando integrado no Epi, o mo´dulo sera´ chamado para realizar recolhas perio´dicas
das estac¸o˜es detectadas na vizinhanc¸a. Cada recolha sera´ uma captura de tra´fego
com uma durac¸a˜o limitada de apenas alguns segundos.
Para implementar a aplicac¸a˜o com as funcionalidades necessa´rias para detectar
as estac¸o˜es foi necessa´rio recorrer a uma API. Das APIs estudadas na secc¸a˜o 3.1, foi
determinado que a mais indicada para desenvolver a aplicac¸a˜o seria o conjunto de
APIs Winpcap e Sharppcap porque:
• Winpcap e´ de instalac¸a˜o fa´cil e na˜o e´ dependente do controlador da placa de
rede sem fios.
• Winpcap permite a captura de pacotes Ethernet ao n´ıvel da camada de ligac¸a˜o
e permite a filtragem de pacotes.
• E´ o controlador usado noutras soluc¸o˜es como o Wireshark, com desempenho e
eficieˆncia comprovada.
• A API original do Winpcap e´ para C++, no entanto o Sharppcap e´ um conjunto
de bibliotecas para C#.net baseado nesta API.
• O Packet.Net permite o parsing de pacotes e esta´ inclu´ıdo junto com o Sharpp-
cap.
Procedeu-se depois ao desenvolvimento da aplicac¸a˜o. Durante o seu desenvolvi-
mento foram tomadas algumas deciso˜es relativamente a algumas caracter´ısticas que
a aplicac¸a˜o deveria incluir.
Inicialmente a aplicac¸a˜o tinha o objectivo de ajudar na ana´lise do tra´fego captu-
rado anteriormente, no entanto foi decidido acrescentar a captura e ana´lise de tra´fego
em tempo real em qualquer placa de rede presente no computador. A escolha da
placa de rede para efectuar a captura de tra´fego seria feita pelo utilizador. A funci-
onalidade de abrir o tra´fego que foi previamente capturado e realizar uma ana´lise a
partir de um ficheiro de tra´fego do tipo pcap tambe´m esta´ dispon´ıvel.
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Depois da ana´lise do tra´fego, quer a captura tenha sido efectuada em tempo real
ou a partir do ficheiro, sa˜o gerados um conjunto de resultados. Estes sa˜o guardados
em ficheiros HTML (HyperText Markup Language) para que possam ser facilmente
consultados em qualquer navegador. Adicionalmente tambe´m e´ guardada alguma
informac¸a˜o dos resultados em ficheiro de texto para permitir exportar facilmente
para uma folha de ca´lculo. Os ficheiros de resultados que se obte´m depois de uma
ana´lise sa˜o enta˜o os seguintes:
result.html conte´m a lista de estac¸o˜es detectadas por intervalo de tempo. No fim
de cada intervalo e´ registado tambe´m o nu´mero de enderec¸os MAC, enderec¸os
IP, pacotes e protocolos. A informac¸a˜o registada para cada estac¸a˜o em cada
intervalo e´ a seguinte:
• Timestamp, quando foi detectada pela primeira vez no intervalo.
• Enderec¸o MAC e fabricante da placa de rede.
• Lista de IPs associados ao enderec¸o MAC, com marcac¸a˜o a negrito dos
IPs que pertenc¸am a` mesma sub rede da ma´quina onde foi efectuada a
captura.
• Lista de protocolos associados ao enderec¸o MAC com contagem do nu´mero
de pacotes usados por cada protocolo.
Os intervalos sa˜o numerados por ordem crescente, cada intervalo e´ identifi-
cado pelo seu nu´mero e o timestamp da primeira estac¸a˜o detectada dentro
desse intervalo. No ficheiro de resultados cada intervalo aparece na forma Ex-
pand/Collapse para permitir fa´cil consulta, devido ao tamanho extenso que
este podera´ tomar. O ficheiro e´ escrito a cada intervalo permitindo a consulta
durante uma captura. As estat´ısticas finais conte´m as me´dias de enderec¸os
MAC e IP, o nu´mero total de pacotes e o intervalo de captura e sa˜o escritas no
ficheiro no final da captura. Nas Figuras 3.1 pode-se observar um exemplo de
um ficheiro de resultados obtido no final de uma captura.
maclist.html apresenta a lista com todas a estac¸o˜es que foram encontradas na cap-
tura, para cada estac¸a˜o e´ apresentado o enderec¸o MAC e o fabricante da placa
de rede. O ficheiro so´ e´ escrito quando a captura termina.
export.txt apresenta um conjunto de linhas de texto em que cada linha representa
um intervalo, para cada intervalo e´ apresentado o nu´mero de estac¸o˜es, nu´mero
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(a) Intervalos.
(b) Intervalo expandido.
(c) Dados estat´ısticos de um intervalo.
(d) Dados estat´ısticos finais.
Figura 3.1: Exemplo do ficheiro de resultados obtidos na captura efectuada na UM.
de IPs encontrados, o timestamp do in´ıcio do intervalo e o nu´mero que identifica
o intervalo. O formato deste ficheiro e´ em CSV (Comma-Separated Values)1.
Toda a informac¸a˜o que e´ apresentada nos resultados e´ extra´ıda processando pacote
a pacote. Assim, ao receber um pacote e´ invocada uma func¸a˜o e o pacote e´ passado
para dentro da mesma.
Dentro da func¸a˜o sa˜o retiradas as tramas pertencentes a`s respectivas camadas que
se encontram encapsuladas no pacote. Retira-se primeiro a informac¸a˜o do timestamp
dos meta dados. Depois na camada de ligac¸a˜o, encontra-se encapsulado a trama
Ethernet onde se retira o respectivo enderec¸o MAC de origem do cabec¸alho. Na
1Cada valor separado por v´ırgula representa um valor de uma coluna numa tabela e as linhas,
linhas da tabela.
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pro´xima camada encontra-se encapsulado a trama IP que pertence a` camada de rede
IP, onde e´ retirado do cabec¸alho os campos com o enderec¸o IP de origem, que pode
ser um enderec¸o IPv4 de 4 bytes ou IPv6 de 16 bytes. Depois, encontra-se a camada
de transporte onde sa˜o encapsuladas as tramas do tipo TCP ou UDP e e´ retirado
do cabec¸alho a porta de destino. Por fim segue-se a camada de aplicac¸a˜o onde sa˜o
encapsulados os dados que sa˜o entregues a`s aplicac¸o˜es, no entanto nesta camada na˜o
e´ extra´ıda informac¸a˜o.
Na Figura 3.2 esta´ ilustrado como e´ feito o encapsulamento das tramas nas ca-
madas de ligac¸a˜o, rede e transporte.
Figura 3.2: Encapsulamento do pacote Ethernet.
Com a aplicac¸a˜o pronta, o pro´ximo passo foi o processamento dos ficheiros com
o tra´fego capturado que foram analisados nas secc¸o˜es 3.2.1 e 3.2.2 para diferentes
tempos de intervalo.
3.2.4 Resultados da aplicac¸a˜o
Nos resultados obtidos observa-se que no Cafe´ Jardim sa˜o detectados 7 estac¸o˜es
com enderec¸os MAC distintos, o que e´ um nu´mero reduzido de estac¸o˜es mas ja´ era
de esperar uma vez que se trata de uma rede de pequenas dimenso˜es. O nu´mero de
estac¸o˜es detectadas a` partida aparenta ser o mesmo nu´mero de estac¸o˜es presentes no
espac¸o na data da captura, que eram as 6 que estavam vis´ıveis.
Os resultados obtidos para Azure´m foram diferentes, onde foram detectadas 632
enderec¸os MAC distintos, um nu´mero consideravelmente grande que na˜o reflecte o
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nu´mero de estac¸o˜es na vizinhanc¸a que foi observado no local durante a captura. O
nu´mero total de estac¸o˜es no local na˜o devia ultrapassar as 50, contando com as
estac¸o˜es novas que se iam ligando a` rede no decorrer da captura.
Na Tabela 3.12 esta˜o representadas as me´dias de enderec¸os MAC e IP detectados
por intervalo nos 2 locais, usando tempos de intervalo de 5, 10, 20 e 30 segundos.
Locais(Tempo Intervalo) Me´dia MACs Me´dia IPs NoIntervalos
Azure´m(30s) 202,42 320,75 117
Azure´m(20s) 173,02 266,29 176
Azure´m(10s) 126,85 185,76 346
Azure´m(5s) 89,54 124,93 679
Cafe´ Jardim(30s) 1,90 2,01 89
Cafe´ Jardim(20s) 1,89 1,99 96
Cafe´ Jardim(10s) 1,49 1,58 144
Cafe´ Jardim(5s) 1,34 1,41 191
Tabela 3.12: Me´dias de enderec¸os MAC e IP detectados por intervalo.
A diferenc¸a entre a me´dia de enderec¸os MAC e IP em Azure´m mostra que existem
muitas estac¸o˜es que teˆm mais do que um enderec¸o IP. A rede em Azure´m tem IPv6
activado e observa-se que ja´ e´ usado por um grande nu´mero de estac¸o˜es, que teˆm um
enderec¸o IPv6 juntamente com um enderec¸o IPv4.
No Cafe´ Jardim a diferenc¸a entre a me´dia de enderec¸os MAC e IP e´ muito pequena,
o que leva a concluir que e´ apenas atribu´ıdo um u´nico enderec¸o IPv4 a cada estac¸a˜o.
No gra´fico da Figura 3.3 esta´ ilustrado o nu´mero de enderec¸os MAC e IP detec-
tados, distribu´ıdo ao longo de intervalos de 30 segundos, em Azure´m. A me´dia de
enderec¸os MAC acompanha a de enderec¸os IP, o que reforc¸a a ideia de que existem
estac¸o˜es com dois enderec¸os IP, com grande probabilidade de um ser IPv4 e outro
IPv6.
No mesmo gra´fico existem duas situac¸o˜es em que se verifica uma queda no nu´mero
de enderec¸os MAC e IP detectados:
Intervalos 55 a 58 - o nu´mero de enderec¸os MAC e IP encontrados e´ muito re-
duzido e pro´ximo de zero, o que leva a concluir que existiu va´rias quebras na
ligac¸a˜o nestes intervalos, entre estac¸a˜o de captura e o AP. As estac¸o˜es detecta-
das durante esse per´ıodo devem-se ao curto espac¸o de tempo em que a estac¸a˜o
estabeleceu ligac¸a˜o ate´ a` pro´xima quebra.
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Figura 3.3: IPs e MACs detectados ao longo dos intervalos, Azure´m (30s).
Intervalos 90 a 105 - o nu´mero de enderec¸os MAC e IP encontrados tem uma
quebra bastante acentuada que podera´ ter sido provocado por uma quebra de
ligac¸a˜o entre algum segmento da rede em algum ponto do campus.
Figura 3.4: Cena´rio actual na detecc¸a˜o de estac¸o˜es de rede.
Voltando ao nu´mero de estac¸o˜es detectadas em Azure´m, este prova que a rede de
Azure´m e´ uma rede alargada, constitu´ıda por va´rios APs, e que a estac¸a˜o de captura
esta´ a receber os pacotes transmitidos em broadcast e multicast por uma qualquer
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estac¸a˜o ligada a` rede WiFi do campus da Universidade. Tambe´m se detectaram
estac¸o˜es que se encontravam ligadas a` rede atrave´s de uma ligac¸a˜o Ethernet. Na lista
de enderec¸os MAC aparecem equipamentos Cisco que na˜o sa˜o BSSIDs de algum dos
APs presentes na vizinhanc¸a. Estes sa˜o com uma grande probabilidade equipamentos
de rede, routers, etc. Os enderec¸os IPv4 tambe´m se encontram todos na mesma sub
rede que a estac¸a˜o que fez a captura de tra´fego, ou seja, a rede estende-se a todo
campus. Assim estamos perante um cena´rio ideˆntico ao ilustrado na Figura 3.4 em que
a cobertura na detecc¸a˜o de estac¸o˜es engloba estac¸o˜es sem fios com ligac¸a˜o estabelecida
aos APs, que fazem parte da mesma infra-estrutura de rede e que podem, ou na˜o, estar
na vizinhanc¸a da estac¸a˜o que realizou a captura e estac¸o˜es ligadas fisicamente atrave´s
de um cabo de rede na mesma infra-estrutura de rede, sendo estes equipamentos de
rede, computadores, etc.
Figura 3.5: Cena´rio pretendido na detecc¸a˜o de estac¸o˜es de rede.
O cena´rio ilustrado na Figura 3.5 e´ o pretendido, onde na procura de estac¸o˜es
sejam apenas detectadas as estac¸o˜es que se encontrem associadas ao mesmo AP ou
na vizinhanc¸a da estac¸a˜o que faz a captura. No entanto, para conseguir o pretendido,
e´ necessa´rio alguma informac¸a˜o adicional que permita filtrar apenas os enderec¸os
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MAC vizinhos. Nos pacotes capturados existe ainda a informac¸a˜o dos protocolos que
ainda na˜o foram estudados e podem conter informac¸a˜o u´til, portanto, foi realizado
um estudo de cada um dos protocolos mais relevantes que foram identificados durante
a ana´lise do tra´fego capturado nos dois locais, descrito nas secc¸o˜es 3.2.1 e 3.2.2.
3.2.5 Protocolos
Ao conjunto de protocolos que foram identificados durante as ana´lises de tra´fego
foi realizado um estudo detalhado com o objectivo de encontrar alguma informac¸a˜o
que permita isolar as estac¸o˜es vizinhas que se encontravam presentes no mesmo AP
da estac¸a˜o onde foi realizada a captura de tra´fego.
ICMP IPv4
O ICMP (Internet Control Message Protocol) e´ parte integrante do protocolo IP.
E´ utilizado para fornecer resposta a erros em pacotes IP, diagno´stico e routing. Os
equipamentos que utilizam IP precisam aceitar este tipo de mensagens e adaptarem-se
aos tipos de erros, reportando sempre ao enderec¸o de origem do pacote IP original.
Este difere dos protocolos de transporte TCP e UDP na medida que na˜o e´ usado
tipicamente para trocar dados entre sistemas. Geralmente tambe´m na˜o e´ usado
por aplicac¸o˜es de utilizador, com excepc¸a˜o das ferramentas de diagno´stico ping e
traceroute.
As mensagens ICMP sa˜o encapsuladas num u´nico pacote IP e este e´ enviado como
um pacote UDP, na˜o fornecendo garantias.
Apesar das mensagens ICMP estarem contidas num pacote normal IP, o seu pro-
cessamento e´ efectuado de uma forma diferente. O seu conteu´do e´ inspeccionado e so´
depois e´ gerado a respectiva mensagem de erro, que e´ entregue a` aplicac¸a˜o que gerou
o pacote IP original.
O ICMP e´ usado em diversas situac¸o˜es, como por exemplo:
• Um pacote IP na˜o consegue chegar ao seu destino, porque o seu tempo de vida
(TTL, Time to Live) chegou a “0”.
• O gateway na˜o consegue retransmitir um pacote.
• O router indica uma nova e melhor rota para a ma´quina.
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O pacote ICMP e´ constitu´ıdo por um cabec¸alho com 8 bytes e uma secc¸a˜o de dados
de tamanho varia´vel, como esta´ ilustrado na Figura 3.6.





Figura 3.6: Cabec¸alho ICMP.
Type - tipo de pacote ICMP.
Code - sub-tipo de um tipo de pacote ICMP.
Checksum - verificac¸a˜o de erros no pacote, este e´ calculado sobre o cabec¸alho ICMP
com valor do campo checksum a “0” mais os dados.
Rest of Header - campo de 4 bytes, que varia consoante o tipo e co´digo de ICMP.
A descric¸a˜o completa do ICMP pode ser encontrada no RFC 792[15].
No aˆmbito deste projecto, apo´s a ana´lise deste protocolo, na˜o foi encontrado ne-
nhuma informac¸a˜o que permita identificar numa rede sem fios outras estac¸o˜es ligadas
no mesmo AP. Informac¸a˜o encontrada mostra que e´ poss´ıvel identificar o SO que gera
os pacotes de ping, a secc¸a˜o de dados de um pacote ICMP desse tipo e´ gerado atrave´s
de padding e o tamanho do padding adicionado varia consoante o SO em questa˜o, em
Windows sa˜o 32 bytes e em Linux sa˜o 56 bytes.
No tra´fego capturado, os pacotes ICMP encontrados foram todos do tipo Ping
Request. O campo de dados tem tamanho de 32 bytes em todos os pacotes capturados
e o conteu´do dos dados identifica a aplicac¸a˜o que gerou os pacotes “BitDefender
Firewall Broadcast”, em vez do padding normal que sa˜o zeros.
ICMPv6 IPv6
O protocolo ICMPv6 (Internet Control Message Protocol Version 6) e´ a imple-
mentac¸a˜o do ICMP para IPv6 e e´ parte integrante do IPv6. A sua func¸a˜o e´ reportar
erros, diagno´stico, descoberta de vizinhos e controlo de acesso a grupos multicast.
Este implementa uma framework de extensa˜o para uso futuro.
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As mensagens ICMPv6 dividem-se em duas categorias: mensagens de erro e men-
sagens de informac¸a˜o. Nos pacotes IPv6 as mensagens ICMPv6 sa˜o transportadas
com o campo Next Header a 58.
O processamento das mensagens e´ feito de acordo com o tipo de pacote ICMPv6
recebido onde sa˜o tomadas as acc¸o˜es necessa´rias. Em resposta a um erro ICMPv6
nunca e´ enviado uma resposta com outro pacote de erro ICMPv6. O nu´mero de
pacotes ICMPv6 de erro enviado para uma mesma estac¸a˜o e´ tambe´m limitado para
na˜o provocar sobrecarga na rede, sendo enviado um pacote de erro ICMPv6 inicial e
depois este continua a sinalizar o erro periodicamente.
O cabec¸alho de um pacote ICMPv6 tem tamanho 4 bytes e o seu formato esta´
ilustrado na Figura 3.7.





Figura 3.7: Cabec¸alho ICMPv6.
Type - tipo de mensagem ICMPv6, de 0-127 e´ uma mensagem de erro e de 128-255,
uma mensagem de informac¸a˜o.
Code - este campo depende do tipo de mensagem ICMPv6.
Checksum - verificac¸a˜o de erros no pacote ICMPv6. O ca´lculo e´ efectuado com
este campo a “0” e engloba parte do cabec¸alho IPv6 com enderec¸o de origem
e destino, tamanho do pacote e Next Header, dando assim mais integridade a
um pacote IPv6, uma vez que este na˜o tem verificac¸a˜o de erros.
Message body - campo com os dados da mensagem relativo ao tipo. Este e´ de
tamanho varia´vel.
A descric¸a˜o completa do protocolo pode ser encontrada no RFC 4443[16].
Apo´s o estudo do protocolo, no aˆmbito deste projecto, na˜o foi encontrada in-
formac¸a˜o u´til que possa ser usada para a filtragem dos enderec¸os MAC que se en-
contrem na vizinhanc¸a, no entanto, no tra´fego capturado foi encontrado um nu´mero
grande de alguns tipos de pacotes ICMPv6:
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Ping Request
Este tipo (type = 128) de pacote ICMPv6 e´ usado para efectuar um Ping de
forma a verificar a conectividade entre equipamentos. Consiste no envio de
pacotes para o destino e depois na espera por uma resposta. O formato da
mensagem que vai dentro do corpo de uma mensagem ICMPv6 esta´ ilustrado
na Figura 3.8 e os campos que a constituem sa˜o so seguintes:






Figura 3.8: Mensagem Echo Request ICMPv6.
Identifier - identificador que ajuda a associar os pedidos a`s respectivas res-
postas de Echo.
Sequence Number - nu´mero de sequeˆncia que ajuda a associar os pedidos a`s
respectivas respostas de Echo.
Data - dados arbitra´rios, pode ser vazio. Nos pacotes capturados deste tipo
este campo conte´m “BitDefender Firewall Broadcast”.
Multicast Listener Report
Este tipo (type = 131) de pacote ICMPv6 e´ descrito no RFC 2710[17]. E´ usado
em duas situac¸o˜es: quando uma estac¸a˜o se junta a um grupo multicast e em
resposta a um pedido de Multicast Listener Query do router. O formato da
mensagem que vai dentro do corpo de uma mensagem ICMPv6 esta´ ilustrado
na Figura 3.9 e e´ ideˆntico a`s mensagens dos tipos Multicast Listener Query e
Multicast Listener Done sendo os campos que as constituem os seguintes:
0 7 8 15 16 31
Maximum Response Delay Reserved




Figura 3.9: Mensagem Multicast Listener Report ICMPv6.
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Maximum Response Delay - atraso ma´ximo em milisegundos ate´ ao envio
da resposta a um pedido. Este campo so´ tem significado na mensagem
Multicast Listener Query.
Reserved - este campo e´ preenchido a zeros no envio e ignorado na recepc¸a˜o.
Multicast Address - para a mensagem Multicast Listener Report conte´m um
enderec¸o multicast espec´ıfico que a estac¸a˜o que a envia esta´ a ouvir.
Multicast Listener Report Message v2
Este tipo (type = 143) de pacote ICMPv6 e´ descrito no RFC 3810[18]. E´ usado
pelos no´s na rede para reportar o estado dos enderec¸os multicast que esta˜o a
ouvir. O formato da mensagem que vai dentro do corpo de uma mensagem
ICMPv6 esta´ ilustrado na Figura 3.10 e os campos que a constituem sa˜o os
seguintes:
0 7 8 15 16 31
Reserved Nr of Mcast Address Records (M)
Multicast Address Record [1]...
...




Figura 3.10: Mensagem Multicast Listener Report Message V2 ICMPv6.
Reserved - este campo e´ preenchido a zeros no envio e ignorado na recepc¸a˜o.
Nr of Mcast Address Records (M) - especifica o nu´mero de registos de
enderec¸os multicast presentes na mensagem.
Multicast Address Record [M] - cada bloco e´ um registo de enderec¸o mul-
ticast.
O formato de um registo de um enderec¸o multicast esta´ ilustrado na Figura
3.11 e os campos que o constituem sa˜o os seguintes:
Record Type - tipo de registo de enderec¸o multicast. Nos pacotes captura-
dos foram encontrados os tipos 3 (CHANGE TO INCLUDE MODE ) e 4
(CHANGE TO EXCLUDE MODE ). Ambos os tipos significam uma al-
terac¸a˜o no modo de filtragem, para incluir ou excluir os enderec¸os unicast
de origem a um enderec¸o multicast espec´ıfico.
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0 7 8 15 16 31
Record Type Aux Data Len Number of Sources (N)
Multicast Address (128 bits)
Source Address [1](128 bits)
...
Source Address [N](128 bits)
Auxiliary Data...
Figura 3.11: Multicast Address Record do MLDv2 no ICMPv6.
Aux Data Len - conte´m o tamanho do campo Auxiliary Data, a “0” indica
que o campo na˜o existe.
Number of Sources (N) - nu´mero de campos Source Address presente no
registo.
Multicast Address - enderec¸o multicast a que este registo pertence.
Source Address [N] - vector de N enderec¸os unicast de origem.
Auxiliary Data - este campo existe apenas para uso futuro.
Neighbor Advertisement
Este tipo (type = 136) de pacote ICMPv6 e´ descrito no RFC 4861[19]. Apenas
um u´nico pacote desse tipo foi capturado. E´ usado pelos no´s na descoberta de
vizinhos como resposta a um Neighbor Solicitation ou e´ enviado sem solicitac¸a˜o
de forma a propagar nova informac¸a˜o rapidamente. O formato da mensagem
que vai dentro do corpo de uma mensagem ICMPv6 esta´ ilustrado na Figura
3.12 e os campos que a constituem sa˜o os seguintes:
0 1 2 3 31
R S 0 Reserved





Figura 3.12: Mensagem Neighbor Advertisement ICMPv6.
R - flag que indica se o host e´ um router.
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S - flag que indica se e´ uma resposta a uma solicitac¸a˜o.
O - flag que indica se deve substituir uma entrada ja´ existente na cache.
Reserved - este campo e´ preenchido a zeros no envio e ignorado na recepc¸a˜o.
Target Address - quando e´ uma resposta a uma solicitac¸a˜o conte´m o enderec¸o
alvo. Quando na˜o houve solicitac¸a˜o, conte´m o enderec¸o de link-layer que
foi alterado.
Options - conte´m opc¸o˜es, no entanto, a especificac¸a˜o apenas define a opc¸a˜o
Target link-layer Address. Este conte´m o enderec¸o de link-layer alvo.
Neighbor Solicitation
Este tipo (type = 135) de pacote ICMPv6 e´ tambe´m descrito no RFC 4861[19].
E´ usado pelos no´s na descoberta de vizinhos para solicitar o enderec¸o de link-
layer de um no´ alvo enquanto tambe´m informa do seu enderec¸o de link-layer.
O formato da mensagem que vai dentro do corpo de uma mensagem ICMPv6
esta´ ilustrado na Figura 3.13 e os campos que a constituem sa˜o os seguintes:
0 31
Reserved





Figura 3.13: Mensagem Neighbor Solicitation ICMPv6.
Reserved - este campo e´ preenchido a zeros no envio e ignorado na recepc¸a˜o.
Target Address - enderec¸o IP que e´ alvo da solicitac¸a˜o.
Options - conte´m opc¸o˜es, no entanto, a especificac¸a˜o apenas define a opc¸a˜o
Source link-layer address. Este conte´m o enderec¸o de link-layer de origem.
Router Advertisement
Este tipo (type = 134) de pacote ICMPv6 e´ tambe´m descrito no RFC 4861[19].
E´ usado pelos routers para se anunciarem periodicamente na rede ou quando
sa˜o solicitados. O formato da mensagem que vai dentro do corpo de uma
mensagem ICMPv6 esta´ ilustrado na Figura 3.14 e os campos que a constituem
sa˜o os seguintes:
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0 7 8 9 10 15 16 31







Figura 3.14: Mensagem Router Advertisement ICMPv6.
Cur Hop Limit - valor predefinido que deve ser colocado no campo Hop
Count do cabec¸alho de um pacote IP.
M - flag que indica que esta˜o dispon´ıveis enderec¸os por DHCPv6 (Dynamic
Host Configuration Protocol for IPv6).
O - flag que indica que esta˜o dispon´ıveis outras informac¸o˜es de configurac¸o˜es
por DHCPv6.
Reserved - este campo e´ preenchido a zeros no envio e ignorado na recepc¸a˜o.
Router Lifetime - indica o tempo de vida do router predefinido na rede, em
segundos. Este campo a “0” indica que na˜o e´ o router predefinido.
Reachable Time - tempo em milisegundos que um no´ demora a assumir que
outro no´ vizinho se encontra ao alcance depois de receber a confirmac¸a˜o.
Retrans Timer - tempo em milisegundos entre a retransmissa˜o de uma soli-
citac¸a˜o de vizinhos.
Options - conte´m opc¸o˜es. Sa˜o especificadas as opc¸o˜es: Source link-layer ad-
dress que conte´m o enderec¸o de link-layer da interface do router que envia
a mensagem, MTU (MTU, Maximum Transmission Unit) que indica o ta-
manho ma´ximo do pacote que pode ser transmitido e Prefix Information
que especifica o prefixo que e´ usado para a auto-configurac¸a˜o stateless.
A ana´lise dos tipos de mensagens ICMPv6 encontrados no tra´fego capturado foi
feita usando as diversas especificac¸o˜es diferentes que definem os mesmos tipos. A
especificac¸a˜o NDP (Neighbor Discovery Protocol) define as mensagens do tra´fego
capturado para a descoberta de no´s e routers na rede, no entanto, a descoberta
acontece ao n´ıvel de rede local o que na˜o acrescenta informac¸a˜o u´til que possa ser
usada para a filtragem dos enderec¸os MAC que se encontram na vizinhanc¸a.
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Os restantes tipos de mensagens encontrados fazem parte da gesta˜o dos grupos
multicast. No IPv6 este faz parte do ICMPv6, contrariamente ao IPv4 que usa
o IGMP (Internet Group Management Protocol). Estas mensagens tambe´m na˜o
conteˆm informac¸a˜o u´til para o pretendido.
IGMP IPv4
O IGMP e´ um protocolo de comunicac¸o˜es usado por clientes e routers adjacentes
em redes IP para estabelecer grupos multicast, controlando os membros e a entrada
e sa´ıda de hosts dos grupos.
Este e´ apenas usado em redes IPv4, sendo substitu´ıdo pelo MLD (Multicast Lis-
tener Discovery) que e´ um componente do ICMPv6 em redes IPv6.
As mensagens IGMP sa˜o encapsuladas directamente dentro de um pacote IP e
assim como no ICMP na˜o necessitam de nenhum protocolo de transporte como UDP
ou TCP.
As mensagens IGMP sa˜o enviadas pelos clientes para o router local como pedido
para se juntar ou sair como membro de um grupo multicast, por sua vez, o router
local envia mensagens IGMP para os routers adjacentes para determinar quais sa˜o
os enderec¸os dos grupos multicast de interesse. De forma a manter os membros dos
grupos actualizados estes va˜o enviando mensagens periodicamente. Tambe´m podem
ser efectuadas pedidos para grupos espec´ıficos para determinar o seu estado e efectuar
pedidos para determinar se um sistema pretende receber mensagens enviadas para
um grupo multicast de um enderec¸o de origem unicast espec´ıfico.
O IGMP existe em 3 verso˜es, IGMPv1 descrito no RFC 1112[20], IGMPv2 descrito
no RFC 2236[21] e IGMPv3 descrito nos RFC 3376[22] e RFC 4604[23].
Na Figura 3.15, esta´ ilustrado o formato de pacote usado pela versa˜o IGMPv3 e
os campos que o constituem sa˜o os seguintes:
MaxRespCode - especifica o tempo ma´ximo permitido para enviar a resposta a um
report.
Checksum - verificac¸a˜o de erros do pacote IGMP, engloba a mensagem IGMP com-
pleta.
Group Address - enderec¸o do grupo multicast pedido no caso de ser um pedido
geral e´ preenchido a zeros.
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Figura 3.15: Estrutura do pacote IGMPv3.
Resv - campo reservado, enviado a zeros e ignorado quando recebido.
S - Suppress Router Side Processing flag indica aos routers que a recebem para
ignorar o tempo normal de actualizac¸o˜es.
QRV - Querier’s Robustness Variable quando este campo na˜o e´ zero, quem envia
este pacote espera que o router fac¸a actualizac¸a˜o a` sua Robustness Variable
para igualar o valor deste campo.
QQIC - Querier’s Query Interval Code especifica o intervalo que vai ser usado para
fazer queries.
Number of Sources (N) - nu´mero de enderec¸os de origem presentes nos campos
seguintes. Em pedidos a grupos espec´ıficos ou em geral, o valor deste campo
e´ zero, sendo limitado o seu tamanho ao MTU em pedidos group-and-source-
specific.
Source Address [i] - enderec¸os de origem IP unicast.
Na Figura 3.16 esta´ ilustrado o formato de pacote usado pela versa˜o IGMPv2 e os
campos que o constituem sa˜o os seguintes:
Type - tipo de pedido. Pode ser Membership Query (0x11), Membership Report
(IGMPv1: 0x12, IGMPv2: 0x16) e Leave Group (0x17). O IGMPv3 adiciona
um novo tipo Membership Report (0x22).
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Figura 3.16: Estrutura do pacote IGMPv2.
Max Resp Time - tempo limite de espera pela resposta correspondente. O campo
so´ tem significado no caso de o tipo ser “0x11”, noutros tipos e´ “0” e ignorado.
Apo´s o estudo deste protocolo, no aˆmbito deste projecto, na˜o foi encontrada in-
formac¸a˜o u´til que possa ser usado na filtragem dos enderec¸os MAC que se encontrem
na vizinhanc¸a.
No tra´fego capturado, os pacotes IGMP sa˜o IGMPv2 sa˜o todos do mesmo tipo
“0x16” Membership Report/Join.
DHCP
O DHCP (Dynamic Host Configuration Protocol) e´ um protocolo de servic¸o
TCP/IP que permite a uma estac¸a˜o obter a configurac¸a˜o automa´tica do enderec¸o
de rede IP e outros paraˆmetros de configurac¸a˜o. A primeira versa˜o do protocolo
DHCP surgiu para redes IPv4, sendo descrito no RFC 2131[24], mais tarde surgiu
outra versa˜o, o DHCPv6, que e´ o DHCP para redes IPv6 descrito no RFC 3315[25].
Estes sa˜o considerados separados uma vez que os detalhes do protocolo sa˜o diferentes,
no entanto, manteˆm o mesmo propo´sito.
O DHCP usa as portas 67 em UDP para enviar mensagens para o servidor e a
porta 68 em UDP para mensagens para o cliente. A operac¸a˜o do DHCP segue as
seguintes fases: IP discovery, IP lease offer, IP request e IP lease acknowledgement.
Quando um cliente DHCP se encontra na mesma sub rede que o servidor a sua
comunicac¸a˜o e´ feita em UDP broadcast. Se o cliente e o servidor estiverem em sub
redes diferentes, as operac¸o˜es IP discovery e IP request usam UDP broadcast e as
operac¸o˜es de IP lease e IP lease acknowledgement, mensagens para o enderec¸o unicast.
O DHCP opera da seguinte forma:
1. DHCP discovery - o cliente envia uma mensagem em broadcast para descoberta
de servidores DHCP dispon´ıveis.
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2. DHCP offer - o servidor ao receber um pedido de IP de um cliente reserva um
enderec¸o IP para o cliente e envia uma mensagem DHCP offer para o cliente.
A mensagem conte´m: enderec¸o MAC do cliente, enderec¸o IP oferecido, ma´scara
de rede, durac¸a˜o do aluguer e o enderec¸o IP do servidor que envia a mensagem.
3. DHCP request - um cliente pode receber va´rias ofertas DHCP de mu´ltiplos
servidores mas apenas aceita uma. Envia depois uma mensagem de resposta
em broadcast do tipo DHCP request e os servidores atrave´s do identificador
que vai na mensagem sabem se a sua oferta foi aceite. Quando na˜o e´ aceite
o aluguer do IP e´ libertado. A mensagem e´ enviada em broadcast uma vez
que o cliente nesta fase ainda na˜o recebeu enderec¸o IP e permite apenas numa
mensagem informar os va´rios servidores DHCP.
4. DHCP acknowledgement - quando o servidor recebe o DHCP request do cliente,
a configurac¸a˜o entra na sua fase final e e´ enviado para o cliente um DHCP ack
com a durac¸a˜o do aluguer e alguma informac¸a˜o adicional requisitada. Aqui o
processo de configurac¸a˜o do IP esta´ completo, sendo esperado pelo protocolo
que o cliente configure a rede com os paraˆmetros negociados. Algum conflito
de enderec¸os IP pode ser prevenido usando o ARP.
5. DHCP information - o cliente pode pedir informac¸a˜o adicional ao servidor em
relac¸a˜o a` enviada no DHCP offer. O cliente tambe´m pode pedir a repetic¸a˜o dos
dados para uso particular de alguma aplicac¸a˜o, como por exemplo um navegador
para obter a configurac¸o˜es de um proxy. No entanto estes pedidos na˜o renovam
o aluguer do IP.
6. DHCP releasing - o cliente envia um pedido ao servidor para libertar o aluguer
do seu enderec¸o IP e depois desactiva o seu enderec¸o IP.
Um servidor DHCP pode fornecer paraˆmetros opcionais de configurac¸a˜o aos clientes.
O cliente pode seleccionar, manipular ou sobrepor os paraˆmetros fornecidos pelo
servidor DHCP.
O formato de pacote DHCP esta´ ilustrado na Figura 3.17 e os campos que o
constituem sa˜o os seguintes:
OP - tipo de mensagem.
HTYPE - tipo de enderec¸o de hardware.
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0 7 8 15 16 23 24 31






















Figura 3.17: Estrutura do pacote DHCP.
HLEN - tamanho do enderec¸o de hardware.
HOPS - usado opcionalmente pelos agentes relay quando o arranque e´ feito por
outro agente relay.
XID - nu´mero aleato´rio gerado no cliente e usado depois nas mensagens trocadas
entre o cliente e o servidor, servindo como um identificador de sessa˜o.
SECS - preenchido pelo cliente, representa o tempo em segundos desde que come-
c¸ou o processo de requisic¸a˜o de enderec¸o ou renovac¸a˜o.
FLAGS - campo usado para flags, onde o bit B mais a` esquerda e´ usado como
broadcast flag, os restantes sa˜o reservados para uso futuro e teˆm que estar a
zeros. O bit B indica se o cliente e´ capaz ou na˜o de receber tramas IP unicast
antes de o TCP/IP estar configurado.
CIADDR - enderec¸o IP do cliente, e´ usado nos estados em que o cliente responde
a pedidos ARP.
YIADDR - enderec¸o IP para o cliente.
SIADDR - enderec¸o IP do servidor.
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GIADDR - enderec¸o IP do gateway.
CHADDR - enderec¸o de hardware do cliente.
SNAME - nome do servidor.
FILE - ficheiro para arranque.
OPTIONS - opc¸o˜es adicionais.
Nos dois locais onde foi capturado tra´fego foram encontrados pacotes DHCP dos tipos,
request, offer, NAK, inform, discover e ACK. Observando a informac¸a˜o contida dentro
dos mesmos, o tipo de hardware do cliente e´ sempre identificado como Ethernet. No
campo com opc¸o˜es adicionais existe tambe´m uma identificac¸a˜o do cliente, no entanto
aqui o tipo de hardware tambe´m e´ identificado como Ethernet e o resto dos campos
na˜o fornecem nenhuma outra informac¸a˜o relevante.
Assim, nos pacotes trocados no processo de obtenc¸a˜o automa´tica de enderec¸o IP,
tambe´m na˜o foi encontrada informac¸a˜o u´til que possa ser usada para a filtragem dos
enderec¸os MAC que se encontrem na vizinhanc¸a.
Multicast DNS (MDNS)
O protocolo MDNS e´ o baseado no DNS e faz parte do Zeroconf (Zero configura-
tion networking)1 que ainda se encontra em desenvolvimento.
Sendo baseado no DNS, este protocolo mante´m a estrutura de mensagens DNS
com os mesmos co´digos de operac¸a˜o, respostas e registos. A especificac¸a˜o do MDNS
acrescenta apenas como o cliente deve enviar mensagens DNS em multicast e como
as estac¸o˜es devem responder a`s mensagens colaborando de uma forma u´til.
Para o estudo deste protocolo e´ usado o DNS, para procurar alguma informac¸a˜o
que ajude a isolar estac¸o˜es na vizinhanc¸a numa rede sem fios. O DNS e´ descrito nos
documentos RFC 1034[26], RFC 4033[27] e RFC 1035[28].
Um elemento ba´sico do DNS e´ o recurso que conte´m o registo (RR, Resource
Record) ilustrado na Figura 3.18. Os campos que constituem um RR sa˜o:
NAME - nome do dono a quem o RR pertence.
TYPE - co´digo do tipo de RR.
1Consiste num conjunto de te´cnicas para criar uma rede IP usa´vel de forma automa´tica.
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NAME TYPE CLASS TTL RDLENGTH RDATA
varia´vel 2 bytes 2 4 2 varia´vel
Figura 3.18: Estrutura de um RR de DNS.
CLASS - classe do co´digo RR.
TTL - tempo de vida que o RR permanece em cache ate´ voltar a ser necessa´ria a
consulta da sua informac¸a˜o na origem. Este campo a zero significa que o RR
nunca pode ser mantido em cache.
RDLENGTH - tamanho do campo RDATA em bytes.
RDATA - dados que descrevem o RR, o seu formato varia conforme os campos
TYPE e CLASS.
A mensagem que e´ enviada dentro de pacote DNS encontra-se dividida em 5 secc¸o˜es
podendo algumas das secc¸o˜es ser encontradas vazias para determinados casos. Estas
secc¸o˜es esta˜o identificadas e descritas na Tabela 3.13.
Secc¸a˜o Descric¸a˜o
Header cabec¸alho da mensagem.
Question questa˜o para o servidor de DNS.
Answer RRs que respondem a` questa˜o.
Authority RRs que apontam para uma autoridade.
Additional RRs que conteˆm informac¸a˜o adicional.
Tabela 3.13: Secc¸o˜es de uma mensagem DNS.
O Header e´ uma secc¸a˜o obrigato´ria, uma vez que indica as restantes secc¸o˜es que
se encontram presentes na mensagem DNS e se esta e´ uma pesquisa ou resposta. Este
sera´ estudado depois das restantes secc¸o˜es.
A secc¸a˜o Question esta´ ilustrada na Figura 3.19 e descreve a pesquisa ao servidor
atrave´s dos campos: tipo (QTYPE ), classe (QTYPE ) e domı´nio (QNAME ).
QNAME QTYPE QCLASS
varia´vel 2 bytes 2
Figura 3.19: Secc¸a˜o Question de uma mensagem DNS.
As restantes treˆs secc¸o˜es sa˜o de formato ideˆntico pois cada uma conte´m uma lista
de RRs, que pode ser vazia. No entanto a lista de RRs que cada uma dessas secc¸o˜es
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conte´m sa˜o diferentes e para propo´sitos diferentes. A secc¸a˜o Answer conte´m RRs de
resposta a uma pesquisa, Authority conte´m as RRs que apontam para um servidor
DNS autorita´rio e Additional as RRs adicionais relacionados com uma pesquisa.
Na Figura 3.20 esta´ ilustrado o cabec¸alho (Header) de um pacote DNS.















Figura 3.20: Cabec¸alho de uma mensagem DNS.
ID - identifica o programa que gerou a pesquisa, este e´ copiado para as respostas.
QR - identifica se a mensagem e´ uma pesquisa ou uma resposta.
Opcode - tipo de mensagem de pesquisa, este e´ gerado pela origem e copiado depois
para a resposta.
AA - Authoritative Answer, indica se o servidor que respondeu e´ um servidor DNS
autorita´rio sobre o domı´nio em questa˜o.
TC - TrunCation, indica se a mensagem foi truncada devido ao tamanho maior que
o permitido no canal de transmissa˜o.
RD - Recursion Desired, indica para efectuar uma pesquisa recursiva ao servidor.
RA - Recursion Available, indica se esta´ dispon´ıvel pesquisa recursiva.
Z - reservado para uso futuro.
RCODE - Response Code, faz parte da resposta e indica um erro.
QDCOUNT - nu´mero de entradas presente na secc¸a˜o Question.
ANCOUNT - nu´mero de elementos da lista de RRs presente na secc¸a˜o Answer.
NSCOUNT - nu´mero de elementos da lista de RRs presente na secc¸a˜o Authority.
ARCOUNT - nu´mero de elementos da lista de RRs presente na secc¸a˜o Additional.
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Este protocolo usa o formato de mensagens ideˆntico ao DNS e neste na˜o foi encontrada
informac¸a˜o u´til que possa de alguma forma ser usada para a filtragem dos enderec¸os
MAC que se encontrem na vizinhanc¸a.
Link-Local Multicast Name Resolution(LLMNR)
O protocolo LLMNR tambe´m e´ baseado no DNS. E´ usado para efectuar a re-
soluc¸a˜o de nomes de estac¸o˜es presentes na mesma ligac¸a˜o de rede local, em redes
IPv4 e IPv6. Este protocolo e´ inclu´ıdo nas verso˜es dos SOs Windows Vista, Server
2008 e 7.
Para receber mensagens com pesquisas, as estac¸o˜es ouvem em UDP na porta
5355 nos enderec¸os multicast : 224.0.0.252 para IPv4 e FF02::1:3 para IPv6. Para
as mensagens de resposta, as estac¸o˜es ouvem em TCP na porta 5355 no enderec¸o
unicast.
Assim como o MDNS, este protocolo tambe´m usa o formato de mensagens baseado
no DNS, com as mesmas secc¸o˜es (Tabela 3.13) e elemento RR (Figura 3.18).
Na Figura 3.21 esta´ ilustrada a secc¸a˜o do cabec¸alho (Header) do LLMNR que
apresenta diferenc¸as relativas ao que foi estudado no protocolo MDNS.
0 15 16 20 21 22 23 24 25 26 27 28 31
ID QR Opcode C
T






Figura 3.21: Estrutura do cabec¸alho do pacote LLMNR.
ID - campo que identifica o programa que gerou a pesquisa.
QR - identifica se a mensagem e´ uma pesquisa ou uma resposta.
Opcode - especifica o tipo de mensagem de pesquisa, este e´ gerado pela origem e
copiado depois para a resposta. A especificac¸a˜o define este valor para “0”,
deixando aberto para futuro o uso de outros valores neste campo.
C - conflito, indica que foram enviadas va´rias mensagens para esta pesquisa.
T - tentativa, e´ usado numa mensagem de resposta se quem respondeu tem nome
competente mas ainda na˜o foi verificada a unicidade do nome.
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Z - reservado para uso futuro.
QDCOUNT - nu´mero de entradas presente na secc¸a˜o Question.
ANCOUNT - nu´mero de elementos da lista de RRs presente na secc¸a˜o Answer.
NSCOUNT - nu´mero de elementos da lista de RRs presente na secc¸a˜o Authority.
ARCOUNT - nu´mero de elementos da lista de RRs presente na secc¸a˜o Additional.
A descric¸a˜o completa deste protocolo pode ser encontrada no RFC 4795[29].
Este protocolo e´ muito ideˆntico ao MDNS e tambe´m na˜o acrescenta informac¸a˜o
nova que seja u´til para a filtragem das estac¸o˜es presentes na vizinhanc¸a.
Simple Service Discovery Protocol (SSDP)
O SSDP e´ um protocolo para descobrir e anunciar servic¸os de rede. Funciona
sem uma configurac¸a˜o do tipo servidor ou sequer algum tipo de configurac¸a˜o. A
especificac¸a˜o do SSDP[30] ainda se encontra em Draft. O formato de pacotes e´ texto,
baseado em HTTP sobre UDP[31] como protocolo de transporte na porta 1900.
Os anu´ncios sa˜o feitos para um enderec¸o multicast, sendo este 239.255.255.250
para IPv4 e FF0X::C nos diferentes scopes de rede IPv6.
Este usa um formato de mensagem HTTP Notify [32] para anunciar o estabeleci-
mento ou remoc¸a˜o de servic¸os para o grupo multicast. Quando um cliente pretende
fazer uma descoberta dos servic¸os dispon´ıveis na rede usa o formato de mensagem
HTTP M-Search1. As respostas sa˜o depois enviadas em unicast com o enderec¸o e
porta do pedido recebido por multicast. Os clientes tambe´m podem anunciar na rede
com os servic¸os que podem fornecer.
Os servic¸os sa˜o sempre identificados pelo par u´nico constitu´ıdo pelo URI (Uniform
Resource Identifier) e USN (Unique Service Name). O USN e´ sempre usado para
diferenciar servic¸os do mesmo tipo. Adicionalmente os servic¸os tem associados a
localizac¸a˜o e um tempo de validade. A localizac¸a˜o identifica como um servic¸o deve ser
contactado, podendo ser inclu´ıdo va´rias localizac¸o˜es para o mesmo URI. O tempo de
validade informa quanto tempo o cliente deve manter a informac¸a˜o sobre determinado
servic¸o em cache.
Na Listagem 3.1 esta´ ilustrado o texto de um pacote SSDP M-Search HTTP
capturado, com a descric¸a˜o de cada linha:
1E´ uma mensagem HTTP Search[33] a que e´ aplicado uma extensa˜o, segundo o RFC 2774[34].
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1 M−SEARCH ∗ HTTP/1.1
2 Host : 2 3 9 . 2 5 5 . 2 5 5 . 2 5 0 : 1 9 0 0
3 ST: urn : schemas−upnp−org : dev i c e : InternetGatewayDevice : 1
4 Man: ” ssdp : d i s c o v e r ”
5 MX: 3
Listagem 3.1: Texto contido num pacote SSDP M-Search HTTP capturado.
Linha 1 - me´todo obrigato´rio do pedido M-SEARCH, seguido do URI que esta´ a ser
pedido,“∗” e´ sempre usado em pacotes enviado em multicast, por fim a versa˜o
“HTTP/1.1”.
Linha 2 - enderec¸o e porta para onde foi enviado o pacote.
Linha 3 - cabec¸alho ST conte´m um u´nico URI, este indica um tipo espec´ıfico de
servic¸o que o cliente pretende descobrir.
Linha 4 - representa uma extensa˜o obrigato´ria, neste caso uma funcionalidade que
identifica o protocolo.
Linha 5 - tempo ma´ximo em segundos para o atraso do envio da resposta. Para
balanceamento de carga na rede, a resposta vai ser atrasada um valor aleato´rio
entre 0 e o valor no cabec¸alho MX segundos.
O outro me´todo usado por este protocolo e´ o HTTP Notify. Na Listagem 3.2 esta´ ilus-
trado o exemplo de um pacote capturado. Existem dois tipos de anu´ncios, sspd:alive
quando um servic¸o quer anunciar a sua presenc¸a na rede e o sspd:byebye quando um
servic¸o pretende anunciar que vai deixar de estar presente na rede. O exemplo e´
relativo ao anu´ncio sspd:alive.
1 NOTIFY ∗ HTTP/1.1
2 Host : 2 3 9 . 2 5 5 . 2 5 5 . 2 5 0 : 1 9 0 0
3 NT: urn : schemas−upnp−org : s e r v i c e : ConnectionManager : 1
4 NTS: ssdp : a l i v e
5 Locat ion : http :// . . . udh i sap i . d l l ? content=uuid : . . .
6 USN: uuid : . . . : : urn : schemas−upnp−org : s e r v i c e : ConnectionManager : 1
7 Cache−Control : max−age=900
8 Server : Microso ft−Windows−NT/5.1 UPnP/1 .0 UPnP−Device−Host /1 .0
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9 OPT: ” http :// schemas . upnp . org /upnp/1/0/” ; ns=01
10 01−NLS:3091 d725becb21bf6a3669fbf4abe163
Listagem 3.2: Texto contido num pacote SSDP Notify capturado.
Linha 1 - me´todo obrigato´rio do pedido NOTIFY, seguido do URI que esta´ a ser
pedido, “∗” e´ sempre usado em pacotes enviado em multicast, por fim a versa˜o
“HTTP/1.1”.
Linha 2 - enderec¸o e porta para onde foi enviado o pacote, uso obrigato´rio em ambos
os tipos de anu´ncios.
Linha 3 - tipo de servic¸o, uso obrigato´rio em ambos os tipos de anu´ncios.
Linha 4 - tipo de anu´ncio, uso obrigato´rio em ambos os tipos de anu´ncios.
Linha 5 - informac¸a˜o de localizac¸a˜o do servic¸o, uso obrigato´rio no tipo sspd:alive.
Linha 6 - USN do servic¸o, uso obrigato´rio em ambos os tipos de anu´ncios.
Linha 7 - tempo de vida do servic¸o, uso obrigato´rio no tipo sspd:alive.
Linha 8, 9, 10 - na˜o sa˜o de uso obrigato´rio pelo protocolo, logo, va˜o ser ignoradas.
Este protocolo usa mensagens no formato de alguns me´todos HTTP conhecidos. Estes
podem incluir campos extra mas que sa˜o ignorados pelo protocolo quando na˜o sa˜o
reconhecidos. Considerando apenas os campos que sa˜o reconhecidos pelo protocolo,
na˜o foi encontrada informac¸a˜o u´til nos mesmos que possa ser usada para a filtragem
das estac¸o˜es presentes na vizinhanc¸a.
Web Services Dynamic Discovery (WS-Discovery)
O WS-Discovery[35] e´ um protocolo de descoberta da localizac¸a˜o de servic¸os por
multicast para uma rede local.
A comunicac¸a˜o entre os no´s da rede e´ efectuada usando normas de servic¸os Web
como o SOAP (Simple Object Access Protocol) em UDP[36]. Funciona na porta 3702
e nos enderec¸os multicast 239.255.255.250 em IPv4 e FF02::C no scope link-local em
IPv6.
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Este e´ usado nos SOs Windows e esta´ integrado como parte das tecnologias Win-
dows Rally1 e Devices Profile for Web Services2.
Permite o anu´ncio e pesquisa de servic¸os e ainda localizar servic¸os anteriormente
referenciados na sub rede local. As mensagens de pesquisa de servic¸os sa˜o enviadas
para o grupo multicast. Caso o servic¸o exista em alguma estac¸a˜o na sub rede, a
resposta e´ enviada em unicast. Em redes grandes este protocolo pode suprimir as
mensagens em multicast se existir um proxy de descoberta de servic¸os. Um servic¸o
novo e´ anunciado no grupo multicast para que os clientes existentes na rede o possam
detectar sem necessitar de fazer uma pesquisa.
As mensagens definidas por este protocolo sa˜o Hello, Bye, Probe e Resolve. Existe
outro tipo de mensagens definidas que sa˜o enviados em unicast, como nunca va˜o fazer
parte do tra´fego capturado no aˆmbito deste projecto, na˜o fazem parte deste estudo.
As mensagens sa˜o usadas quando:
Hello - mensagem enviada quando um servic¸o pretende anunciar que esta´ dispon´ıvel
na rede. Este conte´m tambe´m a informac¸a˜o do servic¸o.
Bye - mensagem enviada quando um servic¸o se prepara para abandonar a rede.
Probe - mensagem enviada por um cliente que procura um servic¸o pelo seu tipo.
Resolve - mensagem enviada por um cliente que procura um servic¸o pelo seu en-
derec¸o.
O conteu´do destas mensagem e´ enviado num envelope em SOAP em UDP que e´ ba-
sicamente um documento XML. Nas Listagens 3.3 para Hello, 3.4 para Bye, 3.5 para
Probe e 3.6 para Resolve esta´ ilustrado um exemplo dos conteu´dos das respectivas
mensagens, com uma descric¸a˜o das linhas mais importantes.
1 <?xml version=” 1 .0 ” encoding=” utf−8” ?>
2 <soap:Envelope
3 xmlns:soap=” ht t p : //www. w3 . org /2003/05/ soap−enve lope ”
4 xmlns:wsa=” h t t p : // schemas . xmlsoap . org /ws/2004/08/ addre s s ing ”
5 xmlns:wsd=” h t t p : // schemas . xmlsoap . org /ws/2005/04/ d i s cove ry ”
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8 <wsa:To>
9 urn:schemas−xmlsoap−o r g : w s : 2 0 0 5 : 0 4 : d i s c o v e r y
10 </wsa:To>
11 <wsa:Action>
12 h t t p : // schemas . xmlsoap . org /ws/2005/04/ d i s cove ry / He l lo
13 </ wsa:Action>
14 <wsa:MessageID>
15 urn :uu id :0 f5d604c −81ac−4abc−8010−51 db f fad55 f2
16 </wsa:MessageID>
17 <wsd:AppSequence Ins tance Id=”2”





23 <wsd:He l lo>
24 <wsa:EndpointReference>
25 <wsa:Address>





31 </ wsd:He l lo>
32 </ soap:Body>
Listagem 3.3: Formato do documento XML numa mensagem Hello no WS-D.
Linha 8-10 - indica que e´ uma mensagem multicast.
Linhas 11-13 - indica que esta e´ uma mensagem do tipo Hello.
Linha 17-20 - conte´m um identificador e nu´mero da mensagem, permitindo a` aplica-
c¸a˜o manter a sequeˆncia de mensagens.
Linha 25-27 - conte´m o enderec¸o do endpoint, este e´ u´nico do servic¸o que e´ constante
em todas as interfaces de rede, enderec¸os de transporte e IPv4/IPv6.
Linha 29 - conte´m o tipo de servic¸o que esta´ a ser anunciado.
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1 <?xml version=” 1 .0 ” encoding=” utf−8” ?>
2 <soap:Envelope
3 xmlns:soap=” ht t p : //www. w3 . org /2003/05/ soap−enve lope ”
4 xmlns:wsa=” h t t p : // schemas . xmlsoap . org /ws/2004/08/ addre s s ing ”
5 xmlns:wsd=” h t t p : // schemas . xmlsoap . org /ws/2005/04/ d i s cove ry ”>
6 <soap:Header>
7 <wsa:To>
8 urn:schemas−xmlsoap−o r g : w s : 2 0 0 5 : 0 4 : d i s c o v e r y
9 </wsa:To>
10 <wsa:Action>
11 h t t p : // schemas . xmlsoap . org /ws/2005/04/ d i s cove ry /Bye
12 </ wsa:Action>
13 <wsa:MessageID>
14 urn :uu id : 193cc fa0 −347d−41a1−9285− f500b6b96a15
15 </wsa:MessageID>
16 <wsd:AppSequence Ins tance Id=”2”













Listagem 3.4: Formato do documento XML numa mensagem Bye no WS-D.
Linha 7-9 - indica que e´ uma mensagem multicast.
Linhas 10-12 - indica que esta e´ uma mensagem do tipo Bye.
Linha 16-19 - conte´m um identificador e nu´mero da mensagem, permitindo a` aplica-
c¸a˜o manter a sequeˆncia de mensagens.
Linha 24-26 - conte´m o enderec¸o do endpoint, que pretende abandonar a rede.
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1 <?xml version=” 1 .0 ” encoding=” utf−8” ?>
2 <soap:Envelope
3 xmlns:soap=” ht t p : //www. w3 . org /2003/05/ soap−enve lope ”
4 xmlns:wsa=” h t t p : // schemas . xmlsoap . org /ws/2004/08/ addre s s ing ”
5 xmlns:wsd=” h t t p : // schemas . xmlsoap . org /ws/2005/04/ d i s cove ry ”
6 xmlns:wsdp=” h t t p : // schemas . xmlsoap . org /ws/2006/02/ devprof ”>
7 <soap:Header>
8 <wsa:To>
9 urn:schemas−xmlsoap−o r g : w s : 2 0 0 5 : 0 4 : d i s c o v e r y
10 </wsa:To>
11 <wsa:Action>
12 h t t p : // schemas . xmlsoap . org /ws/2005/04/ d i s cove ry /Probe
13 </ wsa:Action>
14 <wsa:MessageID>








Listagem 3.5: Formato do documento XML numa mensagem Probe no WS-D.
Linha 8-10 - indica que e´ uma mensagem multicast.
Linha 11-13 - indica que esta e´ uma mensagem do tipo Probe.
Linha 14-16 - conte´m o identificador da mensagem que depois e´ referenciado na
resposta em RelatesTo.
Linha 20 - conte´m o tipo de servic¸o que o cliente pretende localizar.
1 <?xml version=” 1 .0 ” encoding=” utf−8” ?>
2 <soap:Envelope
3 xmlns:soap=” ht t p : //www. w3 . org /2003/05/ soap−enve lope ”
4 xmlns:wsa=” h t t p : // schemas . xmlsoap . org /ws/2004/08/ addre s s ing ”
5 xmlns:wsd=” h t t p : // schemas . xmlsoap . org /ws/2005/04/ d i s cove ry ”>
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6 <soap:Header>
7 <wsa:To>
8 urn:schemas−xmlsoap−o r g : w s : 2 0 0 5 : 0 4 : d i s c o v e r y
9 </wsa:To>
10 <wsa:Action>
















Listagem 3.6: Formato do documento XML numa mensagem Resolve no WS-D.
Linha 7-9 - indica que e´ uma mensagem multicast.
Linha 10-12 - indica que esta e´ uma mensagem do tipo Resolve.
Linha 13-15 - conte´m o identificador da mensagem que depois e´ referenciado na
resposta.
Linha 20-22 - conte´m o enderec¸o do endpoint que se pretende resolver.
No conjunto de documentos XML transmitidos em multicast por este protocolo na˜o
foi identificado no seu conteu´do nenhuma informac¸a˜o u´til que possa ser usada para
filtrar os enderec¸os MAC das estac¸o˜es sem fios que se encontrem na vizinhanc¸a.
Dropbox LAN sync Discovery Protocol
Este protocolo pertence a` aplicac¸a˜o Dropbox e faz parte de uma das suas funci-
onalidades. Este permite que a sincronizac¸a˜o entre va´rias estac¸o˜es, com o Dropbox
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instalado e usando a mesma conta, seja efectuada directamente atrave´s da rede local,
sem intervenc¸a˜o da cloud.
A aplicac¸a˜o envia pacotes em broadcast periodicamente para a rede local para
anunciar a sua presenc¸a na rede. Ao receber os pacotes, uma estac¸a˜o na rede local
descobre que uma outra estac¸a˜o tambe´m esta´ a usar o Dropbox. O conteu´do da
mensagem ira´ identificar a conta que esta´ a ser usada.
Na˜o foi encontrado documentac¸a˜o relativa a este protocolo, no entanto, a porta
17500 em UDP usada pelo protocolo esta´ identificada no IANA.
Na Listagem 3.7 esta´ ilustrado o conteu´do de uma mensagem que estava dentro
de um dos pacotes capturados.
1 {
2 ” h o s t i n t ” : 28237344 ,
3 ” ve r s i o n ” : [ 1 , 8 ] ,
4 ” displayname ” : ”bruno−ca s t ro s−computer” ,
5 ” port ” : 17500 ,
6 ”namespaces” : [20575370 , 4861559]
7 }
Listagem 3.7: Mensagem num pacote capturado do Dropbox LAN sync Discovery.
Como na˜o existe informac¸a˜o sobre o mesmo, pois trata-se de um protocolo pro-
prieta´rio, a ana´lise sera´ realizada observando o conteu´do do exemplo de um dos
pacotes capturados onde os restantes sa˜o ideˆnticos. No formato da mensagem pode
ser identificado um conjunto de pares, paraˆmetro e valor.
Para cada paraˆmetro identificado, e´ realizado uma tentativa de identificar a sua
func¸a˜o:
Linha 2 - paraˆmetro host int que parece identificar a ma´quina ou a conta Dropbox
que conte´m aquela instalac¸a˜o atrave´s de um nu´mero inteiro.
Linha 3 - paraˆmetro version identifica a versa˜o do Dropbox.
Linha 4 - paraˆmetro displayname parece identificar o nome do computador.
Linha 5 - paraˆmetro port identifica a porta usada.
Linha 6 - paraˆmetro namespaces conte´m um conjunto de nu´meros inteiros e neste
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momento na˜o e´ identificado qual a sua func¸a˜o, sabe-se que o nu´mero de ele-
mentos deste conjunto varia.
So conjunto de paraˆmetros que foram identificados nas mensagens deste protocolo no
tra´fego capturado, nenhum conte´m informac¸a˜o u´til que possa ser usada para filtrar
os enderec¸os MAC das estac¸o˜es sem fios que se encontrem na vizinhanc¸a.
NetBIOS (Network Basic Input/Output System)
O NetBIOS (Network Basic Input/Output System) e´ uma interface que corre na
camada de sessa˜o que permite a comunicac¸a˜o entre ma´quinas na mesma rede local
usando pacotes NBF (NetBIOS Frames protocol). Actualmente, este corre sobre
TCP/IP e usa o protocolo NBT (NetBIOS over TCP/IP) para efectuar as trocas dos
pacotes. O NBT sera´ o protocolo alvo deste estudo.
Cada computador na rede, ale´m do enderec¸o IP correspondente, tem um nome
NetBIOS.
O protocolo NBT esta´ descrito nos documentos RFC 1001[37] e RFC 1002[38].
Este fornece os seguintes servic¸os na rede:
• Registo e resoluc¸a˜o do nome (NBNS, NetBIOS Naming Service), funciona na
porta 137 em UDP.
• Comunicac¸a˜o orientada a` ligac¸a˜o (NBSS, NetBIOS Session Service), funciona
na porta 139 em TCP.
• Comunicac¸a˜o na˜o orientada a` ligac¸a˜o (NBDD, NetBIOS Datagram Distribu-
tion), funciona na porta 138 em UDP.
O servic¸o NBSS e´ para sesso˜es de comunicac¸a˜o usando o TCP. Nas capturas que foram
realizadas, os pacotes TCP foram filtrados por razo˜es explicadas anteriormente, logo
este servic¸o na˜o sera´ alvo de estudo, contrariamente aos restantes servic¸os.
NBNS - cada no´ NetBIOS na rede tem que registar pelo menos um nome u´nico mas
pode ter mais nomes registados. Pode tambe´m registar um nome de grupo e
que pode pertencer a va´rios no´s. Cada no´ mante´m informac¸a˜o de estado de
cada nome registado guardando:
• Nome quer seja u´nico ou de grupo.
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• Se o nome se encontra em conflito.
• Se o nome se encontra em processo de ser apagado.
Os no´s para efectuar o registo do nome enviam em broadcast uma mensagem a
clamar o nome e a solicitar defesa do mesmo caso ja´ exista.
NBDD - e´ o servic¸o para troca de pacotes na˜o orientado a` ligac¸a˜o. Cada pacote
conte´m um nome NetBIOS de origem e outro de destino. Sa˜o efectuadas pes-
quisas para aprender o enderec¸o IP e os atributos do nome NetBIOS de destino.
Estes sa˜o transportados em UDP e podem ser fragmentados. Um pacote Net-
BIOS pode ser enviado em unicast, broadcast e multicast. No caso do tra´fego
capturado, todos os pacotes foram enviados em broadcast, ou seja, foram envi-
ados usando a primitiva Send Broadcast Datagram.
O NBNS usa um formato de mensagens baseado no DNS, descrito no RFC 1035[28],
no entanto, a especificac¸a˜o do NetBIOS acrescenta novos tipos e co´digos. Na Tabela
3.13, ja´ referenciada anteriormente, esta´ ilustrado o formato geral de uma mensagem
DNS. Na Figura 3.20, tambe´m ja´ referenciada anteriormente, esta´ ilustrado o respec-
tivo cabec¸alho onde a u´nica modificac¸a˜o introduzida pelo NetBIOS e´ o campo Z que




Figura 3.22: Modificac¸a˜o pelo NBNS no cabec¸alho DNS.
Os dois primeiros bits ficam a “0” e o bit B, se for “0”, a mensagem e´ enviada em
unicast, se for “1”, e´ enviado em broadcast ou multicast. Nas mensagens NetBIOS
encontradas no tra´fego capturado o bit B e´ sempre “1”, o que ja´ era de esperar uma
vez que o tra´fego em unicast na˜o tem interesse e foi logo filtrado.
A secc¸a˜o Question tambe´m e´ ideˆntica a` que foi analisada no MDNS, ilustrada na
Figura 3.19, no entanto, os campos que se seguem tem um significado diferente:
QNAME - nome NetBIOS comprimido para o pedido.
QTYPE - tipo de pedido, que pode ser:
• NB, RR geral do NBNS.
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• NBSTAT, estado do RR do no´ NetBIOS.
Os RR tambe´m sa˜o usados, assim como no MDNS, que esta´ ilustrado na Figura 3.18.
O seu formato e´ tambe´m ideˆntico, no entanto os campos que se seguem tambe´m teˆm
um significado diferente.
NAME - nome NetBIOS comprimido correspondente ao RR.
TYPE - co´digo de tipo de RR NetBIOS que pode ser:
• A, enderec¸o IP do RR.
• NS, nome de servidor do RR.
• NULL, RR vazio.
• NB, RR geral do NBNS.
• NBSTAT, estado do RR do no´ NetBIOS.
RDATA - depende dos campos CLASS e TYPE e conte´m a informac¸a˜o de recurso
para o nome NetBIOS.
Quando um RR e´ do tipo “NB”, no campo RDATA aparecem dois novos campos,
NB FLAGS e NB ADDRESS. O primeiro e´ um conjunto de campos e esta´ ilustrado
na Figura 3.23, o segundo representa o enderec¸o IP que e´ dono do nome.
0 1 2 3 15
GONT RESERVEDNB FLAGS
{
Figura 3.23: Campos de flags de um RR do tipo “NB” em RDATA, no NBNS.
G - indica se o nome NetBIOS e´ u´nico ou de grupo.
ONT - tipo de no´ NetBIOS.
RESERVED - reservado para uso futuro, devem ser colocados a “0”.
Depois de identificadas as diferenc¸as introduzidas pelo protocolo NetBIOS no formato
de mensagens DNS, foram identificados os tipos de mensagens que foram encontrados
no tra´fego capturado, relativo ao NBNS, onde foram encontrados os seguintes tipos
de mensagens:
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• Name Query Request, enviado quando se pretende descobrir o enderec¸o IP as-
sociado a um nome NetBIOS.
• Name Registration Request, enviado quando um no´ pretende registar um nome
u´nico ou um nome de grupo.
• Name Release Request, enviado quando um no´ pretende libertar o nome Net-
BIOS explicitamente.
Na Figura 3.24 esta´ ilustrado uma mensagem do tipo Name Query Request, onde
sa˜o representados campos com valor fixo que dizem respeito ao respectivo tipo de
mensagem.
0 15 16 17 20 21 22 23 24 25 26 27 28 31















NB (0x0020) IN (0x0001)
Question

Figura 3.24: Mensagem Name Query Request do NBNS.
O campo NAME TRN ID representa o identificador da mensagem e varia de men-
sagem para mensagem, QUESTION NAME e´ o campo que conte´m o nome NetBIOS
de que se pretende descobrir o enderec¸o IP. O bit B estara´ a “1” para o caso em
estudo.
Na Figura 3.25 esta´ ilustrada uma mensagem do tipo Name Registration Request
onde tambe´m sa˜o representados campos com valor fixo que dizem respeito ao respec-
tivo tipo de mensagem.
Os campos QUESTION NAME e RR NAME conte´m o mesmo valor, o nome
NetBIOS que se pretende registar. O bit B tambe´m estara´ a “1” para o caso em
estudo. O campo TTL conte´m o tempo de vida pretendido para o nome NetBIOS,
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0 15 16 17 20 21 22 23 24 25 26 27 28 31


































Figura 3.25: Mensagem Name Registration Request do NBNS.
NB FLAGS o tipo de no´ NetBIOS e se representa um nome u´nico ou de grupo e por
fim NB ADDRESS que conte´m o enderec¸o IP do no´ associado ao nome NetBIOS. Os
campos da secc¸a˜o Additional constituem o RR do nome NetBIOS que se pretende
registar.
A mensagem do tipo Name Release Request e´ ideˆntica a` anterior que se encontra
ilustrada na Figura 3.25, no entanto, existem algumas diferenc¸as. O campo OPCODE
com o tipo de mensagem toma o valor “0x6” e o campo TTL com o tempo de vida
do nome NetBIOS e´ “0”.
Nos pacotes NBNS na˜o foi encontrado nenhuma informac¸a˜o u´til que possa ser
usada para filtram os enderec¸os MAC das estac¸o˜es sem fios que se encontrem na
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vizinhanc¸a mas ainda falta analisar o formato de pacotes do servic¸o NBDD.
Na Figura 3.26 esta´ ilustrado o cabec¸alho de uma mensagem do NBDD.
0 7 8 11 12 13 14 15 16 31




SOURCE PORT DGM LENGTH64
{
PACKET OFFSET
Figura 3.26: Cabec¸alho da mensagem NetBIOS Datagram no NBDS.
MSG TYPE - conte´m o tipo de mensagem NBDD. No tra´fego capturado todas as
mensagens foram do mesmo tipo “DIRECT GROUP DATAGRAM”, ou seja,
foram enviados para um nome NetBIOS que e´ de grupo.
RESERVED - reservados, teˆm que estar a “0”.
SNT - tipo de no´ NetBIOS de origem.
F - indica que e´ a primeira mensagem de um poss´ıvel conjunto de mensagens frag-
mentadas.
M - indica que vira˜o mais mensagens que esta˜o fragmentadas.
DGM ID - identificador do datagrama.
SOURCE IP - enderec¸o IP da estac¸a˜o que enviou a mensagem.
SOURCE PORT - nu´mero de porta da estac¸a˜o que enviou a mensagem.
DGM LENGTH - tamanho da mensagem em bytes.
PACKET OFFSET - se a mensagem faz parte de uma mensagem fragmentada,
indica qual a parte da mensagem.
Neste servic¸o NetBIOS, para um pacote enviado em broadcast sa˜o acrescentados os
seguintes campos logo a seguir ao cabec¸alho:
SOURCE NAME - nome NetBIOS do no´ que enviou a mensagem.
109
Captura e ana´lise de tra´fego
DESTINATION NAME - nome NetBIOS do no´ a que a mensagem e´ destinada.
USER DATA - dados de informac¸a˜o da mensagem.
Os dados de informac¸a˜o que foram encontrados dentro das mensagens capturadas sa˜o
do protocolo SMB. Este e´ encapsulado no NetBIOS e tambe´m e´ alvo de estudo.
Nos pacotes do protocolo NBDD tambe´m na˜o foi encontrada informac¸a˜o u´til que
possa ser usada para filtrar os enderec¸os MAC das estac¸o˜es sem fio na vizinhanc¸a,
no entanto, permitiu detectar um novo protocolo que funciona ao n´ıvel de aplicac¸a˜o
que vai ser estudado a seguir.
SMB (Server Message Block)
O protocolo SMB tambe´m e´ designado como CIFS (Common Internet File Sys-
tem), uma vez que a Microsoft no lanc¸amento de uma versa˜o melhorada do protocolo
mudou o nome ao mesmo. Este funciona ao n´ıvel de aplicac¸a˜o numa rede e e´ maiori-
tariamente usado para partilhar ficheiros, impressoras, etc. Permite autenticac¸a˜o no
processo de comunicac¸o˜es inter-processos e e´ usado principalmente nos SOs Windows.
No tra´fego capturado foram detectados outros protocolos que sa˜o encapsulados
dentro deste, o Browser Protocol e o Remote Mailslot Protocol.
As especificac¸o˜es dos mesmos sa˜o encontrados nos documentos MS-MAIL[39],
MS-CIFS[40], MS-SMB[41] e MS-BRWS[42].
Nas mensagens deste protocolo encontra-se primeiro o cabec¸alho SMB, que esta´
ilustrado na Figura 3.27, e os campos que o constituem sa˜o:
PROTOCOL - identifica o protocolo, primeiro byte a “0xff” e os restantes “SMB”.
COMMAND - co´digo do comando SMB. No tra´fego capturado apenas foi detec-
tado um tipo de comando, o SMB COM TRANSACTION (“0x25”).
STATUS - campo usado para comunicar erros do servidor para o cliente.
FLAGS - campo com um conjunto de flags de 1 bit. O primeiro bit deste campo
so´ tem interesse para alguns comandos SMB e nenhum desses comandos foi en-
contrado nos pacotes do tra´fego capturado. O u´ltimo bit indica se a mensagem
e´ um pedido ou resposta e os restantes bits esta˜o obsoletos.
FLAGS2 - campos com um conjunto de flags de 1 bit. No tra´fego capturado estes
bits esta˜o todos a “0”.
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Figura 3.27: Cabec¸alho SMB.
PIDHIGH - conte´m os bytes de maior ordem que formam o identificador do pro-
cesso (PID, Process identifier), este e´ combinado com o campo PIDLOW.
SECURITYFEATURES - conte´m uma assinatura de seguranc¸a quando existe
negociac¸a˜o de assinaturas de seguranc¸a.
RESERVED - reservado e tem que estar a zeros.
TID - identificador de a´rvore.
PIDLOW - conte´m os bytes de menor ordem do PID.
UID - identificador de utilizador.
MID - identificador de multiplexador.
Depois do cabec¸alho encontram-se os campos que constituem o tipo de comando
SMB, que esta˜o ilustrados na Figura 3.28 para o u´nico tipo de comando que foi
identificado no tra´fego capturado. O tipo e´ designado Transaction (“0x25”) e no
campo flags observa-se que na˜o se trata de uma mensagem de resposta, mas sim de
um pedido do cliente ao servidor. Este transporta uma comunicac¸a˜o inter-processos
que opera em Mailslots entre dois endpoints.
Os campos que constituem o comando sa˜o:
TOTALPARAMETERCOUNT - nu´mero total de bytes com paraˆmetros de
transacc¸a˜o que o cliente espera enviar no pedido.
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Figura 3.28: Comando SMB COM TRANSACTION (0x25) SMB.
TOTALDATACOUNT - nu´mero total de bytes com dados de transacc¸a˜o que o
cliente tenta enviar no pedido.
MAXPARAMETERCOUNT - nu´mero ma´ximo de bytes com paraˆmetros tran-
sacc¸a˜o que o cliente aceita na resposta.
MAXDATACOUNT - nu´mero total de bytes com dados de transacc¸a˜o que o
cliente aceita na resposta.
MAXSETUPCOUNT - nu´mero ma´ximo de bytes que o cliente aceita no campo
SETUP na resposta.
RESERVED1 - byte com padding.
FLAGS - campo com flags, estas indicam se o servidor deve responder a` transacc¸a˜o
e se deve ou na˜o desligar da a´rvore que vem no cabec¸alho SMB.
TIMEOUT - tempo em milisegundos ma´ximo que o servidor espera ate´ a tran-
sacc¸a˜o ficar completa.
RESERVED2 - reservado, estes bits devem ser enviados a zero.
PARAMETERCOUNT - nu´mero de bytes de paraˆmetros de transacc¸a˜o que o
cliente tenta enviar para o servidor neste pedido.
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PARAMETEROFFSET - nu´mero de bytes que existe entre o in´ıcio do cabec¸alho
SMB ate´ ao in´ıcio dos dados dos paraˆmetros de transacc¸a˜o.
DATACOUNT - nu´mero de bytes de dados de transacc¸a˜o que o cliente envia para
o servidor neste pedido.
DATAOFFSET - nu´mero de bytes que existe entre o in´ıcio do cabec¸alho SMB ate´
ao in´ıcio dos dados de transacc¸a˜o.
SETUPCOUNT - nu´mero de palavras de configurac¸a˜o que sa˜o inclu´ıdas no pe-
dido.
RESERVED3 - byte com padding.
SETUP - este campo inclui as palavras de configurac¸a˜o. Comec¸a pelo nu´mero
de bytes das palavras e depois as respectivas palavras. No caso dos pacotes
capturados, este campo inclui a indicac¸a˜o que a comunicac¸a˜o inter-processos
entre o cliente e servidor e´ efectuada usando o protocolo Mailslot.
O protocolo Mailslot consiste em criar no servidor um ficheiro em que os dados podem
ser escritos por va´rias estac¸o˜es na mesma rede.
Na Figura 3.29 esta´ ilustrado o formato da mensagem Mailslot, que e´ enviada
dentro das palavras de configurac¸a˜o da mensagem anterior.
Os campos que constituem a mensagem sa˜o:








Figura 3.29: Mailslot Write Message do SMB.
MAILSLOTOPCODE - representa o co´digo a indicar que e´ uma mensagem Mail-
slot Write Message.
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PRIORITY - valor nume´rico que representa a prioridade da mensagem. Quanto
maior este nu´mero, mais priorita´ria e´ a mensagem.
CLASS - classe da mensagem Mailslot. Existem duas classes, first-class que oferece
garantias de entrega da mensagem e second-class que na˜o oferece garantias de
entrega da mensagem. No caso das mensagens do tra´fego capturado sa˜o second-
class uma vez que sa˜o mensagens enviadas em broadcast e assim nunca pode
ser garantido a entrega da mensagem.
BYTECOUNT - nu´mero de bytes que se seguem a este campo.
MAILSLOTNAME - nome do Mailslot para onde a mensagem esta´ a ser enviada.
PADDING - padding para alinhar o campo DATABYTES a 32 bits.
DATABYTES - mensagem Mailslot para ser entregue ao servidor.
Dentro das mensagens Mailslot foi detectado o protocolo CIFS Browser Protocol.
Este protocolo define mensagens que sa˜o enviadas e recebidas por um servidor que
funciona como um colector e distribuidor de servic¸os dispon´ıveis na rede, como a par-
tilha de ficheiros e impressoras. Os clientes acedem ao mesmo para obter informac¸a˜o
de um servic¸o em particular.
Os tipos de mensagens deste protocolo que foram detectadas no tra´fego capturado
sera˜o alvo de um estudo, no entanto, existem mais tipos na especificac¸a˜o do protocolo
que na˜o va˜o ser estudados.
O primeiro tipo de mensagem encontrado foi BecomeBackup Browser que esta´
ilustrado na Figura 3.30. Esta mensagem e´ usada quando um servidor mestre pre-
tende eleger um potencial servidor mestre de reserva.
Em todas as mensagens do protocolo o primeiro campo COMMAND conte´m o
co´digo que identifica o tipo de mensagem. A descric¸a˜o deste campo sera´ omitida na
descric¸a˜o dos campos presentes nas mensagens.
Os campos que constituem a mensagem BecomeBackup Browser sa˜o:
0 7 8 31
COMMAND (0x0B) BROWSERTOPROMOTE (variable)0
{
Figura 3.30: Mensagem BecomeBackup Browser do SMB.
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BROWSERTOPROMOTE - nome NetBIOS que e´ eleito servidor de reserva.
O tipo de mensagem encontrado a seguir foi RequestElection Browser que esta´ ilus-
trado na Figura 3.31. Esta e´ usada para comec¸ar a eleic¸a˜o de um novo servidor
mestre. Isto acontece quando quando existe falha do servidor mestre e tambe´m na
obtenc¸a˜o da lista de servidores de reserva por parte de um cliente. A mensagem e´
enviada em broadcast para o nome NetBIOS de grupo, todas as estac¸o˜es no grupo
devem responder com uma mensagem do mesmo tipo. Os campos que constituem a
mensagem sa˜o:
0 7 8 15 16 31








Figura 3.31: Mensagem RequestElection Browser do SMB.
VERSION - versa˜o da eleic¸a˜o da mensagem, enviado com o valor “0x01”.
CRITERIA - crite´rio para eleic¸a˜o de quem envia a mensagem, no caso de um
cliente e´ “0”. Um servidor alternativo envia neste campo uma combinac¸a˜o do
SO, verso˜es do protocolo suportadas e papel pretendido.
UPTIME - tempo em segundos desde que o servic¸o se encontra activo.
UNUSED - na˜o usado, tem que estar a zeros.
SERVERNAME - nome de quem envia a mensagem.
Depois foi encontrada a mensagem do tipo DomainAnnouncement Browser, que esta´
ilustrada na Figura 3.32. Esta e´ usada por um servidor mestre para anunciar aos
outros servidores mestre o grupo ou domı´nio que servem. A mensagem e´ enviada em
broadcast para a sua subrede. Os campos que constituem a mensagem sa˜o:
UPDATECOUNT - enviado a “0x00”, tem que ser ignorado.
PERIODICITY - periodicidade com que sa˜o enviados estes anu´ncios em milise-
gundos.
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0 7 8 15 16 23 24 31


















Figura 3.32: Mensagem DomainAnnouncement Browser do SMB.
MACHINEGROUP - nome do grupo de trabalho ou nome NetBIOS do domı´nio.
BROWSERCONFIG VERSIONMAJOR - versa˜o maior do protocolo a correr
no servidor.
BROWSERCONFIG VERSIONMINOR - versa˜o mais baixa do protocolo a
correr no servidor.
SERVERTYPE - tipo de servidor.
BROWSERVERSION MAJOR - este campo deve ter valor “0x0F”.
BROWSERVERSION MINOR - este campo deve ter valor “0x01”.
SIGNATURE - este campo deve ter valor “0xAA55”.
LOCALMASTERBROWSERNAME - nome do servidor que envia a mensa-
gem.
Depois foi encontrada a mensagem do tipo GetBackupListRequest Browser que esta´
ilustrada na Figura 3.33. Esta e´ usada por um cliente que pretende obter uma lista
de servidores de reserva. A resposta e´ enviada ao cliente pelo servidor mestre. Os
campos que constituem a mensagem sa˜o:
REQUESTCOUNT - nu´mero de servidores de reserva que o cliente pede.
TOKEN - o conteu´do exacto deste campo tera´ que ser retornado na mensagem de
resposta.
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0 7 8 15 16 31
COMMAND (0x09) REQUESTCOUNT TOKEN0
{
...
Figura 3.33: Mensagem GetBackupListRequest Browser do SMB.
Depois foi encontrado a mensagem do tipo HostAnnouncement Browser que esta´
ilustrado na Figura 3.34. Esta e´ usada quando um servidor pretende anunciar a sua
presenc¸a e os tipos de recursos e servic¸os que suporta. A mensagem so´ e´ enviada
quando existe um pedido ou quando expira o temporizador da mesma. Os campos
que constituem a mensagem sa˜o:


















Figura 3.34: Mensagens HostAnnouncement Browser e LocalMasterAnnouncement
Browser do SMB.
UPDATECOUNT - enviado a “0x00”, tem que ser ignorado.
PERIODICITY - periodicidade com que sa˜o enviados estes anu´ncios em milise-
gundos.
SERVERNAME - nome do servidor que faz o anu´ncio.
OSVERSIONMAJOR - versa˜o maior do SO que corre no servidor.
OSVERSIONMINOR - versa˜o mais baixa do SO que corre no servidor.
SERVERTYPE - tipo de servidor.
BROWSERVERSION MAJOR - versa˜o maior do CIFS Browser Protocol a
correr no servidor.
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BROWSERVERSION MINOR - versa˜o mais baixa do CIFS Browser Protocol
a correr no servidor.
SIGNATURE - este campo deve ter valor “0xAA55”.
COMMENT - comenta´rio associado ao servidor, e´ apenas um campo informal.
O penu´ltimo tipo de mensagem encontrado foi LocalMasterAnnouncement Browser.
Este e´ usado por um servidor mestre quando pretende periodicamente anunciar a sua
presenc¸a na rede a todos os servidores na mesma subrede. O formato desta mensagem
e´ ideˆntico ao tipo anterior que foi ilustrado na Figura 3.34. O u´nico campo modificado
e´ o COMMAND que muda o seu valor para “0x0F”.
O u´ltimo tipo de mensagem encontrado foi AnnouncementRequest Browser que
esta´ ilustrado na Figura 3.35. Este e´ enviado de um nome u´nico NetBIOS para um
nome de grupo NetBIOS para forc¸ar todas as estac¸o˜es, ou apenas o servidor mestre,
no grupo de trabalho ou domı´nio para se anunciarem ao cliente. Os campos que
constituem a mensagem sa˜o:
0 7 8 15 16 31
COMMAND (0x02) RESERVED RESPONSENAME (variable)0
{
...
Figura 3.35: Announcement Request Browser do SMB.
RESERVED - reservado, enviado a zeros.
RESPONSENAME - nome de quem envia o pedido.
Com este conjunto de protocolos pertencentes ao SMB e usando os tipos de men-
sagem que foram detectados no tra´fego capturado tambe´m na˜o foi obtida nenhuma
informac¸a˜o particularmente u´til para este projecto que permita das estac¸o˜es todas
detectadas no tra´fego capturado, filtrar os enderec¸os MAC das estac¸o˜es sem fios que
se encontram presentes na vizinhanc¸a.
3.2.6 Conclusa˜o da ana´lise de tra´fego
No decorrer da ana´lise do tra´fego, que foi capturado ao n´ıvel Ethernet em diversos
locais, foram detectados com sucesso um grande nu´mero de enderec¸os MAC que se
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encontravam activos nas respectivas redes. Estes pertencem a`s placas de rede de
estac¸o˜es que transmitiram pacotes em broadcast e multicast para a rede local atrave´s
da ligac¸a˜o a` rede que tinham activa. No entanto, para determinada estac¸a˜o detectada,
na˜o sabemos se:
• esta´ ou na˜o na vizinhanc¸a da estac¸a˜o que efectuou a captura do tra´fego.
• o tipo de ligac¸a˜o usada para se ligar a` rede, Ethernet ou WiFi.
Sem essa informac¸a˜o so´ podemos afirmar que as estac¸o˜es detectadas esta˜o todas na
mesma rede local.
De forma a filtrar os enderec¸os MAC que se encontram na vizinhanc¸a e que esta˜o
ligados na rede usando uma ligac¸a˜o WiFi, foi elaborado um estudo dos protocolos
encontrados no tra´fego capturado que sa˜o usados com mais frequeˆncia, no entanto,
este estudo na˜o teve sucesso, porque na˜o foi encontrada informac¸a˜o u´til nos protocolos
que possa ser usada para o pretendido.
Esta soluc¸a˜o fica a um passo do pretendido, no entanto, foi abandonada para uma
nova soluc¸a˜o que passa pela ana´lise de pacotes a um n´ıvel mais baixo na camada de
ligac¸a˜o.
3.3 Captura de tra´fego na camada MAC do 802.11
Nesta altura sabe-se que os pacotes obtidos atrave´s da captura do tra´fego ao n´ıvel
da camada Ethernet e que sa˜o transmitidos pelas estac¸o˜es em multicast e broadcast
conte´m protocolos que veˆm encapsulados para as diferentes camadas superiores de
rede. Estes protocolos sa˜o usados de raiz nos diferentes SOs e atrave´s da informac¸a˜o
que conteˆm permite detectar as estac¸o˜es presentes na rede, no entanto, as estac¸o˜es
fisicamente podem-se encontrar a uma grande distaˆncia e na˜o partilham o mesmo
meio para acesso a rede, neste caso WiFi, logo, na˜o podem ser consideradas vizinhas
da estac¸a˜o que realiza a captura e que queremos que seja o radar para estac¸o˜es WiFi.
Assim, a captura de tra´fego tera´ que de algum modo ser efectuada na camada
MAC do 802.11, por onde passam as tramas 802.11 do tipo dados, controlo e gesta˜o.
Nesta camada todas as tramas ainda incluem os cabec¸alhos 802.11.
As tramas do tipo controlo e gesta˜o do 802.11 na˜o sa˜o entregues a`s camadas de
rede superiores, uma vez que apenas transportam informac¸a˜o relativa ao controlo
e gesta˜o do acesso ao meio 802.11. As tramas do tipo dados conte´m informac¸a˜o
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para ser entregue a`s camadas superiores de rede, uma vez que transportam outros
protocolos encapsulados como e´ o caso do IP. Ao passar os dados para a camada
superior, alguns campos de informac¸a˜o presentes no cabec¸alho 802.11 sa˜o copiados
para um novo cabec¸alho, como e´ o caso dos campos de enderec¸amento. Usando
esses enderec¸os e´ constru´ıdo um novo cabec¸alho, um “falso” cabec¸alho Ethernet, e
recalculado o Checksum que vai encapsular os dados para a camada superior.
Existe uma sub-camada que pertence a` camada de ligac¸a˜o para efectuar esta
func¸a˜o, conhecida como LLC e que esta´ descrita na norma IEEE 802.2. O LLC e´
responsa´vel por fazer a ponte entre as diferentes tecnologias de acesso ao meio e o res-
pectivo meio f´ısico para a camada superior de rede, assim permitindo a uniformizac¸a˜o
para as camadas superiores.
Existem duas especificac¸o˜es para fazer esta ponte que derivam do 802.2’s SNAP,
o 802.1H e o RFC 1042[4]. Nos SOs Windows foi predefinido o uso da especificac¸a˜o
802.1H para os protocolos AppleTalk e IPX e o RFC 1042 nos restantes. Sendo as
redes TCP/IP mais comuns hoje em dia, a forma como a ponte e´ efectuada segundo
a especificac¸a˜o do RFC 1042 tem mais interesse no aˆmbito deste projecto e por isso
esta´ ilustrada na Figura 3.36[1] a forma como a ponte e´ efectuada.
Figura 3.36: Ponte entre 802.11 e Ethernet usando o RFC 1042.
Nessa ponte e´ criado um cabec¸alho que e´ dividido em dois grupos de campos.
O cabec¸alho LLC com o destino (DSAP) e origem (SSAP) do service access point,
um campo de controlo que e´ definido com um valor decimal “3” e que representa
Unnumbered Information. O segundo cabec¸alho na˜o e´ mais do que uma extensa˜o
do primeiro e e´ constitu´ıdo pelos campos RFC 1042 Encapsulation que sa˜o postos
a zeros, indicando tambe´m que o campo Type e´ uma copia do campo EtherType da
trama Ethernet.
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Percebe-se melhor agora o porqueˆ de nas capturas de tra´fego efectuadas e analisa-
das na secc¸a˜o 3.2 so´ se ter capturado pacotes Ethernet 802.3, mesmo com a captura
a ser realizada numa placa de rede sem fios que abstraiu os cabec¸alhos das tramas do
802.11. O mecanismo de captura do Winpcap, usado na soluc¸a˜o anterior, na˜o desce
a um n´ıvel mais baixo que este.
A arquitectura do 802.11 e´ constitu´ıda por um conjunto de componentes que
formam uma “caixa” que esta´ inserida na camada de ligac¸a˜o e na camada f´ısica,
como esta´ ilustrado na Figura 3.37.
Figura 3.37: Modelo OSI para o 802.11.
Essas componentes sa˜o as diversas sub camadas f´ısicas (802.11b, 802.11g, etc),
que pertencem a` camada f´ısica e a` sub-camada MAC 802.11, que pertence a` camada
de ligac¸a˜o. A captura tera´ que ser efectuada num desses componentes do 802.11
ilustrados na Figura 3.38.
Figura 3.38: Componentes do 802.11.
Como ja´ foi estudado na norma 802.11, sabe-se que as tramas que chegam a` sub
camada MAC sa˜o as que teˆm interesse para a captura, uma vez que na˜o trazem ja´ o
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preaˆmbulo para aquisic¸a˜o de sinal e treino e sincronizac¸a˜o do receptor, assim como o
cabec¸alho da camada f´ısica. A trama gene´rica 802.11 entregue a` sub camada MAC
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Figura 3.39: Trama MAC gene´rica do 802.11.
A trama conte´m toda a informac¸a˜o de enderec¸amento MAC e, com a sua cap-
tura, podemos extrair a informac¸a˜o que permite detectar as estac¸o˜es presentes na
vizinhanc¸a. Com o campo Frame Control (Figura 2.6) consegue-se obter a seguinte
informac¸a˜o que tem interesse para a soluc¸a˜o:
• Tipo e Sub-Tipo de trama 802.11 com a qual se esta´ a lidar (Tabela 2.4).
• Atrave´s dos bits To DS e From DS consegue-se saber se a trama de dados tem
origem ou e´ destinada a um DiS numa Infrastructure BSS ou se pertence a uma
IBSS (Tabela 2.5).
Com a informac¸a˜o do Frame Control sabe-se exactamente quais os enderec¸os MAC
a extrair segundo a Tabela 2.7.
Na soluc¸a˜o anterior, foi usado apenas o enderec¸o MAC de origem para detectar
uma estac¸a˜o ao n´ıvel Ethernet mas agora neste cena´rio e´ diferente. Os cabec¸alhos
802.11 podem trazer ate´ 4 campos de enderec¸os MAC que dizem respeito a ligac¸o˜es
diferentes:
• ligac¸a˜o entre uma estac¸a˜o e o AP ao qual se encontra associada.
• ligac¸a˜o lo´gica entre uma estac¸a˜o e a rede local a que pertence, em que a ligac¸a˜o
passa pelo AP ao qual se encontra associada.
• ligac¸a˜o entre diversas estac¸o˜es ligadas numa IBSS.
• ligac¸a˜o entre APs, que formam uma ponte.
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Para cada um destes casos sera´ necessa´rio um processamento diferente dos enderec¸os,
segundo a Tabela 2.7 de enderec¸os do 802.11, para os diferentes valores dos campos
To DS e From DS.
Nas tramas do tipo dados os enderec¸os MAC das estac¸o˜es presentes na vizinhanc¸a
sa˜o detectadas e identificadas pelo enderec¸o de receptor/destino (RA=DA) ou do
enderec¸o de origem (SA), caso a trama seja enviada do AP para a estac¸a˜o (DS = 01)1
ou da estac¸a˜o para o AP (DS = 10). No caso de uma IBSS sa˜o vizinhos tanto o
enderec¸o de origem como o receptor/destino (DS = 00). Na ligac¸a˜o entre APs
(DS = 11) nenhum dos 4 enderec¸os e´ considerado vizinho, uma vez que ha´ 2 enderec¸os
de BSSIDs e os outros 2 sa˜o enderec¸os da ligac¸a˜o lo´gica para a rede local.
Dos enderec¸os MAC, alguns tera˜o de ser filtrados:
• Enderec¸os MAC enviados para o grupo broadcast.
• Enderec¸os MAC de grupos multicast, que tomam uma gama de enderec¸os MAC
diferentes para IPv4 e IPv6, sendo que para IPv4 os 23 bits de baixa ordem do
enderec¸o IP sa˜o copiados para o enderec¸o MAC com um prefixo fixo (Figura
3.40a), segundo o RFC 1112[20]. Para IPv6 isto tambe´m acontece mas sa˜o os
32 bits de baixa ordem do enderec¸o IPv6 que sa˜o copiados para o enderec¸o
MAC com outro prefixo fixo (Figura 3.40b), segundo o RFC 2464[43].
• Enderec¸os MAC de protocolos espec´ıficos que usam enderec¸os MAC de grupo
multicast reservados e diferentes dos anteriores.
A lista completa de enderec¸os MAC a ser filtrados pode ser muito grande se forem
considerados individualmente, o que torna muito dif´ıcil a sua implementac¸a˜o, quer
em recursos, quer na pro´pria construc¸a˜o da lista, logo procedeu-se a um estudo para
perceber os enderec¸os MAC. Estes sa˜o geridos pelo IEEE e sa˜o usados nas tecnologias
de rede mais comuns como todas as redes 802.
Os enderec¸os MAC sa˜o conhecidos como MAC-48 por serem constitu´ıdos por 48
bits. Estes nem sempre representam um enderec¸o de hardware f´ısico escrito nas placas
de rede. Podem tambe´m representar outros dispositivos e software, sendo neste caso
designado como EUI-48 (EUI, Extended Unique Identifier). Este na˜o se distingue do
anterior em sintaxe e usa o mesmo espac¸o de enderec¸amento. Os enderec¸os MAC
podem ser divididos em va´rios tipos:
1DS e´ constitu´ıdo pelos bits dos dos campos To DS e From DS
123
Captura de tra´fego na camada MAC do 802.11
(a) IPv4 multicast
(b) IPv6 multicast
Figura 3.40: Conversa˜o enderec¸os IP multicast para MAC multicast.
universally administered addresses - sa˜o os enderec¸os gravados pelos fabrican-
tes nas placas de rede que produzem. Em cada enderec¸o MAC deste tipo, os
primeiros 24 bits do enderec¸o identificam o fabricante (OUI)1, os restantes 24
bits sa˜o geridos pelo fabricante. Nesta soluc¸a˜o, apenas os enderec¸os deste tipo
sa˜o considerados va´lidos como enderec¸os de estac¸o˜es vizinhas, porque represen-
tam o hardware da placa de rede de uma estac¸a˜o.
locally administered addresses - sa˜o enderec¸os atribu´ıdos por administradores
de rede e na˜o conteˆm OUI. No aˆmbito desta soluc¸a˜o, segundo a especificac¸a˜o
802.11, uma IBSS tem como BSSID um enderec¸o deste tipo escolhido aleatori-
amente quando e´ criada a rede.
A distinc¸a˜o entre os dois tipos de enderec¸os e´ feita num u´nico bit. Esse e´ o bit b2
do byte6 (mais significativo) do enderec¸o MAC, como mostra a Figura 3.41. O bit
a “0” representa um enderec¸o do tipo universally administered enquanto que a “1”
representa um enderec¸o do tipo locally administered.
Num enderec¸o MAC existe tambe´m o bit b1 do byte6 (mais significativo) que
permite distinguir se um enderec¸o e´ unicast ou multicast (Figura 3.41). Este bit a
“0” indica que e´ um enderec¸o unicast e representa apenas uma estac¸a˜o, se estiver a
“1” indica que e´ um enderec¸o multicast e representa um grupo de estac¸o˜es.
Com esta informac¸a˜o sobre os enderec¸os MAC-48, pode-se agora filtrar os en-
derec¸os MAC olhando so´ para alguns bits espec´ıficos dos 48 bits do enderec¸o e assim
1Nu´mero de 24 bits u´nico comprado ao IEEE que identifica um fabricante universalmente.
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Figura 3.41: Enderec¸o MAC-48.
saber se se trata de um enderec¸o real gravado numa placa de rede ou de um enderec¸o
administrado localmente, bem como se o enderec¸o e´ multicast ou unicast. A filtragem
sera´ feita de forma a que na lista de estac¸o˜es vizinhas apenas se obtenha os enderec¸os
de placas de rede reais.
Das tramas 802.11 sa˜o extra´ıdos e usados os enderec¸os MAC de origem e destino,
no entanto existem enderec¸os que so´ podem aparecer como enderec¸o de destino. Os
enderec¸os multicast e broadcast sa˜o usados para enviar pacotes destinados a um grupo
de estac¸o˜es, logo so´ sa˜o considerados va´lidos quando usados no enderec¸o de destino.
Os enderec¸os universally administered e locally administered sa˜o considerados va´lidos
tanto como enderec¸o de origem como de destino, uma vez que sa˜o unicast.
Os enderec¸os MAC sa˜o normalmente representados em 6 conjuntos de dois ca-
racteres cada em hexadecimal e separados pelo sinal de dois pontos entre conjuntos,
assim, de uma forma que torne mais fa´cil identificar os diferentes tipos de enderec¸os
MAC, foi constru´ıda a Tabela 3.14, onde o asterisco representa um qualquer caracter
em hexadecimal de 0 a F.
A gama de enderec¸os MAC globally unique representam os enderec¸os que sa˜o
gravados nas placas de rede das estac¸o˜es, logo os enderec¸os das estac¸o˜es sem fios vizi-
nhas esta˜o dentro desta gama. Todas as outras gamas de enderec¸os na˜o representam
estac¸o˜es na vizinhanc¸a e sa˜o filtrados. Os enderec¸os MAC na gama locally adminis-
tered va˜o ser u´teis para identificar se determinado BSSID de uma rede pertence a
uma IBSS.
Esta soluc¸a˜o baseia-se em princ´ıpios diferentes da anterior uma vez que o meio
sem fios funciona sobre um princ´ıpio de broadcast. Um AP quando tem uma trama
para entregar a uma estac¸a˜o envia-a pelo meio sem fios, que e´ partilhado por todas
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Tabela 3.14: Tipos de enderec¸os MAC
as estac¸o˜es na vizinhanc¸a, e todas as estac¸o˜es sera˜o capazes de receber essa trama,
se tiverem sintonizadas no mesmo canal. No entanto, nas placas de rede sem fios,
existem mecanismos que ignoram as tramas que na˜o lhe sa˜o destinadas. Para o caso
da placa de rede sem fios se encontrar em Monitor Mode, e´ realizada a captura de
todos os pacotes recebidos num determinado canal, incluindo os pacotes recebidos
com erros. Mas este modo na˜o tem interesse, uma vez que viola as restric¸o˜es que
foram impostas para este projecto.
As tramas 802.11 do tipo controlo fornecem funcionalidades que assistem a` entrega
de tramas de dados entre estac¸o˜es, de forma a manter um fluxo de dados controlado.
As tramas 802.11 do tipo gesta˜o fornecem os servic¸os de descoberta, associac¸a˜o e
autenticac¸a˜o, e assim estabelecem a ligac¸a˜o inicial entre as estac¸o˜es e os APs. Estes
tipos de tramas tambe´m podem ser usados para identificar as estac¸o˜es que se en-
contram na vizinhanc¸a, na˜o sendo necessa´ria nenhuma filtragem nos enderec¸os MAC
de grupo como nas tramas de dados uma vez que na˜o transportam protocolos para
camadas superiores, apenas informac¸a˜o para a camada de acesso ao meio 802.11 e
relativa ao meio de acesso, que as estac¸o˜es que se encontrem na vizinhanc¸a parti-
lham. A informac¸a˜o vai em tramas que teˆm como destino as estac¸o˜es ja´ autenticadas
e associadas, ou que se encontram a realizar este processo no mesmo AP ao qual a
estac¸a˜o de captura esta´ tambe´m autenticada e associada. Outras tramas sa˜o respos-
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tas destinadas a estac¸o˜es que se encontrem na vizinhanc¸a, que na˜o esta˜o autenticadas
e associadas no mesmo AP, mas fizeram de uma descoberta activa de redes 802.11
na sua vizinhanc¸a.
Com estas tramas MAC do 802.11 e toda a informac¸a˜o de enderec¸amento presentes
nas mesmas, consegue-se extrair os enderec¸os MAC das estac¸o˜es sem fios presentes na
vizinhanc¸a. Este processo na˜o quebra a ligac¸a˜o existente entre a estac¸a˜o que realiza a
captura e o AP ao qual esta´ associada, permanecendo assim transparente para quem
esta´ a usar essa estac¸a˜o. A a´rea que e´ coberta pela descoberta de estac¸o˜es WiFi na˜o e´
a a´rea de cobertura da estac¸a˜o que realiza a descoberta, mas sim a a´rea de cobertura
do AP, ao qual a estac¸a˜o se encontra associada. Este cena´rio esta´ ilustrado na Figura
3.42.
Figura 3.42: Cobertura na detecc¸a˜o de estac¸o˜es.
Isto verifica-se porque na estac¸a˜o que faz a captura apenas sa˜o capturadas as
tramas que va˜o no sentido AP para as estac¸o˜es. Para as tramas do tipo dados
apenas sa˜o capturadas as que sa˜o destinadas a` pro´pria estac¸a˜o de captura. Existem
va´rias razo˜es porque isto acontece, os mecanismos que ignoram tramas que na˜o lhe
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sa˜o destinadas, implementados na placa de rede sem fios ou no controlador. Os
mecanismos de gesta˜o de energia, que colocam o transmissor de ra´dio a dormir,
acordando apenas periodicamente, isto quando a placa se encontra a funcionar em
modo normal.
Na recepc¸a˜o de tramas do tipo controlo e gesta˜o na estac¸a˜o de captura, os me-
canismos funcionam de forma diferente. Mesmo as tramas que na˜o tenham como
destino a estac¸a˜o de captura normalmente sa˜o recebidos e capturados, permitindo
assim detectar na mesma as estac¸o˜es que se encontrem na vizinhanc¸a do AP ao qual
a estac¸a˜o que realiza a captura tambe´m se encontra associada. Na Figura 3.43 esta´
ilustrado um cena´rio de exemplo.
Figura 3.43: Troca de tramas entre APs e estac¸o˜es.
Este comportamento nas tramas de controlo e gesta˜o verificou-se em diversas
placas de rede diferentes mas na˜o em todas. Para verificar este facto, foi usado um
software e controlador de captura que esta´ descrito na secc¸a˜o seguinte.
O cena´rio representado na Figura 3.42 e´ um exemplo das estac¸o˜es que va˜o ser
detectadas. Todas as que estejam na a´rea de cobertura do AP associadas e auten-
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ticadas com o mesmo e outras que na˜o estejam associadas e autenticadas no mesmo
mas que realizem uma descoberta activa de redes WiFi. Estac¸o˜es que sejam vizinhas
da estac¸a˜o de captura e na˜o do AP na˜o sa˜o detectadas.
Resta agora a captura de tra´fego na camada MAC do 802.11, que e´ providenciado
pelo software Microsoft Network Monitor que esta´ descrito na pro´xima secc¸a˜o.
3.3.1 Microsoft Network Monitor
O Microsoft Network Monitor e´ um software de captura e ana´lise de tra´fego de
rede, assim como o Wireshark. Este apenas foi desenvolvido para funcionar nos SOs
Windows, que e´ uma das razo˜es para incluir caracter´ısticas u´nicas que sa˜o muito u´teis
para a soluc¸a˜o que se pretende implementar.
As principais caracter´ısticas do Network Monitor sa˜o:
• Inclui um controlador LightWeight Filter NDIS Driver, que permite capturar
pacotes na camada NDIS. Trata-se de um controlador de SO que se situa acima
do 802.11 WiFi Miniport Driver1 e que permite expor o dispositivo atrave´s de
IOCTL (Input/Output Control)2 a`s aplicac¸o˜es do utilizador. Este permite a
qualquer placa de rede sem fios, cujo controlador tenha sido desenvolvido para
suportar a API Native WiFi, capturar tra´fego ao n´ıvel da camada MAC do
802.11.
• Permite captura de tra´fego em tempo real.
• Inclui um motor de parsing de pacotes, permitindo a ana´lise do tra´fego captu-
rado.
• Inclui uma API que permite o acesso a` captura e motor de parsing em C++ e
inclui um Wrapper numa classe C#.net que permite acesso a`s suas func¸o˜es.
Inclui outras caracter´ısticas tambe´m interessantes, mas que na˜o sa˜o ta˜o relevantes
para esta soluc¸a˜o:
• Permite a captura em va´rios interfaces de rede em simultaˆneo.
1Controlador que permite ao NDIS comunicar com o hardware da placa de rede e fornece um
interface para os controladores de protocolos configurarem a placa de rede e enviar e receber pacotes
pela rede.
2System calls para dispositivos espec´ıficos que na˜o podem ser expressas nas system calls normais.
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• Inclui um utilita´rio para funcionar em linha de comandos.
• Inclui um conjunto grande de parsers de protocolos pu´blicos e proprieta´rios
Microsoft.
• Funciona tambe´m em Monitor Mode e inclui um utilita´rio que permite colocar
a placa sem fios nesse modo e controlar o canal da mesma.
• Acrescenta um cabec¸alho em cada pacote WiFi com meta dados, que incluem
informac¸a˜o sobre a transmissa˜o do pacote. A informac¸a˜o disponibilizada pode
variar nas diferentes placas de rede sem fios, no entanto, alguns campos sa˜o
comuns como o tipo de camada f´ısica, canal, forc¸a do sinal e taxa de transmissa˜o.
O Network Monitor tambe´m tem algumas desvantagens para a soluc¸a˜o, mas ainda
assim continua a ser a melhor soluc¸a˜o, tendo em conta os requisitos e restric¸o˜es que
foram impostos para este projecto e as soluc¸o˜es ja´ analisadas anteriormente. As
desvantagens encontradas sa˜o as seguintes:
• Pode na˜o ser poss´ıvel, em todas as placas de rede sem fios, efectuar uma captura
de tra´fego na camada MAC do 802.11, uma vez que o controlador da placa de
rede sem fios tem que ser desenvolvido para suportar Native WiFi. No entanto,
o suporte para Native WiFi e´ o mais comum em placas de rede sem fios recentes,
o que permite a` soluc¸a˜o suportar uma maior diversidade de hardware.
• O comportamento na captura de tra´fego para as tramas 802.11 do tipo controlo
e gesta˜o pode na˜o acontecer devido ao controlador da placa de rede sem fios
instalado, que assim como nas tramas 802.11 do tipo dados, ignora as tramas
que na˜o lhe sa˜o destinadas. A tramas sa˜o deitadas fora pelo controlador da
placa antes de serem entregues ao n´ıvel onde e´ efectuado a captura do tra´fego.
Este comportamento foi verificado, por exemplo, na placa de rede sem fios Intel
WiFi Link 5100.
• E´ necessa´rio instalar o Network Monitor no sistema para a soluc¸a˜o funcionar
e a Microsoft na˜o permite que este seja inclu´ıdo num pacote de instalac¸a˜o,
sendo apenas permitido obter este de uma origem fidedigna da Microsoft. No
entanto, esta situac¸a˜o foi contornada e os componentes necessa´rios do Network
Monitor foram integrados no pacote de instalac¸a˜o do Epi. Estes sa˜o instalados
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ou removidos juntamente com o Epi de forma transparente para o utilizador.
Os detalhes de como a integrac¸a˜o foi efectuada esta˜o descritos na Secc¸a˜o 5.4.
• O Network Monitor existe em verso˜es 32 bits e 64 bits, para as respectivas
verso˜es dos SOs, logo e´ preciso tambe´m instalar a versa˜o do Network Monitor
adequada ao SO que vai correr.
• A captura de tra´fego na camada MAC do 802.11 apenas funciona nas verso˜es
6 do NDIS, que esta´ presente nos SOs Windows Vista, Server 2008, 7 e 8. O
Windows XP usa o NDIS 5.1, logo o seu funcionamento neste fica exclu´ıdo da
soluc¸a˜o.
O Network Monitor permite enta˜o ultrapassar os principais requisitos e restric¸o˜es
impostos e minimizar outros. Permite abranger o maior nu´mero de sistemas e possi-
bilita a captura de tra´fego em tempo real das tramas MAC do 802.11 dos tipos dados,
gesta˜o e controlo. Com essas tramas, realizar a ana´lise de tra´fego usando o seu motor
de parsing em tempo real para extrair do cabec¸alho 802.11 os campos tipo, subtipo,
direcc¸a˜o da trama e enderec¸os. Com esses campos, efectuar depois o processamento e
filtragem dos enderec¸os MAC va´lidos para estac¸o˜es sem fios presentes na vizinhanc¸a,
dentro do raio de cobertura do AP.
3.3.2 Aplicac¸a˜o para detecc¸a˜o das estac¸o˜es
O pro´ximo passo foi testar na pra´tica toda a teoria analisada ate´ agora para esta
soluc¸a˜o, que passou pelo desenvolvimento de uma aplicac¸a˜o em C#.net para detectar
as estac¸o˜es sem fios na vizinhanc¸a. Foi usada a API do Network Monitor na aplicac¸a˜o
com o respectivo Wrapper para C#.net.
A aplicac¸a˜o permite escolher um dos interfaces de rede dispon´ıveis na ma´quina
e efectuar uma captura em tempo real com a durac¸a˜o que o utilizador pretender ou
abrir um ficheiro com tra´fego de rede armazenado que foi capturado previamente. No
fim do processamento dos pacotes sera´ obtido um conjunto de ficheiros de sa´ıda com
os resultados.
A informac¸a˜o chave que se pretende obter e´ a lista de enderec¸os MAC das estac¸o˜es
presentes na vizinhanc¸a do AP. No entanto, a aplicac¸a˜o tem como objectivo testar e,
sendo assim, achou-se por bem adicionar mais informac¸a˜o aos resultados que possam
ser u´teis. Os ficheiros de resultados obtidos na sa´ıda e os ficheiros usados na entrada
da aplicac¸a˜o sa˜o os seguintes:
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result.html e´ o ficheiro de sa´ıda com os resultados principais. O seu formato e´
HTML e no seu conteu´do e´ apresentada uma lista com as estac¸o˜es presentes
na vizinhanc¸a, juntamente com uma lista com as redes WiFi presentes na vizi-
nhanc¸a a fazer broadcast do seu SSID para depois se associar com que redes as
estac¸o˜es esta˜o a comunicar. Na Figura 3.44 encontra-se representado um exem-
plo de resultados obtidos. A informac¸a˜o mais em detalhe contida no ficheiro e´
a seguinte:
• Na lista com as estac¸o˜es presentes na vizinhanc¸a, para cada estac¸a˜o e´
apresentado o timestamp em que foi detectada a estac¸a˜o pela primeira
vez, o enderec¸o MAC e o respectivo fabricante, contagem dos tipos e sub-
tipos de tramas MAC 802.11 em que a estac¸a˜o foi detectada, por fim o
BSSID detectado nas tramas destinadas a esta estac¸a˜o.
(a) Resultados.
(b) Lista APs expandido.
(c) Lista estac¸o˜es expandida.
(d) Estat´ısticas finais.
Figura 3.44: Exemplo do ficheiro de resultados obtidos numa captura.
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• Na lista de redes WiFi sa˜o apresentadas as redes detectadas no processo
de procura de redes do Windows. Para cada rede e´ apresentado o BSSID,
SSID, Type, Authentication, Encryption, Radio, Channel e Signal. Se du-
rante a captura e ana´lise do tra´fego e´ encontrada uma rede nova, o seu
BSSID e´ adicionado a` lista.
• Nu´mero total de estac¸o˜es detectadas.
• Nu´mero total de pacotes capturados e processados.
log.txt ficheiro de sa´ıda em formato texto que guarda alguma informac¸a˜o sobre todos
os pacotes processados. Para cada linha deste ficheiro e´ apresentado:
• nu´mero de pacote.
• instante de tempo em que foi capturado o pacote (timestamp).
• tipo e sub tipo de pacote WiFi e os campos To DS e From DS, retirados
do campo Frame Control das tramas 802.11.
• Enderec¸o BSSID. No caso do tipo de pacote 802.11 na˜o ter este campo,
este e´ preenchido a zeros.
• Enderec¸o MAC da estac¸a˜o presente na vizinhanc¸a.
• Enderec¸o MAC de outra estac¸a˜o presente na vizinhanc¸a, no caso das IBSS.
• Quando e´ detectado um enderec¸o MAC de uma estac¸a˜o nova, e´ criado uma
linha adicional a indicar.
tmp.cap e´ um ficheiro de sa´ıda criado pelo motor de captura do Network Monitor
que conte´m uma espe´cie de buffer com os u´ltimos pacotes capturados. Nesta
aplicac¸a˜o o tamanho ma´ximo definido do buffer foi de 10 MB.
maccomp.txt e´ um ficheiro de entrada que conte´m a identificac¸a˜o dos fabricantes de
placas de rede a partir dos primeiros 24 bits do seu enderec¸o MAC. Cada linha
conte´m os 24 bits em hexadecimal e a identificac¸a˜o do respectivo fabricante
separados por um espac¸o em branco.
Para obter a informac¸a˜o presente nos ficheiros de sa´ıda, a aplicac¸a˜o comec¸a por obter
uma lista de redes WiFi com a informac¸a˜o sobre as mesmas atrave´s do me´todo
getaps at range netsh. Nesta func¸a˜o e´ criado um novo processo que vai executar o
seguinte comando e respectivos argumentos:
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1 netsh wlan show networks mode=bs s id
Listagem 3.8: Comando para obter a lista de rede WiFi.
Obte´m-se assim um conjunto de linhas de texto no output com a lista de redes WiFi
detectadas no Windows, que depois e´ extra´ıdo para uma lista de objectos do tipo
AP.
E´ inicializada depois a API do Network Monitor atrave´s do me´todo InitNetMon
onde se comec¸a por obter a lista de interfaces de rede dadas pela API, que conte´m
as interfaces com o controlador do Network Monitor activado. As interfaces esta˜o
identificadas por uma refereˆncia GUID (Globally Unique Identifier)1.
Para obter uma descric¸a˜o mais amiga´vel para os interfaces de rede, e´ efectuada
uma pesquisa no WMI (Windows Management Instrumentation)2 para obter a lista
de interfaces de redes presentes no Windows com a descric¸a˜o mais amiga´vel atrave´s
do me´todo GetNICs. Quando e´ apresentado ao utilizador a lista com o ı´ndice e
a descric¸a˜o amiga´vel de cada um dos interfaces de rede, as refereˆncias GUID que
identificam cada interface presente nas duas listas sa˜o associadas.
Nesta altura e´ inicializado o motor de parsing e depois a sua configurac¸a˜o atrave´s
do me´todo LoadNPL. Na configurac¸a˜o sa˜o inseridas propriedades, campos e filtros
que mais tarde va˜o ser aplicadas a`s tramas do tra´fego. Nesta altura apenas sa˜o
gerados e obtidos os identificadores dos mesmos, que sa˜o guardados num conjunto de
varia´veis inteiras positivas, usadas mais tarde para obter o conteu´do dos respectivos
campos e propriedades.
As propriedades sa˜o identificadas por um nome, os campos por um caminho e o
filtro e´ uma string. Na Tabela 3.15 esta˜o representadas todas as propriedades, campos
e filtros usadas na aplicac¸a˜o, o nome da varia´vel que guarda o seu identificador e a
respectiva descric¸a˜o. As propriedades, campos e filtros representam:
Property.WiFiPktLen - propriedade que representa o tamanho dos dados con-
tidos na trama MAC 802.11, incluindo os protocolos de camadas superiores.
Actualmente esta propriedade na˜o e´ usada para nenhuma func¸a˜o, uma vez que
na˜o e´ necessa´rio aceder aos dados de camadas superiores, no entanto pode ser
necessa´ria para uso futuro.
1E´ a implementac¸a˜o nos SOs Windows do UUID (Universally Unique Identifier), que e´ uma
refereˆncia usada internamente para identificar classes e interfaces COM (Component Object Model).
2E´ a infra-estrutura para gesta˜o de dados e operac¸o˜es nos SOs Windows.
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Nome/Caminho Varia´vel com ID Tipo
Property.WiFiPktLen mWiFiPkLen ID Propriedade
WiFi.FrameControl.Type mWiFiFrameControlType ID Campo
WiFi.FrameControl.SubType mWiFiFrameControlSubType ID Campo
WiFi.FrameControl.DS mWiFiFrameControlDS ID Campo
WiFi.Management.DA mWiFiManagementDA ID Campo
WiFi.Management.SA mWiFiManagementSA ID Campo
WiFi.Management.BSSID mWiFiManagementBSSID ID Campo
WiFi.Control.RTS.RA mWiFiControlRTSRA ID Campo
WiFi.Control.RTS.TA mWiFiControlRTSTA ID Campo
WiFi.Control.CTS.RA mWiFiControlCTSRA ID Campo
WiFi.Control.ACK.RA mWiFiControlACKRA ID Campo
WiFi.Control.CFEnd.BSSID mWiFiControlCFEndBSSID ID Campo
WiFi.Control.CFEnd.RA mWiFiControlCFEndRA ID Campo
WiFi.Control.PSPoll.BSSID mWiFiControlPSPollBSSID ID Campo
WiFi.Control.PSPoll.TA mWiFiControlPSPollTA ID Campo
WiFi.Control.CFEnd CFAck.BSSID mWiFiControlCFEnd CFAckBSSID ID Campo
WiFi.Control.CFEnd CFAck.RA mWiFiControlCFEnd CFAckRA ID Campo
WiFi.Control.BlockAck.RA mWiFiControlBlockAckRA ID Campo
WiFi.Control.BlockAck.TA mWiFiControlBlockAckTA ID Campo
WiFi.Control.BlockAckReq.RA mWiFiControlBlockAckReqRA ID Campo
WiFi.Control.BlockAckReq.TA mWiFiControlBlockAckReqTA ID Campo
WiFi.Data.APToClient.BSSID mWiFiDataAPToClientBSSID ID Campo
WiFi.Data.APToClient.DA mWiFiDataAPToClientDA ID Campo
WiFi.Data.APToClient.SA mWiFiDataAPToClientSA ID Campo
WiFi.Data.ClientToAP.BSSID mWiFiDataClientToAPBSSID ID Campo
WiFi.Data.ClientToAP.DA mWiFiDataClientToAPDA ID Campo
WiFi.Data.ClientToAP.SA mWiFiDataClientToAPSA ID Campo
WiFi.Data.AdHoc.BSSID mWiFiDataAdHocBSSID ID Campo
WiFi.Data.AdHoc.DA mWiFiDataAdHocDA ID Campo
WiFi.Data.AdHoc.SA mWiFiDataAdHocSA ID Campo
WiFi mWiFiFilterID Filtro
Tabela 3.15: Propriedades, campos e filtros.
WiFi.FrameControl.Type - representa o caminho para o campo do Frame Con-
trol que conte´m o tipo de trama 802.11.
WiFi.FrameControl.SubType - representa o caminho para o campo do Frame
Control que conte´m o sub-tipo de trama 802.11.
WiFi.FrameControl.DS - representa o caminho para os campos To DS e From
DS do Frame Control da trama 802.11, onde os bits com a informac¸a˜o dos
campos sa˜o extra´ıdos como se apenas de um u´nico campo se tratasse.
WiFi.Management.DA - representa o caminho para o campo com o enderec¸o DA
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de uma trama de gesta˜o 802.11. Este e´ o enderec¸o MAC da estac¸a˜o a que a
trama e´ destinada.
WiFi.Management.SA - representa o caminho para o campo com o enderec¸o SA
de uma trama de gesta˜o 802.11. Este e´ o enderec¸o MAC de origem da estac¸a˜o
que envia a trama.
WiFi.Management.BSSID - representa o caminho para o campo com o enderec¸o
BSSID de uma trama de gesta˜o 802.11. Este e´ o enderec¸o que identifica a BSS,
pode ser o enderec¸o MAC f´ısico do interface de ra´dio do AP numa Infrastructure
BSS ou o enderec¸o MAC locally administered caso se trate de uma IBSS.
WiFi.Control.RTS.RA - representa o caminho para o campo com o enderec¸o RA
de uma trama de controlo RTS do 802.11. Este e´ o enderec¸o MAC do receptor,
a estac¸a˜o a que a trama e´ destinada.
WiFi.Control.RTS.TA - representa o caminho para o campo com o enderec¸o
TA de uma trama de controlo RTS do 802.11. Este e´ o enderec¸o MAC do
transmissor, a estac¸a˜o que envia a trama.
WiFi.Control.CTS.RA - representa o caminho para o campo com o enderec¸o RA
de uma trama de controlo CTS do 802.11. Uma trama CTS e´ transmitida como
resposta a uma trama RTS e o campo de enderec¸o RA da trama CTS e´ uma
co´pia do campo de enderec¸o TA da trama RTS, recebida imediatamente antes.
Quando na˜o e´ uma trama CTS de resposta, representa o enderec¸o MAC da
estac¸a˜o que transmitiu a trama.
Wifi.Control.ACK.RA - representa o caminho para o campo com o enderec¸o RA
de uma trama de controlo ACK do 802.11. Este campo e´ uma co´pia do campo
address 2 de uma tramas dos tipos dados, gesta˜o, BlockAckReq, BlockAck e
PS-Poll anteriormente enviada a` estac¸a˜o.
WiFi.Control.CFEnd.BSSID - representa o caminho para o campo com o en-
derec¸o BSSID de uma trama de controlo CF-End do 802.11. Este e´ o enderec¸o
que identifica a Infrastructure BSS, o enderec¸o MAC f´ısico do interface de ra´dio
do AP.
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WiFi.Control.CFEnd.RA - representa o caminho para o campo com o enderec¸o
RA de uma trama de controlo CF-End do 802.11. Este e´ o enderec¸o MAC de
destino, para este tipo e´ o enderec¸o de broadcast.
Wifi.Control.PSPoll.BSSID - representa o caminho para o campo com o en-
derec¸o BSSID de uma trama de controlo PS-Poll do 802.11. Este e´ o enderec¸o
que identifica a Infrastructure BSS, o enderec¸o MAC f´ısico do interface de ra´dio
do AP.
Wifi.Control.PSPoll.TA - representa o caminho para o campo com o enderec¸o
TA de uma trama de controlo PS-Poll do 802.11. Este e´ o enderec¸o MAC do
transmissor, a estac¸a˜o que envia a trama.
Wifi.Control.CFEnd CFAck.BSSID - representa o caminho para o campo com
o enderec¸o BSSID de uma trama de controlo CF-End+CF-Ack do 802.11. Este
e´ o enderec¸o que identifica a Infrastructure BSS, o enderec¸o MAC f´ısico do
interface de ra´dio do AP.
Wifi.Control.CFEnd CFAck.RA - representa o caminho para o campo com o
enderec¸o RA de uma trama de controlo CF-End+CF-Ack do 802.11. Este e´ o
enderec¸o MAC de destino, para este tipo e´ o enderec¸o de broadcast.
WiFi.Control.BlockAck.RA - representa o caminho para o campo com o en-
derec¸o RA de uma trama de controlo Block Ack do 802.11. Este e´ o enderec¸o
MAC do receptor, a estac¸a˜o a que a trama e´ destinada.
WiFi.Control.BlockAck.TA - representa o caminho para o campo com o enderec¸o
TA de uma trama de controlo Block Ack do 802.11. Este e´ o enderec¸o MAC do
transmissor, a estac¸a˜o que envia a trama.
WiFi.Control.BlockAckReq.RA - representa o caminho para o campo com o
enderec¸o RA de uma trama de controlo Block Ack Req do 802.11. Este e´ o
enderec¸o MAC do receptor, a estac¸a˜o a que a trama e´ destinada.
WiFi.Control.BlockAckReq.TA - representa o caminho para o campo com o
enderec¸o TA de uma trama de controlo Block Ack Req do 802.11. Este e´ o
enderec¸o MAC do transmissor, a estac¸a˜o que envia a trama.
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WiFi.Data.APToClient.BSSID - representa o caminho para o campo com o
enderec¸o BSSID de uma trama de dados do 802.11 enviada do DiS para as
estac¸o˜es. Este e´ o enderec¸o MAC f´ısico do interface de ra´dio do AP que iden-
tifica a Infrastructure BSS.
WiFi.Data.APToClient.DA - representa o caminho para o campo com o en-
derec¸o DA de uma trama de dados do 802.11 enviada do DiS para as estac¸o˜es.
Este e´ o enderec¸o MAC da estac¸a˜o a que a trama e´ destinada.
WiFi.Data.APToClient.SA - representa o caminho para o campo com o enderec¸o
SA de uma trama de dados do 802.11 enviada do DiS para as estac¸o˜es. Este e´
o enderec¸o MAC de origem da trama, a estac¸a˜o que criou a trama.
Wifi.Data.ClientToAP.BSSID - representa o caminho para o campo com o en-
derec¸o BSSID de uma trama de dados do 802.11 enviada das estac¸o˜es para o
DiS. Este e´ o enderec¸o MAC f´ısico do interface de ra´dio do AP que identifica a
Infrastructure BSS.
Wifi.Data.ClientToAP.DA - representa o caminho para o campo com o enderec¸o
DA de uma trama de dados do 802.11 enviada das estac¸o˜es para o DiS. Este e´
o enderec¸o MAC da estac¸a˜o a que a trama e´ destinada.
Wifi.Data.ClientToAP.SA - representa o caminho para o campo com o enderec¸o
SA de uma trama de dados do 802.11 enviada das estac¸o˜es para o DiS. Este e´
o enderec¸o MAC de origem da trama, a estac¸a˜o que criou a trama.
Wifi.Data.AdHoc.BSSID - representa o caminho para o campo com o enderec¸o
BSSID de uma trama de dados do 802.11 enviada dentro de uma IBSS. Este e´
o enderec¸o MAC locally administered que identifica a IBSS.
Wifi.Data.AdHoc.DA - representa o caminho para o campo com o enderec¸o DA de
uma trama de dados do 802.11 enviada dentro de uma IBSS. Este e´ o enderec¸o
MAC da estac¸a˜o a que trama e´ destinada.
Wifi.Data.AdHoc.SA - representa o caminho para o campo com o enderec¸o SA de
uma trama de dados do 802.11 enviada dentro de uma IBSS. Este e´ o enderec¸o
MAC de origem da trama, da estac¸a˜o que criou a trama.
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WiFi - representa o filtro que vai ser aplicado para apenas permitir o processamento
de pacotes com cabec¸alho 802.11.
Terminado o carregamento do motor de parsing e a obtenc¸a˜o dos identificadores, e´
apresentando ao utilizador a lista de interfaces de redes dispon´ıveis para a captura
de tra´fego, com a opc¸a˜o de abertura de tra´fego tambe´m a partir de ficheiro. Para
qualquer dos casos e´ inicializado o motor de captura do Network Monitor e a captura
de tra´fego comec¸a.
Cada pacote capturado e´ processado individualmente e em tempo real. A captura
termina ate´ o utilizador pressionar “Enter”, no caso da captura ser a partir de um
interface de rede. Caso seja a partir de ficheiro, o processamento decorre ate´ este
chegar ao fim.
O processamento dos pacotes e´ efectuado em background numa nova thread que
foi iniciada e imediatamente bloqueada antes do motor de captura. Esta thread
permanece bloqueada enquanto na˜o receber sinalizac¸a˜o para desbloquear, o que so´
acontece quando e´ capturado um novo pacote. Quando e´ capturado um novo pacote,
e´ chamado pelo motor do Network Monitor uma func¸a˜o de callback que adiciona o
novo pacote a um buffer de pacotes e envia o sinal para desbloquear a thread. A
thread, que se encontrava ate´ agora bloqueada, chama um me´todo onde e´ iniciado o
processamento do pacote ou pacotes recebidos e armazenados no buffer.
O me´todo ParseFrames() realiza o processamento dos pacotes pela mesma ordem
que foram recebidos. E´ pedido ao motor do Network Monitor o pro´ximo pacote
armazenado no buffer atrave´s de um nu´mero de pacote. O pacote e´ filtrado chamando
o me´todo GetWifi que vai aplicar e validar o filtro para verificar se se trata de um
pacote WiFi. O processamento do pacote prossegue se este passar na validac¸a˜o,
ou termina e avanc¸a para o pacote seguinte. Ao prosseguir, e´ aplicado o parsing
configurado com os campos e propriedades que foram definidos anteriormente. E´
obtido o novo pacote resultante com o parsing efectuado que e´ armazenado num
novo pacote.
A partir daqui e´ extra´ıda a informac¸a˜o presente no pacote, comec¸ando pelos ti-
mestamp, depois os campos tipo, sub-tipo e DS do Frame Control. Os pro´ximos
campos que se pretende obter dizem respeito ao enderec¸amento mas estes na˜o sa˜o
fixos como os campos anteriores e variam consoante o tipo, sub-tipo e direcc¸a˜o do
pacote.
Para retirar os campos de enderec¸amento, comec¸a-se por verificar primeiro o tipo
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de pacote 802.11. As operac¸o˜es seguintes variam, sendo para os diferentes tipos
efectuadas da seguinte forma:
Tipo Management
O enderec¸amento e´ sempre efectuado da mesma forma, logo na˜o necessita que
o processamento dos sub-tipos tenha que ser efectuado individualmente. A di-
recc¸a˜o, campo DS, tambe´m e´ sempre igual a “0” como mostra a Tabela 2.5.
Assim quando um pacote 802.11 e´ de gesta˜o, os campos com os enderec¸os sa˜o
extra´ıdos usando os identificadores mWiFiManagementDA ID, mWiFiManage-
mentSA ID e mWiFiManagementBSSID ID para varia´veis address1, address2
e address3, respectivamente. Depois e´ verificado o campo DS para garantir
que este campo se encontra a “0”, caso contra´rio o processamento do pacote
termina. Os pacotes de gesta˜o sa˜o usados apenas entre o AP e as estac¸o˜es e na˜o
sa˜o entregues para o DiS, uma vez que so´ dizem respeito a` gesta˜o da ligac¸a˜o
entre os dois e na˜o transportam dados para camadas superiores. Portanto, os
enderec¸os MAC presentes nos campos do pacote sa˜o de estac¸o˜es na vizinhanc¸a
e APs locais. Para extrair esses enderec¸os MAC de forma correcta e´ necessa´rio
fazer algumas verificac¸o˜es, uma vez que os pacotes de gesta˜o podem ser request
e response. Podem ser enviados entre duas estac¸o˜es numa IBSS, de um AP para
uma estac¸a˜o ou na direcc¸a˜o contra´ria numa Infrastructure BSS. Assim pode-
mos separar em 3 situac¸o˜es diferentes, usando como refereˆncia a distribuic¸a˜o
de enderec¸os na Tabela 2.7:
• O pacote e´ enviado de uma estac¸a˜o na vizinhanc¸a para o AP, isto verifica-
se se o enderec¸o de BSSID for igual ao enderec¸o de destino (DA) do pacote.
Assim temos como estac¸a˜o vizinha o enderec¸o MAC de origem (SA).
• O pacote e´ enviado do AP para uma estac¸a˜o na vizinhanc¸a, isto verifica-se
se o enderec¸o de origem (SA) for igual ao enderec¸o de BSSID do pacote.
Assim temos como estac¸a˜o vizinha o enderec¸o MAC de destino (DA).
• Um pacote enviado entre duas estac¸o˜es na vizinhanc¸a que se encontrem na
mesma IBSS, neste caso verifica-se se o enderec¸o de BSSID e´ um enderec¸o
MAC do tipo locally administered. Se for, temos duas estac¸o˜es vizinhas
com o enderec¸os MAC de origem (SA) e de destino (DA).
Depois dessas verificac¸o˜es temos o enderec¸o MAC de uma das estac¸o˜es presentes
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na vizinhanc¸a, ou no caso de uma IBSS, os enderec¸os MAC de duas estac¸o˜es
presentes na vizinhanc¸a.
Tipo Control
Conte´m enderec¸amento diferente para cada sub tipo de pacote, logo cada um
e´ processado individualmente. A direcc¸a˜o, campo DS, e´ tambe´m sempre igual
a “0” para este tipo de pacote como mostra a Tabela 2.5, contudo, este campo
e´ sempre verificado se esta´ a “0”, caso contra´rio o processamento deste pacote
termina. Este tipo de pacotes sa˜o usados para assistir a entrega de pacotes
de dados entre estac¸o˜es e AP que usam o mesmo meio de acesso por isso o
enderec¸amento presente no pacote sera´ apenas local. Assim, para cada sub
tipo, o processamento e´ efectuado da seguinte forma:
Block Acknowledgment Request - Um pacote deste sub-tipo tem dois cam-
pos de enderec¸os que sa˜o representados pelos identificadores mWiFiCon-
trolBlockAckReqRA ID e mWiFiControlBlockAckReqTA ID, o primeiro re-
presenta o enderec¸o MAC do receptor (RA) e o segundo o enderec¸o MAC
do transmissor (TA) do pacote. Como nenhum desses campos e´ identifi-
cado como um enderec¸o de BSSID, na˜o se consegue concluir nada quanto
a`s estac¸o˜es na vizinhanc¸a, no entanto, usando a lista de redes WiFi, e´ ve-
rificado se os enderec¸os MAC do receptor ou transmissor sa˜o uma BSSID,
em caso de o ser, o outro enderec¸o MAC pode ser considerado uma estac¸a˜o
que esta´ presente na vizinhanc¸a.
Block Acknowledgment - Um pacote deste sub-tipo tem dois campos de
enderec¸os que sa˜o representados pelos identificadores mWiFiControlBloc-
kAckRA ID e mWiFiControlBlockAckTA ID, o primeiro representa o en-
derec¸o MAC do receptor (RA) e o segundo o enderec¸o MAC do transmissor
(TA) do pacote. O processamento e´ efectuado como o sub-tipo anterior,
Block Acknowledgment Request.
PS-Poll - Um pacote deste sub-tipo tem dois campos de enderec¸os que sa˜o re-
presentados pelos identificadores mWiFiControlPSPollBSSID ID e mWi-
FiControlPSPollTA ID, o primeiro representa o enderec¸o MAC que identi-
fica a BSSID ao qual o pacote e´ destinado, o segundo e´ o enderec¸o MAC do
transmissor (TA) do pacote. Estes pacotes sa˜o sempre enviados por uma
estac¸a˜o para uma Infrastructure BSS, logo, pode-se concluir que o en-
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derec¸o MAC do transmissor e´ uma estac¸a˜o presente na vizinhanc¸a. Para
validar esta situac¸a˜o o BSSID do pacote e´ verificado se existe na lista de
redes WiFi.
RTS - Um pacote deste sub-tipo tem dois campos de enderec¸os que sa˜o repre-
sentados pelos identificadores mWiFiControlRTSRA ID que representam
o enderec¸o MAC de receptor (RA) e mWiFiControlRTSTA ID o enderec¸o
MAC do transmissor (TA) do pacote. O processamento e´ efectuado tal
como o sub-tipo anterior, Block Acknowledgment Request.
CTS - Um pacote deste sub-tipo tem apenas um campo de enderec¸o que e´
representado pelo identificador mWiFiControlCTSRA ID. Este e´ ignorado,
uma vez que apenas com um u´nico enderec¸o nada se pode concluir quanto
a`s estac¸o˜es presentes na vizinhanc¸a. Poderia ser poss´ıvel retirar alguma
conclusa˜o se a ana´lise dos pacotes fosse feita por fluxo de pacotes.
Acknowledgment - Um pacote deste sub-tipo tem apenas um campo de en-
derec¸o que e´ representado pelo identificador mWiFiControlACKRA ID e
este e´ simplesmente ignorado pelos mesmos motivos que o sub-tipo ante-
rior, CTS.
CF-End - Um pacote deste sub-tipo tem dois campos de enderec¸os, que sa˜o re-
presentados pelos identificadores mWiFiControlCFEndBSSID ID e mWi-
FiControlCFEndRA ID, o primeiro representa o enderec¸o BSSID que iden-
tifica a Infrastructure BSS em que o pacote tem origem e o segundo o
enderec¸o MAC de receptor (RA) do pacote. Este pacote e´ enviado sempre
de uma BSSID para todas a estac¸o˜es, o enderec¸o de receptor e´ o enderec¸o
de broadcast, logo este pacote tambe´m sera´ ignorado porque na˜o fornece
nenhuma informac¸a˜o sobre as estac¸o˜es presentes na vizinhanc¸a.
CF-End+CF-Ack - Um pacote deste sub-tipo tem dois campos de enderec¸os,
que sa˜o representados pelos identificadores mWiFiControlCFEnd CFAck-
BSSID ID e mWiFiControlCFEnd CFAckRA ID, o primeiro representa
o enderec¸o BSSID que identifica a Infrastructure BSS em que o pacote
tem origem e o segundo o enderec¸o MAC de receptor (RA) do pacote.
Este pacote e´ ideˆntico ao sub-tipo anterior, CF-End, sendo processado da
mesma forma.
Depois da verificac¸a˜o dos sub-tipos, alguns pacotes conteˆm informac¸a˜o que per-
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mite extrair o enderec¸o MAC de estac¸o˜es presentes na vizinhanc¸a, verificando
em alguns casos a lista de BSSIDs. Outros sub-tipos sa˜o ignorados porque o
pacote porque na˜o conte´m informac¸a˜o que seja u´til.
Tipo Data
Conte´m enderec¸amento sempre efectuado da mesma forma para todos sub-tipos,
no entanto a direcc¸a˜o, campo DS, ja´ na˜o e´ “0” como os tipos anteriores. Este
varia, o que o torna importante para o processamento dos enderec¸os, uma vez
que este e´ que vai ditar o que cada enderec¸o representa, segundo a Tabela 2.7.
Nos pacotes de dados veˆm encapsuladas mensagens para serem entregues a`s ca-
madas superiores, por isso no enderec¸amento conte´m enderec¸os MAC de origem
e destino da rede local ou Internet, que podem na˜o pertencer a` vizinhanc¸a. Dos
pacotes capturados, teˆm os que sa˜o destinados a` rede local e que sa˜o entregues
ao DiS atrave´s do AP numa Infrastructure BSS, e o inverso, que teˆm origem
na rede local e que sa˜o entregues ao AP pelo DiS, com destino a uma estac¸a˜o
ligada nesse AP. Existe tambe´m o caso da troca de pacotes de dados entre duas
estac¸o˜es na mesma IBSS. Assim o processamento procede consoante o campo
DS, da seguinte forma:
DS=0 Trata-se de um pacote enviado dentro de uma IBSS. Existem treˆs cam-
pos de enderec¸os representados pelos identificadores mWiFiDataAdHocBS-
SID ID, mWiFiDataAdHocDA ID e mWiFiDataAdHocSA ID onde depois
sa˜o extra´ıdos os enderec¸os address3, address1 e address2 que segundo a
Tabela 2.7, representam os enderec¸os BSSID, DA e SA, respectivamente.
Verifica-se primeiro se o enderec¸o de BSSID e´ um enderec¸o MAC do tipo
locally administered para confirmar que se trata mesmo de um pacote de
uma IBSS. Caso se confirme, temos duas estac¸o˜es presentes na vizinhanc¸a
que trocam pacotes de dados, por isso considera-se os enderec¸os MAC de
origem (SA) e de destino (DA) como estac¸o˜es presentes na vizinhanc¸a.
DS=1 Trata-se de um pacote enviado de uma estac¸a˜o para o AP numa rede
Infrastructure BSS. Existem treˆs campos de enderec¸os representados pe-
los identificadores mWiFiDataClientToAPBSSID ID, mWiFiDataClient-
ToAPDA ID e mWiFiDataClientToAPSA ID onde depois sa˜o extra´ıdos
os enderec¸os address1, address3 e address2 que segundo a Tabela 2.7, re-
presentam os enderec¸os BSSID, DA e SA, respectivamente. E´ primeiro
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verificado se o enderec¸o de BSSID e´ um enderec¸o MAC do tipo univer-
sally administered, que confirma que este e´ de um AP real de uma rede
em Infrastructure BSS. Caso se confirme, temos uma estac¸a˜o presente na
vizinhanc¸a que enviou este pacote para o AP e por isso considera-se o
enderec¸o MAC de origem (SA) como estac¸a˜o presente na vizinhanc¸a.
DS=2 Trata-se de um pacote enviado de um AP para uma estac¸a˜o numa rede
Infrastructure BSS. Existem treˆs campos de enderec¸os representados pe-
los identificadores mWiFiDataAPToClientBSSID ID, mWiFiDataAPTo-
ClientDA ID e mWiFiDataAPToClientSA ID onde depois sa˜o extra´ıdos
os enderec¸os address2, address1 e address3 que segundo a Tabela 2.7, re-
presentam os enderec¸os BSSID, DA e SA, respectivamente. E´ primeiro
verificado se o enderec¸o de BSSID e´ um enderec¸o MAC do tipo univer-
sally administered, que confirma que este e´ de um AP real de uma rede
em Infrastructure BSS. Caso se confirme, temos uma estac¸a˜o presente na
vizinhanc¸a que recebeu este pacote enviado pelo AP e por isso considera-se
o enderec¸o MAC de destino (DA) como estac¸a˜o presente na vizinhanc¸a.
Depois dessas verificac¸o˜es temos o enderec¸o MAC de uma das estac¸o˜es presentes
na vizinhanc¸a numa Infrastructure BSS, ou no caso de uma IBSS, os enderec¸os
MAC de duas estac¸o˜es presentes na vizinhanc¸a.
Para finalizar o processamento de um pacote, com o enderec¸o MAC da estac¸a˜o pre-
sente na vizinhanc¸a obtido, enderec¸o BSSID, timestamp e tipo de pacote WiFi,
chama-se o me´todo ProcessAddress. Este e´ responsa´vel por processar o enderec¸o
MAC obtido, verificando se e´ um enderec¸o va´lido. O enderec¸o MAC de uma estac¸a˜o
vizinha so´ e´ considerado va´lido se for do tipo universally administered. Apo´s ser
validado, e´ adicionado a` lista de estac¸o˜es na vizinhanc¸a juntamente com o tipo de
pacote WiFi em que foi encontrado, timestamp e BSSID. Caso o enderec¸o MAC ja´
exista na lista, soma uma unidade a` contagem do respectivo tipo de pacote WiFi e
adiciona o BSSID caso na˜o exista. Quando se obte´m um enderec¸o de BSSID, este e´
adicionado a` lista de redes WiFi, caso na˜o exista.
Quando termina a captura de tra´fego, para cada enderec¸o MAC da lista das
estac¸o˜es presentes na vizinhanc¸a, e´ determinado o fabricante da respectiva placa de
rede atrave´s de uma lista de fabricantes. Por fim, e´ escrito para o ficheiro de resultados
a lista de estac¸o˜es, a lista de redes WiFi, o nu´mero de estac¸o˜es detectadas e o nu´mero
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de pacotes processados.
3.3.3 Resultados da aplicac¸a˜o
As capturas efectuadas anteriormente, na primeira soluc¸a˜o, na˜o podem ser usadas
agora uma vez que os pacotes na˜o incluem a camada MAC do 802.11 que e´ necessa´ria
uma vez que e´ de la´ que se obte´m os cabec¸alhos com o enderec¸amento. Para obter
resultados foi necessa´rio efectuar novas capturas de tra´fego, tanto em tempo real
como para ficheiro.
A captura em tempo real foi efectuada novamente nos dois locais usados na soluc¸a˜o
anterior e adicionalmente em novos locais. Estes locais foram escolhidos devido a`
existeˆncia de redes WiFi de pequenas dimenso˜es constitu´ıdas por apenas um AP
ligado a uma rede local. Estas redes WiFi tinham suporte para diversos tipos de
ra´dio do 802.11, incluindo, em algumas, o mais recente 802.11n.
Depois da captura e ana´lise do tra´fego, usando a aplicac¸a˜o desenvolvida, foram
obtidos nos respectivos locais os seguintes resultados:
UM, Azure´m
E´ o local que tem a maior rede WiFi em que a aplicac¸a˜o foi testada. O DiS
alarga-se por diversos APs distribu´ıdos pelo campus da universidade, usando
a camada f´ısica ate´ ao 802.11g. Foram efectuadas capturas em diversos locais,
comec¸ando pela biblioteca, onde se obteve em pouco tempo de captura (cerca
de 15 segundos) uma lista de estac¸o˜es vizinhas de aproximadamente 30 estac¸o˜es,
o que parece ser um nu´mero va´lido para as estac¸o˜es que estavam no raio do
AP. Numa captura mais longa foram aparecendo mais estac¸o˜es. Algumas des-
sas foram detectadas atrave´s dos pacotes do tipo gesta˜o de Probe Response, o
que significa que fizeram uma procura activa por redes WiFi na vizinhanc¸a ao
qual o AP respondeu. Estas podem-se encontrar associadas ao AP ou apenas
fizeram uma procura quando se encontravam na vizinhanc¸a. Outras estac¸o˜es
ligaram-se a` rede ja´ depois da captura ter comec¸ado e foram tambe´m imedia-
tamente detectadas atrave´s dos pacotes do tipo gesta˜o de Association response
e Authentication. Outra captura efectuada no laborato´rio do DSI, que tambe´m
decorreu durante alguns segundos (cerca de 15 segundos), mostrou uma lista
mais pequena de estac¸o˜es. Foi acedido depois ao AP mais pro´ximo ao qual a
estac¸a˜o de captura se encontrava associada por SNMP (Simple Network Mana-
gement Protocol) e verificou-se a lista de estac¸o˜es que se encontravam associadas
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ao AP. O resultado obtido foi uma lista de enderec¸os MAC de estac¸o˜es em que
quase todos se encontravam tambe´m na lista de estac¸o˜es que foi obtida pela
aplicac¸a˜o. Houve tambe´m estac¸o˜es detectadas pela aplicac¸a˜o que na˜o estavam
associadas ao AP, isto porque tambe´m sa˜o detectadas as estac¸o˜es que fazem
procura de rede activas na vizinhanc¸a do AP, atrave´s de pacotes do tipo Probe
Response. Pode acontecer estac¸o˜es presentes na vizinhanc¸a na˜o serem detecta-
das numa captura de curta durac¸a˜o quando se encontram associadas ao AP e a
sua actividade na rede e´ muito baixa, na˜o havendo nenhuma troca de pacotes
no decorrer de uma captura. Por outro lado, quanto maior a actividade de uma
estac¸a˜o na rede no decorrer de uma captura, maior e´ a probabilidade desta ser
detectada.
Cafe´ Jardim
Este local tem uma pequena rede WiFi pu´blica a funcionar com a camada
f´ısica 802.11n. Aqui a captura de tra´fego tambe´m se realizou durante pouco
tempo (cerca de 15 segundos) tendo-se obtido uma lista pequena de estac¸o˜es
presentes na vizinhanc¸a, que foram 8. As estac¸o˜es que estavam associadas ao
AP no momento de captura foram todas detectadas, mediante a verificac¸a˜o no
AP das estac¸o˜es presentes no local. Foram tambe´m detectadas outras estac¸o˜es,
atrave´s dos pacotes de Probe Response, o que significa que existiram estac¸o˜es
que efectuaram uma procura activa por redes WiFi na vizinhanc¸a do AP que
na˜o se encontravam associadas ao AP.
Outros Locais
Foram efectuados outros testes em diversos locais diferentes, onde existiam redes
WiFi privadas constitu´ıdas por um u´nico AP a funcionar com diversas camadas
f´ısicas do 802.11. Nestes locais os resultados foram ideˆnticos aos anteriores,
obteve-se uma lista de estac¸o˜es em que todas as estac¸o˜es que se encontravam
associadas ao AP encontravam-se tambe´m nessa lista e tambe´m outras estac¸o˜es
que foram detectadas ao efectuarem uma procura activa por redes WiFi na
vizinhanc¸a do AP. Outro teste efectuado foi a criac¸a˜o de uma rede em modo
Ad-hoc constitu´ıda por duas estac¸o˜es e o resultado foi a detecc¸a˜o das duas
estac¸o˜es que constituiam a rede.
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3.3.4 Conclusa˜o da soluc¸a˜o
Com os resultados obtidos na aplicac¸a˜o pode-se concluir que a soluc¸a˜o funciona, na
medida em que detecta quase todas as estac¸o˜es associadas e autenticadas no mesmo
AP a que a estac¸a˜o que realiza a captura de tra´fego esta´ associada e outras estac¸o˜es
na vizinhanc¸a que na˜o se encontram associadas ao AP mas que fazem uma procura
activa por redes WiFi. Existem estac¸o˜es que na˜o sa˜o detectadas durante uma captura
porque ja´ se encontravam associadas ao AP e no decorrer da captura permaneceram
inactivas na rede, gerando um nu´mero muito baixo de pacotes ou mesmo nulo. Estas
poderiam eventualmente ser detectadas se a captura se prolongasse por mais tempo.
Por outro lado, durante uma captura, as estac¸o˜es associadas ao AP que esta˜o activas
sa˜o detectadas. As estac¸o˜es que fazem a autenticac¸a˜o ou associac¸a˜o com o AP no
decorrer da captura sa˜o tambe´m detectadas. Estac¸o˜es que efectuem uma procura
activa de redes sem fios na vizinhanc¸a do AP sa˜o tambe´m detectadas, apesar de na˜o
se encontrarem associadas ao mesmo. A procura activa por redes sem fios e´ usada por
todos os SOs actuais. As estac¸o˜es podem estar estaciona´rias no raio de cobertura do
AP ou estarem apenas a passar na vizinhanc¸a do AP no momento em que se estava
a realizar a captura de tra´fego mas para todos os efeitos era uma estac¸a˜o presente na
vizinhanc¸a naquele momento.
A aplicac¸a˜o ira´ conseguir detectar mais estac¸o˜es quanto mais tempo se prolongar
a captura do tra´fego, no entanto, apenas alguns segundos ja´ permitem obter uma
lista precisa da maior parte das estac¸o˜es presentes na vizinhanc¸a.
O Network Monitor, com o seu controlador NDIS e motor de parsing, permite
capturar na camada MAC do 802.11 os pacotes 802.11, no entanto, a captura na˜o
funciona da mesma forma para todas a placas de rede sem fios existentes. Em algumas
placas testadas todas os pacotes que na˜o tinham como destino a estac¸a˜o de captura
simplesmente eram descartados antes de serem capturados. Isto acontece porque o
controlador da placa de rede sem fios descarta os mesmos antes de entregar ao n´ıvel
superior dentro do NDIS, onde funciona o controlador do Network Monitor. Nestas
placas na˜o sera´ poss´ıvel obter os resultados pretendidos e na˜o existe uma soluc¸a˜o
gene´rica para todas as placas. Seria necessa´rio uma ana´lise profunda para cada placa
de rede sem fios existente.
Na˜o ha´ duvida que esta e´ a soluc¸a˜o que permite abranger um maior nu´mero de
placas de redes sem fios, o que se traduz num maior nu´mero de sistemas e menor
nu´mero de desvantagens face a`s restric¸o˜es e requisitos impostos inicialmente para
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este projecto. Sendo assim, esta e´ a soluc¸a˜o escolhida e mais adequada para integrar




A soluc¸a˜o encontrada sera´ integrada na aplicac¸a˜o Epi. Neste cap´ıtulo e´ feito uma
pequena descric¸a˜o da aplicac¸a˜o Epi e da sua arquitectura de sistema. Depois sa˜o des-
critas as novas funcionalidades introduzidas e as modificac¸o˜es que foram efectuadas
na aplicac¸a˜o do Epi, no protocolo de comunicac¸o˜es e no servidor.
A aplicac¸a˜o Epi enquadra-se no contexto das Collaborative Sensing Networks. A
secc¸a˜o seguinte introduz este conceito.
4.1 Collaborative Sensing
O mo´dulo desenvolvido neste projecto foi integrado num outra aplicac¸a˜o ja´ exis-
tente destinada a dispositivos com interface WiFi. Esta aplicac¸a˜o armazena in-
formac¸a˜o do ambiente ra´dio que rodeia os utilizadores enquanto fornece funciona-
lidades de rede social baseada na difusa˜o epide´mica de mensagens entre utilizado-
res pro´ximos[9]. Os seus utilizadores colaboram na recolha e armazenamento de
informac¸a˜o sobre o comportamento das pessoas em ambientes urbanos e sobre as
caracter´ısticas que os rodeiam.
A informac¸a˜o do ambiente de ra´dio e´ recolhida atrave´s de um sensor presente no
dispositivo, o interface WiFi, que e´ usado para a recolha das redes WiFi presentes na
vizinhanc¸a desse dispositivo. O mo´dulo desenvolvido neste projecto tem a finalidade
de constituir um sensor adicional com a capacidade de recolher informac¸a˜o sobre as
estac¸o˜es WiFi que se encontram presentes na vizinhanc¸a.
A recolha e partilha de informac¸a˜o neste cena´rio de estudo e´ feita de forma livre
e espontaˆnea por parte dos utilizadores que colaboram e isto e´ a esseˆncia principal
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das redes conhecidas como Collaborative Sensing Networks ou Collaborative Sensor
Networks.
4.1.1 Collaborative sensing networks
A presenc¸a ub´ıqua de dispositivos mo´veis ou porta´teis com diferentes capacidades
trouxe aos dias de hoje um conjunto de desafios e tambe´m oportunidades no que diz
respeito a` disseminac¸a˜o e recuperac¸a˜o de informac¸a˜o em ambientes urbanos. Esses
dispositivos podem ser de uma vasta variedade que inclui telemo´veis, smartphones,
tablets, computadores porta´teis, caˆmaras de v´ıdeo ou fotogra´ficas, leitores de mu´sica,
ve´ıculos, etc.
Houve um progresso tremendo nas tecnologias de redes de sensores, sobretudo
para aplicac¸o˜es militares. Nos dias de hoje as necessidades civis para esse tipos de re-
des esta´ a crescer, assim como as suas aplicac¸o˜es. Por exemplo, muitas cidades esta˜o
a considerar a distribuic¸a˜o de sensores para monitorizac¸a˜o do ambiente (tempera-
tura, humidade, qualidade do ar, etc.). No entanto, uma abordagem dessas requer
que um grande nu´mero de sensores fixos estejam colocados em posic¸o˜es geogra´ficas
seleccionadas. Seria necessa´rio um grande nu´mero de dispositivos para cobrir uma
grande a´rea, assim como uma infra-estrutura de rede complexa para ligar todos os
sensores fixos aos centros de processamento de dados[44].
Um operador de redes mo´veis pode tambe´m querer recolher informac¸o˜es relativas
a` qualidade da sua cobertura de ra´dio e dos servic¸os. O que normalmente faz e´ enviar
te´cnicos para determinadas a´reas de interesse geogra´fico e efectuar medic¸o˜es, o que
e´ uma soluc¸a˜o cara e pouco eficaz. Os dispositivos mo´veis hoje em dia conteˆm uma
infinidade de sensores (caˆmaras, acelero´metros, GPS, interfaces WiFi, Bluetooth,
GSM, etc.) que ao serem usados de modo colaborativo podem efectuar tarefas de
sensing. Os telemo´veis podiam recolher periodicamente informac¸a˜o acerca da quali-
dade de cobertura ra´dio da rede de um operador, uma vez que estes sa˜o um poderoso
sensor para obter informac¸a˜o acerca da rede sem a implementac¸a˜o de novo hardware
ou software. O operador depois recolhia essa informac¸a˜o que era partilhada pelos
telemo´veis que colaboraram para a monitorizac¸a˜o da qualidade da rede.
As aplicac¸o˜es deste tipo de redes podem ser imensas, medic¸o˜es de temperatura,
poluic¸a˜o do ar ou sonora, prevenc¸a˜o de acidentes, alertas relacionados com pessoas,
tra´fego automo´vel, etc. Sa˜o mu´ltiplas varia´veis que podem ser medidas a toda a hora
atrave´s dos bilio˜es de dispositivos de comunicac¸a˜o que as pessoas possuem e que sa˜o
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usados em ambiente pessoal, social e urbano.
Estas redes na˜o se limitam a determinado espac¸o ou a´rea como as normais redes
de sensores. A mobilidade do sensing esta´ associada a` mobilidade dos utilizadores
com os seus dispositivos durante as actividades dia´rias. Isto permite obter informac¸a˜o
u´til acerca dos utilizadores e do ambiente que os rodeia. A recolha dessa informac¸a˜o
abre portas a va´rios cena´rios de estudo pessoal, social e urbano.
As redes WiFi e mo´veis possuem um papel importante uma vez que fornecem a
mobilidade dos “sensores”, podendo cobrir diferentes a´reas geogra´ficas em instantes
de tempo diferentes. Assim e´ efectuada a monitorizac¸a˜o de uma a´rea maior do que
nas normais redes de sensores.
4.1.2 Arquitectura do sistema
Numa Collaborative Sensing Network geralmente podemos identificar um conjunto
de componentes que va˜o realizar determinadas tarefas:
Sensor Mo´vel - e´ um dispositivo mo´vel com capacidade para suportar tarefas de
sensing para uma aplicac¸a˜o espec´ıfica. Estes dispositivos conteˆm um conjunto
de sensores como receptores GPS, interfaces WiFi, microfones, caˆmaras, ace-
leroˆmetros e mo´dulos auxiliares ligados nos interfaces dispon´ıveis (como Blu-
etooth). Estes dispositivos sa˜o questionados para efectuar determinada tarefa
de sensing e depois enviar os dados recolhidos para o Sistema Central. O envio
da informac¸a˜o recolhida pode ser feito imediatamente se o dispositivo tiver co-
nectividade atrave´s de uma rede WiFi ou mo´vel, ou ser atrasado. Neste caso
vai armazenar a informac¸a˜o ate´ ter conectividade com o Sistema Central.
Infra-estrutura - para que seja poss´ıvel questionar os dispositivos para realizar de-
terminada tarefa de sensing e depois recolher os dados resultantes dessa tarefa,
e´ necessa´ria uma infra-estrutura de rede. Essa infra-estrutura de rede e´ nor-
malmente uma rede WiFi ou mo´vel ja´ existente. Hoje em dia em qualquer
ambiente urbano existe cobertura de uma rede WiFi e mo´vel. As redes WiFi
ainda sa˜o as prefer´ıveis uma vez que geralmente sa˜o gra´tis, no entanto esta´ a
tornar-se normal a conectividade permanente a` Internet em muitos dispositivos
mo´veis usando a rede mo´vel celular.
Sistema Central - o Sistema Central e´ normalmente um computador ou conjunto
de computadores com um enderec¸o permanente e com poder de processamento,
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largura de banda e armazenamento suficiente para a tarefa que vai realizar. Este
vai recolher a informac¸a˜o que e´ enviada pelos sensores mo´veis e, recorrendo a
um algoritmo de ana´lise de dados espec´ıfico ao estudo que se pretende efectuar,
formular os resultados. O Sistema Central pode tambe´m realizar um conjunto
de tarefas administrativas como o registo dos sensores mo´veis, validac¸a˜o dos
dados submetidos das tarefas de sensing, construc¸a˜o de directorias de tarefas
de sensing va´lidas para questionar os sensores mo´veis, criac¸a˜o de relato´rios dos
sensores mo´veis e disponibilizac¸a˜o de dados para aplicac¸o˜es.
Relato´rios dos resultados - os relato´rios com os resultados obtidos apo´s o proces-
samento da informac¸a˜o podem ser apresentados e partilhados com os utilizado-
res do sistema atrave´s de aplicac¸o˜es. Se o modelo for participativo os resultados
devem ser apresentados tambe´m aos sensores mo´veis, uma vez que as pessoas
que utilizam os sensores mo´veis tambe´m teˆm interesse nos resultados.
A colaborac¸a˜o dos sensores mo´veis na recolha de dados nestes sistemas pode ser
efectuada de forma participativa ou oportun´ıstica [45][46].
Colaborac¸a˜o partitipativa - a recolha de dados requer que o portador do disposi-
tivo de forma consciente e expl´ıcita escolha quais as tarefas de sensing a realizar
pelo sistema, decidindo qual a informac¸a˜o que ira´ ser partilhada. O portador
nestes sistemas tambe´m tem interesse na informac¸a˜o, logo, e´ preciso focar no
desenvolvimento de ferramentas que permitam partilhar, publicar, procurar,
interpretar e verificar as informac¸o˜es recolhidas. Nestes casos a informac¸a˜o ob-
tida e´ mais ampla e objectiva e requer o desenvolvimento de uma aplicac¸a˜o
mais complexa e apelativa, de forma a cativar a comunidade a` sua utilizac¸a˜o,
ou mesmo de dispositivos adaptados para o sistema em espec´ıfico. Este modelo
deve ser usado quando existe um conjunto de participantes interessados nos
resultados a serem formulados pelo sistema.
Colaborac¸a˜o oportun´ıstica - a recolha de dados e´ feita sem interacc¸a˜o do porta-
dor do dispositivo, este pode ou na˜o estar consciente de como e quando o seu
dispositivo se encontra a recolher informac¸a˜o. O portador na˜o alterna o estado
do seu dispositivo para satisfazer as necessidades das tarefas de sensing. Nestes
casos, de forma a manter a transpareˆncia, a tarefa a realizar na˜o deve causar um
impacto na experieˆncia de utilizac¸a˜o no dispositivo do portador. O principal
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desafio na recolha oportun´ıstica e´ determinar quando o estado do dispositivo
tem os requisitos necessa´rios para efectuar a recolha de informac¸a˜o, podendo
mesmo a recolha na˜o ser efectuada. As aplicac¸o˜es na˜o necessitam de ser ta˜o
complexas e apelativas, em alguns casos na˜o sa˜o mesmo necessa´rias, o que pode
resultar num nu´mero maior de sensores com menos informac¸a˜o u´til ou mesmo
insuficiente. Este modelo deve ser usado quando a recolha e´ feita de forma
automa´tica sem a necessidade de intervenc¸a˜o directa dos participantes.
Os movimentos dos dispositivos mo´veis podem ser feitos de forma controlada ou na˜o,
para realizar uma tarefa de recolha. Nestes sistemas o movimento de um dispositivo
pode ser classificado de duas formas[44]:
Controlado - os movimentos dos dispositivos e´ controlado de forma a realizar uma
tarefa de sensing. Por exemplo, autocarros, avio˜es, balo˜es de ar quente que
viajam por percursos fixos ou controlados.
Na˜o controlado - os movimentos destes dispositivos e´ aleato´rio e na˜o controla´vel
de forma a realizar uma tarefa de sensing. Por exemplo, ta´xis, carros pol´ıcia,
pessoas que se movem aleatoriamente numa a´rea. O uso de dispositivos na˜o
controlados teˆm algumas vantagens. Um nu´mero grande destes dispositivos
em ta´xis, por exemplo, normalmente esta˜o dispon´ıveis em locais de interesse
numa cidade. Podiam carregar sensores para ajudar na monitorizac¸a˜o de uma
a´rea, podendo reduzir significativamente ou mesmo eliminar a necessidade de
enviar ve´ıculos e pessoas dedicadas para realizar a mesma tarefa. Desta forma,
usar ve´ıculos na˜o controlados com sensores pode ajudar a reduzir o nu´mero de
sensores necessa´rios para a cobertura de determinada a´rea, relativamente ao
uso de sensores fixos.
Num sistema com sensores controlados e na˜o controlados podem coexistir tambe´m
sensores fixos. Um sensor mo´vel pode ser usado para a monitorizac¸a˜o de uma a´rea
frequentada pelos portadores desses dispositivos. Sensores fixos podem ser colocados
em locais pouco frequentados e de dif´ıcil acesso. Os sensores controlados podem
depois seguir uma situac¸a˜o anormal detectada por um sensor na˜o controlado.
4.1.3 Privacidade e Seguranc¸a
No desenvolvimento destes tipos de redes, principalmente em ambientes urbanos,
sa˜o enfrentados desafios relacionados com a privacidade e seguranc¸a. Alguns desses
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problemas esta˜o muito relacionados com os problemas de seguranc¸a existentes nas
pro´prias redes mo´veis hoje em dia.
Existem investigac¸o˜es realizadas que se focam na privacidade dos portadores hu-
manos dos dispositivos mo´veis[47], explorac¸a˜o de mecanismos de protecc¸a˜o de priva-
cidade atrave´s do anonimato e agregac¸a˜o dos dados recolhidos[45].
A protecc¸a˜o da privacidade dos dados recolhidos e´ de vital importaˆncia porque
existem dados sens´ıveis contidos na localizac¸a˜o, gravac¸o˜es a´udio e v´ıdeo, fotografias,
sinais WiFi, Bluetooth e em muitos mais dados recolhidos em tarefas de sensing.
A privacidade de espectadores terceiros tambe´m deve ser considerada, uma vez que
informac¸a˜o sens´ıvel relacionada com os mesmos pode ser gravada por uma aplicac¸a˜o
de sensing activa na a´rea, desta forma violando os seus direitos de privacidade. O
sensing sem notificac¸a˜o na˜o e´ muito diferente da gravac¸a˜o de uma pessoa sem o seu
consentimento.
Adicionar transpareˆncia aos sistemas de sensing urbano pode permitir a`s pessoas
exclu´ırem-se dessas recolhas de informac¸a˜o, ao evitar a´reas onde estas actividades
estejam a decorrer. No Google Street View, por exemplo, foi criado um sistema de
notificac¸a˜o que consiste em publicar o percurso dos seus carros. Outra abordagem foi
o anonimato ao desfocar a cara de espectadores, no entanto, este na˜o e´ completamente
eficaz.
Essas questo˜es de privacidade sa˜o importantes a ter em conta no desenvolvimento
de um sistema de sensing urbano de forma a que a aceitac¸a˜o social destes sistemas
seja extensa.
A seguranc¸a tambe´m e´ importante nas recolhas de informac¸a˜o de um dispositivo
mo´vel. As recolhas sa˜o feitas nos dispositivos mo´veis das pessoas, que sa˜o alvos
geralmente mais “fa´ceis” e “apetec´ıveis” por parte de algue´m mal intencionado que
pretenda capturar e adulterar a informac¸a˜o recolhida. Desta forma, o uso de redes
e encaminhamento seguro poderia suavizar o problema, mas o melhor mesmo nestas
redes e´ arranjar maneira de garantir a integridade da informac¸a˜o recebida.
4.1.4 Projectos relacionados
Foi realizada uma pesquisa por diversos projectos relacionados com Collaborative
Sensing e redes 802.11. Actualmente estes projectos sa˜o desenvolvidos maioritaria-
mente em ambientes acade´micos e muitos envolvem a utilizac¸a˜o de redes 802.11 como
infra-estrutura e como fonte de informac¸o˜es diversas.
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No Brasil, na Universidade Federal do Rio de Janeiro, existe um projecto que
explora as infra-estruturas de rede 802.11 ja´ existentes para a monitorizac¸a˜o do traˆnsi-
to[48]. Os ve´ıculos fazem a recolha da informac¸a˜o dos Beacons recebidos dos APs
que ja´ existiam ao longo de uma avenida, por exemplo. A informac¸a˜o e´ enviada para
um Sistema Central que vai efectuar o processamento dos dados, disponibilizando
depois informac¸a˜o que seja u´til para os condutores, como a localizac¸a˜o do ve´ıculo,
direcc¸a˜o, velocidade, condic¸o˜es de traˆnsito baseado no tempo que os ve´ıculos demoram
a percorrer uma distaˆncia.
Aqui os ve´ıculos sa˜o os sensores mo´veis que recolhem toda a informac¸a˜o funda-
mental e que depois a enviam para ser processada. Os utilizadores sa˜o participativos
e necessitam de um interface 802.11 e da aplicac¸a˜o desenvolvida que vai usufruir
desses servic¸os.
Um outro projecto ideˆntico e´ o CarTel[49] desenvolvido pelo MIT. Este permite
recolher informac¸a˜o de sensores localizados em dispositivos mo´veis, como carros, e
depois processar, distribuir e visualizar os dados. Cada carro conte´m um dispositivo
semelhante a um pequeno computador com um conjunto de sensores. O objectivo
e´ obter informac¸a˜o acerca do traˆnsito de forma a permitir definir rotas alternativas
no caso de serem detectados problemas. O processamento da informac¸a˜o recolhida e´
efectuado localmente antes de ser enviado, utilizando uma rede 802.11, para o Sistema
Central onde sa˜o guardados para mais tarde serem analisados e visualizados.
Existe um grande nu´mero de projectos que usam este tipo de redes em ve´ıculos.
Um projecto um bocado diferente e´ o Wifi-Reports[50].
Neste projecto, os participantes que se ligam a hotspots comerciais recolhem al-
gumas informac¸o˜es sobre os mesmos, como medic¸o˜es de performance e suporte de
aplicac¸o˜es. Com essas informac¸o˜es sa˜o constru´ıdos relato´rios que sa˜o enviados para
um Sistema Central que vai processar, armazenar e disponibilizar os dados. A visua-
lizac¸a˜o dos resultados e´ a informac¸a˜o histo´rica da performance e suporte de aplicac¸o˜es
dos APs, que ira´ permitir aos clientes de um hotspot comercial a escolha do melhor
AP antes de efectuar a compra do acesso. No desenvolvimento do projecto foi tido
em conta a privacidade dos relato´rios enviados ao Sistema Central e a seguranc¸a,




O Epi e´ uma aplicac¸a˜o que se encontra actualmente em desenvolvimento no seio
do grupo Ubicomp da Universidade do Minho, no aˆmbito do projecto SUM (Sensing
and Understanding human Motion dynamics).
Esta aplicac¸a˜o proporciona aos utilizadores de redes WiFi a troca de mensagens de
texto entre utilizadores que se encontrem pro´ximos, mesmo sem conexa˜o a` Internet.
As mensagens trocadas num determinado local sa˜o armazenadas e novamente
difundidas noutros locais para onde o Epi se desloque, criando assim uma espe´cie
de difusa˜o epide´mica das mesmas. A Figura 4.1, retirada de [9], pretende ilustrar a
arquitectura e o princ´ıpio de funcionamento da aplicac¸a˜o Epi.
Figura 4.1: Arquitectura de sistema do Epi.
A aplicac¸a˜o na˜o permite enviar mensagens a um utilizador em espec´ıfico, dado
que o envio e´ feito em broadcast na rede IP onde o utilizador se encontra ligado. No
processo de troca de mensagens, um utilizador e´ considerado na vizinhanc¸a de outro
se obedecer a uma condic¸a˜o estabelecida por uma func¸a˜o de proximidade.
Esta func¸a˜o e´ uma operac¸a˜o matema´tica efectuada sobre duas assinaturas1 de
ra´dio: a assinatura de ra´dio anexada a` mensagem na origem e uma outra assinatura
de ra´dio recolhida no instante de recepc¸a˜o da mensagem. A assinatura de ra´dio e´ a
lista dos APs WiFi que se encontram na vizinhanc¸a quando e´ efectuada a recolha.
1Uma assinatura e´ o conjunto de informac¸o˜es que e´ recolhido do ambiente de ra´dio, num deter-
minado instante ou intervalo de tempo. Por exemplo, uma assinatura de estac¸o˜es WiFi pode conter
va´rias amostras.
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Os utilizadores podem fazer uso das funcionalidades da aplicac¸a˜o quando se en-
contram ligados a uma rede WiFi. O tipo de rede WiFi que o utilizador usa e´
indiferente, podendo estar ligado a uma rede em modo ad-hoc (que pode ser criada
pelo pro´prio) ou a uma rede em modo infra-estrutura (normalmente a um AP). Em
qualquer um dos casos o utilizador na˜o necessita de ter acesso a` Internet.
Quando recebe ou envia uma mensagem, realiza a recolha de uma assinatura de
ra´dio que e´ armazenada. Mais tarde, quando a aplicac¸a˜o se encontra na presenc¸a
de uma ligac¸a˜o a` Internet, a informac¸a˜o do ambiente de ra´dio armazenada e´ enviada
para um servidor.
Relativamente a` questa˜o da privacidade da informac¸a˜o armazenada e enviada para
o servidor, na˜o sa˜o recolhidos dados relativos ao conteu´do das mensagens de texto
trocadas entre utilizadores. Nem mesmo o nome de utilizador de quem envia uma
mensagem e´ armazenado, no entanto, e´ recolhido um valor, recorrendo a um func¸a˜o
de Hash, determinado pelo texto da mensagem. Este valor e´ usado para detectar a
difusa˜o sucessiva da mesma mensagem (efeito epidemia).
A restante informac¸a˜o enviada juntamente com a assinatura de ra´dio e´ a in-
formac¸a˜o temporal e o enderec¸o f´ısico da placa de rede onde e´ efectuada a recolha
da assinatura de ra´dio. Este e´ o u´nico dado armazenado que pode ser associado ao
utilizador.
4.3 Novas funcionalidades
O objectivo desta dissertac¸a˜o, no que concerne a` aplicac¸a˜o, e´ a inclusa˜o de um novo
mo´dulo que realize uma recolha (apenas perio´dica) de um novo tipo de assinatura
de ra´dio. No aˆmbito desta dissertac¸a˜o, o novo mo´dulo a incluir e´ um que realize a
recolha de informac¸a˜o relativa a`s estac¸o˜es WiFi que se encontrem na vizinhanc¸a. A
este novo mo´dulo e´ dado destaque na pro´xima secc¸a˜o.
A par deste mo´dulo foi tambe´m desenvolvido um outro mo´dulo, no aˆmbito de
outra dissertac¸a˜o, que realiza a recolha dos dispositivos Bluetooth.
As informac¸o˜es recolhidas por estes dois mo´dulos, em conjunto com o mo´dulo ja´
existente (mo´dulo de recolha de informac¸a˜o dos APs vizinhos), sa˜o periodicamente
submetidas para um servidor onde sa˜o armazenadas numa base de dados para depois
serem consultadas e analisadas.
Os detalhes da arquitectura original da aplicac¸a˜o Epi, da func¸a˜o de proximidade
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e do mo´dulo de recolha da informac¸a˜o dos APs na vizinhanc¸a, encontram-se no do-
cumento de dissertac¸a˜o Difusa˜o Epide´mica de Mensagens em Hotspots WiFi [9]. Os
detalhes do mo´dulo que realiza a recolha de informac¸o˜es relativas aos dispositivos
Bluetooth, encontram-se no documento de dissertac¸a˜o Avaliac¸a˜o da Tecnologia Blu-
etooth como Sensor da Mobilidade Urbana[51].
Com a inclusa˜o destes novos mo´dulos na aplicac¸a˜o foi necessa´rio realizar algumas
alterac¸o˜es no co´digo da mesma e consequentemente no protocolo de comunicac¸a˜o com
o servidor, de forma a suportar os novos tipos de assinaturas de ra´dio.
No servidor foram tambe´m necessa´rias alterac¸o˜es para suportar as modificac¸o˜es
introduzidas pelo novo protocolo e consequentemente na base de dados, para arma-
zenar os dados referentes aos novos tipos de assinaturas de ra´dio recolhidas.
Uma vez que foram realizadas todas estas alterac¸o˜es na aplicac¸a˜o, achou-se que
seria interessante desenvolver uma nova interface gra´fica. Apesar de se inclu´ırem
novos mo´dulos de recolha de informac¸a˜o (neste caso os mo´dulos de recolha Bluetooth
e estac¸o˜es WiFi), estes sa˜o transparentes do ponto de vista do utilizador. Com
a nova interface gra´fica, pretende-se oferecer uma melhor user experience e desta
forma cativar mais utilizadores a instalar e usar a aplicac¸a˜o. O novo interface gra´fico
foi desenvolvido no aˆmbito de outra dissertac¸a˜o de mestrado. A janela principal da
nova interface gra´fica esta´ ilustrada na Figura 4.2.
Figura 4.2: Novo ambiente gra´fico do Epi.
Tambe´m se achou interessante adicionar uma nova funcionalidade que permita a
um utilizador saber a lista de utilizadores com os quais interagiu mais vezes. Essa
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lista e´ armazenada na estrutura de armazenamento de “vizinhos” (EAV).
Para suportar esta nova funcionalidade foi necessa´rio adicionar um novo campo
a`s mensagens do protocolo usado na comunicac¸a˜o entre clientes. Este novo campo e´
o enderec¸o MAC da placa de rede dos utilizadores, pois so´ assim e´ poss´ıvel identificar
com que utilizadores interagiu cada utilizador.
Depois das alterac¸o˜es efectuadas ao projecto Epi, a aplicac¸a˜o apresenta a es-
trutura representada pelo diagrama de blocos da Figura 4.3, em que as alterac¸o˜es
efectuadas esta˜o assinaladas a negrito. Pode-se observar que a aplicac¸a˜o continua
a ser controlada, tendo como “pivoˆ”, o Gestor principal. Este bloco e´ o responsa´vel
por fazer a ligac¸a˜o entre os diferentes interfaces da aplicac¸a˜o, o interface do utiliza-
dor, o interface de rede (WiFi) e ainda o novo interface Bluetooth. Este u´ltimo foi
o interface onde foi realizada a inclusa˜o do novo mo´dulo de recolha de assinaturas
de ra´dio Bluetooth. O mo´dulo de recolha de assinaturas de ra´dio de estac¸o˜es WiFi
foi inclu´ıdo no interface de rede, uma vez que usa o mesmo interface WiFi que os
restantes.
Figura 4.3: Diagrama de blocos da aplicac¸a˜o Epi.
Ao iniciar a aplicac¸a˜o, o Gestor principal e´ responsa´vel por iniciar um conjunto
de objectos, a thread que vai receber as comunicac¸o˜es de outros clientes e ainda treˆs
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temporizadores. Os temporizadores sa˜o responsa´veis por periodicamente chamar as
func¸o˜es de difusa˜o das mensagens armazenadas, de comunicac¸a˜o com o servidor e de
recolha de assinaturas de ra´dio dos APs na vizinhanc¸a.
De forma a chamar os novos mo´dulos foram adicionados dois novos temporiza-
dores no in´ıcio de execuc¸a˜o da aplicac¸a˜o que periodicamente chamam uma func¸a˜o
responsa´vel pela recolha das novas assinaturas de ra´dio. A informac¸a˜o das recolhas
e´ depois armazenada na estrutura de assinaturas (EAA).
O per´ıodo de tempo predefinido para cada temporizador esta´ representado na Ta-
bela 4.1, no entanto, estes podem ser alterados numa das operac¸o˜es que acontecerem
entre cliente e servidor. Sempre que um cliente comunica com o servidor efectua
treˆs operac¸o˜es distintas. Primeiro, verifica se existe uma nova versa˜o da aplicac¸a˜o
dispon´ıvel. Segundo, verifica os paraˆmetros de configurac¸a˜o. Por fim, verifica se tem
assinaturas de ra´dio armazenadas, que em caso positivo sa˜o imediatamente enviadas
uma a uma para o servidor. As treˆs operac¸o˜es sa˜o efectuadas pela ordem respectiva
sempre que e´ aberta uma ligac¸a˜o ao servidor, se alguma delas falha, as seguintes ja´
na˜o acontecem. A comunicac¸a˜o com o servidor e´ realizada periodicamente ou quando





Mo´dulo AP 8 1800
Mo´dulo Sta WiFi 15 1800
Mo´dulo Bluetooth 10 1800
Comunicac¸a˜o Servidor 5 3600
Difusa˜o Mensagens 900 900
Tabela 4.1: Valores de tempo predefinidos nos temporizadores.
A operac¸a˜o do cliente contactar o servidor para verificar os paraˆmetros de confi-
gurac¸a˜o impostos pelo servidor e´ tambe´m uma nova funcionalidade adicionada. Esta
tambe´m e´ transparente para o utilizador. Os paraˆmetros de configurac¸a˜o incluem o
per´ıodo de tempo dos temporizadores, a activac¸a˜o e desactivac¸a˜o dos novos mo´dulos
e o valor de configurac¸a˜o da func¸a˜o de proximidade. Para a func¸a˜o de proximidade,
os valores predefinidos manteˆm-se a 20[9] e os novos mo´dulos sa˜o activados.
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4.4 Servidor
O servidor do Epi e´ um Servlet1 a correr num servidor Apache Tomcat que recebe
pedidos HTTP POST dos clientes para efectuar operac¸o˜es espec´ıficas. O servidor
identifica a interacc¸a˜o que o cliente quer efectuar atrave´s do valor do campo de
func¸a˜o (“f”) no corpo do pedido POST.
De forma a suportar a recepc¸a˜o de novas assinaturas e a verificac¸a˜o dos paraˆmetros
de configurac¸a˜o, foram adicionadas treˆs novas func¸o˜es ao servidor a`s duas func¸o˜es “f1”
e “f2” que ja´ existiam[9]. As func¸o˜es “f3” e “f4” para a recepc¸a˜o de assinaturas de
ra´dio Bluetooth e assinaturas de ra´dio das estac¸o˜es WiFi, respectivamente. A func¸a˜o
“f5” para efectuar a verificac¸a˜o dos paraˆmetros de configurac¸a˜o.
Os pedidos HTTP POST para cada uma das novas func¸o˜es e´ processado da se-
guinte forma:
Func¸a˜o f3
O corpo POST neste pedido enviado ao servidor devera´ incluir os campos:
f - identifica a func¸a˜o que se pretende invocar, que neste caso e´ “f3”.
ats - instante de tempo no cliente em que o pedido HTTP POST e´ criado,
o formato e´ do tipo “yyyy:MM:dd:HH:mm:ss;±xx : zz”, em que “yyyy”
representa o ano, “MM” representa o meˆs, “dd” representa o dia, “mm”
representa os minutos, “ss” representa os segundos e “±xx : zz” representa
o desfasamento hora´rio existente em va´rias zonas do mundo.
sgt - identifica o tipo de assinatura de ra´dio a que se refere o pedido, “1” para
a assinatura de ra´dio dos APs, “2” para a assinatura de ra´dio Bluetooth
e “3” para a assinatura de ra´dio das estac¸o˜es WiFi.
sts - instante de tempo em que a assinatura ra´dio foi recolhida, o formato e´ do
tipo “yyyy:MM:dd:HH:mm:ss”, em que “yyyy” representa o ano, “MM”
representa o meˆs, “dd” representa o dia, “mm” representa os minutos, “ss”
representa os segundos.
clm - enderec¸o MAC da ma´quina de onde a mensagem foi enviada, o formato
e´ “XX:XX:XX:XX:XX:XX”, onde “XX” representa um byte em formato
hexadecimal (00 a FF).




has - transporta o Hash da mensagem enviada ou recebida. E´ representado
por uma string com 32 caracteres hexadecimais. No caso do pedido na˜o
se referir a uma mensagem este campo deve conter a string “nomsgnomsg-
nomsgnomsgnomsgnomsgno”.
mts - instante de tempo em que a mensagem foi criada, o formato e´ do tipo
“yyyy:MM:dd:HH:mm:ss;±xx : zz”, em que “yyyy” representa o ano,
“MM” representa o meˆs, “dd” representa o dia, “mm” representa os minu-
tos, “ss” representa os segundos e “±xx : zz” representa o desfasamento
hora´rio existente em va´rias zonas do mundo.
mac - lista com os dispositivos Bluetooth. Este campo sera´ representado
por uma string com a lista de enderec¸os MAC, separados pelo caracter
“;”. Cada enderec¸o MAC deve ser transmitido na forma “XX:XX:XX:
XX:XX:XX”, onde “XX” representa um byte em formato hexadecimal (00
a FF).
dev - lista com o nome dos dispositivos Bluetooth, separados pelo caracter “;”.
tds - lista com o instante de tempo de descoberta de cada dispositivo, sepa-
rados pelo caracter “;”. O formato de cada instante de tempo e´ do tipo
“yyyy:MM:dd:HH:mm:ss”, em que “yyyy” representa o ano, “MM” repre-
senta o meˆs, “dd” representa o dia, “mm” representa os minutos e “ss”
representa os segundos.
cls - lista com o nome das classes dos dispositivos, separados pelo caracter “;”.
srv - lista com o nome dos servic¸os disponibilizados por cada dispositivo, se-
parados pelo caracter “;”. Para cada dispositivo os servic¸os encontram-se
separados pelo caracter “,”.
rsi - lista com os valores de RSSI (Received Signal Strength Indicator) de cada
dispositivo, separados pelo caracter “;”. Este campo sera´ representado
por uma string, onde caso o seu valor seja igual a “Null” indica que esse
dispositivo foi o que realizou o scan dos restantes.
A este pedido o servidor deve responder com uma das seguintes mensagens:
001;record id - significa que o pedido foi aceite e que os respectivos dados
foram armazenados na base de dados com o nu´mero do registo representado
por record id.
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100;description - significa que o pedido na˜o foi aceite devido a algum erro
interno do servidor, o erro e´ descrito por description.
101 - significa que o pedido na˜o respeita o formato definido e que por isso os
dados na˜o foram armazenados na base de dados.
102;description - significa que o pedido respeita o formato definido mas que
na˜o foi poss´ıvel armazenar estes dados na base de dados, sendo o erro
descrito por description.
Func¸a˜o f4
f - identifica a func¸a˜o que se pretende invocar, que neste caso e´ “f4”.
ats, sgt, sts, clm, has e mts - estes campos nesta func¸a˜o sa˜o comuns aos
campos da func¸a˜o “f3” descrita acima.
ngm - lista com as estac¸o˜es WiFi detectadas. Este campo sera´ representado
por uma string com a lista de enderec¸os MAC, separados pelo caracter
“;”. Cada enderec¸o MAC deve ser transmitido na forma “XX:XX:XX:XX:
XX:XX”, onde “XX” representa um byte em formato hexadecimal (00 a
FF).
Para este pedido o servidor deve responder com mensagens que sa˜o iguais a`s
da func¸a˜o “f3”.
Func¸a˜o f5
O corpo POST neste pedido enviado ao servidor inclui apenas o campo de
func¸a˜o “f” com o valor “f5”. A este pedido, o servidor devera´ responder um con-
junto de paraˆmetros separados por “#”, em que cada paraˆmetro e´ constitu´ıdo
pelo seu nome e valor, como ilustra a Figura 4.4. Os nomes dos paraˆmetros
introduzidos nesta versa˜o reconhecidos pelo cliente sa˜o os seguintes:
simthreshold - Valor da me´trica associado a` func¸a˜o de proximidade.
mod wifista - Activac¸a˜o/Desactivac¸a˜o do mo´dulo de recolha de assinaturas de
ra´dio de estac¸o˜es WiFi, “enable” para activar e “disable” para desactivar.
mod bt - Activac¸a˜o/Desactivac¸a˜o do mo´dulo de recolha de assinaturas de ra´dio
Bluetooth, “enable” para activar e “disable” para desactivar.
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int commsrv - Valor em segundos para o temporizador que chama a func¸a˜o
para comunicac¸a˜o com o servidor.
intscan wifista - Valor em segundos para o temporizador que chama a func¸a˜o
de recolha de assinaturas de ra´dio de estac¸o˜es WiFi.
intscan bt - Valor em segundos para o temporizador que chama a func¸a˜o de
recolha de assinaturas de ra´dio Bluetooth.
intscan wifiaps - Valor em segundos para o temporizador que chama a func¸a˜o
de recolha de assinaturas de ra´dio das redes WiFi.
Figura 4.4: Resposta a` func¸a˜o “f5”.
Quando o cliente consegue estabelecer comunicac¸a˜o com o servidor, nas operac¸o˜es de
verificac¸a˜o da versa˜o da aplicac¸a˜o e dos paraˆmetros de configurac¸a˜o, o servidor faz
consultas a` base de dados onde e´ guardada essa informac¸a˜o. Na operac¸a˜o em que o
cliente envia uma a uma as assinaturas de ra´dio que esta˜o armazenadas na EAA, o
servidor recebe a informac¸a˜o de cada assinatura, verifica-a e depois armazena-a na
base de dados.
A base de dados tambe´m sofreu alterac¸o˜es para suportar o armazenamento das
novas assinaturas e paraˆmetros de configurac¸a˜o. O modelo da base de dados encontra-
se ilustrado na Figura 4.5.
Como se pode ver na figura, a base de dados e´ composta por um conjunto de seis
tabelas. A tabela clientversions armazena informac¸a˜o relativa a´ versa˜o da aplicac¸a˜o
do cliente que os utilizadores usam. Ja´ a tabela epiconfig armazena informac¸a˜o rela-
tiva aos paraˆmetros de configurac¸a˜o da aplicac¸a˜o de cliente. Esta foi constru´ıda de
forma a manter um histo´rico das configurac¸o˜es introduzidas pelo administrador do
lado do servidor. As tabelas btsignatires, wifistasignatures e wifiapsignatures arma-
zenam as assinaturas de ra´dio que foram recolhidas pelos treˆs mo´dulos na aplicac¸a˜o
cliente.
Por fim, messages e´ a tabela que guarda as informac¸o˜es relativas a`s mensagens
trocadas pelos utilizadores, que servem como suporte para o envio das informac¸o˜es
de recolha das assinaturas de ra´dio. Nesta tabela existem dois campos importantes:
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Figura 4.5: Tabelas e relacionamento na base de dados do servidor.
o idMessage e o has. O primeiro campo, para ale´m de chave prima´ria nos regis-
tos desta tabela, serve para referenciar nas tabelas btsignatures, wifistasignatures e
wifiapsignatures qual a mensagem que enviou a respectiva assinatura. O campo has
conte´m o hash do texto da mensagem que originou a recolha da assinatura de ra´dio. O
conteu´do do campo tambe´m permite identificar se a assinatura de ra´dio e´ proveniente
de uma mensagem ou de uma recolha perio´dica.
4.5 Protocolos de comunicac¸a˜o
Nas mensagens enviadas entre clientes, o enderec¸o de destino dos pacotes e´ o
enderec¸o de broadcast e o protocolo de transporte usado e´ o UDP. Na Figura 4.6 esta´
representado o formato de mensagem enviada ao n´ıvel de aplicac¸a˜o.
O campo Sender MAC conte´m o enderec¸o MAC da placa de rede do utilizador




Figura 4.6: Mensagens enviadas entre clientes Epi.
A troca de mensagens entre cliente e servidor e´ diferente, o protocolo usado no
n´ıvel de transporte e´ o TCP. No n´ıvel de aplicac¸a˜o, como se trata de um servidor
web sa˜o usados pedidos HTTP POST. A Listagem 4.1 mostra o exemplo do envio de
uma assinatura de ra´dio de estac¸o˜es WiFi, do cliente ao servidor.
1 C l i en t e −> Serv idor :
2 POST / ep iSe rve r2 / epiS HTTP/1 .1
3 Content−Type : a p p l i c a t i o n /x−www−form−ur lencoded
4 Host : ep i . d s i . uminho . pt :8080
5 Content−Length : 389
6 Expect : 100−continue
7
8 Serv idor −> Cl i en t e :
9 HTTP/1 .1 100 Continue
10
11 C l i en t e −> Serv idor :
12 f=f4&










23 Serv idor −> Cl i en t e :
24 HTTP/1 .1 200 OK
25 Server : Apache−Coyote /1 .1
26 Content−Type : t ex t /html
27 Content−Length : 10
28 Date : Thu , 13 Oct 2011 17 : 42 : 25 GMT
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29 001;2684
Listagem 4.1: Envio de uma assinatura de ra´dio do cliente para o servidor.
A informac¸a˜o enviada pelo cliente ao servidor (linhas 12-21) na˜o tem uma ordenac¸a˜o
espec´ıfica. Trata-se apenas de uma colecc¸a˜o de informac¸a˜o com pares nome - valor.
A colecc¸a˜o de dados esperada pelo servidor varia consoante a func¸a˜o, como ja´ foi





Neste cap´ıtulo e´ descrita a especificac¸a˜o e desenvolvimento da soluc¸a˜o que foi
integrada na aplicac¸a˜o Epi como um mo´dulo de software.
Tambe´m e´ descrito como foi criado o pacote de instalac¸a˜o da aplicac¸a˜o Epi e a
integrac¸a˜o do Network Monitor nesse pacote.
5.1 Considerac¸o˜es na implementac¸a˜o da soluc¸a˜o
A soluc¸a˜o encontrada para a detecc¸a˜o de estac¸o˜es WiFi na vizinhanc¸a, descrita
na Secc¸a˜o 3.3, foi integrada como um mo´dulo de software na aplicac¸a˜o Epi com o
nome WifiRadar. Como base do mo´dulo foi usada a aplicac¸a˜o de testes descrita na
Secc¸a˜o 3.3.2.
Ao integrar o WifiRadar foi necessa´rio ter em conta alguns aspectos importantes
que na aplicac¸a˜o de teste na˜o foram considerados. Esses aspectos foram os seguintes:
• Tem que funcionar de forma que seja completamente transparente para o utili-
zador que usa a aplicac¸a˜o. O utilizador tambe´m na˜o teˆm, nem necessita de ter,
qualquer interacc¸a˜o com o WifiRadar.
• A escolha do interface de rede na aplicac¸a˜o de teste era efectuado pelo utiliza-
dor, no WifiRadar a escolha e´ automa´tica atrave´s da verificac¸a˜o de um conjunto
de condic¸o˜es.
• Efectuar a verificac¸a˜o do SO que o utilizador esta´ a usar, uma vez que esta
soluc¸a˜o apenas e´ va´lida para as verso˜es Vista, 7, 8 e Server 2008 do Windows. A
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aplicac¸a˜o Epi devera´ funcionar em SOs Windows mais antigos, logo o WifiRadar
foi desenhado com a capacidade de se desactivar quando o SO na˜o e´ suportado.
• A inicializac¸a˜o da API do Network Monitor so´ deve ser realizada uma vez
por cada vez que a aplicac¸a˜o e´ iniciada. Na documentac¸a˜o do Network Moni-
tor fazem essa recomendac¸a˜o sena˜o podem acontecer erros na˜o previstos. Na
aplicac¸a˜o de teste na˜o havia essa considerac¸a˜o, em cada procura a aplicac¸a˜o
era executada novamente. Na aplicac¸a˜o Epi pretende-se que a aplicac¸a˜o fique a
correr e as procuras sejam efectuadas em intervalos regulares sem a necessidade
de fechar e voltar a abrir a aplicac¸a˜o.
• A durac¸a˜o da procura por estac¸o˜es tambe´m deve ter um tempo fixo, na aplicac¸a˜o
de teste tambe´m era controlado pelo utilizador manualmente.
• A soluc¸a˜o necessita da lista de redes WiFi na vizinhanc¸a, o que na aplicac¸a˜o de
teste era realizado atrave´s da execuc¸a˜o do “netsh”. A aplicac¸a˜o Epi ja´ conte´m
um mo´dulo que faz a procura de redes WiFi na vizinhanc¸a e, para na˜o criar
redundaˆncia de func¸o˜es, o WifiRadar tem a capacidade de receber a lista de
redes WiFi no formato usado pelo mo´dulo que faz essa func¸a˜o.
• Os resultados obtidos numa procura, na aplicac¸a˜o de teste, sa˜o escritos em
HTML. No WifiRadar os resultados sa˜o retornados para a aplicac¸a˜o usando
uma string. O conteu´do da string e´ a lista de enderec¸os MAC detectados, que
e´ a u´nica informac¸a˜o necessa´ria.
• O WifiRadar pode ser activado e desactivado pelo servidor de forma remota, o
que e´ feito pelo Gestor Principal da aplicac¸a˜o Epi.
• O per´ıodo entre descobertas das estac¸o˜es WiFi na vizinhanc¸a e´ controlado
por um temporizador, que por sua vez e´ controlado pelo Gestor Principal da
aplicac¸a˜o Epi.
• Todas as sa´ıdas para a consola foram eliminadas ou redireccionadas para um
ficheiro de log. Com o log, pretendeu-se manter uma forma de observar a sa´ıda
em pontos importantes e desta forma conseguir dar suporte a problemas rela-
cionados com o WifiRadar.
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• Foi necessa´rio ter em conta verificac¸o˜es adicionais, dados de entrada e sa´ıda e
controlo de erros de forma a na˜o causar erros que fac¸am a aplicac¸a˜o Epi deixar
de responder.
• Optimizar de forma a consumir o mı´nimo de recursos dispon´ıveis.
O mo´dulo WifiRadar foi desenvolvido como uma biblioteca que pode ser integrada
em qualquer aplicac¸a˜o. Desta forma permanece como uma soluc¸a˜o separada, o que
traz algumas vantagens. Pode ser integrado na aplicac¸a˜o Epi e noutras aplicac¸o˜es,
no entanto, este foi desenvolvido tendo em conta a integrac¸a˜o na aplicac¸a˜o Epi e
algumas func¸o˜es foram adaptadas especificamente para este. Pode mais tarde, se
houver necessidade, ser actualizado de forma separada da aplicac¸a˜o.
5.2 Implementac¸a˜o do WifiRadar
A implementac¸a˜o da soluc¸a˜o resultou no mo´dulo WifiRadar e a sua arquitectura
encontra-se ilustrada na Figura 5.1.
O WifiRadar e´ constitu´ıdo pelo mo´dulo principal WifiMon, que e´ o “core” do
mo´dulo e por onde as interacc¸o˜es com o Gestor Principal do Epi (podia ser outra
aplicac¸a˜o) sa˜o efectuadas. Os mo´dulos AP, Station e Adaptor definem os atributos
e me´todos do tipo de objecto que representam. O mo´dulo NetmonAPI e´ o Wrapper
que faz a interacc¸a˜o com o Network Monitor.
O mo´dulo WifiMon pode ser divido em va´rios sub-mo´dulos em que cada um e´
responsa´vel por um conjunto de operac¸o˜es:
1. inicializac¸a˜o do WifiMon.
2. registo de eventos.
3. estado do WifiMon.
4. inicializac¸a˜o do Network Monitor.
5. recepc¸a˜o da assinatura do LeitorAssinaturas.
6. descoberta de estac¸o˜es e resultados.
7. ana´lise sinta´ctica das tramas e processamento dos enderec¸os.
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Na Figura 5.1 tambe´m esta˜o ilustradas as interacc¸o˜es que existem entre os me´todos
do WifiMon. Este ao ser inicializado tambe´m cria um conjunto de atributos que sa˜o
usados que na˜o esta˜o ilustrados na figura (por questo˜es de representac¸a˜o visual) e
sa˜o tambe´m importantes na interacc¸a˜o entre os me´todos.
Figura 5.1: Esquema geral do WifiRadar.
Cada um dos sub-mo´dulos e´ detalhado nesta secc¸a˜o. Tambe´m sera˜o detalhados
outros aspectos considerados importantes para perceber o funcionamento do WifiRa-
dar.
5.2.1 Classes
A implementac¸a˜o do mo´dulo WifiRadar envolveu um conjunto de classes de forma
a satisfazer os requisitos pretendidos. Na Figura 5.2 esta´ ilustrado, de forma ba´sica
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e simplificada, o diagrama de classes do WifiRadar. Os atributos e me´todos de cada
classe encontram-se representados em detalhe no Anexo A.
Figura 5.2: Diagrama de classes do WifiRadar.
As seis classes que constituem o mo´dulo WifiRadar sa˜o as seguintes:
Classe AP - esta classe serve para definir os atributos e me´todos de um objecto do
tipo AP. No WifiRadar as propriedades de cada rede WiFi (BSSID, SSID, tipo
de rede, etc) encontram-se armazenadas nos atributos de um objecto deste tipo.
Os me´todos desta classe sa˜o um par Set/Get para cada propriedade. Todos os
atributos e me´todos desta classe esta˜o ilustrados na Figura A.3 do Anexo A.
Classe Adaptor - esta classe serve para definir os atributos e me´todos de um ob-
jecto do tipo Adaptor. No WifiRadar as propriedades de cada placa de rede (des-
cric¸a˜o, ı´ndice, etc.) que pode ser usada para a captura de tra´fego, encontram-se
armazenadas nos atributos de um objecto deste tipo. Os me´todos desta classe
sa˜o Get para cada propriedade. Todos os atributos e me´todos desta classe esta˜o
ilustrados na Figura A.1 do Anexo A.
Classe Station - esta classe serve para definir os atributos e me´todos de um ob-
jecto do tipo Station. No WifiRadar as propriedades de cada estac¸a˜o detec-
tada na vizinhanc¸a (enderec¸o MAC, tempo, listas de tipos tramas WiFi, etc.)
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encontram-se armazenadas nos atributos de um objecto deste tipo. Os me´todos
desta classe sa˜o Set e Get e alguns dos atributos simples, no caso das listas exis-
tem func¸o˜es mais complexas para efectuar algumas operac¸o˜es sobre a mesma.
Todos os atributos e me´todos desta classe esta˜o ilustrados na Figura A.4 do
Anexo A.
Classe getOS - esta classe conte´m apenas me´todos que sa˜o usados pelo WifiRadar
para consultar informac¸a˜o acerca do SO. Todos os me´todos desta classe esta˜o
ilustrados na Figura A.2 do Anexo A. Esta classe foi fornecida por terceiros[52].
Classe WifiMon - esta classe serve para definir os atributos e me´todos de um
objecto do tipo WifiMon. Esta e´ a classe principal do WifiRadar que armazena
todas as suas propriedades e conte´m os me´todos que controlam todas as suas
operac¸o˜es. Os atributos e me´todos desta classe esta˜o ilustrados nas Figuras A.5
e A.6 do Anexo A.
Classe NetmonAPI - esta classe e´ o Wrapper fornecido pelo Network Monitor que
e´ usado em todas as interacc¸o˜es com a sua API para C++.
5.2.2 Inicializac¸a˜o e estado do WifiRadar
A inicializac¸a˜o do WifiRadar acontece quando e´ constru´ıdo um novo objecto Wi-
fiMon. Nesta altura sa˜o criados e inicializados todos os atributos que fazem parte da
classe.
O construtor do WifiMon tem como requisito que lhe sejam fornecidos treˆs pa-
raˆmetros:
path - string que representa o caminho para a pasta onde esta˜o os ficheiros de dados
da aplicac¸a˜o.
loglevel - inteiro que representa o n´ıvel para o registo de eventos.
writerfile - indica se os resultados devem ser escritos tambe´m para um ficheiro
HTML.
Depois de definir os paraˆmetros que recebeu e o ficheiro de sa´ıda do registo de eventos,
comec¸a por escrever no registo de eventos informac¸a˜o relativa a` sua inicializac¸a˜o e
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chama o me´todo getOSInfo da classe getOS para obter a string com a informac¸a˜o do
SO para tambe´m usar no registo de eventos.
Ao prosseguir vai chamar o me´todo WifiMonOSSupported que avalia as verso˜es do
SO e decide se o WifiRadar e´ suportado. O me´todo retorna “0” quando e´ suportado,
“1” quando na˜o e´ suportado e “2” quando na˜o foi poss´ıvel determinar. Na Tabela
5.1 esta˜o representadas as verso˜es dos SOs suportados. A avaliac¸a˜o e´ realizada pela
plataforma e depois pelo valor do MajorVersion.
Plataforma MajorVersion Sistema Operativo Suportado
Win32Windows - Windows 95, 98, 98SE and Me
Win32NT 3 Windows NT 3.51
4 Windows NT 4.0
5 Windows 2000, XP e Server 2003
6 Windows Vista, Server 2008, 7 e 8
√
Tabela 5.1: Sistemas Operativos suportados pelo WifiRadar.
O estado em que se encontra o WifiRadar pode ser consultado atrave´s do me´todo
isWifiSupported, que retorna “true” se esta´ activado ou “false” caso contra´rio. Os
me´todos pu´blicos do WifiRadar na˜o realizam nenhuma operac¸a˜o quando este se en-
contra desactivado, pelo que e´ recomendado a consulta deste me´todo antes de pros-
seguir (como e´ efectuado no Epi).
A fase de inicializac¸a˜o termina depois da verificac¸a˜o do SO e do registo deste
evento.
5.2.3 Registo de eventos
O registo de eventos serve para escrever para um ficheiro eventos relevantes que
acontecem no WifiRadar. O objectivo e´ utilizar depois o ficheiro obtido para auditoria
e diagno´stico de problemas que possam acontecer dentro do WifiRadar.
O registo de eventos usa o ficheiro “wifistalog.txt” para escrever as entradas.
Para cada entrada tambe´m se escreve a data e hora em que aconteceu (ex: “17:23:29
terc¸a-feira, 27 de Setembro de 2011”).
Durante a execuc¸a˜o do WifiRadar, o tamanho do ficheiro do registo de eventos
podia tornar-se muito grande se todos os eventos fossem guardados. Em algumas
situac¸o˜es, como na integrac¸a˜o no Epi, na˜o fazia sentido registar todos os eventos uma
vez que era informac¸a˜o na˜o relevante para diagnosticar algum problema e tambe´m
por uma questa˜o de poupar recursos.
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Desta forma, o registo de evento e´ feito por n´ıveis, em que cada n´ıvel inclui o
anterior. Por exemplo, ao activar o WifiRadar para o n´ıvel 2 (como predefinido no
Epi) este vai incluir tambe´m o n´ıvel 1. Na Tabela 5.2 esta˜o representados os n´ıveis e




2 func¸o˜es, acc¸o˜es chave e detecc¸a˜o estac¸o˜es
3 reservado para uso futuro
4 resultado da ana´lise sinta´ctica de todas tramas
5 resultado da ana´lise de cada enderec¸o MAC
Tabela 5.2: Nı´veis do registo de eventos.
O registo de eventos e´ feito pelo me´todo Log, que tem como paraˆmetro uma string,
que e´ o texto referente ao evento, e um inteiro que representa o n´ıvel da mensagem. O
me´todo e´ usado para registar eventos em quase todos os outros me´todos no WifiMon.
5.2.4 Inicializac¸a˜o do Network Monitor
A inicializac¸a˜o da API do Network Monitor e´ feita pelo me´todo InitAPI, que e´
ideˆntica a` aplicac¸a˜o de teste descrita na Secc¸a˜o 3.3.2. E´ criada uma configurac¸a˜o da
API onde vai entrar o modelo de Threading, que e´ “Multi-threaded” por predefinic¸a˜o
no C#.net e nos SOs onde o WifiRadar e´ suportado.
Ao prosseguir, chama o me´todo InitNetMon que abre o motor de captura de
tra´fego e vai buscar as placas de rede em que o driver do Network Monitor esta´
activo.
A seguir, chama o me´todo LoadNPL que vai realizar um conjunto de operac¸o˜es
relacionadas com a API:
1. indica a` API o apontador para o me´todo ParserCallback que vai disparar
quando acontecem avisos, erros e mensagens no motor de ana´lise sinta´ctica
das tramas (parsing).
2. faz o carregamento do ficheiro NPL (“sparser.npl”) para o motor de parsing,
que vai estar na pasta de dados da aplicac¸a˜o.
3. cria a configurac¸a˜o para a ana´lise sinta´ctica das tramas pelo motor de parsing
e adiciona os campos, propriedades e filtros a` configurac¸a˜o. Estes ja´ foram
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representados anteriormente na aplicac¸a˜o de teste na Tabela 3.15. A descric¸a˜o
dos campos, propriedades e filtros tambe´m ja´ foi realizada e esta´ na Secc¸a˜o
3.3.2.
4. cria o motor de parsing com a configurac¸a˜o efectuada no passo anterior.
A u´ltima operac¸a˜o do InitAPI e´ configurar a thread dedicada a`s operac¸o˜es de pro-
cessamento de cada trama de dados capturada em background de forma ass´ıncrona.
O me´todo DispWorker doWork e´ configurado para ser executado nessa thread. O
me´todo dispara a execuc¸a˜o da operac¸a˜o em background imediatamente, no entanto
o me´todo DispWorker doWork bloqueia a pro´pria thread e espera ate´ receber sinal
para prosseguir.
A varia´vel que guarda o estado da inicializac¸a˜o do Network Monitor e´ actualizada
para “0” ao chegar a este ponto, terminando aqui esta operac¸a˜o.
Durante todo este processo de inicializac¸a˜o do Network Monitor sa˜o enviados para
o registo de eventos erros e eventos relevantes que permitam diagnosticar problemas
com a API, driver e parsing.
5.2.5 Lista de redes
O WifiRadar ao efectuar o processamento das tramas que sa˜o capturadas, precisa
de manter uma lista das redes WiFi presentes na vizinhanc¸a no momento de cap-
tura. A informac¸a˜o das BSSIDs, permite determinar para alguns tipos de tramas do
802.11 que apenas conteˆm dois enderec¸os, o enderec¸o da estac¸a˜o que se encontra na
vizinhanc¸a atrave´s da filtragem dos enderec¸os de BSSID dos enderec¸os TA ou RA.
No processamento das tramas, novas BSSID sa˜o reconhecidas e adicionadas a` lista,
no entanto, esse processo pode demorar mais tempo a convergir, principalmente em
descobertas de curta durac¸a˜o, como na aplicac¸a˜o Epi. Por isso, o WifiRadar fornece
o me´todo SetAPsSignature que permite receber a lista de redes WiFi no formato
usado pelo LeitorAssinaturas do Epi[9].
A aplicac¸a˜o de teste inclu´ıa um me´todo para ir buscar ao SO as redes WiFi atrave´s
do “netsh”, no entanto, em verso˜es mais antigas dos SOs suportados pelo WifiRadar
causava alguns problemas e por isso optou-se por implementar este me´todo.
Para perceber melhor o funcionamento deste me´todo, o seu fluxograma esta´ ilus-
trado na Figura 5.3.
177
Implementac¸a˜o do WifiRadar
Figura 5.3: Fluxograma do me´todo que recebe a assinatura com a lista de redes.
O me´todo recebe a assinatura e verifica se esta´ no formato correcto. Se esta´ tudo
correcto, cria uma nova lista de objectos AP e copia os dados de cada uma das redes
WiFi para um objecto AP e adiciona a` lista.
Durante este processo tambe´m sa˜o enviados para o registo de eventos erros e
eventos relevantes.
5.2.6 Selecc¸a˜o da placa de rede
A selecc¸a˜o da placa de rede sem fios no qual e´ efectuada a captura de tra´fego e´
feita de forma automa´tica mediante algumas condic¸o˜es. Essas condic¸o˜es dependem
do nu´mero de placas de rede dispon´ıveis e de que tipo sa˜o.
O me´todo SelectAdaptor e´ responsa´vel por esta operac¸a˜o. Este e´ chamado dentro
do me´todo ScanStations quando e´ pedido o comec¸o da descoberta de estac¸o˜es. Como
este processo e´ vital para a descoberta de estac¸o˜es, este e´ descrito aqui fora do sub-
mo´dulo a que pertence.
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O fluxograma que esta´ ilustrado na Figura 5.3 e mostra como o processo de
selecc¸a˜o da placa de rede sem fios e´ realizado.
Figura 5.4: Fluxograma do me´todo de selecc¸a˜o da placa de rede.
Este processo posso ser descrito pelos seguintes passos:
1. Comec¸a por chamar o me´todo GetNICs, que e´ o mesmo me´todo usado na
aplicac¸a˜o de teste. Este vai buscar a listas das placas de redes ao WMI do
SO.
2. Com a lista das placas de redes obtidas no processo de inicializac¸a˜o do Network
Monitor e a lista obtida no passo 1, e´ realizada a convergeˆncia das duas listas
em apenas uma. Depois sa˜o filtradas as placas de redes sem fios que sejam
NativeWiFi (“Ndis Native802 11”).
3. Selecciona uma placa ou na˜o da seguinte forma:
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• caso na˜o existam placas de redes sem fios ou placas compat´ıveis, o me´todo
termina.
• se apenas existe uma placa de rede sem fios compat´ıvel, selecciona essa
placa.
• caso existam mu´ltiplas placas de rede sem fios compat´ıveis, selecciona a
que tem o mesmo enderec¸o MAC que foi usado pelo LeitorAssinaturas na
descoberta de redes WiFi.
• caso na˜o tenha sido obtido o enderec¸o MAC usado no LeitorAssinaturas,
e´ seleccionada a primeira placa de rede sem fios encontrada na lista.
Durante este processo tambe´m sa˜o enviados para o registo de eventos erros e eventos
relevantes.
5.2.7 Descoberta das estac¸o˜es
A operac¸a˜o de descoberta das estac¸o˜es WiFi comec¸a ao chamar o me´todo ScanS-
tations, que recebe como paraˆmetros a durac¸a˜o da descoberta (em segundos) e a
refereˆncia para a string ao qual se pretende atribuir os resultados no final do me´todo.
O fluxograma que esta´ ilustrado na Figura 5.5 descreve o funcionamento deste
me´todo.
Comec¸a por ser chamado o me´todo SelectAdaptor para realizar a selecc¸a˜o da placa
que ja´ foi descrita antes na Secc¸a˜o 5.2.6.
Depois e´ necessa´rio realizar treˆs condic¸o˜es para que a descoberta de estac¸o˜es possa
continuar:
• o WifiRadar tem que estar activado.
• a API do Network Monitor tem que se encontrar inicializada com sucesso (es-
tado a “0”).
• tem que existir uma placa de rede sem fios seleccionada para efectuar a captura
de tra´fego.
Com estas condic¸o˜es satisfeitas, e´ criada uma nova lista de objectos Station que vai
armazenar todos os dados referentes a`s estac¸o˜es sem fios detectadas na vizinhanc¸a.
O contador do nu´mero de estac¸o˜es tambe´m e´ igualado a “0”.
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Figura 5.5: Fluxograma do me´todo de descoberta de estac¸o˜es.
E´ registado tambe´m o timestamp imediatamente antes de chamar o me´todo Rec
que vai inicializar a captura de tra´fego.
A thread actual adormece durante o tempo que e´ pretendido realizar a descoberta
que foi passado como paraˆmetro. Durante este tempo ira´ decorrer a captura de
tra´fego e o processamento das tramas que sa˜o capturadas.
Quando a thread volta a acordar, chama o me´todo Stop que pa´ra a captura de
tra´fego. A thread adormece novamente durante mais um segundo para esperar que
termine o processamento de eventuais tramas ainda no buffer (como seguranc¸a).
Os resultados depois podem ser escritos para um ficheiro HTML ao chamar o
me´todo WriteResultHtml, caso tenha sido pretendido ao inicializar o WifiRadar. Na
integrac¸a˜o no Epi foi desligado.
Para finalizar, a string de resultados e´ constru´ıda usando diversos campos sepa-
rados por “&”. O primeiro campo e´ o enderec¸o MAC da placa onde foi efectuada a
captura. O segundo e´ o instante de tempo que ficou registado no in´ıcio da descoberta.
O terceiro e u´ltimo campo e´ a lista com enderec¸os MAC das estac¸o˜es detectadas,
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usando o separador “;” entre enderec¸os. Os enderec¸os sa˜o copiados dos resultados
armazenados na lista de Stations.
Durante este processo tambe´m sa˜o enviados para o registo de eventos erros e
outros eventos relevantes.
5.2.8 Processo de captura de tra´fego
O me´todo Rec comec¸a o processo de captura de tra´fego que termina quando se
chama o me´todo Stop. Ao chamar o me´todo Rec este vai indicar a` API do Network
Monitor o ficheiro tempora´rio onde e´ guardado o tra´fego, ficheiro “tmp.cap” que e´
guardado na pasta de dados da aplicac¸a˜o e que serve como uma espe´cie de buffer para
o tra´fego capturado. Este ficheiro foi definido para o tamanho ma´ximo de 10 MB e
quando atinge o limite funciona da forma FIFO (First-In-First-Out) a descartar as
tramas.
O me´todo Rec vai tambe´m configurar a captura indicando a` API do Network
Monitor a placa de rede onde vai ser efectuada a captura de tra´fego e o apontador
para o me´todo CaptureCallBack, que ira´ disparar a execuc¸a˜o do me´todo quando e´
capturada uma trama pelo driver do Network Monitor na placa de rede. Depois po˜e
dois contadores a “0”, um que conta o nu´mero de tramas capturadas e outro que
conta o nu´mero de tramas processadas. A captura e´ depois iniciada e o me´todo Rec
termina.
Ao ser capturada uma trama, o me´todo CaptureCallBack e´ disparado. Este
me´todo vai adicionar a trama capturada ao buffer, que e´ o ficheiro que guarda o
tra´fego e depois envia o sinal para desbloquear a thread DispWorker doWork que se
encontrava bloqueada.
A thread e´ o me´todo DispWorker doWork, que vai permanecer em ciclo ate´ a` sua
operac¸a˜o ser cancelada. Em cada ciclo o me´todo bloqueia-se, como aconteceu na sua
inicializac¸a˜o. Quando recebe o sinal para desbloquear invoca o me´todo ParseFrames
que vai realizar a ana´lise sinta´ctica das tramas que tem armazenadas uma a uma.
O me´todo ParseFrames ao ser invocado processa todas as tramas que existem
armazenadas no buffer (ficheiro de tra´fego tempora´rio) e termina. Assim que chegam
mais tramas o me´todo CaptureCallBack volta a desbloquear a thread do me´todo
DispWorker doWork que volta a invocar o me´todo ParseFrames.
Ao receber novas tramas enquanto esta´ a decorrer o processamento na thread do
me´todo DispWorker doWork, o sinal enviado na˜o tera´ efeito nenhum mas a trama
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recebida e´ adicionada ao buffer e depois processada pelo me´todo. Apenas existe uma
instaˆncia do me´todo DispWorker doWork a correr ao mesmo tempo.
Este processo repete-se ate´ a captura de tra´fego terminar quando o me´todo Stop
e´ invocado.
5.2.9 Ana´lise Sinta´ctica das tramas
Esta operac¸a˜o acontece dentro no me´todo ParseFrames que e´ invocado quando
existem tramas armazenadas que foram capturadas. As tramas armazenadas va˜o
sendo retiradas e processadas uma a uma.
Quando uma trama e´ retirada do buffer e´ invocado o me´todo GetWifi onde e´
passado como paraˆmetro o apontador para a trama e um paraˆmetro de sa´ıda, que e´
um apontador para uma outra trama vazia. O me´todo GetWifi vai aplicar o parsing
na trama original usando o motor de parsing configurado anteriormente que depois
e´ retornada numa nova trama com o parsing feito. O processamento continua depois
sobre a nova trama obtida.
Se a nova trama e´ retornada vazia e´ porque na˜o passou a validac¸a˜o do motor de
parsing. Na˜o e´ portanto uma trama com interesse, por isso o processamento da trama
e´ interrompido e avanc¸a-se para a pro´xima.
O processo daqui para a frente e´ ideˆntico ao da aplicac¸a˜o de teste descrito na
Secc¸a˜o 3.3.2. Os identificadores usados pelo Network Monitor para os campos tam-
be´m ja´ foram explicados nessa secc¸a˜o, logo na˜o sera˜o novamente descritos aqui.
Usando os identificadores, e´ extra´ıdo da trama o timestamp dos meta dados e os
campos Type Subtype e DS do Frame Control presente no cabec¸alho de uma trama
802.11. O processamento continua depois de acordo com o valor do campo Type, que
se divide nas seguintes operac¸o˜es:
Tramas de Gesta˜o(0)
O enderec¸amento e´ sempre efectuado da mesma forma, logo na˜o e´ necessa´rio o
processamento individual do campo Subtype. O campo DS e´ sempre “0” como
especifica a norma (Tabela 2.5), no entanto esta condic¸a˜o e´ verificada para o
processamento prosseguir. O fluxograma da Figura 5.6 ilustra como e´ efectuado
a extracc¸a˜o do enderec¸o de uma estac¸a˜o vizinha. Os campos address1, address2
e address3 da trama sa˜o usados para extrair os enderec¸os BSSID, RA e SA,
respectivamente. As tramas de gesta˜o sa˜o transmitidas apenas entre o AP e
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Figura 5.6: Fluxograma do processamento das tramas de gesta˜o.
as estac¸o˜es e na˜o sa˜o entregues para o DiS pois so´ dizem respeito a` gesta˜o da
ligac¸a˜o entre os dois e apenas transportam dados referentes a camada MAC do
802.11. Os enderec¸os presentes na trama sa˜o de estac¸o˜es na vizinhanc¸a e do
AP. Para extrair o enderec¸o da estac¸a˜o vizinha de forma correcta e´ necessa´rio
fazer verificac¸o˜es. Uma trama de gesta˜o pode ser enviada entre duas estac¸o˜es
numa IBSS, de um AP para uma estac¸a˜o ou na direcc¸a˜o contra´ria. Portanto
sa˜o treˆs casos diferentes que precisam de ser verificados:
• a trama e´ enviada de uma estac¸a˜o vizinha para o AP, o enderec¸o de BSSID
e´ igual ao RA, logo a estac¸a˜o vizinha tem enderec¸o SA.
• a trama e´ enviada do AP para a estac¸a˜o vizinha, o enderec¸o SA e´ igual ao
enderec¸o de BSSID, logo a estac¸a˜o vizinha tem enderec¸o RA.
• a trama e´ enviada de uma estac¸a˜o vizinha para outra estac¸a˜o vizinha na
mesma IBSS, o enderec¸o de BSSID e´ um enderec¸o administrado localmente
(verificado usando o me´todo FilterMac), logo temos duas estac¸o˜es vizinhas
com os enderec¸os SA e RA.
No final, nos dois primeiros casos, e´ invocado o me´todo ProcessAddress para
processar o enderec¸o da estac¸a˜o vizinha juntamente com o BSSID, timestamp e
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string do tipo de trama 802.11, que sa˜o passados como paraˆmetro. No terceiro
caso e´ invocado o me´todo ProcessAddress uma vez para cada enderec¸o, com os
paraˆmetros BSSID, timestamp e string do tipo de trama 802.11 iguais.
Tramas de Controlo(1)
O enderec¸amento e´ diferente para cada sub-tipo, logo e´ necessa´rio o processa-
mento individual de cada valor do campo Subtype. O campo DS e´ sempre “0”
como especifica a norma (Tabela 2.5), no entanto, esta condic¸a˜o e´ verificada
para o processamento prosseguir. O processamento continua depois de acordo
com o valor do campo Subtype:
BAR(8), BA(9) e RTS(11) - Estes sub-tipos de tramas teˆm enderec¸amen-
to ideˆntico. Os dois campos de enderec¸os presentes, address1 e address2
sa˜o usados como enderec¸os de receptor e transmissor, respectivamente. O
fluxograma da Figura 5.7 ilustra como e´ efectuado a extracc¸a˜o do enderec¸o
de uma estac¸a˜o vizinha para estes sub-tipos de tramas. Sa˜o extra´ıdos os
Figura 5.7: Fluxograma do processamento das tramas de controlo BAR, BA e RTS.
enderec¸os RA e TA dos campos address1 e address 2, respectivamente.
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Verifica-se se o campo DS e´ “0”. Como na˜o existe enderec¸o de BSSID, e´
usada a lista de redes WiFi para verificar dois casos diferentes:
• O enderec¸o RA e´ uma BSSID e o enderec¸o TA na˜o e´ BSSID, logo a
estac¸a˜o vizinha tem enderec¸o TA.
• O enderec¸o TA e´ uma BSSID e o enderec¸o RA na˜o e´ BSSID, logo a
estac¸a˜o vizinha tem enderec¸o RA.
No final e´ invocado o me´todo ProcessAddress para processar o enderec¸o
da estac¸a˜o vizinha juntamente com o timestamp e string do tipo de trama
802.11 que sa˜o passados como paraˆmetro. O BSSID neste caso vai a zeros
nos paraˆmetros.
PS-Poll(10) - Este sub-tipo de trama tem dois campos de enderec¸os. Os dois
campos de enderec¸os presentes, address1 e address2 sa˜o usados como en-
derec¸os de BSSID e transmissor, respectivamente. O fluxograma da Figura
5.8 ilustra como e´ efectuado a extracc¸a˜o do enderec¸o de uma estac¸a˜o vizi-
nha para este sub-tipo de trama. Sa˜o extra´ıdos os enderec¸os BSSID e TA,
Figura 5.8: Fluxograma do processamento das tramas de controlo PS-Poll.
dos campos address1 e address 2, respectivamente. Verifica-se se o campo
DS e´ “0”. Este sub-tipo de trama e´ sempre transmitido de uma estac¸a˜o
para um AP, logo pode-se concluir que o enderec¸o TA e´ uma estac¸a˜o vi-
zinha, no entanto o enderec¸o de BSSID e´ verificado se existe na lista de
BSSIDs. Em caso positivo, e´ invocado o me´todo ProcessAddress para pro-
cessar o enderec¸o da estac¸a˜o vizinha juntamente com o BSSID, timestamp
e string do tipo de trama 802.11, que sa˜o passados como paraˆmetro.
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CTS(12), Ack(13) e ControlWrapper(7) - Estes sub-tipos teˆm apenas o
campo de enderec¸o address1. Na˜o se pode concluir que o enderec¸o e´ de
uma estac¸a˜o vizinha, logo o processamento destes sub-tipos termina.
CF-End(14) e CF-End+CF-Ack(15) - Estes sub-tipos de trama tem dois
campos de enderec¸os. Os dois campos de enderec¸os presentes address1 e
address2 sa˜o usados como enderec¸os de receptor e BSSID, respectivamente.
As tramas destes sub-tipos sa˜o sempre transmitidas de uma BSSID para
todas as estac¸o˜es. A norma especifica que o enderec¸o RA e´ o enderec¸o
de broadcast, assim o processamento destes sub-tipos termina porque na˜o
existe um enderec¸o de uma estac¸a˜o vizinha presente.
Tramas de Dados(2)
O enderec¸amento e´ sempre efectuado da mesma forma, logo na˜o e´ necessa´rio o
processamento individual de cada sub-tipo. O campo DS varia como especifica
a norma (Tabela 2.5) por isso o processamento dos enderec¸os deste tipo de
trama tera´ que ser realizado de acordo com a Tabela 2.7. O fluxograma da
Figura 5.9 ilustra como e´ efectuada a extracc¸a˜o do enderec¸o de uma estac¸a˜o
vizinha para este tipo. Nestas tramas existem as que sa˜o destinadas ao DiS,
que o destino e´ a rede local ou a Internet e que passam atrave´s do AP numa
Infrastructure BSS. Existe tambe´m o inverso, que teˆm origem na rede local ou
na Internet e que sa˜o entregues ao AP pelo DiS, com destino a uma estac¸a˜o
associada nesse AP. Tambe´m existem as tramas que sa˜o trocadas entre duas
estac¸o˜es na mesma IBSS. O processamento continua de acordo com o valor do
campo DS 1:
DS=0 E´ uma trama enviada dentro de uma IBSS. Os campos da trama ad-
dress1, address2 e address3 sa˜o usados para extrair os enderec¸os RA, SA
e BSSID, respectivamente. Se o enderec¸o de BSSID e´ um enderec¸o admi-
nistrado localmente (verificado usando o me´todo FilterMac), confirma-se
que e´ uma IBSS e temos duas estac¸o˜es vizinhas com os enderec¸os RA e
SA.
DS=1 E´ uma trama enviada de uma estac¸a˜o para o AP numa Infrastructure
BSS. Os campos da trama address1, address2 e address3 sa˜o usados para
extrair os enderec¸os BSSID, SA e DA, respectivamente. Se o enderec¸o
1Este campo e´ a combinac¸a˜o dos campos ToDS e FromDS da trama 802.11
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Figura 5.9: Fluxograma do processamento das tramas de dados.
de BSSID e´ um enderec¸o administrado globalmente (verificado usando o
me´todo FilterMac), confirma-se que e´ um AP real de uma Infrastructure
BSS e temos uma estac¸a˜o vizinha com o enderec¸o SA.
DS=2 E´ uma trama enviada de um AP para uma estac¸a˜o numa Infrastructure
BSS. Os campos da trama address1, address2 e address3 sa˜o usados para
extrair os enderec¸os DA, BSSID e SA, respectivamente. Se o enderec¸o
de BSSID e´ um enderec¸o administrado globalmente (verificado usando o
me´todo FilterMac), confirma-se que e´ um AP real de uma Infrastructure
BSS e temos uma estac¸a˜o vizinha com o enderec¸o DA.
Para finalizar e´ invocado o me´todo ProcessAddress para processar o enderec¸o
vizinho, juntamente com o BSSID, timestamp e string do tipo de trama 802.11.
Numa IBSS sa˜o duas estac¸o˜es vizinhas, por isso o me´todo e´ invocado duas
vezes. Numa Infrastructure BSS e´ uma u´nica estac¸a˜o vizinha, logo o me´todo e´
invocado uma u´nica vez.
Durante este processo sa˜o enviados para o registo de eventos erros, eventos relevantes,
resultado da ana´lise sinta´ctica de todas tramas e da ana´lise de cada enderec¸o MAC.
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5.2.10 Processamento dos enderec¸os
No final da ana´lise sinta´ctica de uma trama pode-se obter o enderec¸o MAC de
uma estac¸a˜o vizinha (em alguns casos dois). Depois de obtido o enderec¸o e´ necessa´rio
processar o mesmo para verificar se este ja´ existe na lista de estac¸o˜es e se e´ va´lido.
Considera-se va´lido se for um enderec¸o MAC administrado globalmente, verificado
usando o me´todo FilterMac.
O processamento do enderec¸o e´ efectuado no me´todo ProcessAddress, que tem
como paraˆmetros o enderec¸o MAC da estac¸a˜o vizinha, enderec¸o da BSSID, timestamp
e uma string do tipo de trama 802.11. Na Figura 5.10 esta´ ilustrado o fluxograma
que descreve o seu funcionamento.
Figura 5.10: Fluxograma da func¸a˜o que processa os enderec¸os.
O enderec¸o MAC da estac¸a˜o vizinha vai ser usado para criar uma nova Station
na lista de Stations, caso ainda na˜o exista. Ao ser criada e´ usado o timestamp para
registar quando foi detectada pela primeira vez.
A string com tipo de trama 802.11 e´ adicionada a` lista dos tipos de tramas 802.11
que existe em cada Station para registar em cada estac¸a˜o vizinha as tramas nas quais
foi detectada. Cada um dos tipos de trama 802.11 tem tambe´m um contador associ-
ado. O somato´rio destes contadores permite obter em quantas tramas foi detectada
determinada estac¸a˜o.
O enderec¸o de BSSID e´ usado para criar um objecto AP e para o adicionar a`
lista de redes WiFi, caso ainda na˜o exista e seja um enderec¸o va´lido. Considera-se
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va´lido se for um enderec¸o MAC administrado globalmente (Infrastructure BSS) ou
localmente (IBSS), que e´ verificado usando o me´todo FilterMac.
Durante este processo sa˜o enviados para o registo de eventos a detecc¸a˜o de novas
estac¸o˜es vizinhas e a ana´lise de cada enderec¸o MAC.
5.3 Integrac¸a˜o no Epi
Para integrar na aplicac¸a˜o Epi foi adicionada a refereˆncia para a biblioteca do
mo´dulo WifiRadar. Desta forma todas as funcionalidades do mo´dulo ficaram dis-
pon´ıveis para serem usadas pela aplicac¸a˜o.
No Gestor Principal foi criado um conjunto de varia´veis globais para dar suporte
a` execuc¸a˜o das funcionalidades dispon´ıveis pelo WifiRadar:
wifimodule enable - permite activar ou desactivar a execuc¸a˜o das funcionalidades
do WifiRadar. A varia´vel e´ do tipo booleano. O mo´dulo esta´ activado com a
varia´vel a “true” e desactivado quando esta´ a “false”. O valor desta varia´vel
sera´ controlado pelos paraˆmetros de configurac¸a˜o e em alguns casos, apenas
para desactivar, pelo me´todo recolhaocasional stawifi.
wifimodule - o WifiRadar para ser usado tem que criar um objecto que ira´ guardar
toda a informac¸a˜o relativa a` sua execuc¸a˜o. Esta varia´vel e´ do tipo WifiMon
que e´ um tipo u´nico do WifiRadar.
wifimodule api state - guarda o estado em que se encontra a API do Network
Monitor. A varia´vel e´ do tipo inteiro e inicializada a “0”. Quando a API se
encontra inicializada este valor esta´ a “1”, qualquer outro valor a API na˜o se
encontra inicializada.
trecolhastawifi - temporizador responsa´vel por chamar periodicamente o me´todo
recolhaocasional stawifi que executa o co´digo relacionado com a recolha das
estac¸o˜es WiFi usando o WifiRadar. O temporizador chama pela primeira vez
o me´todo apo´s alguns segundos da sua inicializac¸a˜o e depois periodicamente
em intervalos regulares. O temporizador e´ do tipo System.Threading.Timer. A
primeira vez que chama o me´todo ocorre passados 15 segundos, o tempo entre
as chamadas seguintes e´ varia´vel.
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intervalofsampling stawifi - conte´m o tempo (em segundos) entre intervalos para
o temporizador. O valor desta varia´vel sera´ controlado pelos paraˆmetros de
configurac¸a˜o da aplicac¸a˜o. A varia´vel e´ do tipo inteiro.
No Gestor Principal foi criado o me´todo recolhaocasional stawifi que e´ responsa´vel
por toda a interacc¸a˜o com a biblioteca do WifiRadar e que e´ chamada periodicamente
pelo temporizador. Na Figura 5.11 esta´ ilustrado o fluxograma do me´todo.
Figura 5.11: Fluxograma do me´todo recolhaocasional stawifi.
No me´todo recolhaocasional stawifi a primeira operac¸a˜o e´ verificar se o mo´dulo
esta´ activado ou desactivado, terminando neste u´ltimo caso. Ao prosseguir, chama
o mo´dulo do leitor de assinaturas de ra´dio para obter a lista das redes WiFi na
vizinhanc¸a. Depois verifica se a API do Network Monitor ja´ se encontra inicializada
(se wifimodule api state == 1) que na primeira execuc¸a˜o nunca vai estar.
Antes de inicializar a API, e´ chamado o construtor para criar o novo objecto do
tipo WifiMon para depois chamar o me´todo (isWifiSupported) dentro do WifiRadar
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que verifica se o SO e´ suportado. Quando o SO na˜o e´ suportado, o mo´dulo e´ de-
sactivado (wifimodule enable = false), caso contra´rio prossegue e chama o me´todo
(InitAPI ) que vai inicializar a API do Network Monitor. E´ alterada depois a varia´vel
do estado da API (wifimodule api state = 1).
Os pro´ximos passos sa˜o efectuados na primeira execuc¸a˜o ou nas seguintes, quando
o mo´dulo esta´ activado. A lista das redes WiFi e´ carregada para dentro do WifiRa-
dar (me´todo SetAPsSignature) e depois comec¸a a procura por estac¸o˜es WiFi na
vizinhanc¸a (me´todo ScanStations).
Ao retornar resultados, e´ constru´ıda a assinatura de ra´dio das estac¸o˜es WiFi que
foram detectadas na vizinhanc¸a e colocada dentro da estrutura de armazenamento de
assinaturas (EAA). Caso na˜o seja detectada nenhuma estac¸a˜o, a assinatura de ra´dio
na˜o e´ constru´ıda e o me´todo termina.
5.4 Pacotes de instalac¸a˜o EPI
A criac¸a˜o do pacote de instalac¸a˜o para a aplicac¸a˜o Epi foi um desafio porque era
necessa´ria a integrac¸a˜o do Network Monitor. Essa integrac¸a˜o teve que ser realizada
de forma a ser transparente para o utilizador durante a sua instalac¸a˜o.
Na construc¸a˜o dos pacotes de instalac¸a˜o do Epi comec¸ou-se por fazer um levan-
tamento dos componentes necessa´rios do Network Monitor. Depois procedeu-se a`
simplificac¸a˜o dos ficheiros de parsing que descrevem os protocolos. Por fim foram
constru´ıdos os dois pacotes de instalac¸a˜o no Visual Studio com os componentes do
Network Monitor integrados.
5.4.1 Identificac¸a˜o dos componentes do NM
Para comec¸ar foi realizado um levantamento dos componentes do Network Moni-
tor que eram necessa´rios para o mo´dulo WifiRadar funcionar. Esse levantamento foi
efectuado sobre as verso˜es 32 bits e 64 bits do Network Monitor. Antes de comec¸ar o
levantamento dos componentes foram removidas todas as verso˜es deste software do
sistema.
Os passos para identificar esses componentes foram os seguintes:
1. Foram executados os comandos que esta˜o na Listagem 5.1. Desta forma obti-
veram-se duas pastas com todos os ficheiros da aplicac¸a˜o para as verso˜es 32
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bits e 64 bits. Havia no entanto um NetworkMonitor Parsers.msi que na˜o foi
poss´ıvel extrair.
1 C:\NNM34\NM34 x64 . exe /T: ”C:\NM34\64” /C
2 C:\NNM34\NM34 x86 . exe /T: ”C:\NNM34\32” /C
3 msiexec /a C:\NM34\64\netmon . msi /qb TARGETDIR=C:\NM34\64\app
4 msiexec /a C:\NM34\32\netmon . msi /qb TARGETDIR=C:\NM34\32\app
Listagem 5.1: Extracc¸a˜o dos pacotes de instalac¸a˜o do Network Monitor.
Linha 1 e 2 - Executa o pacote SFX (SelF eXtracting) de instalac¸a˜o do Net-
work Monitor com os argumentos a indicar para apenas extrair os ficheiros
contidos no pacote, para as pastas “C:/NM34/64” no caso da versa˜o 64
bits (Linha 1) e “C:/NM34/32” para a 32 bits (Linha 2). Nestas pastas
foram obtidos os ficheiros MSI usados para instalar o Network Monitor
usando o Windows Installer.
Linha 3 e 4 - Executa o Windows Installer indicando para extrair os fichei-
ros contidos no pacote de instalac¸a˜o MSI, obtidos antes, para as pastas
“C:/NM34/64/app” na versa˜o 64 bits (Linha 3) e “C:/NM34/32/app” na
versa˜o 32 bits (Linha 4). Estas pastas conteˆm os ficheiros do Network
Monitor nas respectivas verso˜es.
2. Em ambas as pastas foram encontradas as sub-pastas windir e PFiles. A pri-
meira conte´m um par de ficheiros, nm3.sys e netnm3.inf, que constituem o
LightWeight Filter NDIS Driver. A segunda conte´m os ficheiros da aplicac¸a˜o
em que imediatamente foi reconhecido o ficheiro NMAPI.dll que e´ chamado
pelo Wrapper usado no desenvolvimento do WifiRadar.
3. Ao ler o ficheiro ReleaseNotes.txt que conte´m ajuda para resolver problemas
de instalac¸a˜o do Network Monitor, foi encontrada refereˆncia ao ficheiro nm-
config.exe que serve para instalar automaticamente o LightWeight Filter NDIS
Driver.
4. Ao colocar o NMAPI.dll na pasta da aplicac¸a˜o e instalar o controlador no
sistema ja´ conseguimos correr a aplicac¸a˜o. No entanto acontecia um erro ao
carregar os ficheiros NPL do motor de parsing. Nesta altura percebeu-se que o
ficheiro que na˜o se conseguiu extrair no Passo 1 tinha este componente.
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5. O passo seguinte foi voltar a instalar o Network Monitor no sistema e encontrar
os ficheiros NPL. Estes foram facilmente encontrados ao consultar as opc¸o˜es dos
perfis de parsing da aplicac¸a˜o, como ilustrado na Figura 5.12. A pasta conte´m
um conjunto de ficheiro com extensa˜o NPL, em que cada um e´ descric¸a˜o de
um protocolo de rede na linguagem NPL. Nesta altura ja´ t´ınhamos todos os
componentes necessa´rios.
Figura 5.12: Opc¸o˜es dos perfis de parsing no Network Monitor.
Nos componentes que foram identificados, encontraram-se va´rios que sa˜o comuns nas
verso˜es 32 bits e 64 bits e outros que na˜o. Isto obrigou a` criac¸a˜o de dois pacotes de
instalac¸a˜o, um destinado a SOs 32 bits e outro ao 64 bits, assim como acontece com
os pacotes de instalac¸a˜o do Network Monitor.
Na Tabela 5.3 encontram-se todos os componentes que foram identificados, os
respectivos ficheiros que constituem o componente e a arquitectura. A pasta de
destino de alguns componentes na instalac¸a˜o e´ muito espec´ıfica no caso do driver,
uma vez que o instalador do driver (nmconfig.exe) apenas o consegue instalar se ele
ja´ estiver na pasta de controladores do SO.
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Componente Ficheiros Arquitectura Destino
API 32 bits NMAPI.dll x86 Application Folder
API 64 bits NMAPI.dll x64 Application Folder
Driver 32 bits nm3.sys x86 SystemFolder/drivers
Driver 64 bits nm3.sys x64 System64Folder/drivers
Driver Inf netnm3.inf x86 e x64 Windows Folder/inf
Instalador Driver 32 bits nmconfig.exe x86 Application Folder
Instalador Driver 64 bits nmconfig.exe x64 Application Folder
Ficheiro de parsing NPL diversos x86 e x64 AppData/Epi
Tabela 5.3: Componentes principais do Network Monitor.
5.4.2 Simplificac¸a˜o dos ficheiros de parsing
Os ficheiros NPL usados pelo motor de parsing formam um conjunto de 420
ficheiros de texto que descrevem tabelas, estruturas, tipos de dados e protocolos
na linguagem NPL. Na pasta principal desses ficheiros encontra-se o NetworkMoni-
tor Parsers sparser.npl, que na˜o e´ mais do que um ficheiro de texto principal que
chama os restantes atrave´s do include de cada um. Estes sa˜o inclu´ıdos pela ordem da
camada de rede a que pertencem. Os restantes ficheiros esta˜o separados em pastas,
Base, Core, Common e Windows.
Os ficheiros NPL contidos na pasta Base sa˜o obrigato´rios de forma a que seja
poss´ıvel executar o parsing dos protocolos de rede ba´sicos, Ethernet, IPv4, IPv6,
WiFi, LLC, SNAP, UDP, TCP, etc. A pasta Core inclui os ficheiros NPL relativos
aos protocolos que funcionam imediatamente em cima da camada de transporte,
ICMP, IGMP, ARP, etc. As restantes pastas sa˜o relativas a protocolos ao n´ıvel de
aplicac¸a˜o.
O parsing e´ mais dispendioso em recursos consoante os protocolos inclu´ıdos. A
captura efectuada pelo WifiRadar apenas necessita do parsing ao n´ıvel da camada
MAC do 802.11, logo apenas e´ necessa´rio os protocolos ba´sicos que esta˜o na pasta
Base.
As restantes pastas conteˆm uma sub-pasta com Stubs1 que sera˜o usados em vez
da descric¸a˜o completa, como faz o Network Monitor ao definir os perfis de parsing.
O ficheiro NetworkMonitor Parsers sparser.npl que inclui os NPL todos trata-se
apenas de um formalismo que na˜o e´ necessa´rio para a integrac¸a˜o do Network Monitor
no pacote de instalac¸a˜o do Epi. O conteu´do de todos os ficheiro NPL foi inserido
1E´ um termo usado no desenvolvimento de software em que um pedac¸o de co´digo e´ usado para
substituir algumas outras funcionalidades de programac¸a˜o.
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dentro de um u´nico ficheiro pela mesma ordem que eram inclu´ıdos no NetworkMoni-
tor Parsers sparser.npl, com os ficheiros NPL das pastas Core, Common e Windows
a inclu´ırem apenas os Stubs.
No final do processo obtemos um u´nico ficheiro (sparser.npl) que conte´m toda a
informac¸a˜o necessa´ria para o motor de parsing. O destino do ficheiro na instalac¸a˜o
permanece o mesmo (AppData/Epi).
5.4.3 Construc¸a˜o dos pacotes de instalac¸a˜o
No Visual Studio foram criados dois projectos de Setup do Visual Studio Installer,
um destinado para SOs Windows 32 bits (TargetP latform = x86) e outro para 64
bits (TargetP latform = x64).
Em cada um dos projectos foram adicionados pre´-requisitos que sera˜o instalados
antes da aplicac¸a˜o, uma vez que a aplicac¸a˜o necessita dos mesmos para correr. Esses
pre´-requisitos sa˜o:
• Windows Installer 3.1
• Microsoft .NET Framework 4 Client Profile (x86 and x64)
Estes componentes, caso na˜o sejam detectados no sistema ao iniciar a instalac¸a˜o,
sera˜o descarregados da Internet e depois instalados automaticamente.
Foi adicionado depois em ambos os projectos o Primary Output que e´ a aplicac¸a˜o
Epi. As bibliotecas referenciadas na aplicac¸a˜o Epi foram automaticamente adiciona-
das uma vez que sa˜o componentes essenciais para a aplicac¸a˜o.
A seguir foi constru´ıda a respectiva a´rvore de ficheiros para cada projecto, com
os componentes do Network Monitor para as respectivas plataformas. No Anexo B
encontram-se as tabelas com a a´rvore de ficheiros para os dois projectos.
Durante a instalac¸a˜o e´ necessa´rio instalar o driver do Network Monitor, assim
como remover quando o utilizador desinstalar a aplicac¸a˜o. Como o Visual Studio
permite a execuc¸a˜o de Custom Actions, foram adicionadas as seguintes, que sa˜o
iguais em ambos os projectos:
• Na instalac¸a˜o executar: “nmconfig.exe /Install”.
• Na desinstalac¸a˜o executar: “nmconfig.exe /Uninstall”.
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Tambe´m foram adicionadas Launch Conditions que tinham que ser verificadas para
que a instalac¸a˜o prosseguisse. Algumas das condic¸o˜es sa˜o diferentes, enquanto outras
sa˜o comuns a ambos os projectos. As condic¸o˜es sa˜o enta˜o as seguintes:
1. O .NET Framework 4 Client Profile tem que se encontrar instalado no sistema.
E´ comum a ambos os projectos.
2. A versa˜o 2 do driver do Network Monitor na˜o pode existir no sistema caso o SO
seja o Windows Vista, Server 2008, 7 e 8. O ficheiro nmnt.sys na˜o pode existir
na pasta SystemFolder/drivers para 32 bits e System64Folder/drivers para 64
bits. A condic¸a˜o e´ “NOT ( OLDDRIVEREXISTS AND VersionNT >= 600 )”
onde “OLDDRIVEREXISTS” e´ verdadeiro caso o ficheiro do driver exista.
3. Verifica se o SO e´ 32 bits para o projecto 32 bits, condic¸a˜o “Intel AND NOT
VersionNT64”. Se e´ 64 bits para o projecto 64 bits, condic¸a˜o “Msix64 and
VersionNT64”.
4. A versa˜o do SO tem que ser Windows XP ou Server 2003 ou ainda Vista, Ser-
ver 2008, 7 e 8 com a build maior que 5520. A condic¸a˜o usada e´ a seguinte
“VersionNT = 501 OR VersionNT = 502 OR (VersionNT >= 600 AND Win-
dowsBuild >= 5520)”
Nesta altura ambos os projectos encontram-se prontos. Apo´s a construc¸a˜o dos dois
pacotes de instalac¸a˜o obteve-se na sa´ıda dois ficheiros para cada pacote:
• os ficheiros setup.exe e SetupEpi x64.msi para a versa˜o 64 bits.
• os ficheiros setup.exe e SetupEpi x86.msi para a versa˜o 32 bits.
O ficheiro setup.exe faz a verificac¸a˜o e instalac¸a˜o dos pre´-requisitos. O ficheiro MSI
e´ usado para instalar a aplicac¸a˜o atrave´s do Windows Installer1.
Como se pretende simplificar o processo de instalac¸a˜o e impingir o utilizador a
correr em primeiro lugar o setup.exe, foi criado um executa´vel SFX para os pacotes
de instalac¸a˜o 32 bits e 64 bits. Assim, apenas um u´nico executa´vel conte´m os dois
ficheiros de cada pacote e executa automaticamente a instalac¸a˜o da aplicac¸a˜o atrave´s
do setup.exe.
1Programa da Microsoft usado para instalar aplicac¸o˜es no computador nos seus Sistemas Ope-
rativos.
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O SFX foi criado usando o Winrar1 com as opc¸o˜es de extrair automaticamente
para uma pasta tempora´ria e executar automaticamente o setup.exe.
Nesta altura os dois pacotes de instalac¸a˜o finais para a aplicac¸a˜o Epi encontram-
se prontos a serem distribu´ıdos. O utilizador tera´ que instalar a versa˜o adequada ao
seu SO, Epi32bit.exe para 32 bits e Epi64bit.exe para 64 bits.




Neste cap´ıtulo sa˜o descrito os testes que foram realizados com a aplicac¸a˜o Epi e
com o WifiRadar integrado.
Tambe´m e´ realizada uma ana´lise aos resultados obtidos.
6.1 Testes realizados
A nova versa˜o da aplicac¸a˜o Epi com o WifiRadar integrado e outros novos mo´dulos
e funcionalidades foi disponibilizada ao pu´blico em geral. Ao mesmo tempo foi posto
online um novo servidor, com a base de dados vazia, para armazenar as novas assi-
naturas de ra´dio enviadas pelos utilizadores da nova versa˜o da aplicac¸a˜o.
Quer´ıamos obter um maior nu´mero poss´ıvel de utilizadores, que equivale a ob-
ter o maior nu´mero de assinaturas de ra´dio poss´ıvel, no espac¸o curto de tempo que
t´ınhamos dispon´ıvel para realizar a recolha. Por isso, a nova aplicac¸a˜o Epi foi dis-
tribu´ıda entre pessoas conhecidas dentro do aˆmbito universita´rio e foi levado a cabo
uma pequena distribuic¸a˜o publicita´ria atrave´s do correio electro´nico da Universidade
do Minho e das redes sociais Facebook e Twitter.
O servidor foi posto online no dia 27 de Setembro de 2011 por volta das 16:00, a
nova aplicac¸a˜o Epi foi disponibilizada pouco depois. No dia 18 de Outubro de 2011
por volta das 17:00, foram descarregados os dados que se encontravam na base de
dados do servidor.
Durante o per´ıodo de recolha os paraˆmetros de configurac¸a˜o para o mo´dulo Wifi-
Radar permaneceram iguais aos predefinidos. O per´ıodo entre recolhas de assinaturas
no cliente foi de 30 minutos e o mo´dulo permaneceu sempre activado. A durac¸a˜o de
199
Ana´lise dos resultados
uma descoberta na˜o e´ um paraˆmetro de configurac¸a˜o, no entanto e´ importante referir
que foi de 15 segundos.
Estes testes realizados va˜o permitir saber se o mo´dulo se encontra correctamente
integrado na aplicac¸a˜o Epi e o seu comportamento em diferentes placas de redes
sem fios, fora de um ambiente laboratorial controlado. Em ambiente laboratorial
controlado os testes esta˜o descritos na Secc¸a˜o 3.3.3.
A ana´lise realizou-se sobre os dados recolhidos durante um per´ıodo de tempo de
aproximadamente 3 semanas. Os dados recolhidos sa˜o apenas ilustrativos, uma vez
que o tempo de recolha foi relativamente curto.
6.2 Ana´lise dos resultados
A ana´lise dos dados realizou-se apenas sobre as assinaturas de ra´dio das estac¸o˜es
WiFi detectadas na vizinhanc¸a, recolhidas pelo mo´dulo WifiRadar.
Com os dados recolhidos foram realizadas duas ana´lises:
Primeira ana´lise - em que a pro´pria estac¸a˜o que fez a recolha de assinaturas esta´
contabilizada nas assinaturas como uma estac¸a˜o presente na vizinhanc¸a. Assim,
uma assinatura conte´m sempre pelo menos a estac¸a˜o que realizou a recolha da
mesma.
Segunda ana´lise - em que a pro´pria estac¸a˜o que fez a recolha de assinaturas na˜o
esta´ presente nas assinaturas. Uma assinatura pode na˜o conter estac¸o˜es que,
neste caso, deixam de ser consideradas.
6.2.1 Ana´lise com contabilizac¸a˜o da pro´pria estac¸a˜o
Os dados analisados referem-se a um per´ıodo de aproximadamente 3 semanas, em
que a primeira assinatura recebida foi recolhida no dia 27 de Setembro de 2011 a`s
16:24 e a u´ltima do dia 18 de Outubro de 2011 a`s 16:46.
Foram recebidas um total de 758 assinaturas, que foram submetidas por 16 uti-
lizadores Epi diferentes, a que correspondem 2272 dispositivos detectados, onde 710
desses dispositivos sa˜o distintos.
No gra´fico da Figura 6.1 esta´ ilustrado o nu´mero de estac¸o˜es detectadas em cada
assinatura recolhida durante o per´ıodo de 3 semanas.
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Figura 6.1: Nu´mero de estac¸o˜es detectadas por assinatura (com contabilizac¸a˜o da
pro´pria).
No gra´fico e´ poss´ıvel observar que o ma´ximo de estac¸o˜es detectadas numa as-
sinatura e´ de 25. O valor me´dio do gra´fico situa-se muito pro´ximo das 3 estac¸o˜es
detectadas por assinatura.
Observa-se uma grande percentagem de assinaturas onde o nu´mero de estac¸o˜es
detectadas por assinatura e´ 1, o valor mı´nimo (porque, neste caso, e´ sempre contabi-
lizada a pro´pria estac¸a˜o na recolha de uma assinatura).
Tambe´m e´ poss´ıvel observar um padra˜o nas detecc¸o˜es de estac¸o˜es. Existem
per´ıodos onde sa˜o detectadas um nu´mero grande de estac¸o˜es, seguido por um per´ıodo
com menor nu´mero de detecc¸o˜es e isto repete-se quase sempre ao longo das 3 semanas
representadas no gra´fico. Este comportamento deve-se a`s noites e dias. E´ normal as
pessoas permanecerem mais activas durante o dia e menos activas durante a noite.
No histograma da Figura 6.2 e´ ilustrado o acumulado da detecc¸a˜o de estac¸o˜es
pela hora do dia em que ocorreram ao longo das 3 semanas.
No histograma podemos observar o comportamento referido anteriormente atra-
ve´s do nu´mero de detecc¸o˜es:
9h a`s 12h - o nu´mero de detecc¸o˜es comec¸a a aumentar devagar durante a manha˜.
12h a`s 14h - o nu´mero de detecc¸o˜es desce ligeiramente durante a hora do almoc¸o.
14h a`s 16h - o nu´mero de detecc¸o˜es aumenta acentuadamente durante a tarde ate´
atingir o pico a`s 16h.
16h a`s 19h - o nu´mero vai descendo ligeiramente ate´ a`s 19h, normalmente quando
as pessoas saem do trabalho ou aulas para ir para casa.
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Figura 6.2: Detecc¸o˜es acumuladas por hora do dia (com contabilizac¸a˜o da pro´pria).
19h-23h - o nu´mero de detecc¸o˜es mante´m-se esta´vel.
23h-3h - o nu´mero de detecc¸o˜es cai progressivamente ate´ as 3h.
3h-9h - permanece quase nulo.
Achou-se interessante tambe´m realizar um acumulado para cada dia durante as 3
semanas que esta´ ilustrado no histograma da Figura 6.3.
Figura 6.3: Detecc¸o˜es acumuladas por dia (com contabilizac¸a˜o da pro´pria).
Neste histograma observa-se que em alguns dias, principalmente ao fim de se-
mana, o nu´mero de detecc¸o˜es diminui bastante. Outra observac¸a˜o e´ que o nu´mero de
detecc¸o˜es no geral tem aumentado progressivamente desde o in´ıcio, ou seja, o nu´mero
de utilizadores da aplicac¸a˜o Epi esta´ a aumentar.
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No histograma da Figura 6.4 esta´ ilustrado a frequeˆncia com que acontece o
nu´mero de estac¸o˜es detectados em assinaturas.
Figura 6.4: Frequeˆncia do nu´mero de estac¸o˜es detectados em assinaturas (com
contabilizac¸a˜o da pro´pria).
Vemos que e´ mais frequente a estac¸a˜o realizar a recolha de uma assinatura e
apenas detectar a pro´pria estac¸a˜o. Volta-se a confirmar o nu´mero ma´ximo de estac¸o˜es
detectado numa assinatura.
Outra informac¸a˜o interessante esta´ ilustrada no histograma da Figura 6.5 que
mostra a frequeˆncia com que foram detectadas as estac¸o˜es nas assinaturas durante
as 3 semanas.
Figura 6.5: Frequeˆncia do nu´mero de vezes que as estac¸o˜es foram detectadas (com
contabilizac¸a˜o da pro´pria).
Existe uma estac¸a˜o que foi detectada 312 vezes e um conjunto de duas outras
estac¸o˜es que foram detectados um nu´mero elevado de vezes nas assinaturas. Estas
estac¸o˜es pertencem a`s 3 pessoas envolvidas no desenvolvimento da aplicac¸a˜o Epi que
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ja´ teˆm a aplicac¸a˜o instalada desde o primeiro dia. Observa-se que a maioria das
estac¸o˜es foram detectas poucas vezes ou mesmo uma u´nica vez.
Este facto e´ positivo, uma vez que mostra que estamos de facto a detectar outras
estac¸o˜es presentes na vizinhanc¸a. Uma estac¸a˜o que foi detectada 312 vezes neste
espac¸o de tempo indica que esta´ a realizar muitas recolhas em que apenas encontrou
a pro´pria estac¸a˜o. Na segunda ana´lise a distaˆncia entre o nu´mero de vezes que foi
detectada e´ muito menor.
6.2.2 Ana´lise sem contabilizac¸a˜o da pro´pria estac¸a˜o
Os dados analisados referem-se ao mesmo per´ıodo de aproximadamente 3 semanas,
a primeira assinatura recebida foi recolhida no dia 27 de Setembro de 2011 a`s 16:24
e a u´ltima do dia 18 de Outubro de 2011 a`s 16:46, que e´ um acaso ser igual ao caso
anterior.
Foram recebidas um total de 317 assinaturas que foram submetidas por 13 uti-
lizadores Epi diferentes, a que correspondem 1535 dispositivos detectados, onde 700
desses dispositivos sa˜o distintos.
No gra´fico da Figura 6.6 esta´ ilustrado o nu´mero de estac¸o˜es detectadas em cada
assinatura recolhida durante o per´ıodo de 3 semanas, desta vez sem a contabilizac¸a˜o
da pro´pria estac¸a˜o que recolheu a assinatura.
Figura 6.6: Nu´mero de estac¸o˜es detectadas por assinatura (sem contabilizac¸a˜o da
pro´pria).
O gra´fico permanece muito ideˆntico ao anterior na Figura 6.1, no entanto os valores
mı´nimos que se observam agora sa˜o de facto detecc¸o˜es de outras estac¸o˜es na rede.
O nu´mero de estac¸o˜es permanece quase o mesmo apesar do nu´mero de assinaturas
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ter diminu´ıdo para menos de metade. O valor me´dio do gra´fico agora situa-se muito
pro´ximo das 5 estac¸o˜es detectadas por assinatura.
Relativamente aos padro˜es observados antes no gra´fico da Figura 6.1, estes per-
manecem os mesmos.
No histograma da Figura 6.7 esta´ estabelecido um comparativo onde se pode ob-
servar as detecc¸o˜es acumuladas por hora do dia agora sem contabilizac¸a˜o da pro´pria
estac¸a˜o (a azul) e com contabilizac¸a˜o da pro´pria estac¸a˜o (a vermelho), que esta´ no-
vamente representada.
Figura 6.7: Comparativo das detecc¸o˜es acumuladas por horas do dia (com e sem
contabilizac¸a˜o da pro´pria).
Figura 6.8: Comparativo das detecc¸o˜es acumuladas por dia (com e sem contabilizac¸a˜o
da pro´pria).
Podemos observar que o comportamento tambe´m se manteve, assim como no
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comparativo das detecc¸o˜es acumuladas por dia ilustrado na Figura 6.8, com a repre-
sentac¸a˜o da contabilizac¸a˜o sem a pro´pria estac¸a˜o (a azul) e com a contabilizac¸a˜o da
pro´pria estac¸a˜o (a vermelho).
No histograma da Figura 6.9 esta´ ilustrada a frequeˆncia com que acontece o
nu´mero de estac¸o˜es detectadas em assinaturas, agora sem a contabilizac¸a˜o da pro´pria
estac¸a˜o.
Figura 6.9: Frequeˆncia do nu´mero de estac¸o˜es detectados em assinaturas (sem
contabilizac¸a˜o da pro´pria).
Comparativamente ao histograma do caso anterior, o nu´mero de vezes em que uma
assinatura apenas continha uma u´nica estac¸a˜o detectada diminuiu drasticamente.
Isto ja´ era de esperar, uma vez que ja´ na˜o sa˜o contabilizadas as assinaturas onde a
pro´pria estac¸a˜o aparecia sozinha.
A frequeˆncia com os restantes valores de nu´mero de estac¸o˜es detectadas em assi-
naturas manteˆm-se muito parecidos ao caso anterior.
O pro´ximo histograma, ilustrado na Figura 6.10, representa a frequeˆncia com que
as estac¸o˜es foram detectadas nas assinaturas sem a contabilizac¸a˜o da pro´pria estac¸a˜o.
O nu´mero de vezes que uma estac¸a˜o foi detectada nas assinaturas, relativamente
ao caso anterior que tinha uma estac¸a˜o detectada 312 vezes, diminuiu para 31, um
valor 10 vezes menor. As restantes estac¸o˜es que tambe´m tinham um valor muito
elevado tambe´m diminu´ıram drasticamente. As 3 pessoas envolvidas no desenvolvi-
mento da aplicac¸a˜o Epi, que teˆm a aplicac¸a˜o a recolher assinaturas desde o primeiro
dia e durante muito tempo, apenas detectavam a pro´pria estac¸a˜o na maioria das
recolhas.
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Figura 6.10: Frequeˆncia do nu´mero de vezes que as estac¸o˜es foram detectadas (sem
contabilizac¸a˜o da pro´pria).
A frequeˆncia com que as restantes estac¸o˜es foram detectadas nas assinaturas per-
manece ideˆntico ao caso anterior.
6.2.3 Ana´lise das recolhas dos utilizadores
Atrave´s das assinaturas submetidas ao servidor, durante o per´ıodo de recolha de 3
semanas, foram detectados 16 utilizadores a usar a aplicac¸a˜o Epi. Estes utilizadores
quando tinham a aplicac¸a˜o activa recolhiam e enviavam as assinaturas de ra´dio com
as estac¸o˜es WiFi vizinhas para o servidor.
Para perceber como se esta´ a comportar o mo´dulo WifiRadar com as placas de
rede sem fios agora num ambiente real e´ necessa´rio analisar o nu´mero de assinaturas
e nu´mero de estac¸o˜es detectadas por cada utilizador do Epi.
Para manter a privacidade dos utilizadores do Epi, estes foram associados a um
nu´mero que os identifica.
Atrave´s do histograma da Figura 6.11, que ilustra o nu´mero de estac¸o˜es que cada
utilizador Epi detectou, com e sem a contabilizac¸a˜o do pro´prio, e do histograma da
Figura 6.12, que ilustra o nu´mero de assinaturas que cada utilizador Epi recolheu, com
e sem a contabilizac¸a˜o do pro´prio, foi realizada uma ana´lise de como esta´ funcionar
o WifiRadar.
Apesar de existirem 16 utilizadores, alguns teˆm um nu´mero muito baixo de as-
sinaturas submetidas. Isto pode dever-se a serem utilizadores novos ou utilizadores
muito ocasionais. Desses utilizadores na˜o se pode tirar nenhuma conclusa˜o.
Com o utilizador nu´mero 1, por exemplo, podemos observar que tem 1171 de-
207
Ana´lise dos resultados
Figura 6.11: Nu´mero de estac¸o˜es detectadas pelos utilizadores Epi.
Figura 6.12: Nu´mero de assinaturas recolhidas pelos utilizadores Epi.
tecc¸o˜es de estac¸o˜es em 313 assinaturas submetidas o que corresponde a uma me´dia
de 3.74 estac¸o˜es por cada recolha que realiza. Se retirarmos as vezes que realizou uma
recolha e apenas detectou ele pro´prio, a me´dia sobe para 5.93. Ou seja, o mo´dulo
quase sempre que realiza uma recolha consegue detectar estac¸o˜es vizinhas.
Com o utilizador 2, a situac¸a˜o e´ a mesma mas com uma me´dia menor de detecc¸o˜es.
Com o utilizador 3, detectou-se uma situac¸a˜o diferente em que a me´dia de estac¸o˜es
que detecta e´ 1. Este utilizador nas recolhas que realizou apenas se detectou a ele
pro´prio. Para investigar mais o caso deste utilizador, atrave´s do enderec¸o MAC,
foi identificado o fabricante da placa de redes sem fios. Mais informac¸a˜o na˜o seria
poss´ıvel obter sobre o sistema que era usado pelo utilizador.
A placa de rede sem fios do utilizador pertence ao fabricante Intel Corporation, que
tinha sido identificado ja´ na Secc¸a˜o 3.3.1 visto que, em pelo menos uma placa deste
fabricante, na˜o e´ poss´ıvel realizar a captura de tra´fego das tramas 802.11 necessa´rias
para detectar as estac¸o˜es WiFi vizinhas.
208
Cap´ıtulo 6. Testes e resultados
Outro caso ideˆntico e´ o utilizador 10 e 13 que tambe´m possui uma placa do





Conclusa˜o e trabalho futuro
Os objectivos propostos para esta dissertac¸a˜o foram cumpridos, uma vez que
foram atingidos. O mo´dulo esta´ integrado na aplicac¸a˜o Epi que se encontra em
distribuic¸a˜o e e´ capaz de realizar a descoberta de forma passiva das estac¸o˜es 802.11
vizinhas.
No decorrer desta dissertac¸a˜o foi estudado o protocolo de redes sem fios IEEE
802.11 que possui especial relevaˆncia uma vez que o objectivo era permitir a uma
estac¸a˜o 802.11 descobrir outras estac¸o˜es 802.11 na sua vizinhanc¸a.
A principal dificuldade encontrada foi que a soluc¸a˜o cumprisse os requisitos im-
postos, principalmente os necessa´rios para a integrac¸a˜o como um mo´dulo de software
na aplicac¸a˜o Epi. A abordagem inicial para satisfazer os requisitos levou a` explorac¸a˜o
de uma soluc¸a˜o atrave´s da ana´lise dos protocolos encontrados em tra´fego capturado
ao n´ıvel Ethernet. Esta soluc¸a˜o acabou por consumir demasiado tempo e no final
na˜o serviu para cumprir os objectivos.
A soluc¸a˜o final que acabou por ser adoptada passou pela captura de tra´fego na
camada MAC do 802.11, com recurso a` ferramenta Microsoft Network Monitor. Esta
disponibiliza uma API e apenas na˜o satisfazia um requisito opcional.
Nesta dissertac¸a˜o foi implementado o proto´tipo de uma aplicac¸a˜o que recolhe
as estac¸o˜es 802.11 vizinhas atrave´s da captura e processamento dos enderec¸os nas
tramas MAC 802.11 com recurso a` API do Network Monitor.
Na aplicac¸a˜o Epi foi criada uma nova biblioteca baseada no proto´tipo, de forma
a integrar na soluc¸a˜o. Ao mesmo tempo foram integrados outros mo´dulos, no aˆmbito
de outras dissertac¸o˜es, realizados melhoramentos a` aplicac¸a˜o Epi e Servidor e ainda
foi integrado o Network Monitor na instalac¸a˜o da aplicac¸a˜o.
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Para efectuar uma avaliac¸a˜o aos novos mo´dulos, a aplicac¸a˜o Epi foi disponibilizada
ao pu´blico novamente numa nova versa˜o. Isto permitiu recolher as assinaturas de
estac¸o˜es 802.11 vizinhas e obter alguns resultados sobre o mo´dulo desenvolvido que
foram ilustrados neste documento.
A privacidade na recolha de informac¸a˜o das assinaturas, ou em qualquer outra
aplicac¸a˜o de recolha de informac¸a˜o, e´ uma questa˜o delicada e que pode condicionar
por vezes a participac¸a˜o de um maior nu´mero de pessoas nestas iniciativas. Nesta
soluc¸a˜o estamos conscientes que existem questo˜es de privacidade, no entanto na˜o as
consideramos.
Como trabalho futuro existem algumas ideias no que diz respeito ao mo´dulo de-
senvolvido:
• separar a soluc¸a˜o do Network Monitor e desenvolver um LightWeight Filter
NDIS Driver que copia as tramas 802.11 na camada MAC utilizando o Windows
Driver Kit (WDK). Ao mesmo tempo desenvolver uma API para lidar com o
driver e um motor de parsing para as tramas 802.11.
• processar o tra´fego capturado na camada MAC do 802.11 por fluxo de tramas.
Desta forma as tramas com apenas um enderec¸o podem ser mais u´teis.
• desenvolvimento para outras plataformas, MacOS X atrave´s do Wireshark, Li-
nux, Android, iOS e Windows Phone 7.
No que diz respeito a` aplicac¸a˜o:
• envio de imagens anexadas juntamente com as mensagens que sa˜o difundidas
ao n´ıvel do utilizador.
• permitir saber os utilizadores Epi que se encontram por perto.
• envio de mensagens para um utilizador em espec´ıfico.
• desenvolvimento para outras plataformas, MacOS X atrave´s do Wireshark, Li-
nux, Android, iOS e Windows Phone 7.
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Classes do Mo´dulo WifiRadar
A.1 Class Adaptor
(a) Fields da Class Adaptor do
WifiRadar.
(b) Methods da Class Adaptor do WifiRadar.
Figura A.1: Class Adaptor do WifiRadar.
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A.2 Class getOS
Figura A.2: Class getOS do WifiRadar.
A.3 Class AP
(a) Fields da Class AP do
WifiRadar.
(b) Methods da Class AP do
WifiRadar.




(a) Fields da Class Station
do WifiRadar.
(b) Methods da Class
Station do WifiRadar.
Figura A.4: Class Station do WifiRadar.
A.5 Class WifiMon
Figura A.5: Fields da Class WifiMon do WifiRadar.
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Classes do Mo´dulo WifiRadar
Figura A.6: Methods da Class WifiMon do WifiRadar.
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Anexo B
A´rvore de ficheiros da instalac¸a˜o
do Epi











Application Folder Wifiradar.dll Assembly
Uninstall.bat ficheiro
Epi.exe (Primary Output) Output
nmconfig.exe (32 bits) ficheiro





continua na pro´xima pa´gina
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Tabela B.1: A´rvore de instalac¸a˜o Epi 32 bits.











Application Folder Wifiradar.dll Assembly
Uninstall.bat ficheiro
Epi.exe (Primary Output) Output
nmconfig.exe (64 bits) ficheiro



















Tabela B.2: A´rvore de instalac¸a˜o Epi 64 bits.
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