It is natural to ask: what kinds of matrices satisfy the Restricted Eigenvalue (RE) condition? In this paper, we associate the RE condition (Bickel-Ritov-Tsybakov 09) with the complexity of a subset of the sphere in R p , where p is the dimensionality of the data, and show that a class of random matrices with independent rows, but not necessarily independent columns, satisfy the RE condition, when the sample size is above a certain lower bound. Here we explicitly introduce an additional covariance structure to the class of random matrices that we have known by now that satisfy the Restricted Isometry Property as defined in Candès and Tao 05 (and hence the RE condition), in order to compose a broader class of random matrices for which the RE condition holds. In this case, tools from geometric functional analysis in characterizing the intrinsic low-dimensional structures associated with the RE condition has been crucial in analyzing the sample complexity and understanding its statistical implications for high dimensional data.
Introduction
In a typical high dimensional setting, the number of variables p is much larger than the number of observations n. This challenging setting appears in linear regression, signal recovery, covariance selection in graphical modeling, and sparse approximations. In this paper, we consider recovering β ∈ R p in the following linear model:
where X is an n × p design matrix, Y is a vector of noisy observations and ǫ being the noise term. The design matrix is treated as either fixed or random. We assume throughout this paper that p ≥ n (i.e. highdimensional) and ǫ ∼ N (0, σ 2 I n ). Throughout this paper, we assume that the columns of X have ℓ 2 norms in the order of √ n, which holds with an overwhelming probability when X is a random design that we shall consider.
The restricted eigenvalue (RE) conditions as formalized by Bickel et al. (2009) 1 are among the weakest and hence the most general conditions in literature imposed on the Gram matrix in order to guarantee nice statistical properties for the Lasso and the Dantzig selector; for example, under this condition, they derived bounds on ℓ 2 prediction loss and on ℓ p , where 1 ≤ p ≤ 2, loss for estimating the parameters for both the Lasso and the Dantzig selector in both linear regression and nonparametric regression models. From now on, we refer to their conditions in general as the RE condition. Before we elaborate upon the RE condition, we need some notation and some more definitions to put this condition in perspective.
Consider the linear regression model in (1.1). For a chosen penalization parameter λ n ≥ 0, regularized estimation with the ℓ 1 -norm penalty, also known as the Lasso (Tibshirani, 1996) or the Basis Pursuit (Chen et al., 1998) refers to the following convex optimization problem 2) where the scaling factor 1/(2n) is chosen by convenience.
The Dantzig selector (Candès and Tao, 2007) , for a given λ n ≥ 0, is defined as (DS) arg min
For an integer 1 ≤ s ≤ p/2, we refer to a vector β ∈ R p with at most s non-zero entries as an s-sparse vector. Let β T ∈ R |T | , be a subvector of β ∈ R p confined to T . One of the common properties of the Lasso and the Dantzig selector is: for an appropriately chosen λ n , for a vector υ := β − β, where β is an s-sparse vector and β is the solution from either the Lasso or the Dantzig selector, it holds with high probability (cf. Section C) 4) where I ⊂ {1, . . . , p}, |I| ≤ s is the support of β, k 0 = 1 for the Dantzig selector, and for the Lasso it holds for k 0 = 3; see Bickel et al. (2009) and Candès and Tao (2007) in case columns of X have ℓ 2 norm √ n. We use υ T 0 to always represent the subvector of υ ∈ R p confined to T 0 , which corresponds to the locations of the s largest coefficients of υ in absolute values: then (1.4) implies that (see Proposition 1.4)
We are now ready to introduce the Restricted Eigenvalue assumption that is formalized in Bickel et al. (2009) . In Section 3, we show the convergence rate on ℓ p for p = 1, 2 for both the Lasso and the Dantzig selector under this condition for the purpose of completeness. Definition 1.1. Throughout this paper, we say that a vector υ ∈ R p is admissible to (1.6) , or equivalently to (1.12), for a given k 0 > 0 as defined therein, if υ = 0 and for some J 0 ∈ {1, . . . , p} such that |J 0 | ≤ s, it holds that υ J c 0 1 ≤ k 0 υ J 0 1 . Now it is clear that if υ is admissible to (1.6) , or equivalently to (1.12), (1.5) holds (cf. Proposition 1.4 
).
If RE(s, k 0 , X) is satisfied with k 0 ≥ 1, then the square submatrices of size ≤ 2s of X T X/n are necessarily positive definite (see Bickel et al. (2009) ). We note the "universality" of this condition as it is not tailored to any particular set J 0 . We also note that given such a universality condition, it is sufficient to check if for all υ = 0 that is admissible to (1.6) and for K(s, k 0 , X) > 0, the following inequality
holds, where T 0 corresponds to locations of the s largest coefficients of υ in absolute values, as (1.7) is both necessary and also sufficient to guarantee that (1.6) holds; See Proposition 1.4 for details.
A special class of design matrices that satisfy the RE condition are the random design matrices. This is shown in a large body of work in the high dimensional setting, for example Tao, 2005, 2007; Baraniuk et al., 2008; Mendelson et al., 2008; Adamczak et al., 2009) , which shows that a uniform uncertainty principle (UUP, a condition that is stronger than the RE condition, see Bickel et al. (2009)) holds for "generic" or random design matrices for very significant values of s; roughly speaking, UUP holds when the 2s-restricted isometry constant θ 2s is small, which we now define. Let X T , where T ⊂ {1, . . . , p} be the n × |T | submatrix obtained by extracting columns of X indexed by T . Definition 1.2. (Candès and Tao, 2005 ) For each integer s = 1, 2, . . ., the s-restricted isometry constant θ s of X is the smallest quantity such that
for all T ⊂ {1, . . . , p} with |T | ≤ s and coefficients sequences (c j ) j∈T .
It is well known that for a random matrix the UUP holds for s = O(n/ log(p/n)) with i.i.d. Gaussian random variables (that is, Gaussian random ensemble, subject to normalizations of columns), the Bernoulli, and in general the subgaussian ensembles (Baraniuk et al., 2008; Mendelson et al., 2008 ) (cf. Theorem 2.5). Recently, it is shown (Adamczak et al., 2009 ) that UUP holds for s = O(n/ log 2 (p/n)) when X is a random matrix composed of columns that are independent isotropic vectors with log-concave densities. Hence this setup only requires Θ(log(p/n)) or Θ(log 2 (p/n)) observations per nonzero value in β, where Θ hides a very small constant, when n is a nonnegligible fraction of p, in order to perform accurate statistical estimation; we call this level of sparsity as the linear sparsity.
The main purpose of this paper is to extend the family of random matrices from the i.i.d. subgaussian ensemble Ψ (cf. (1.10)), which are now well known to satisfy the UUP condition and hence the RE condition under linear sparsity, to a larger family of random matrices X := ΨΣ 1/2 , where Σ is assumed to behave sufficiently nicely in the sense that it satisfies certain restricted eigenvalue conditions to be defined in Section 1.1. Thus we have explicitly introduced the additional covariance structure Σ to the columns of Ψ in generating X. In Theorem 1.6, we show that X satisfies the RE condition with overwhelming probability once we have n ≥ Cs log(cp/s), where c is an absolute constant and C depends on the restricted eigenvalues of Σ (cf. (1.19)), when Σ satisfies the restricted eigenvalue assumption to be specified in Section 1.1. We believe such results can be extended to other cases: for example, when X is the composition of a random Fourier ensemble, or randomly sampled rows of orthonormal matrices, see for example Tao (2006, 2007) .
Finally, we show rate of convergence results for the Lasso and the Dantzig selector given such random matrices. Although such results are almost entirely known, we provide a complete analysis for a selfcontained presentation. Given these rates of convergence (cf. 
Restricted eigenvalue assumption for a random design
We will define the family of random matrices that we consider and the restricted eigenvalue assumption that we impose on such a random design. We need some more definitions.
, and is ψ 2 with a constant α if for every y ∈ R p ,
The important examples of isotropic, subgaussian vectors are the Gaussian random vector Y = (h 1 , . . . , h p ) where h i , ∀i are independent N (0, 1) random variables, and the random vector Y = (ε 1 , . . . , ε p ) where ε i , ∀i are independent, symmetric ±1 Bernoulli random variables.
A subgaussian or ψ 2 operator is a random operator Γ : R p → R n of the form 10) where e 1 , . . . , e n are the canonical basis of R n and Ψ 1 , . . . , Ψ n are independent copies of an isotropic ψ 2 vector Ψ 0 on R p . Note that throughout this paper, Γ is represented by a random matrix Ψ whose rows are Ψ 1 , . . . , Ψ n . Throughout this paper, we consider a random design matrix X that is generated as follows:
, where we assume Σ jj = 1, ∀j = 1, . . . , p, 11) and Ψ is a random matrix whose rows Ψ 1 , . . . , Ψ n are independent copies of an isotropic ψ 2 vector Ψ 0 on R p as in Definition 1.3. For a random design X as in (1.11), we make the following assumption on Σ.
A slightly stronger condition has been originally defined in Zhou et al. (2009) 
(1.12)
We note that similar to the case in Assumption 1.1, it is sufficient to check if for υ = 0 that is admissible to (1.12) and for K(s, k 0 , Σ) > 0, that the following inequality
holds, where T 0 corresponds to locations of the s largest coefficients of υ in absolute values. Formally, we have Proposition 1.4. Let 1 ≤ s ≤ p/2 be an integer and k 0 > 0. Suppose δ = 0 is admissible to (1.12), or equivalently to (1.6) , in the sense of Definition 1.1; then 
We now define
where we assume that ρ max (m) is a constant for m ≤ p/2. If RE(s, k 0 , Σ) is satisfied with k 0 ≥ 1, then the square submatrices of size ≤ 2s of Σ are necessarily positive definite (see Bickel et al. (2009) ); hence throughout this paper, we also assume that
Note that when Ψ is a Gaussian random matrix with i.i.d. N (0, 1) random variables, X as in (1.11) corresponds to a random matrix with independent rows, such that each row is a random vector that follows a multivariate normal distribution N (0, Σ):
, where we assume Σ jj = 1, ∀j = 1, . . . , p.
(1.18)
Finally, we need the following notation. For a set V ⊂ R p , we let conv V denote the convex hull of V . For a finite set Y , the cardinality is denoted by |Y |. Let B p 2 and S p−1 be the unit Euclidean ball and the unit sphere respectively.
The main theorem
Throughout this section, we assume that Σ satisfies (1.12) and (1.16) for m = s. We assume k 0 > 0 and it is understood to be the same quantity throughout our discussion. Let us definē 19) where k 0 > 0 is understood to be the same as in (1.20). Our main result in Theorem 1.6 roughly says that for a random matrix X := ΨΣ 1/2 , which is the product of a random subgaussian ensemble Ψ and a fixed positive semi-definite matrix Σ 1/2 , the RE condition will be satisfied with overwhelming probability, given n that is sufficiently large (cf.
( 1.21)). Before introducing the theorem formally, we define the class of vectors E s , for a particular integer 1 ≤ s ≤ p/2, that are relevant to the RE Assumption 1.1 and 1.2. For any given subset J 0 ⊂ {1, . . . , p} such that |J 0 | ≤ s, we consider the set of vectors δ such that
holds for some k 0 > 0, subject to a normalization condition such that Σ 1/2 δ ∈ S p−1 ; we then define the set E ′ s as unions of all vectors that satisfy the cone constraint as in (1.20) with respect to any index set
We now define a even broader set: let δ T 0 be the subvector of δ confined to the locations of its s largest coefficients:
Theorem 1.6 is the main contribution of this paper. Theorem 1.6. Set 1 ≤ n ≤ p, 0 < θ < 1, and s ≤ p/2. Let Ψ 0 be an isotropic ψ 2 random vector on R p with constant α as in Definition 1.3 and Ψ 1 , . . . , Ψ n be independent copies of Ψ 0 . Let Ψ be a random matrix in R n×p whose rows are Ψ 1 , . . . , Ψ n . Let Σ satisfy (1.12) and (1.16). If n satisfies forC as defined in (1.19)
then with probability at least 1 − 2 exp(−cθ 2 n/α 4 ), we have for all δ ∈ E s ,
where ρ 1 , . . . , ρ p are column vectors of Σ 1/2 , and c ′ ,c > 0 are absolute constants.
We now state some immediate consequences of Theorem 1.6. Consider the random design X = ΨΣ 1/2 as defined in Theorem 1.6. It is clear when all columns of X have an Euclidean norm close to √ n, as guaranteed by (1.23) for 0 < θ < 1 that is small, it makes sense to discuss the RE condition in the form of (1.6). We now define the following event R on a random design X, which provides an upper bound on K(s, k 0 , X) for a given k 0 > 0, when X satisfies Assumption RE(s, k 0 , X):
Under Assumption 1.2, we consider the set of vectors u := Σ 1/2 δ, where δ = 0 is admissible to (1.12), and show a uniform bound on the concentration of each individual random variable of the form Γu around its mean. By Proposition 1.4, we have u 2 = Σ 1/2 δ 2 > 0. We can now apply (1.22) to each (δ/ Σ 1/2 δ 2 ) = 0, which belongs to E ′ s and hence E s (see Remark 1.5), and conclude that
hold for all δ = 0 that is admissible to (1.12), with probability at least 1 − 2 exp(−cθ 2 n/α 4 ). Now the lower bound in (1.25) implies that
where T 0 is the locations of largest coefficients of t in absolute values. Hence (1.23) and event R(θ) hold simultaneously, with probability at least 1 − 2 exp(−cθ 2 n/α 4 ), given (1.13) and Proposition 1.4, so long as n satisfies (1.21). Candès and Tao (2005) . In particular, when Σ = I and δ is s-sparse, (1.8) holds for X with θ s = θ, given (1.25).
Remark 1.7. It is clear that this result generalizes the notion of restricted isometry property (RIP) introduced in

Proof Theorem 1.6
In this section, we first state a definition and then two lemmas in Section 2.1, from which we show the proof of Theorem 1.6 in Section 2.2. We shall identify the basis with the canonical basis {e 1 , e 2 , . . . , e p } of R p , where e i = {0, . . . , 0, 1, 0, . . . , 0}, and it is to be understood that 1 appears in the ith position and 0 appears elsewhere. Definition 2.1. For a subset V ⊂ R p , we let
∈ R p and g 1 , . . . , g p are independent N (0, 1) Gaussian random variables.
The complexity measures
The subset Υ that is relevant to our result is a subset of the sphere S p−1 such that the linear function Σ 1/2 : E s → R p maps δ ∈ E s onto:
We now show a bound on functional of ℓ * (Υ), for which we crucially exploit the cone property of vectors in E s , the RE condition on Σ, and the bound of ρ max (s). Lemma 2.2 is one of the main technical contributions of this paper. Lemma 2.2. (Complexity of a subset of S p−1 ) Let Σ satisfy (1.12) and (1.16). Let h 1 , . . . , h p be independent
whereC is defined in (1.19) and c = 5e. Remark 2.3. We will also show in our fundamental proof for the zero-mean Gaussian random ensemble with covariance matrix being Σ, where such complexity measure is used exactly in Section D. There we also give explicit constants.
Thus we have the following. Lemma 2.4. Let Φ = {ρ 1 , . . . , ρ p } be the subset of vectors in S p−1 that correspond to columns of Σ 1/2 . It holds that ℓ * (Φ) ≤ 3 √ log p.
Proof of Theorem 1.6
The key idea to prove Theorem 1.6 is to apply the powerful Theorem 2.5 as shown in Mendelson et al. (2007 Mendelson et al. ( , 2008 )(Corollary 2.7, Theorem 2.1 respectively) to the subset Υ of the sphere S p−1 , as defined in (2.2). As explained in Mendelson et al. (2008) , in the context of Theorem 2.5, the functional ℓ * (Υ) is the complexity measure of the set Υ, which measures the extent in which probabilistic bounds on the concentration of each individual random variable of the form Γv 2 2 around its mean can be combined to form a bound that holds uniformly for all v ∈ Υ. Theorem 2.5. (Mendelson et al., 2007 (Mendelson et al., , 2008 ) Set 1 ≤ n ≤ p and 0 < θ < 1. Let Ψ be an isotropic ψ 2 random vector on R p with constant α, and Ψ 1 , . . . , Ψ n be independent copies of Ψ. Let Γ be as defined in (1.10) and let
4)
Then with probability at least 1 − exp(−cθ 2 n/α 4 ), for all v ∈ V , we have It is clear that (1.22) follows immediately from Theorem 2.5 by having V = Υ, given Lemma 2.2. In fact, we can now finish proving Theorem 1.6 by applying Theorem 2.5 twice, by having V = Υ and V = Φ respectively: the lower bound on n is obtained by applying the upper bounds on ℓ * (Υ) as given in Lemma 2.2 and on ℓ * (Φ) as in Lemma 2.4. We then apply the union bound to bound the probability of the bad events when (2.5) does not hold for some v ∈ Υ or some v ∈ Φ respectively.
ℓ p convergence for the Lasso and the Dantzig selector
Throughout this section, we assume that 0 < θ < 1, and c ′ ,c > 0 are absolute constants. Conditioned on the random design as in (1.11) satisfying properties as guaranteed in Theorem 1.6, we proceed to treat X as a deterministic design, for which both the RE condition as described in (1.24) and condition F(θ) defined as below hold,
where X 1 , . . . , X p are the column vectors of X: Formally, we consider the set X ∋ X of random designs that satisfy both condition R(θ) and F(θ), for some 0 < θ < 1. By Theorem 1.6, we have for n satisfy the lower bound in (1.21),
It is clear that on X , Assumption 1.2 holds for Σ. We now bound the correlation between the noise and covariates of X for X ∈ X , where we also define a constant λ σ,a,p which is used throughout the rest of this paper. For each a ≥ 0, for X ∈ F(θ), let
where λ σ,a,p = σ √ 1 + a (2 log p)/n, where a ≥ 0; we have (cf. Proposition C.1)
In fact, for such a bound to hold, we only need
We note that constants in the theorems are not optimized. Theorem 3.1. (Estimation for the Lasso) Set 1 ≤ n ≤ p, 0 < θ < 1, and a > 0. Let s < p/2. Consider the linear model in (1.1) with random design X := ΨΣ 1/2 , where Ψ n×p is a subgaussian random matrix as defined in Theorem 1.6. and Σ satisfies (1.12) and (1.16). Let β be an optimal solution to the Lasso as in (1.2) with λ n ≥ 2(1 + θ)λ σ,a,p . Suppose that n satisfies forC as in (1.19), n > c ′ α 4 θ 2 max C 2 s log(5ep/s), 9 log p . Then with probability at least P (X ∩ T a ) ≥ 1−2 exp(−cθ 2 n/α 4 )−P (T c a ), we have for B ≤ 4K 2 (s, 3, Σ)/(1− θ) 2 and k 0 = 3, then with probability at least P (X ∩ T a ) ≥ 1−2 exp(−cθ 2 n/α 4 )−P (T c a ), we have for B ≤ 4K 2 (s, 1, Σ)/(1− θ) 2 and k 0 = 1,
Proofs are given in Section C.
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A Some preliminary propositions
In this section, we first prove Proposition 1.4, in Section A.1, which is used throughout the rest of the paper. We then present a simple decomposition for vectors δ ∈ E s and show some immediate implications, which we shall need in the proofs for Lemma 2.2, Theorem 3.1 and Theorem 3.2.
A.1 Proof of Proposition 1.4
For each δ that is admissible to (1.12), there exists a subset of indices J 0 ⊆ {1, . . . , p} such that both |J 0 | ≤ s and δ J c 0 1 ≤ k 0 δ J 0 1 hold. This immediately implies that (1.14) holds for k 0 > 0,
due to the maximality of δ T 0 1 among all δ J 0 1 for J 0 ⊆ {1, . . . , p} such that |J 0 | ≤ s. This immediately implies that E ′ s ⊂ E s .
We now show that (1.13) is a necessary and sufficient condition for (1.12) to hold; the same argument applies to the RE conditions on X. Suppose (1.13) hold for δ = 0; we have for all J 0 ∈ {1, . . . , p} such that |J 0 | ≤ s and δ J c 0 1
where the last inequality is due to the fact that δ J 0 2 > 0; Suppose δ J 0 2 = 0 otherwise; then δ J c 0 1 ≤ k 0 δ J 0 1 = 0 would imply that δ = 0, which is a contradiction. Conversely, suppose that (1.12) hold; then (1.13) must also hold, given that T 0 satisfies (1.14) with |T 0 | = s, and δ T 0 = 0. Finally, the "moreover" part holds given Assumption 1.2, in view of (A.1).
A.2 Decomposing a vector in E s
For each δ ∈ E s , we decompose δ into a set of vectors δ T 0 , δ T 1 , δ T 2 , . . . , δ T K such that T 0 corresponds to locations of the s largest coefficients of δ in absolute values, T 1 corresponds to locations of the s largest coefficients of δ 
where vector · ∞ represents the largest entry in absolute value in the vector, and hence
where for (A.3), we have used the fact that for all δ ∈ E s
holds. Indeed, for δ such that (A.4) holds, we have by (A.2) and (A.3)
A.3 On the equivalence of two RE conditions
To introduce the second RE assumption by Bickel et al. (2009) , we need some more notation. For an integer s such that 1 ≤ s ≤ p/2, a vector υ ∈ R p and a set of indices J 0 ⊆ {1, . . . , p} with |J 0 | ≤ s, denoted by J 1 the subset of {1, . . . , p} corresponding to the s largest in absolute value coordinates of υ outside of J 0 and defined J 01 △ = J 0 ∪ J 1 . Assumption A.1. Restricted eigenvalue assumption RE(s, s, k 0 , X) (Bickel et al., 2009) . Consider a fixed design. For some integer 1 ≤ s ≤ p/2, and a positive number k 0 , the following condition holds:
Assumption A.2. Restricted eigenvalue assumption RE(s, s, k 0 , Σ) For some integer 1 ≤ s ≤ p/2, and a positive number k 0 , the following condition holds:
Proposition A.1. For some integer 1 ≤ s ≤ p/2, and for the same k 0 > 0, the two sets of RE conditions are equivalent up to a constant √ 2 factor of each other:
Similarly, we have
Proof. It is obvious that for the same k 0 > 0, (A.8) implies that the condition as in Definition 1.2 holds with
Now, for the other direction, suppose that RE(s, k 0 , Σ) holds for for K(s, k 0 , Σ) > 0. Then for all υ = 0 that is admissible to (1.12), we have by Proposition 1.4,
where T 0 corresponds to locations of the s largest coefficients of υ in absolute values; Now for any J 0 ⊆ {1, . . . , p} such that |J 0 | ≤ s, and υ J c 0 1 ≤ k 0 υ J 0 1 holds, we have by(1.12),
Now it is clear that J 1 ⊂ T 0 ∪ T 1 , and we have for all υ = 0 that is admissible to (1.12),
which immediately implies that for all υ = 0 that is admissible to (1.12),
Thus we have that RE(s, s, k 0 , Σ) condition holds with K(s, s, k 0 , Σ) ≤ √ 2K(s, k 0 , Σ). The other set of inequalities follow exactly the same line of arguments.
We now introduce the last assumption, for which we need some more notation. For integers s, m such that 1 ≤ s ≤ p/2 and m ≥ s, s + m ≤ p, a vector δ ∈ R p and a set of indices J 0 ⊆ {1, . . . , p} with |J 0 | ≤ s, denoted by J m the subset of {1, . . . , p} corresponding to the m largest in absolute value coordinates of δ outside of J 0 and defined J 0m , following essentially the same argument as in Candès and Tao (2007) : observe that the kth largest value of υ J c 0 obeys
Thus we have for δ that is admissible to (A.14),
It is clear that J 1 2 ≤ T 0 2 , and
which immediately implies that for all υ = 0 that is admissible to (A.14),
Thus we have that RE(s, m, k 0 , X) condition holds with K(s, m, k 0 , X) ≤ 2 + k 2 0 K(s, k 0 , X).
B Results on the complexity measures
In this section, in preparation for proving Lemma 2.2 and Lemma 2.4, we first state some well-known definitions and some preliminary results on certain complexity measures on a set V (See Mendelson et al. (2008) for example); we also provide a new result in Lemma B.6. Definition B.1. Given a subset U ⊂ R p and a number ε > 0, an ε-net Π of U with respect to the Euclidean metric is a subset of points of U such that ε-balls centered at Π covers U :
where A + B := {a + b : a ∈ A, b ∈ B} is the Minkowski sum of the sets A and B. The covering number N (U, ε) is the smallest cardinality of an ε-net of U .
Now it is well-known that there exists an absolute constant c 1 > 0 such that for every finite subset
The main goal of the rest of this section is to provide a bound on a variation of the complexity measure ℓ * (V ), which we will denote with ℓ * (V ) throughout this paper, by essentially exploiting a bound similar to (B.1) (cf. Lemma B.6).
Given a set V ⊂ R p , we need to also measure ℓ * (W ), where W is the subspace of R p such that the linear function Σ 1/2 : V → R p carries t ∈ V onto:
We denote this new measure with ℓ * (V ). Formally, Definition B.2. For a subset V ⊂ R p , we define
∈ R p is a random vector with independent N (0, 1) random variables while g = Σ 1/2 h is a random vector with dependent Gaussian random variables.
We prove a bound on this measure in Lemma B.6 after we present some existing results. The subsets that we would like to apply (2.1) and (B.2) are the sets consisting of sparse vectors: let S p−1 be the unit sphere in
We shall also consider the analogous subset of the Euclidean ball,
The sets U m and U m are unions of the unit spheres, and unit balls, respectively, supported on m-dimensional coordinate subspaces of R p . The following three lemmas are well-known and mostly standard; See Mendelson et al. (2008) and Ledoux and Talagrand (1991) for example. Proof. Consider all subsets T ⊂ {1, . . . , p} with |T | = m, it is clear that the required sets in Π and Π ′ in Lemma B.4 can be obtained by unions of corresponding sets supported on the coordinates from T . By Lemma B.3, the cardinalities of these sets are at most (5/2ε) m p m . Lemma B.5. (Ledoux and Talagrand, 1991 
We now prove the key lemma that we need for Lemma D. 
Proof. The first inequality follows from the definition of ℓ * and the fact that
The second equality in (B.6) holds due to convexity which guarantees that
Thus we have for c = 5e
where we have used Lemma B.5, (B.5) and the bound p m ≤ ep m m , which is valid for m < p/2, and the
B.1 Proof of Lemma 2.2
It is clear that for all y ∈ Υ, y = Σ 1/2 δ for some δ ∈ E s , hence all equalities in (2.3) hold. We hence focus on bounding the last term. For each δ ∈ E s , we decompose δ into a set of vectors δ T 0 , δ T 1 , δ T 2 , . . . , δ T K as in Section A.2.
By Proposition 1.4, we have δ T c 0 1
:= 0 below. Thus we have for all δ in E s and all
where we have used the following bounds in (B.9) and (B.10): By Assumption 1.2 and by construction of its corresponding sets T 0 , T 1 , . . ., we have for all δ ∈ E s ,
where we used the bound in (A.3). Thus we have by (B.8) and Lemma B.6
:=C s log(cp/s)
by Lemma B.6, whereC is as defined in (1.19) and c = 5e. This proves Lemma 2.2.
B.2 Proof of Lemma 2.4
Let h 1 , . . . , h p be independent N (0, 1) Gaussian random variables. We have by Lemma (B.5),
where we used the fact that Σ ii = 1 for all i and σ(h j ) = 1, ∀j.
C Proofs for Theorems in Section 3
Throughout this section, let 1 > θ > 0. Proving both Theorem 3.1 and Theorem 3.2 involves first showing that the optimal solutions to both the Lasso and the Dantzig selector satisfy the cone constraint as in (1.4) for I = supp β, for some k 0 > 0. Indeed, it holds that k 0 = 1 for the Dantzig selector when λ n ≥ (1 + θ)λ σ,a,p , and k 0 = 3 for the Lasso when λ n ≥ 2(1 + θ)λ σ,a,p (cf. Lemma C.2 and (C.14)). These have been shown before, for example, in Bickel et al. (2009) and in Candès and Tao (2007) . We included proofs for (Lemma C.2 and (C.14)) for completeness. We then state two propositions for the Lasso estimator and the Dantzig selector respectively under T a , where a > 0 and 1 > θ > 0. We first bound the probability on T c a .
C.1 Bounding T c a
Lemma C.1. For fixed design X with max j X j 2 ≤ (1 + θ) √ n, where 0 < θ < 1, we have for T a as defined in (3.2), where
Proof. Define random variables:
Obviously, Y j has its tail probability dominated by that of Z ∼ N (0, c 2 0 σ 2 n ):
We can now apply the union bound to obtain:
By choosing t = c 0 σ √ 1 + a 2 log p/n, the right-hand side is bounded by ( √ π log pp a ) −1 for a ≥ 0.
C.2 Proof of Theorem 3.1
Let β be an optimal solution to the Lasso as in (1.2). S := supp β. and
We first show Lemma C.2; we then apply condition RE(s, k 0 , X) on υ with k 0 = 3 under T a to show Proposition C.3. Theorem 3.1 follows immediately from Proposition (C.3). Lemma C.2. Bickel et al. (2009) Under condition T a as defined in (3.2), υ S c 1 ≤ 3 υ S 1 for λ n ≥ 2(1 + θ)λ σ,a,p for the Lasso.
Proof. By the optimality of β, we have
Hence under condition T a as in (3.2), we have for λ n ≥ 2(1 + θ)λ σ,a,p ,
where by the triangle inequality, and β S c = 0, we have
Thus Lemma C.2 holds.
We now show Proposition C.3, where except for the ℓ 2 -convergence rate as in (C.5), all bounds have essentially been shown in Bickel et al. (2009) (as Theorem 7. 2) under Assumption RE(s, 3, X); The bound on υ 2 , which as far as the author is aware of, is new; however, this result is indeed also implied by Theorem 7.2 in Bickel et al. (2009) given Proposition A.1 as derived in this paper. We note that the same remark holds for Proposition C.5; see Bickel et al. (2009, Theorem 7 .1).
Proposition C.3. (ℓ p -loss for the Lasso) Suppose that RE(s, 3, X) holds. Let Y = Xβ + ǫ, for ǫ being i.i.d. N (0, σ 2 ) and X j 2 ≤ (1 + θ) √ n. Let β be an optimal solution to (1.2) with λ n ≥ 2(1 + θ)λ σ,a,p , where a ≥ 0. Let υ = β − β. Then on condition T a as in (3.2), the following hold for B 0 = 4K 2 (s, 3, X)
Proof. The first part of this proof follows that of Bickel et al. (2009) . Now under condition T a , by (C.1) and (C.2),
where (C.7) holds by definition of RE(s, 3, X); Thus we have by (C.8) that
which implies that (C.4) holds with B 0 = 4K 2 (s, 3, X). Now by RE(s, 3, X) and (C.6), we have
which immediately implies that (C.3) holds.
Finally, we have by (A.5), (C.9), (1.14) and the RE(s, 3, X) condition,
where in (C.11), we crucially exploit the universality of the RE condition; in (C.12), we use the bound in (C.6); and in (C.13), we use (C.9).
C.3 Proof of Theorem 3.2
Let β be an optimal solution to the Dantzig selector as into (1.3). Let S := supp β. and
We first show Lemma C.4; we then apply condition RE(s, k 0 , X) to υ with k 0 = 1 under T a to show Proposition C.5. Theorem 3.2 follows from immediately from Proposition (C.5).
Lemma C.4. (Candès and Tao (2007) ) Under condition T a , υ S c 1 ≤ υ S 1 for λ n ≥ (1 + θ)λ σ,a,p , where a ≥ 0 and 0 < θ < 1 for the Dantzig selector.
Finally, we have by (A.5), (C.20), (1.14) and the RE(s, 3, X) condition, 
D A fundamental proof for the Gaussian random design
In this section, we state a theorem for the Gaussian random design, following a more fundamental proof given by Raskutti et al. (2009) (cf. Proposition 1). We apply their method and provide a tighter bound on the sample size that is required in order for X to satisfy the RE condition, where X is composed of independent rows with multivariate Gaussian vectors drawn from N (0, Σ) as in 1.18. We note that both upper and lower bounds in Theorem D.1 are obtained in a way that is quite similar to how the largest and smallest singular values of a Gaussian random matrix are upper and lower bounded respectively; see for example Davidson and Szarek (2001) . The improvement over results in Raskutti et al. (2009) Proof. We only provide a sketch here; see Raskutti et al. (2009) for details. Using the Slepian's Lemma and its extension by Gordon (1985) , the following inequalities have been derived by Raskutti et al. (2009) We then apply the concentration of measure inequality for inf δ∈Es Xδ 2 , for which it is well known that the 1-Lipschitz condition holds for inf δ∈Es Xδ 2 = inf δ∈Es AΣ 1/2 δ 2 , where A is a matrix with i.i. 
