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ABSTRACT
Decades ago in the U.S., clear lines delineated which neighborhoods were ac-
ceptable for certain people and which were not. Techniques such as steering and
biased mortgage practices continue to perpetuate a segregated outcome for many res-
idents. In contrast, ethnic enclaves and age restricted communities are viewed as vol-
untary segregation based on cultural and social amenities. This diversity surrounding
the causes of segregation are not just region-wide characteristics, but can vary within
a region. Local segregation analysis aims to uncover this local variation, and hence
open the door to policy solutions not visible at the global scale. The centralization
index, originally introduced as a global measure of segregation focused on spatial
concentration of two population groups relative a region’s urban center, has lost rel-
evancy in recent decades as regions have become polycentric, and the index’s magni-
tude is sensitive to the particular point chosen as the center. These attributes, which
make it a poor global measure, are leveraged here to repurpose the index as a local
measure. The index’s ability to differentiate minority from majority segregation, and
its focus on a particular location within a region make it an ideal local segregation
index. Based on the local centralization index for two groups, a local multigroup
variation is defined, and a local space-time redistribution index is presented capturing
change in concentration of a single population group over two time periods. Permu-
tation based inference approaches are used to test the statistical significance of mea-
sured index values. Applications to the Phoenix, Arizona metropolitan area show
persistent cores of black and white segregation over the years 1990, 2000 and 2010,
and a trend of white segregated neighborhoods increasing at a faster rate than black.
An analysis of the Phoenix area’s recently opened light rail system shows that its 28
stations are located in areas of significant white, black and Hispanic segregation, and
there is a clear concentration of renters over owners around most stations. There is
little indication of statistically significant change in segregation or population con-
i
centration around the stations, indicating a lack of near term impact of light rail on
the region’s overall demographics.
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Chapter 1
INTRODUCTION
Decades ago in the U.S., clear lines delineated which neighborhoods were acceptable
for certain people and which were not. Today more subtle methods such as steering
and biased mortgage lending practices (Rugh and Massey, 2010) continue to
perpetuate a segregated outcome for many residents in the U.S. That being said,
ethnic enclaves (Li, 1998), age restricted communities and Indian reservations
provide opportunities for residents who choose to locate near the cultural and social
amenities to which they are most comfortable. Whether segregation is de facto or de
jure, it remains a persistent component of the U.S. urban fabric.
This diversity in the social underpinnings of segregation makes it difficult to
define, and even more challenging to reduce to a single metric measured on publicly
available data. At its most basic level, residential segregation measures the difference
in the spatial distribution of two or more population groups in an urban area—as the
spatial footprints of the groups diverge, segregation is said to increase. Duncan and
Duncan (1955a), Taeuber and Taeuber (1965), James and Taeuber (1985), Massey and
Denton (1988) and Reardon and O’Sullivan (2004) and others show that there are
many ways to operationalize this high level definition; evenness, interaction,
concentration and clustering are different yet appropriate concepts to motivate the
measurement of segregation. Diversity in the social meaning of segregation also
argues for investigating local measures of segregation as one metropolitan area could
contain multiple segregated areas each with different underlying influences. Local
measures can be used to identify if a particular site, chosen a priori, is in fact a focal
point of segregation, or to study an entire region in an attempt to find hot spots of
segregation (Besag and Newell, 1991). The implication behind using a local measure
is the potential to find some variation in the pattern of the phenomenon across the
region being studied, which can then be mined for greater insights.
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While there exist a number of local measures of residential segregation (see
Wong, 2002; Feitosa et al., 2007; Wong, 2008a, for reviews and proposals), the
concept of centralization as a local measure of segregation has not been discussed.
Centralization can be defined as follows:
Centralization, decentralization, centralized and decentralized signify
distributional patterns which are special cases of concentration and
related terms. They describe the distribution relative to a point taken to
be the center of the area. . . In a sense centralization and concentration
are synonymous; however, a highly concentrated distribution is not a
highly centralized one unless the units cluster at the point taken to be
the center of the area, while all highly centralized distributions are by
definition also highly concentrated. (Gibbs, 1961, p236)
Centralization clearly shares attributes of aspatial concentration and spatial
autocorrelation, where spatial autocorrelation reflects dependence between a
location and its neighbors. That being said, centralization can be differentiated from
the others since it is focused on the spatial pattern of concentration around a
location not a measure of similarity between a location and its neighbors.
Centralization is by no means new to the field of segregation measurement.
In hindsight, the global centralization index, originally presented in Duncan and
Duncan (1955b), might be considered the first measure of spatial segregation. As
originally presented, the a priori focal point was exclusively the central business
district. In the 1950s, downtowns were seeing a largely middle and upper class white
population departing for the suburbs, with lower income minority residents
concentrating in this older, and often times blighted, part of the region. In that
context a sole focus on the region’s urban core as an indicator of the global
segregation pattern has certain appeal. This scenario can be contrasted with the
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current polycentric regions, gentrifying downtowns and new sports and
entertainment facilities locating in central business districts. The original narrowly
defined centralization index has little standing in this modern context where a single
center is difficult to define and the presumption that greater concentration around
this urban core represents a negative characteristic of the region (Brown and Chung,
2006; Wong, 2008b). I take a broader interpretation of the centralization concept
and propose its applicability as a tool for exploratory spatial data analysis (ESDA). It
can be used to study the local relationship between segregation and targeted
locations such parks, Superfund sites, etc. Even more broadly, centralization can be
iteratively applied to every neighborhood within a region to identify hot spots for
more in-depth examination.
The centralization index summarizes three relationships: group X relative to
a location, group Y relative to a location and group X relative to group Y . A
positive index value can be interpreted as the X group being relatively more
concentrated around the central location, relative to the Y group’s level of
concentration around that location. A negative value indicates that the Y group is
relatively more concentrated around the location, and a value near zero points to a
similar concentration of the two groups relative to the location. For the local
centralization index of segregation (chapter 2) the X group is defined as the minority
population and the Y group as the majority population. As a result, the index can
differentiate the locations of minority and majority segregation. The multigroup
local centralization index, introduced in chapter 3, extends the two-group case to
any number of groups. Finally, the local redistribution index, chapter 4, presents a
single-group space-time measure of change in relative concentration over two points
in time. In this case, X is the group in period 1 and Y is the same group in period 2.
While there has been much research into the quantification of segregation,
little has been proposed on the statistical significance of segregation measures.
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Taeuber and Taeuber (1965) uses a permutation approach to determine if measured
segregation is different between two Georgia cities, Cortese et al. (1976) and
Winship (1977) discuss randomization of the dissimilarity index using the
hypergeometric and binomial distributions and Feitosa et al. (2007) applies a spatial
permutation approach modeled after Cliff and Ord (1981) and Anselin (1995). This
use of non-parametric approaches reflects a lack of known analytic distributions for
most segregation measures, which includes the centralization index. The three
relationships identified above between group X , group Y and the location of interest
color the permutation based implementations of inference for the local measures
introduced. For the centralization index the relationship between groups X and Y is
held fixed for each observation, and the spatial location of the observations is
randomized. For the redistribution index the spatial relationship to the center is
held fixed, and the relationship between X and Y within each observation is
randomized (see Table 4.2 for a more detailed comparison).
Chapter 2 of this dissertation provides broad grounding for transforming the
original centralization index into a local measure of segregation. I tie the index to its
roots in the Gini index, and show how the classic centralization index varies under
differing definitions of the urban center. In introducing the index, I compare it to
spatial autocorrelation measures local Moran’s I (Anselin, 1995) and local Getis-Ord
G∗i (Getis and Ord, 1992; Ord and Getis, 1995) and the segregation specific local
dissimilarity index (Wong, 1996). Comparisons are drawn between all the measures,
and their strengths and weaknesses identified. I propose an inference structure to
identify the statistical significance of the local centralization index, and examine its
suseptibility to type I and type II error. In an empirical example, the proposed
measure and inference technique are applied to the Phoenix, Arizona metropolitan
statistical area for the years 1990, 2000 and 2010. I examine black-white segregation
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in this fast growing region, looking at magnitude of local segregation, the numbers
of tracts segregated white and black and the spatial pattern of local segregation.
Chapter 3 of this dissertation builds on the local centralization index by
proposing a local multigroup centralization index. An increasingly diverse nation
and world has motivated segregation research to break the bonds of dichotomous
measures, and seek out methods that capture the richness and complexity of modern
societies. The local multigroup centralization index allows any number of racial (or
other) groups to be compared. I contextualize the index by reviewing the various
ways the general concept of centralization has been manifest in the literature, from
location quotient type measures to spatial measures that integrate information on
distance from the center. The local multigroup centralization index is introduced as
a population weighted average of the pairwise local centralization indices between
all the groups. This results in an index that ranges from 0 to 1; indicating no relative
concentration of any group around the center at one extreme, and complete
concentration of each group relative to the center at the opposite extreme. I further
introduce a segregation table that allows for the summarization of all the pairwise
results for a region. An application to the Phoenix area, again over three census
years, 1990, 2000 and 2010, to five racial groups, white, black, Hispanic, Asian and
Pacific islander and native American allows one to map the resulting local
multigroup segregation values. The visualization provides a view into the overall
pattern of segregation and helps generate hypotheses on factors influencing
segregation in the region.
The focus of chapter 4 is an examination of demographics relating to the
light rail system opened in the Phoenix area in December 2008. Where chapters 2
and 3 provide empirical examples of the local centralization index used as a
mechanism for detecting hot spots around any neighborhood within a region,
chapter 4 examines locations chosen a priori, i.e. 28 light rail stations, to determine if
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any statistically significant pattern can be found. I examine the issue of transit equity
(Murray and Davis, 2001) by measuring racial segregation and renter-owner patterns
using the local centralization index. Equitable outcomes are ones that do not
discriminate against racial minorities or members of lower socioeconomic status. I
then examine change in demographic patterns around each station from 2000, the
year Phoenix voters approved light rail funding, to 2010, 15 months after the system
opened. I introduce the local redistribution index as a direct measure of change for
one demographic group; the index merges a redistribution index introduced by
Redick (1956) with the local centralization index introduced in chapter 2. Change in
segregation is measured by comparing the local centralization index before and after
the adoption of light rail. The measures of change require identical aggregation
boundaries for the two time periods considered; I operationalize this by defining one
set of concentric rings around each station, and then allocating census block data
from each year to the rings. An inference approach that leverages these common
boundaries is introduced to measure the statistical significance of change.
Chapter 5 concludes the dissertation with a summary of key findings and
directions for future research. The methods proposed in this dissertation build on a
tradition that can be traced back 100 years to the work of Corrado Gini (Giorgi,
1990). I envision the methods proposed in this dissertation being further extended to
ordered data, such as age or income, and multiple time periods. I also the see
applicability of this work beyond the field of segregation, potentially to crime
analysis or epidemiology.
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Chapter 2
SPATIAL SEGREGATION AND THE LOCAL CENTRALIZATION INDEX
U.S. House of Representatives Speaker Tip O’Neill’s aphorism, “all politics is local,”
is a recognition that voters care about what directly affects them and their local
community; politicians that ignore this concept do so at their own peril. A similar
statement could be made that all residential segregation is local. Segregated
outcomes are based on the local choices people make on where to live, and who to
live near—neighborhood level choices. By implication, local analysis of segregation
is expected to provide valuable information on the pattern of segregation, and hence
open the door to policy solutions not visible at the global scale.
For decades the segregation literature has focused primarily on summarizing
the segregation pattern for an entire region. Starting in the early 1980s the
emergence of spatially explicit segregation measures can be seen (e.g., White, 1983),
and then in the mid-1990s local measures begin being introduced (e.g., Wong, 1996).
In this chapter I take the first spatial segregation measure, the centralization index
(Duncan and Duncan, 1955b), and repurpose it as a local measure.
The centralization index has historically been used as a global spatial
segregation index that quantifies segregation relative to the urban center of a region.
As a global measure, the index has fallen out of favor since identifying a region’s
single center is not straightforward in an increasingly polycentric urban landscape.
The implication of the global index, that concentration of the minority population
around the urban core is an inherently bad outcome, arguably made sense in the
1950s when the measure was developed. However, variation in downtowns from
city to city, and the reemergence of downtowns as fashionable residential locations
upends the idea that being near a region’s center is an inherent disamenity.
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The sensitivity of the centralization index to which location within the
urban area is chosen as the “center” is a weakness when using it as a global measure,
but is a strength that can be leveraged as a local measure. I show that changing the
central location and the spatial extent of neighbor interactions allows the
centralization index to identify pockets of segregation of both the minority and
majority populations within an urban area. As an exploratory tool, the index can be
iteratively centered on every neighborhood within the urban area to identify which
neighborhoods exhibit abnormally high concentrations of one race relative to
another. Alternatively, particular locations of interest can be identified to determine
if a segregated pattern exists around the locations. By measuring the statistical
significance of each local centralization value, hot spots, or those areas with a value
more extreme than would be expected from a random pattern of neighborhoods,
can be identified. This flexibility in usage makes the index a general exploratory tool
useful for the detection of unusually high pockets of segregation on a map, which
could in turn help generate hypotheses on the forces driving the segregation levels
for those areas and the region as a whole.
This introduction is followed by a section that defines a general framework
for spatial segregation indices, and how the local centralization index fits within that
framework. This is followed by discussions on the local centralization index and its
relationship to related measures. An inference approach for the index is then
constructed to test its statistical significance. An empirical example of black-white
segregation in Phoenix, Arizona is used to illustrate the measures, and the chapter
ends with a summary and directions for further research.
2.1 Motivation
Dimensions of Segregation
Residential segregation measures attempt to capture the spatial separation of
different types of people within an urban area. The measurement of the singular
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concept has taken many forms over the years. In 1988, Massey and Denton brought
order to the multitude of available measures by categorizing twenty of them into
five dimensions: evenness, exposure, concentration, centralization and clustering.
While this pentad remains an important organizational model for both theoretical
and empirical research on segregation, alternative models have since been put
forward to encapsulate the segregation field. In most cases these new models have
abandoned the centralization dimension that forms the core of the work at hand.
The five Massey and Denton dimensions can be split into “aspatial” and
“spatial” categories where those in the former category are unaffected by a
rearrangement of neighborhoods within an urban area. The first of the three aspatial
dimensions is evenness, which identifies if neighborhoods tend to have a balanced
ratio of residents of different types or if neighborhoods tend be dominated by a
single population group. Exposure captures the likelihood of interaction of one
population group with another, where urban areas with mixed neighborhoods
provide more exposure to the other group than urban areas where groups tend to be
separated into isolated neighborhoods. The third aspatial dimension, concentration,
captures the density of a population group, identifying if one population group
occupies a disproportionately small amount of land area within the urban area.
Centralization, a spatial dimension, considers how population groups are
distributed relative to the urban center. Finally, clustering measures the tendency of
neighborhoods with similar demographic profiles to be located near one another.
More recent segregation models have tended toward a two dimensional
approach. Johnston et al. (2007) identifies the dimensions of separateness and location
based on a statistical approach designed to mimic Massey and Denton (1988).
Separateness combines evenness, exposure and clustering, and measures the relative
distribution of two population groups to one another. Location combines
centralization and concentration, and captures the concept of population density.
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Reardon and O’Sullivan (2004) build a theoretical segregation model that eschews
the constraint of neighborhood boundaries and argues for conceptualizing
segregation at the level of individuals. Spatial exposure, analogous to exposure,
captures the likelihood of encountering a member of another population group, and
spatial evenness, which combines evenness and clustering, describes similarity in the
distribution of population groups within an urban area. Brown and Chung (2006)
also argues for two dimensions. The name concentration-evenness represents two
extremes of one dimension covering the uneven or even spatial distribution of the
population. Similarly, clustering-exposure represents extremes of the other dimension
capturing the amount of interaction between population groups. Wong (2008b)
constructs two dimensions: clustering and exposure. The former represents spatial
notions of residential segregation and subsumes evenness; the latter covers
segregation in other “spaces” such as work, religion, entertainment, etc. where
proximity might not reflect the magnitude of segregation.
While all these segregation models approach the dimensions of segregation
differently, they all share the abandonment (or minimization) of the centralization
dimension from the original list of five.1 Brown and Chung (2006) states, “in today’s
increasingly polycentric, multinodal and sprawled city, centrality has little meaning”
(p.126). Wong (2008b) reinforces this position stating, “it has now become obvious
that centralization no longer plays a role in the measurement of segregation because
the polycentric city is today’s norm” (p.458).
Each of the Massey and Denton dimensions of segregation rely on some
assumption(s) of what segregation is, and the subsequent translation of that
assumption to a metric. In the case of centralization, it appears that the assumption
is that disproportionate concentration around the urban core is bad. For many
1While the Johnston et al. (2007) model does explicitly include centralization, their approach and
centralization’s subsequent pairing with concentration seems to indicate that the location dimension
is primarily capturing population density.
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U.S. cities this might be a reasonable assumption that reflects a concentration of
small, outmoded and dilapidated housing and limited access to services such as
supermarkets. However, the urban core of each city is different, and so applying this
type of general rule to all cities is inappropriate; in contrast, exposure to other
population groups is a more universal rule that can be applied across different urban
areas. For this, and other reasons to be discussed later, I generally agree with the
abandonment of centralization as a measure of global segregation as it is currently
used. I propose to repurpose it as an exploratory tool for studying local spatial
segregation.
Space and Segregation
The challenges surrounding space and segregation measurement have been well
motivated in the literature. Through the late 1970s, segregation index research
focused primarily on the technical details of variation between areas (e.g., census
tracts), with little concern about the physical location of areas within their region.
That being said, early researchers did identify a number of spatial concerns that
went beyond the otherwise sole focus on the aspatial part of segregation
measurement. Cowgill and Cowgill (1951) recognized that the scale of the areas
affects measured segregation. They advocated using smaller scale administrative
areas than the commonly used census tracts when measuring segregation. However,
as one continues to subdivide the areas, the population within becomes more and
more homogeneous, resulting in a corresponding increase in measured segregation.
In the extreme there is only one person per area, or complete segregation as
measured by the aspatial indices of the day. Duncan and Duncan (1955a) raised the
issue of concentrated minority population and speculated that a region where the
highly segregated areas are clustered together is distinct from a region with
distributed pockets of high segregation. Their initial observation was on the
concentrated central location of minority populations in regions, but over time the
11
concept was broadened to be called the “checkerboard problem” in the Sociology
field; a recognition that any spatial rearrangement of areas in a region resulted in the
same level of measured segregation. Jahn et al. (1947) noted that the measures they
presented did not “‘correct’ for intra-tract segregation or overlapping of segregation
areas in parts of different census tracts” (p.294). This mismatch between the spatial
units of analysis and the phenomenon being studied can induce spatial
autocorrelation (Anselin, 1988). The insights of these early pioneers along with
advances in spatial analysis led to an emergence of solutions to the weaknesses in
classic segregation measurement starting in the early 1980s (e.g., White, 1983). The
explicitly spatial research efforts over the subsequent three decades have brought a
steady stream of candidate indices to the fore, each addressing the spatial dimensions
of segregation differently.
At its core the challenge of measuring residential segregation is one of
capturing the relative spatial distribution of two populations given less than ideal
data. Most researchers have population data aggregated to small areas, e.g. census
tracts, not raw data containing locations of individuals. This leads to a two-tiered
analysis of population distribution: the first is the allocation of individuals to areas,
which is captured using counts or ratios of residents living in each area, and the
second is the location of areas, which can be computed using information on
proximity or adjacency of areas. Arbia (2001) and Arbia and Piras (2009)
demonstrate that typical measures of resident allocation to areas, e.g. the Gini index,
and area clustering, e.g. Moran’s I , capture different dimensions of the spatial
pattern in the data.
General issues of spatial patterning of data have been examined in many
resources on spatial analysis (e.g. Cliff and Ord, 1981; Bailey and Gatrell, 1995).
Reardon and O’Sullivan (2004) provides a thorough theoretical treatment of the
spatial challenges faced in the residential segregation field from the context of the
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individual—from a perspective of perfect information on the location and type of
each individual within the region. A region containing a population distribution
such as that in Figure 2.1a would be considered as representing high “evenness” and
high “exposure,” while a region like Figure 2.1d reflects high “isolation” and high
“clustering.” However, most researchers face the challenge of using aggregated data.
If the data on the individuals is aggregated as in Figures 2.1b and 2.1e, then the data
revealed to the researcher would be as in Figures 2.1c and 2.1f—identical from an
analysis perspective. This ambiguity caused by spatially aggregated data is known as
the modifiable areal unit problem (MAUP) (Openshaw, 1983). While it is possible to
interpolate any given areal data to some more uniform or disaggregated spatial field,
the assumptions behind the interpolation process itself then must be considered
alongside the issues specific to segregation research. Therefore, while the Reardon
and O’Sullivan (2004) framework provides an important point of grounding, it does
not cover the practical challenges faced when only areal data is available. Here I
address, in a general fashion, the magnitude and interpretation of segregation
computed directly from observations where full information is obscured by areal
units designated by an entity such as the U.S. Census Bureau.
Figure 2.2 presents nine population configurations aligned from left to right
by increasing spatial proximity of areas with similar population ratios, and from
bottom to top by increasing variation in the population ratios between areas. In all
cases there are 36 areas and the same number of minority and majority residents.
While intuition points to the region in the upper-right of Figure 2.2 as the most
segregated since it represents the least even distribution of the two population
groups across the region, moving away from this point begins to introduce
ambiguity—specifically what does a lack of segregation look like given the
population data is aggregated by areas?
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(a) Intermixed Region, In-
dividuals
(b) Intermixed Region, Ar-
eas
(c) Intermixed Region, Re-
vealed
(d) Clustered Region, Indi-
viduals
(e) Clustered Region, Ar-
eas
(f) Clustered Region, Re-
vealed
Figure 2.1: Potential Distributions of Individuals Revealed in Census-Type Data
Spatial segregation measures that use areal data attempt to reconcile the
challenges associated with how the population is aggregated into areas, the
proximity of those areas to one another and the MAUP. Duncan and Duncan
(1955a) and other early researchers in the segregation field provide an initial
framework for understanding the distribution of people by areas, Wong (1993) and
others provide the intuition behind the spatial relationships between areas and
Reardon and O’Sullivan (2004) contextualized the MAUP. These core concepts have
been bridged using empirical data (e.g., Krupka, 2007) and constructed data (e.g.,
Wong, 2005; Rey and Folch, 2011).
In Figure 2.3 the three strands are brought together by plotting a general
segregation function, where darker colors represent higher values of measured
segregation. Segregation is low when areas tend to have an equal share of the
population groups or when homogeneous areas tend to be interlaced; but
segregation is only high when the population groups do not mix within areas and
14
Note: This figure presents nine distributions of the same population. Each case is a region
of 36 areas, where the shading of the area indicates the minority population’s share of that
area’s total population. Moran’s I values are undefined for the bottom row.
Figure 2.2: Population Distribution Cases
these homogeneous areas are clustered together. The rate of change between high
and low segregation will vary based on the definition of segregation being used, but
should loosely follow this pattern.2 This interpretation of the relationship between
2The function used in Figure 2.3 puts equal weight on the horizontal and vertical dimensions, and
uses a multiplicative function between the two dimensions. Non-linearities in segregation indices have
been advocated in the past. Winship (1977), for example, argues that segregation indices should reflect
diminishing returns to desegregation since the move from high segregation to moderate segregation
has greater benefits to society than a move from moderate segregation to low segregation.
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segregation values emphasises the socio-spatial conditions of segregation and that
segregation measurement is computed using many areas, each of which is much
smaller than the region as a whole, e.g. census tracts within a metropolitan area. The
low values along the entire bottom of Figure 2.3 imply that small internally
heterogeneous areas (e.g. bottom row of Figure 2.2) result in high levels of
interaction between the person types even if the location of individuals within the
areas is not known. The low values along the entire left side of Figure 2.3 imply that
small spatially interlaced areas (e.g. left column of Figure 2.2) result in high levels of
interaction between the person types even if there is high concentration within
areas.
Figure 2.3: Relative Values of Segregation
This general plot goes beyond the technical details raised by spatial
patterning to recognize that area boundaries are not impenetrable walls (Wong,
2003). Interactions happen across these boundaries and neighborhood change is
itself a common occurrence (Rey et al., 2010). Two arguments can be made to
support low segregation values along the left of Figure 2.3. The first is based on
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White’s (1983) observation of the sociological and geographic aspects of segregation;
that residents interact across areas at supermarkets, schools, coffee shops, etc. If, in
the extreme two group scenario where each area is homogeneous and the areas are
interlaced (upper left corner of Figure 2.2), then interaction of the two groups is
expected to be high since most directions outside one’s neighborhood are populated
by the other resident type, therefore eliminating the sociological component of
segregation. A second argument is based on Waldorf’s (1993) framing of the
checkerboard phenomenon in terms of the distance residents would need to move
between areas to result in an even distribution of population within areas. She notes
the closer to an exact checkerboard pattern, the lower the aggregate physical distance
needed to be covered to achieve balance. In addition, many researchers have noted
that actual residential moves are often short in distance (see Clark, 1986, for a
review), suggesting that the exact location of tract boundaries may represent a hard
line along an otherwise fuzzy border.
Quantitatively, segregation measures capture the spatial pattern of residential
choices relative to some socioeconomic categorization of the population. They
proxy for unobserved economic, racial, religious and other interactions in the
population. The framework outlined in Figure 2.3 marries the spatial and social
underpinnings of segregation measurement on polygons, and thus forms a
grounding for the evaluation of segregation measures. For example, the generalized
dissimilarity index (Wong, 2005) follows the general structure outlined here as does
the local centralization index.
Computational Background
It appears that the global centralization index was first introduced by Duncan and
Duncan (1955b) as a technique for understanding the spatial footprint of
occupational segregation relative to the central business district. In 1955, U.S. urban
structure was emerging from a monoconcentric urban form once dominated by the
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central business district (Glaeser and Kahn, 2004). The rapid decentralization of
population resulted in an abandonment of the urban core in favor of suburban
locations. However, the decentralizing population was not uniform in type—a
largely white affluent population characterized those moving outward, leaving the
older central city to lower income minority residents. The centralization method, as
originally envisioned, looks at the differential spatial distribution of two groups of
people, e.g. white and black residents, relative to the urban core.
Centralization, as presented in Duncan and Duncan (1955b), is a measure
based on the index Corrado Gini introduced in 1914 (Giorgi, 1990). As such, it
depends on an explicit ordering of the neighborhoods being studied. For the classic
Gini index of segregation, neighborhoods are ordered from lowest percent minority3
to highest (Duncan and Duncan, 1955a). For centralization the neighborhoods are
ordered by distance from the urban center. Centralization was originally defined as:
C =
n−1∑
j=1
X˜ j−1Y˜ j −
n−1∑
j=1
X˜ j Y˜ j−1, (2.1)
where X˜ j (Y˜ j ) represents the cumulative percentage of the X (Y ) group population
through the j th neighborhood; with the central business district represented by
j = 0 and n being the number of neighborhoods in the region. The measure ranges
from -1 to 1, where positive values signify that the X group is located closer to the
center, relative to the Y group, and negative values indicate the X group is located
further from the center, relative to the Y group. A value of 0 indicates the two
groups are distributed equally relative to the urban core.
Two methods have been proposed for ordering neighborhoods relative to the
center. The first assigns each neighborhood to one of a series of concentric rings
rooted at the urban core, and then computes centralization based on aggregated
population counts in each ring (e.g. Duncan and Duncan, 1955b; Galster, 1984).
3Percent minority in this case is the minority population’s share of the total neighborhood popu-
lation.
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This approach finds grounding in the concentric ring model of urban growth
(Burgess, 1928). The researcher thus needs to define the width of each ring and a
method for assigning the neighborhood polygons to a ring. A second approach
involves ranking the neighborhoods based on their distance from the urban core
(e.g. Massey and Denton, 1988; Dawkins, 2004). The researcher thus needs to pick a
mechanism for defining distance between polygons, e.g. distance between polygon
centroids. A third approach, which has not been seen in the literature, uses polygon
contiguity to define “rings” around the urban core. The first order neighbors of the
urban core are the contiguous neighborhoods to central neighborhood. Second
order neighbors are the neighborhoods contiguous to the first order neighbors;
higher order neighbors continue to be assigned in this fashion until all
neighborhoods in the region are assigned. The computation of centralization would
then follow that of the ring based approach.
A key weakness of centralization as a global measure of segregation is
choosing the “center.” For the analysis of a single region, local knowledge can be
used to identify the center, but a cross sectional study of hundreds of regions does
not allow for this type of detailed research on each location. Most studies identify
the central business district (CBD) as the region center (e.g. Duncan and Duncan,
1955b; Massey and Denton, 1988), although few actually state the method used to
determine the CBD. The U.S. Census Bureau last defined CBDs for U.S. cities in the
1982 Census of Retail Trade (U.S. Census Bureau Geography Division, 2011)).
Iceland et al. (2002) departs from the CBD pattern by using the population centroid
as the center. Duncan and Lieberson (1959), in a segregation study of foreign born
workers from various European countries, recommends caution when comparing
centralization values. In 1950, Dutch immigrants had an abnormally low
centralization value compared to other immigrant groups in Chicago. However, this
was not the outcome of integration into the broader community, but the presence of
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a Dutch enclave 12 miles from the city center. By computing centralization on every
neighborhood within the region for each ethnic group, an assimilation study could
be based on a comparison of the most central neighborhood for each ethnic group.
Global Centralization
To illustrate the global centralization index, I present a region with 100,000 residents
split 45-55 between minority and majority groups. The center of the region is
designated by a cross, with the centroid of each neighborhood represented by a dot
(Figure 2.4a). Distances from the center are defined based on centroid-to-centroid
distance, and this particular example has a unique ordering of neighborhoods
relative to the center. Figures 2.4b, 2.4c and 2.4d present three different spatial
allocations of the same population. In all cases there are ten neighborhoods with
3,000 minority residents and 1,000 majority residents, and 15 neighborhoods with
1,000 minority residents and 3,000 majority residents. Figure 2.4c shows that the
minority population is generally concentrated around the region’s center, while
Figure 2.4d is the case where the majority population concentrates near the center.
The centralization indices for these two cases are 0.484 and -0.484.4 Figure 2.4b
represents an intermixed case, relative to the center, and the resulting centralization
index is zero.
A second way for the centralization index to achieve a value of zero is if
every neighborhood in the region has the same number of minority residents and
the same number of majority residents; i.e. each neighborhood radiating out from
the center is identical to the neighborhood one step closer to the center. A strength
of the centralization index is that a zero value is not constrained to this extreme case,
but can emerge from any spatial pattern that results in a balanced distribution of the
two population groups relative to the center. This result can be visualized via the
4If the neighborhoods in Figures 2.4c and 2.4d were exclusively majority or minority then the
centralization indices would be 1.0 and -1.0.
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(a) Regional Layout (b) Intermixed Population
(c) Minority Concentrated (d) Majority Concentrated
Figure 2.4: Various Distributions of Minority and Majorty Populations
segregation curve (Duncan and Duncan, 1955a) since the centralization index is a
variation on the Gini index—the Gini index measures the area between the
segregation curve and the 45 degree line of exact evenness. The segregation curve for
the centralization index is derived by ordering the neighborhoods by distance from
the center, as opposed to percent minority for the classic segregation Gini index. It is
therefore possible that the centralization index segregation curve can exceed the 45
degree line (Duncan, 1957). Figure 2.5 shows that for the spatial arrangement from
Figure 2.4c with the minority population concentrated near the center that the curve
never exceeds the 45 degree line, note that for this example the classic Gini index
would also equal 0.484. When the majority population is concentrated around the
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center, the centralization index is simply the negative value of the minority-centric
case, and this is also revealed in the Figure 2.5, which shows the symmetry of the
two curves. In the case where the neighborhoods are interlaced throughout the
region, the segregation curve zig-zags around the 45 degree line, a pattern that results
in the area above the line of evenness being exactly equal to that below the line.
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
cumulative minority share
cu
m
u
la
tiv
e
 m
a
jor
ity
 s
ha
re
centrality = 0.0
centrality = 0.484
centrality = −0.484
45 degree line
Figure 2.5: Centralization Index: Segregation Curves
The segregation curve also shows that given an allocation of residents to
neighborhoods, the neighborhood constrained bounds of the centralization index
fall inside of the unconstrained bounds of -1 and 1. Specifically, the constrained
bounds of the centralization index are the classic Gini index and the negative of the
Gini index for that particular aspatial allocation. These maximum and minimum
values are realized when the ordering of the neighborhoods by distance from the
center is identical to the ordering based on population shares (Dawkins, 2004).
Centralization Index Properties
James and Taeuber (1985) presents five principles to be used to evaluate the
suitability of an index for the measurement of segregation. While these principles
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were developed in an aspatial context, they can be modified to make them applicable
to spatial measures.5
Size Invariance. This states that changing the population size in all the
observations by a constant proportion has no impact on the index value—doubling
or halving the majority and minority population in every tract does not change
measured segregation. The centralization index meets this principle.
Organizational Equivalence. The original principle from James and Taeuber
(1985) states that splitting an observation in two, where each of the new
observations has the same majority–minority ratio results in no change to measured
segregation. Similarly, when two observations with identical majority–minority
ratios are merged into one observation, then measured segregation should be
unchanged. This original principle requires some modification to accommodate the
spatial case since the location of the new (or merged) observations changes the
overall spatial structure of the region.6 Therefore, the principle can be modified to
state that only consecutive observations in the spatial ordering can be merged, and
that the new observation must take their place in the ordering; and new
observations generated by a split must be consecutively ordered and replace their
original observation in the spatial ordering.7 Given this definition of space, the
centralization index satisfies this principle.
Transfers. Transfers captures the effect on measured segregation caused by the
movement of people between observations. If a minority resident moves from a
5It should be noted that Reardon and O’Sullivan (2004) contains explicitly spatial modifications to
the principles outlined in James and Taeuber (1985). However, these were developed under a paradigm
of full information on the location of individuals. I address the case of limited spatial information
here.
6In principle, the people do not move in the case of splits or joins, the artificial boundaries are
simply moved. In the case of schools as described in James and Taeuber (1985) there is an implication
that students would be in a new physical location due to the merging or splitting of schools.
7I recognize this spatial modification is particular to the centralization case, and that this does not
directly apply to other spatial measures based on spatial weights matrices for instance.
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high minority observation to a low minority observation, then segregation should
be reduced. Similarly, if a majority resident makes the same move then segregation
should increase. There are many combinations of mover type and origin-destination
pair, but in principle any movement should shift measured segregation in the
intuitive direction. For centralization, the grounding is based on transfers closer or
further from the center. The centralization index meets this criterion.
Composition Invariance. Since segregation indices are typically used to compare
different regions, and since different regions will invariably have different overall
minority–majority mixes, a segregation index should not be affected by this
underlying population ratio. This implies that if the minority or majority
population is doubled in each observation, then segregation should remain
unchanged.8 The centralization satisfies this principle.
James and Taeuber (1985) state that the final principle, the “Lorenz
Criterion,” is met when the other four principles are met. Since modifications have
been made to some of the first four principle to accommodate the spatial aspects of
the centralization index, I skip this final principle. I note that Reardon and
O’Sullivan (2004) also skips this in their reformulation of the segregation index
principles.
Variations on the Gini Index
As mentioned above, centralization is a variation on the Gini index of segregation.
While this dissertation focuses on centralization, there are several other Gini-based
indices that bare mentioning. Massey and Denton (1988) presents absolute
centralization, which focuses on the density of X group persons relative to the urban
center. Specifically, it replaces Y˜ j and Y˜ j−1 with A˜j and A˜j−1, where the new terms
8There is some debate as to how to operationalize this principle. I use the method employed in
James and Taeuber (1985), but alternatives are discussed in James and Taeuber (1985) p.16 and Reardon
and O’Sullivan (2004) p.133–134.
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represent the cumulative share of land area from the urban core through
neighborhood j . As before, the index is bounded by 1 and -1, with positive values
indicating that the X group is disproportionately concentrated near the urban
center relative to the land area. Negative values represent the opposite pattern,
where the X group tends to be less densely packed near the center.
Wong (2008a) argues that at its core, segregation measures the difference in
the spatial distribution of two or more groups of people, and therefore a segregation
measure should include data on at least two groups of people. From this perspective
absolute centralization would not be a measure of segregation. Another measure
along these lines is the index of zonal redistribution which captures one group’s
change in centralization over time (Redick, 1956) (see Chapter 4 more on this index).
In this case Y˜ j and Y˜ j−1 are replaced by the X˜ j and X˜ j−1 values from the following
time period.
Dawkins (2004) presents a general class of spatial Gini segregation indices,
within which the centralization index falls. He also presents a spatial Gini in which
neighborhoods are first ordered as they would be for the classic Gini, and then
population counts for each neighborhood are swapped with the counts for the
neighborhood’s nearest neighbor. Another spatial Gini index, which does not
appear to have been presented previously in the literature, is one based on a spatial
moving window around each observation. This generalized Gini index replaces the
raw counts of group X and Y type persons in each neighborhood with a
convolution of the counts from the neighborhood of interest and those that
surround it. In its simplest form, the generalized Gini index could be the sum of the
residents in the neighborhood of interest and those adjacent to it; more complex
formulations could involve a kernel smoothing function that includes some or all of
the other neighborhoods in the region. The generalized Gini index is similar in form
to the generalized dissimilarity index (Wong, 2005; Feitosa et al., 2007). Both of
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these spatialized Gini indices attempt to capture the influence that proximate
neighborhoods have on a neighborhood of interest. In the former case, if each
neighborhood’s nearest neighbor was quite similar to itself, then the spatial Gini
would be only slightly lower than the classic Gini. In contrast, if the nearest
neighbor is quite different, as could be generated by a checkerboard pattern, then the
spatial Gini would be near zero. The generalized Gini index has a similar premise,
but in general would bring more “neighbors” into the computation.
Global Segregation Comparison
In earlier work, centralization has been shown to be a unique dimension of
segregation through the use of principle components type analyses (Massey and
Denton, 1988), or at least different from the evenness dimension dominated by the
dissimilarity index (Johnston et al., 2007). Table 2.1 generally confirms these earlier
findings but also highlights that variations in the definition of center results in
variation in the strength of the correlation.
Table 2.1 presents correlation coefficients between eight measures of global
segregation for the black and white populations for all 359 metropolitan statistical
areas (MSAs) in the continental U.S. in the upper triangle, and for a subset the 100
most populous in the lower triangle.9 The classic dissimilarity and Gini indices are
presented along with their generalized versions using a queen contiguity weights
matrix to define spatial relationships. Also included is the nearest neighbor spatial
Gini index presented in Dawkins (2004). These five indices are compared to the
centralization index with three different definitions for the center.
The first definition of center is based on the U.S. Geological Survey’s (USGS)
Geographic Names Information System. Using the first city listed in the MSA name, I
extract the latitude-longitude marker from the USGS database and designate the
9These MSAs are based on the June 2003 MSA definitions from the Office of Management and
Budget, and use 2000 Census data. I also include total MSA population in the table as a benchmark.
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census tract in which that marker falls as the center. These points represent the
historic center of the city. The second center is the census tract with the highest
employment.10 The third is the census tract with the highest spatially averaged
employment. This third case helps smooth out the employment data thus capturing
a district of high employment as opposed to a single high employment tract. Of the
359 MSAs, only 14 have the same center by all the three definitions. Furthermore,
only 42 percent (151 MSAs) share two definitions of center. Inspection of the maps
shows that the highest employment tract is sometimes a military facility or airport,
which is generally not adjacent to the historic downtown or what one might
consider the center of the urban area. There are also cases where a downtown tract
of a city not listed first in the MSA name has the highest employment (e.g.
Youngstown-Warren-Boardman, OH-PA MSA). There is a general trend for larger
MSAs to have all three centers in the same vicinity (e.g. New York-Northern New
Jersey-Long Island, NY-NJ-PA MSA and Chicago-Joliet-Naperville, IL-IN-WI
MSA), but also some notable exceptions such as Los Angeles-Long Beach-Santa Ana,
CA MSA with its historic center and spatially averaged employment center in
downtown Los Angeles, but its single highest employment tract in Orange County
northeast of the John Wayne Airport.
The correlations presented in Table 2.1 offer insights into the earlier findings.
Correlations between the four evenness measures in the upper-left quadrant of the
table all exceed 0.9 indicating the high overlap in the information they convey. The
correlations in the lower-right quadrant between the three centralization measures
are high, all exceeding 0.7, but clearly not as high as those for the evenness measures.
This indicates that the impact of moving the center, while keeping the mathematical
formulation the same, can be stronger than changing the index itself. The opposite
two quadrants show the correlations between the evenness and centralization
10Based on the U.S. Census Bureau’s STP 64 special tabulation from the 2000 census.
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measures. The values in these quadrants are uniformly lower than those in the other
two, and thus indicate a level of independence between the measures. Again, these
are all measures trying to capture segregation, so some level of correlation should be
expected; note the relatively low levels of correlation between the segregation
measures and population (gray cells along the perimeter of the table).
There are a few more items of note from the table. First is that the highest
correlation is between the two least spatial indices (classic Gini and dissimilarity
indices) at 0.989. The introduction of spatial data into the formulation appears to
induce greater differentiation between the MSAs. A second item of note from the
table is that the highest correlations between the centralization measures and
evenness measures occur when using the historic center of the city. This appears to
indicate that the historic CBD is more indicative of evenness type segregation, at
lease relative to other center candidates explored here.
This all leads to an argument for transforming the classic global
centralization measure into a local measure. Table 2.1 identifies a potential weakness
in the centralization measure as a global measure of segregation due to its sensitivity
to the choice of center. I essentially want to leverage this sensitivity as a tool for the
identification of segregation patterns within a region. The motivation here is that a
local indicator of segregation could be used as an exploratory tool for the detection
of unusually high pockets of segregation on a map, which could in turn help
generate hypotheses on the forces driving the segregation levels for that region.
2.2 Local Centralization
The centralization index is a bivariate spatial measure of concentration most
appropriate for count data. It is not surprising then that it is well known within the
field of residential segregation, a field that studies the spatial separation of two or
more population groups within a region. To this point the index has been used as a
global measure of segregation, with the specific aim of determining if a minority
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population is disproportionally concentrated around a region’s urban center relative
to the majority population. What has yet to be explored in the literature is the value
of the index as a measure of local segregation. Specifically, the index can be
computed by sequentially treating each neighborhood as a center. The result would
be a unique segregation value for each neighborhood within the region, thus a local
measure of segregation.
I begin by defining the local centralization index for observation i :
Ci =
k∑
j=1
Xˆ j−1Yˆ j −
k∑
j=1
Xˆ j Yˆ j−1. (2.2)
Xˆ j represents the cumulative share of the X group population through the j th
observation, considering a subset of k neighbors. These k neighbors are ordered
based on distance from observation i , where j = 0 refers to observation i , and
j = 1,2, . . . , k references the neighbors. Since only the k neighbors are considered in
the computation of Xˆ j , Xˆ j = 1 when j = k.
11 Similar definitions hold for the Y
group. Equation 2.2 reduces to the classic centralization index, Equation 2.1, when
k = n− 1 and observation i is the central business district.
The choice of k depends on the context of the study. As discussed in the
previous section, there are a number of options for organizing the observations
based on distance. There are two basic approaches, the first treats each observation
as a discreet entity and the second sums observations based on some rule. Two
discrete approaches are 1) identifying the k nearest neighbors for each neighborhood
and 2) identifying all the observations that fall within a set distance band around
each neighborhood. In either case, the observations would need to be ordered by
distance before entering the computation. An example of the summing approaches
involves defining a series of distance based rings around the central neighborhood,
11Tilde (~) is used when referring to an observation’s population share relative to the entire region,
and hat (^) when considering only the subset of k neighbors when computing the shares. When
k = n− 1 the tilde and hat terms are equivalent.
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say at one mile intervals, and then summing population data for the observations
that fall within each ring. If ten rings are defined then k = 10. In any case, the choice
of k should reflect the goals of the analysis—as k increases the concentration
measure covers more land area.12 The following section on inference provides
further insights into the selection of k.
The spatial properties of the centralization index can be found in the
ordering of population data based on distance from the central observation. To be
sure, some spatial information is lost in the process as spatial relationships are
reduced to a simple ordering of data. However, this simplification allows for the use
of cumulative sums at each step away from the center, which allows the index to
capture the differential concentration of the two groups over the entire area defined
by k. This approach can be contrasted to local measures of spatial autocorrelation
(e.g. Anselin, 1995; Ord and Getis, 1995), which compare the central observation to
the average (or sum) of the spatial neighbors. The cumulative summations behind
the centralization index limit it to count type data, where spatial autocorrelation
measures can be used on counts, rates and other spatially intensive data.
Magnitude of the Local Centralization Index
The centralization index is bounded on the range [−1,1], where negative values
indicate relative concentration of the Y group and positive values relative
concentration of the X group around the center of interest.13 Unlike spatial
autocorrelation measures, the centralization index is strictly bounded to this range
12In Duncan and Duncan (1955b) the authors segment the metropolitan area using the ring method,
and also a “sector” method presumably based on the Hoyt (1943) sector model of urban structure.
They compute a single centralization index for each sector based on the observations within that
sector; all sectors share the same center observation.
13The typical usage of the centralization index involves assigning the minority group to the X
variable and the majority group to the Y . Since the index is symmetric the designation of X and Y
can be changed with corresponding change to the interpretation.
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and its extreme values are not directly affected by the spatial structure of the region
(Tiefelsdorf and Boots, 1995).14
That being said, the empirical extrema for any set of observations, i.e. a
center and its k surrounding neighbors, and a given allocation of residents to
neighborhoods is the aspatial Gini index, and its negative complement. The
interpretation is that maximum (or minimum) Ci occurs when the spatial ordering
exactly matches an ordering by decreasing (increasing) minority racial shares. The
local centralization index mirrors the Gini index by capturing the area between the
segregation curve and line of complete evenness, although the segregation curve
constructed via Ci can be above or below the line of exact evenness (see Figure 2.5).
The magnitude of the local centralization index under various stylized
conditions is presented in Figure 2.6 for a region with 16 neighborhoods. The top
row and leftmost column present the distribution of the group A and B populations
respectively to the region’s neighborhoods. The first three scenarios (1, 2 and 3)
reflect clustering of similar neighborhoods, and the latter three (4, 5 and 6) represent
an interlaced, random and even spatial distribution of neighborhood types
respectively. Scenario 1 is the most extreme allocation of residents to
neighborhoods, with group population allocated as either high (4,000 people) or
zero. The remaining five scenarios present the group population allocated to all 16
neighborhoods; note that Scenario 3 is simply one half of scenario 2. The interior of
the figure presents the local centralization index for all scenario combinations,
where k = 15; for example, case [A1, B5] represents the local centralization index
when the group B population has a homogeneous allocation of population to
neighborhoods and the group A population has a random allocation.15
14As discussed below, the local dissimilarity index (Wong, 1996) also sits inside the [−1,1] range.
15Since this is a regular lattice, some observations are equal distance from the central observation.
These ties can be broken randomly or the observations summed and treated as a single observation. In
this case I treat them as a single observation. Although summing can potentially generate abnormally
large observations, the computation is driven by comparing the majority and minority counts in each
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Note: This figure presents 36 maps of the local centralization index, based on six popula-
tion distribution scenarios. Below each map is the minimum (min) centralization index
for that map, the maximum (max) and the aspatial Gini index. Segregation of group A is
reflected by positive (red) values, and negative values (blue) represent group B segregation.
Figure 2.6: Magnitude of the Local Centralization Index
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The extreme values of -1.0 and 1.0 can only be achieved when every
observation in the region is entirely homogeneous, which corresponds to the only
case in which the aspatial Gini index can equal 1.0. Case [A1, B1] in Figure 2.6
presents this extreme demographic pattern with six observations exclusively housing
group A persons, and ten containing only group B persons. The northwestern most
observation takes a Ci value of 1.0 since the entire group A population is
concentrated around this location. The southeastern corner (Ci =−0.933) falls just
short of the other extreme since the particular orientation of neighborhoods in this
example does not entirely concentrate the group B population around this point.
Each case in Figure 2.6 presents the Gini index for the particular population
allocation to the 16 neighborhoods, and besides the [A1, B1] case all are less than
1.0. I note that a standardized Ci could be defined that divides the formulation in
Equation 2.2 by its Gini index. This would essentially condition the spatial Ci on
the population’s aspatial distribution.
Unlike the single extreme population pattern driving a Ci value of 1.0 or
-1.0, there are a number of ways the local centralization index can take a value of
zero or near zero, indicating integration of the two groups. The lower right section
of Figure 2.6 presents nine cases in which these low values can result for an entire
map. The extreme case within this subset is case [A6, B6], where all the Ci values
are exactly 0 since every neighborhood is exactly the same as all the others. This
represents a case with no spatial or internal neighborhood variation, hence no
concentration of one population group relative to the other. Case [A4, B4] is the
classic “checkerboard” pattern, again representing a case where there is no
concentration of either group around any point. The corner values being slightly
different from 0 reflects edge effects that can arise in a spatial measure. Case [A5, B5]
is a random spatial pattern. The empirical extrema for these 16 observations is -0.447
observation meaning that a larger observation has the potential to have more majority and minority
residents.
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and 0.447, but the actual maximum and minimum for this particular random spatial
configuration is -0.056 and 0.056. The remaining six cases reflect combinations of
the three scenarios, all of which result in near-zero Ci values for all neighborhoods.
The remaining maps present intermediate cases. In all cases the
neighborhoods along the diagonal stretching from southwest to northeast have Ci
values near zero, which reflects their spatial orientation on the border between the
population group concentrations. Although in isolation these diagonal
neighborhoods may be homogeneous or dominated by one group, the local
centralization index attempts to capture the broader spatial context in which the
neighborhood sits. The maximum and minimum values for all the cases in row B1
and column A1 are higher in absolute value than any maximum and minimum
values for more interior maps in the figure. This indicates that a large number of
clustered homogeneous neighborhoods contribute greatly to the magnitude of Ci .
Another characteristic of the local centralization index is that it is invariant
to a proportional change to the population in all neighborhoods. In Figure 2.6,
distribution A3 is one half of A2, and B3 is one half of B2. The effect of these
proportional shifts in the population counts on Ci is most clearly demonstrated by
the identical results for cases [A2, B2], [A2, B3], [A3, B2] and [A3, B3].
Furthermore, each pair of Ci maps in columns A2 and A3 are identical, and each
pair in rows B2 and B3 are identical. The benefit of this property is that two regions,
one where the minority population represents 40 percent of the total population
and one where the group represents 30 percent, will have the same Ci values if the
relative spatial distribution is the same. However, if the minority population
represents only 5 percent of the total population then the local centralization results
would also be unaffected.
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Comparison to Related Measures
To illustrate some of these properties in relation to other local measures, I again
present a simple 4× 4 region of 16 observations, with a minority population located
exclusively in the northwest of the region, and the majority everywhere else (see
Figures 2.7a and 2.7b). The local centralization values for these observations are
presented in Figure 2.8a. For this simple example I set k = n− 1.
0 0 4000 4000
0 4000 4000 4000
4000 4000 4000 4000
4000 4000 4000 4000
(a) Majority Population
4000 4000 0 0
4000 0 0 0
0 0 0 0
0 0 0 0
(b) Minority Population
Figure 2.7: Map of Minority and Majority Resident Counts by Neighborhood
Comparing the centralization index to local measures of spatial
autocorrelation requires some transformation of the data since these measures are
univariate. The count data for each observation is transformed as x¯i = xi/(xi + yi ),
or the percent of the observation’s population in the minority group. In this
simplified example, this results in three observations taking the value of 1.0, i.e. 100
percent minority population and the remainder taking values of 0. The local
Moran’s I for this map is presented in Figure 2.8b using a rook contiguity weights
matrix.
The magnitude of the local Moran’s I is a less than ideal measure for
capturing residential segregation. Positive values of the measure indicate clustering
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(d) Local Dissimilarity
Figure 2.8: Map of Local Measures
of similar groups on the map, and negative values indicate an interlaced pattern of
the groups. Therefore, while all values below zero can be ignored (there are three on
the map presented), the raw index value does not provide information on whether
the clustering is for the minority or majority population. Furthermore, the
magnitude of the local Moran’s I is difficult to interpret since it is computed using
z-scores, which are not bounded. In this simple example, the maximum local
Moran’s I value is 4.0625 for the observation in the northwest corner.
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The Getis-Ord local G∗i may be a more appealing candidate for this analysis
than the local Moran’s I . Using the x¯i dataset again, positive values indicate clusters
of the minority group and negative values clusters of the majority group as seen in
Figure 2.8c. While G∗i can distinguish the type of cluster, comparisons of the
magnitude of the measure from one observation to another can be difficult since it is
not bounded; the maximum value in this example is 2.0817 and the minimum is
-0.4804.
The local dissimilarity index is also used to capture the local distribution of
segregation across a region. Local dissimilarity has the appealing property that
positive values represent minority segregation in an observation, and negative values
majority segregation. However, the magnitude of the index is not easy to interpret.
The index is technically bounded on the range [−1,1], however the end points of
this range become exceedingly difficult to reach as the number of observations
within the region increases. As can be seen in Figure 2.8d, the maximum value is
0.3333, with a minimum of -0.0769. It is also the case that the sum of local
dissimilarity indices for all 16 observations is zero; this property holds for any
population configuration. As the number of observations within a region increases,
the local dissimilarity index for any particular observation tends toward zero. This
does not mean that the index values become meaningless as the number of
observations increases (see Wong, 2008b, for an example using this index on Buffalo,
New York). The magnitudes can be used to study the distribution of segregation
within a city, but they are difficult to interpret on their own and cannot be
compared to values in cities with different numbers of neighborhoods.
The above is a discussion comparing the basic properties of various local
measures. Here I show some features that make the spatial autocorrelation measures
less appealing as measures of segregation. Since the autocorrelation measures require
a conversion of the bivariate data to a single variable, some information is lost in the
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transition. Specifically, x¯i can be insensitive to changes in magnitude of the
population. Figure 2.9a shows that the majority population is reduced from 4000 to
1000 in three observations. The obvious result here is that the spatial
autocorrelation measures are insensitive to this change since x¯i does not change for
any of the observations. In contrast, the centralization index, Figure 2.10a, reflects
these changes in the population counts as increased concentration of the minority
population in the northwest, and increased concentration of the majority in the
southeast. The local dissimilarity index also captures the change in population by
showing lower concentration in the majority group in the observations with
reduced population (Figure 2.10b).
0 0 1000 4000
0 1000 4000 4000
1000 4000 4000 4000
4000 4000 4000 4000
(a) Majority Population
4000 4000 0 0
4000 0 0 0
0 0 0 0
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(b) Minority Population
Figure 2.9: Map of Minority and Majority Resident Counts by Neighborhood, Vari-
ation in Total Population Per Neighborhood
Another data configuration challenge for measures of spatial autocorrelation
is missing data, or observations with no residents of either type. In this case, x¯i
cannot be computed since the denominator would be zero. A typical solution to this
challenge is to simply replace the undefined term with a zero. However, the measure
cannot distinguish between an observation that is 100 percent majority group,
i.e. x¯i = 0, and one where zeros replace the empty observations. This is a practical
problem for regions with large water bodies, parks or group quarters populations
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Figure 2.10: Map of Local Measures on Region with Variation in Total Population
(e.g. prisons) that result in entire census tracts with zeros households. Figure 2.11a
shows that three empty tracts are inserted into the majority area. Since the
autocorrelation measures use the average of the x¯i in their computations, those
averages are artificially diluted by the introduction of these zero population
observations. The spatial lags of observations to which these empty observations are
neighbors are also diluted. For this simple example, there is no change to the
results.16 The centralization index essentially ignores empty observations due to its
construction. The values of the index will change on the map, but since the
centralization index does not use averages (spatial or otherwise) the empty
observations are simply stepped over in the computation of the cumulative sums;
Figure 2.12a shows the results.
It should be noted that the centralization index does not return zero for an
empty observation since one group can be disproportionally concentrated around
an empty observation. Based on the goals of the analysis, it may be appropriate to
16Local Moran’s I is computed using x¯i = x/(xi + yi ). When xi = 0, x¯i = 0 no matter the value of
yi . Since empty observations are imposed by setting xi = yi = 0, x¯i becomes undefined and set to 0
meaning no change in x¯i and no change in Moran’s I . This result is a function of the simplicity of the
example, but does highlight some empirical challenges researchers face. In more general cases Moran’s
I would change.
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ignore the centralization value for an observation without households. In contrast,
if the observation contains a prison one might expect a disproportionate share of
minority residents in nearby observations due to the disamenity, whereas if the
empty observation is a large nature preserve, the concentration might lean more to
the majority group. The local dissimilarity index returns zeros for the empty
observations as seen in Figure 2.12b. The interpretation here is that an observation
without residents cannot be segregated, which depending on the application of the
index can be useful result. These results highlight the importance of considering a
variety of measures of segregation.
0 0 4000 0
0 4000 4000 4000
4000 4000 0 4000
0 4000 4000 4000
(a) Majority Population
4000 4000 0 0
4000 0 0 0
0 0 0 0
0 0 0 0
(b) Minority Population
Figure 2.11: Map of Minority and Majority Resident Counts by Neighborhood,
Neighborhoods with Zero Population
2.3 Inference
A local measure typically generates a substantial number of results, and thus one
challenge is sorting through the din to find the most meaningful information on
which to concentrate. Here I borrow from the literature on local indicators of
spatial autocorrelation (LISAs) (Anselin, 1995) to develop a strategy for measuring
the statistical significance of the centralization index applied to every area within a
region. This allows for the identification of so-called hot spots where an observation
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Figure 2.12: Map of Local Measures on Region with Zero Population Neighborhoods
or set of proximate observations are all significant (Besag and Newell, 1991; Ord and
Getis, 1995).
Spatial Randomness
Significance is measured relative to an assumption of randomness in the spatial
allocation of the data to the map. This allows for a test of the null hypothesis that
the actual centralization value is the same as what would have occurred randomly. A
significant value would be one that is sufficiently extreme relative a distribution of
centralization values derived by random assignment of the demographic data to the
map. If the segregation value based on the true data is not extreme relative to this
distribution, then it can be comfortably stated that the actual value could have been
achieved through a random process and is thus not of interest for further analysis.
The realized value of the centralization index at any location is driven by the
spatial ordering of the observations in the region relative to the center location—if
the observations are reordered the centralization value can change. This means that
there are n!/(n− k − 1)! possible permutations of k + 1 observations selected from
the n observations in the region. This captures both the variation in which of the n
observations is at the center, which set of k observations are closest to the center,
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and their specific spatial arrangement relative to the center. Even for small datasets it
quickly becomes infeasible to generate all possible permutations of the data. For
example, a region with 20 areas and 5 neighbors to each area results in approximately
27.9 million possible permutations.
Since the exact distribution of the centralization index under the
randomization assumption is unknown, I present a non-parametric inference
approach. This unconditional spatial permutation approach (see discussion on the
conditional approach below) involves shuffling the n observations, assigning the
randomized data back to the map, and then computing Ci for this random
realization. For each randomization, the entire observation is randomly placed on
the map meaning that the counts of X and Y persons remain fixed for each
observation. These steps can be repeated many times to construct an empirical
distribution of Ci under the randomization assumption. With the empirical
distribution in hand, the Ci computed from the actual spatial pattern can be
compared to this distribution. As a non-parametric approach, it is free of any
assumptions on the actual distribution of the index. However, since the approach is
based on random permutations, the result is typically referred to as pseudo
significance (Anselin, 1995) meaning that inference results can be sensitive to the
particular permutations that arise. This problem can be reduced by increasing the
number of permutations, but this also increases computational burden.
The unconditional approach differs from the conditional permutation
method used to measure the significance of LISAs as introduced in Anselin (1995).
The conditional approach holds the center observation fixed and permutes the
remaining n− 1 observations. This approach fits the first definition of a LISA given
in Anselin (1995): “the LISA for each observation gives an indication of the extent of
significant spatial clustering of similar values around that observation” (p.94,
emphasis added). The focus here is on spatial dependence between a particular focal
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observation and all of its neighbors, i.e. a correlation between observations in space.
In the case of centralization the focus is on the concentration of values around a
central focal point. In the simple examples from the previous section and the
empirical example in the following section, the focal point iterates over the centroid
of each observation. However, the index can be applied more generally to any point
within a region as is explored in chapter 4 with an application to light rail station
locations. In this case there must be some observation closest to the focal point, but
the relationship of interest is not on that observation’s relationship to all other
observations, but on the cumulative pattern of observations around that focal point.
Hence the interest lies in determining if the entire pattern of observations near the
focal point came from a random spatial process.17
The use of an unconditional approach results in considerable computational
savings over a conditional approach. A conditional approach requires a unique
empirical distribution for each observation since the central observation is held
fixed. In the simplest unconditional case of constant k neighbors around each
observation, one empirical distribution can be constructed, and each Ci value
compared to that distribution. Even in more complex cases where k varies by
observation, based on say a fixed distance band, only one distribution is needed for
each k that emerges in the actual data.18
The centralization index not only provides information on segregation of the
minority population, but can also point to segregation of the majority group. In a
study concerned with both cases within a region, the appropriate alternative
hypothesis to a null of spatial randomness would involve a two-tailed test where
extremeness can occur if the observation falls in either the high or low end of the
17I note that Sokal et al. (1998) and Lee (2009) explore the unconditional permutation case in the
LISA context.
18See Hardisty and Klippel (2010) for a discussion on the speed implications of the unconditional
approach in the context of local Moran’s I for binary weights matrices.
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empirical distribution. In contrast, research solely concerned with the location of
minority segregation could employ a one-tailed test.
The overall approach presented above, in which entire neighborhoods are
randomized, is by no means the only mechanism for generating an empirical
distribution based on spatial randomness19, but it allows for testing the null and
alternative hypotheses in a straightforward manner. Specifically, the alternative
hypothesis is that one group is more concentrated around the location of interest
than the other, indicating local segregation. Looking back to Figure 2.3, a segregated
outcome is defined as one located toward the upper-right of the figure. This zone
represents cases where one population group is abnormally concentrated within
neighborhoods and where these concentrated neighborhoods are clustered together.
An empirical distribution based on randomizing entire neighborhoods subsumes the
integrated case, leaving the tails for the segregated result.
There are two cases when a segregation index can be low. The first is the
situation when all neighborhoods have a similar mix of residents of the two group
types. Randomizing these similar neighborhoods and then recomputing the local
centralization index is expected to result in the actual index falling in the bulk of the
distribution and thus not rejecting the null hypothesis. The second low segregation
case is when neighborhoods have high concentrations of one group, but these
neighborhoods are interlaced in a checkerboard type pattern. An actual Ci value
from this region is also expected to fall within the bulk of an empirical distribution
based on randomizations of these neighborhoods.
This approach to inference is not ideal since the baseline for the local
centralization index is complete integration, i.e. Ci = 0, not the randomization
assumption implied by the null hypothesis. However, testing shows that the random
19For example, one could spatially randomize the X group counts, holding the Y group fixed, or
spatially randomize the X and Y groups independently.
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distribution tends to be concentrated around zero. If the goal were to identify the
complete integration case, then the testing mechanism presented here is ill-suited for
the task. From a practical perspective this is a reasonable compromise as public
policy uses typically are geared toward identifying segregated outcomes, and not as
concerned with differentiating complete integration from a random
distribution—both might be considered acceptable outcomes. That being said,
alternative randomization schemes could be used to tease out further information
from the data, and potentially used in concert. Chapter 4 introduces a different
approach to randomization where the context is based on temporal change of one
group, not two-group relationships. The following section provides a number of
Monte Carlo experiments on the properties of the approach.
Size of the Test
I conduct a Monte Carlo experiment to validate the reliability of the proposed
nonparametric inference procedure. The goal is to show the relationship between
the chosen critical value (α) and the rejection rate of the index under the null
hypothesis. This is a test of type I error—rejecting the null hypothesis when it is
true. The experiment is one that simulates the null hypothesis, spatial randomness,
and counts the number of times the centralization value is significant for a particular
α.
Sixteen different region designs are used in an effort to explore variation in
three aspects of region structure and resident distribution: size, shape and
population mix. Regions consist of either 81 or 169 observations. In the
U.S. context, one might view a region as a metropolitan statistical area (MSA) and an
observation as a census tract. The shape of a region could be either regular or
irregular. The regular region has a
p
n×pn shape, i.e. 9× 9 or 13× 13 (Figure
2.13a). The irregular regions are a subset of 2000 census tracts drawn from the
Dayton, Ohio MSA (Figure 2.13b). Dayton was used because its overall region size
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allows for 81 and 169 tracts to be chosen in a way that generates spatial patterns with
smaller census tracts near the geographic center of the region, and much larger tracts
ringing that center. Since Ci relies on the spatial ordering of the observations, the
irregular lattice gives a unique ordering for each observation. In contrast, a regular
lattice results in multiple observations being equal distance from observation i ; in
this case I aggregate the count data before computing Ci .
(a) Regular Lattices (b) Irregular Lattices
Note: The gray observations represent regions with 81 areas, and the gray and white
observations together comprise regions of size 169.
Figure 2.13: Lattices Used for Simulations
The third aspect explored is the population composition, i.e. the aspatial data
generating process (DGP). I construct four different DGPs to determine the
minority and majority count for each tract. In all cases the total tract population is
drawn from a normal distribution, N(4000, 300). The mean of 4000 mimics the
U.S. Census Bureau’s target tract population, and a standard deviation of 300 allows
for some variation around this mean. To determine the minority share of each
observation’s population the first two DGPs draw observations from a binomial
distribution where the number of trials is the observation’s total population and the
success rate is either 20 or 40 percent, indicating the likelihood of drawing a
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Note: The lines labeled “simulation” represent one possible realization from the data
generating process.
Figure 2.14: Distributions of Individuals
minority resident. Earlier work on random aspatial segregation indices has used
both the binomial distribution (Winship, 1977) and the hypergeometric distribution
(Cortese et al., 1976). The second two DGPs approximate actual distributions of
48
minority shares of tract population. The U-shaped distribution is patterned after
black-white aspatial racial patterns in regions such as Milwaukee and Detroit where
there are many tracts at the extreme ends of the distribution of percent black by
tract (see Figure 2.14a). The low end of the distribution is constructed by squaring
draws from N(0, 0.4) and truncating at 0.4. The high end is constructed by squaring
draws on N(0, 0.6), subtracting the result from 1 and truncating at 0.4. Eighty
percent of the draws are concentrated in the low end and 20 percent in the high end.
The L-shaped pattern is similar to the U-shaped pattern except that the high end is
replaced by draws from a uniform distribution, U(0.4, 1.0). The L-shaped simulation
sits between regions such as Little Rock and San Francisco (see Figure 2.14b).20
I then simulate 1000 realizations for each of the 16 region designs. Local
centralization is then computed for each observation within each simulation using
five values of k: n− 1, n/2, n/4, n/8, n/16, and a p-value computed using 999
permutations. This results in 2,000,000 ((8 regions × 81 observations + 8 regions ×
169 observations) × 1000 simulations) tests on type I error, which are summarized
in Tables 2.2 and 2.3.
A test on type I error aims to identify the rate at which false positives are
identified, i.e. the rate at which the null hypothesis is rejected. Each value in Table
2.2 represents the rejection rate for 81,000 (n = 81) or 169,000 (n = 169)
computations of local centralization. Asterisks in the table indicate if the realized
rate is significantly different from α. It can be seen that the majority of values are
not statistically different from 0.05 indicating that the size of the test generally
matches the significance level. There is some indication of greater stability in the
test’s size as k decreases. Among the significantly different values, ten are below 0.05
20The L and U shapes presented here are not intended to represent all U.S. regions. Washington
DC for example has an even more pronounced U shape with a large share of tracts on the high end of
the scale; and regions such as Pittsburgh and Denver have more extreme L shapes with many tracts on
the low end of the scale.
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k = n-1 k = n/2 k = n/4 k = n/8 k = n/16
Binomial (20%)
regular, 81 0.0484* 0.0484* 0.0507 0.0500 0.0507
regular, 169 0.0497 0.0499 0.0503 0.0502 0.0501
irregular, 81 0.0485* 0.0484* 0.0509 0.0512 0.0500
irregular, 169 0.0475** 0.0521** 0.0506 0.0507 0.0507
Binomial (40%)
regular, 81 0.0545** 0.0509 0.0492 0.0502 0.0493
regular, 169 0.0500 0.0509 0.0514* 0.0496 0.0500
irregular, 81 0.0457** 0.0492 0.0505 0.0527** 0.0511
irregular, 169 0.0556** 0.0515** 0.0491 0.0500 0.0507
U-shaped
regular, 81 0.0494 0.0493 0.0503 0.0500 0.0499
regular, 169 0.0515** 0.0506 0.0516** 0.0502 0.0496
irregular, 81 0.0484* 0.0532** 0.0518* 0.0514 0.0517*
irregular, 169 0.0485** 0.0513* 0.0490 0.0500 0.0500
L-shaped
regular, 81 0.0537** 0.0518* 0.0502 0.0495 0.0507
regular, 169 0.0511* 0.0498 0.0494 0.0487* 0.0491
irregular, 81 0.0516* 0.0492 0.0508 0.0504 0.0492
irregular, 169 0.0480** 0.0499 0.0504 0.0494 0.0498
Significantly different from α: *0.05, **0.01
Note: The data in this table are based on 1,000 simulations of a random
spatial pattern. Local centralization was computed for each observation
and its pseudo-significance computed using 999 permutations. The
number of simulations with p-value ≤ α/2 (two-tailed test) are tallied
and divided by n× 1,000, and this value is reported for each region setup.
Table 2.2: Summary of Size Testing on Local Centralization with α= 0.05
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k = n-1 k = n/2 k = n/4 k = n/8 k = n/16
Binomial (20%)
regular, 81 0.0092* 0.0098 0.0099 0.0103 0.0101
regular, 169 0.0105 0.0098 0.0099 0.0100 0.0100
irregular, 81 0.0095 0.0096 0.0096 0.0104 0.0103
irregular, 169 0.0110** 0.0103 0.0099 0.0100 0.0097
Binomial (40%)
regular, 81 0.0126** 0.0103 0.0100 0.0104 0.0100
regular, 169 0.0097 0.0108** 0.0103 0.0099 0.0102
irregular, 81 0.0093 0.0090** 0.0105 0.0105 0.0103
irregular, 169 0.0131** 0.0104 0.0099 0.0103 0.0106*
U-shaped
regular, 81 0.0095 0.0093* 0.0099 0.0102 0.0107
regular, 169 0.0107** 0.0107** 0.0102 0.0102 0.0098
irregular, 81 0.0097 0.0104 0.0112** 0.0110** 0.0101
irregular, 169 0.0089** 0.0103 0.0094** 0.0098 0.0099
L-shaped
regular, 81 0.0103 0.0110** 0.0098 0.0098 0.0104
regular, 169 0.0103 0.0092** 0.0089** 0.0097 0.0099
irregular, 81 0.0101 0.0094 0.0109* 0.0101 0.0100
irregular, 169 0.0097 0.0095* 0.0098 0.0100 0.0100
Significantly different from α: *0.05, **0.01
Note: The data in this table are based on 1,000 simulations of a random
spatial pattern. Local centralization was computed for each observation
and its pseudo-significance computed using 999 permutations. The
number of simulations with p-value ≤ α/2 (two-tailed test) are tallied
and divided by n× 1,000, and this value is reported for each region setup.
Table 2.3: Summary of Size Testing on Local Centralization with α= 0.01
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and 16 are above, so there may be a slight tendency to over identify concentrations
in the data. I note that due to the high number of simulations, the significance test is
especially strict, and that the values in the table sit on a relatively narrow range from
0.0457 to 0.0556. The same general patterns can be observed when the critical value
is set to 0.01 as in Table 2.3; however, only 19 values are significantly different from
α= 0.01 compared to 26 for α= 0.05.
Comparative Power
In this case the aim is to understand the inference procedure’s ability to identify the
chosen phenomenon when that phenomenon actually exists. This is a test of type II
error—not rejecting the null hypothesis when it is false. I again employ a Monte
Carlo approach to explore the properties of the procedure.
Unlike the size of the test, where randomness drives the analysis, here the
goal is to understand how well the method can detect a lack of randomness. The
basic structure has many similarities to that presented above. Again the four region
designs presented in Figure 2.13 are used, and local centralization is measured using
the same five values of k. The departure comes in the data generating process (DGP).
Each DGP begins by assigning all tracts a total population based on draws
from the normal distribution described above (N(4000, 300)), and minority
population based on draws from a binomial distribution with a 50 percent
probability of success (B(total, 0.50)). A “core” area is then designated at random.
From this point two dimensions are explored: focal concentration around the core
(three cases) and the presence of other concentrations in the region (three cases),
which total nine combinations. Figure 2.15 presents these nine combinations for
n = 81 on a regular lattice. The first dimension covers different types of spatial
concentrations, while the second dimension investigates the effect of concentration
interaction. The first case for the relationship of the core to its neighbors is the
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“base” case, which replaces the minority population in the core tract with a draw
from B(total, 0.75) and adjusts the majority population in line with the tract’s total
population. The “strong concentration” case uses the core from the base case and
assigns all the contiguous tracts minority counts drawn from B(total, 0.75). The
“weak concentration” case uses the core drawn from B(total, 0.50) and the
contiguous tracts drawn from B(total, 0.75).
Note: Each of the nine regions above represents one possible realization of a DGP for an
n = 81 region on a regular lattice. A cross represents the core observation for a particular
region design, and color intensity indicates the percent minority population.
Figure 2.15: Region Designs with Varying Numbers and Types of Concentrations
I then identify three cases for testing the effect on the core from other
concentrations in the region. Other concentrations are defined in a similar fashion
as the core concentration, with a tract randomly drawn and the contiguous tracts
53
assigned to the concentration. A rule is also imposed that no concentrations can
overlap, although they can be contiguous. A “high” concentration is one where the
minority population for the core and its neighbors is drawn from B(total, 0.75), and
a “low” concentration is based on draws from B(total 0.25). For n = 81 the initial
case is of no other concentrations, a “high” case introduces a single “high”
concentration and the “low” case has a single “low” concentration. There are also
three cases for n = 169, where there are either none or two other concentrations in
the region.
Local centralization is computed for the core tract for 1000 simulations of
each of the nine cases defined above. Pseudo-significance for each simulation is then
computed using 999 permutations. The results on the power of the test at the
α= 0.05 level are presented in Tables 2.4, 2.5 and 2.6 for the case of no other
concentrations, the “high” case and “low” case respectively. For comparison
purposes, the lower halves of the tables show the ratio of local Moran’s I to local
centralization on the same DGPs.21 A value greater than one means that local
Moran’s I has greater power for that case, while less than one means that local
centralization has greater power.
The base case in Table 2.4 is the simplest case to consider; note this is the
upper-left region in Figure 2.15. For smaller values of k, the local centralization
index nearly always identifies the single core tract as a significant concentration. As
k becomes larger, power decreases—larger k means that this single concentrated tract
represents a smaller share of the population considered in the computation of
centralization. Since the n− 1 non-core tracts are not exactly identical, it is possible
that in some permutations, a large share of the tracts with more minority residents
are located close to the center, thus resulting in a higher centralization value than
21For the local Moran’s I computations I use distance decay weights matrices corresponding to
different values of k.
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from the “true” pattern. This is an indication that when k is large, the data can be
over-smoothed resulting in little information on concentration around a location of
interest. Table 2.5, where there are high concentration(s) somewhere else in the
region (upper middle of Figure of 2.15), results in low power. This result indicates
that a concentration comprised of a single tract is not an uncommon occurrence
when there are other tracts with high minority populations in the region. Similarly,
low power can be seen for all values of k in Table 2.6, since the presence of low
minority tracts means that it is possible to get high measured segregation when an
average tract is surrounded by low tracts. All these results indicate that the test
performs well—identifying the core as extreme when appropriate. Since high power
is not expected in most of the base cases for local centralization, I do not dwell on a
comparison to the power of local Moran’s I . I do note that since local Moran’s I
detects autocorrelation, not concentration, it rejects at approximately the α level for
smaller values of k in Table 2.5, while local centralization consistently identifies
concentrations.
The strong concentration case, a high core immediately surrounded by
similarly high tracts (bottom row of Figure 2.15), is identified by local Moran’s I
with approximately equal or greater power to local centralization in every case in
Tables 2.4, 2.5 and 2.6. Local centralization shows the best overall performance
when k = n/4 with power greater than 0.9 for all region designs; with local
centralization showing sensitivity to values of k being too low or too high. Looking
specifically at the case of n = 81 on the irregular lattice for k = n/16 in any of the
tables highlights how the local centralization index identifies concentrations. When
the concentrations are randomly constructed, the average number of contiguous
tracts for this lattice is 5.75. This is contrasted with the exact number of neighbors
used to compute centralization, k = 81/16= 5.06 (rounded to the integer value).
The centralization index will tend to return a value near zero in this scenario
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k = n-1 k = n/2 k = n/4 k = n/8 k = n/16
Local Centralization
Base
regular, 81 0.387 0.691 0.979 1.000 1.000
regular, 169 0.329 0.629 0.916 0.998 1.000
irregular, 81 0.390 0.684 0.950 1.000 1.000
irregular, 169 0.320 0.587 0.908 1.000 1.000
Weak Concentration
regular, 81 1.000 1.000 1.000 0.387 0.930
regular, 169 1.000 1.000 1.000 1.000 1.000
irregular, 81 1.000 1.000 1.000 0.684 0.397
irregular, 169 0.998 0.999 1.000 0.995 0.783
Strong Concentration
regular, 81 1.000 1.000 1.000 1.000 0.047
regular, 169 1.000 1.000 1.000 1.000 1.000
irregular, 81 1.000 1.000 1.000 0.905 0.389
irregular, 169 1.000 1.000 1.000 1.000 0.925
Relative Local Moran’s I
Base
regular, 81 0.000 0.013 0.047 0.044 0.050
regular, 169 0.000 0.072 0.064 0.053 0.053
irregular, 81 0.000 0.003 0.052 0.060 0.062
irregular, 169 0.000 0.072 0.052 0.044 0.043
Weak Concentration
regular, 81 0.015 0.015 0.015 0.039 0.016
regular, 169 0.104 0.104 0.104 0.104 0.104
irregular, 81 0.015 0.015 0.015 0.022 0.038
irregular, 169 0.138 0.138 0.138 0.139 0.176
Strong Concentration
regular, 81 1.000 1.000 1.000 1.000 21.277
regular, 169 1.000 1.000 1.000 1.000 1.000
irregular, 81 1.000 1.000 1.000 1.105 2.571
irregular, 169 1.000 1.000 1.000 1.000 1.081
Note: The data in this table is based on 1,000 simulations. Local centralization and
Moran’s I are computed for the observation with a known concentration, and the
pseudo-significance computed using 999 permutations. For each observation, the
number of simulations with p-value ≤ α/2 (local centralization) or ≤ α (local Moran’s
I , upper tail) are tallied and divided by 1,000. “Relative Local Moran’s I ” is the ratio
of local Moran’s I to local centralization.
Table 2.4: Summary of Power Testing on Local Centralization and Local Moran’s I
with No Other Concentrations and α= 0.05
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k = n-1 k = n/2 k = n/4 k = n/8 k = n/16
Local Centralization
Base
regular, 81 0.374 0.043 0.001 0.057 0.244
regular, 169 0.436 0.208 0.049 0.004 0.011
irregular, 81 0.377 0.059 0.006 0.068 0.302
irregular, 169 0.373 0.201 0.056 0.009 0.047
Weak Concentration
regular, 81 0.583 0.826 0.963 0.334 0.858
regular, 169 0.558 0.702 0.915 0.978 0.772
irregular, 81 0.546 0.779 0.900 0.499 0.219
irregular, 169 0.499 0.630 0.841 0.892 0.592
Strong Concentration
regular, 81 0.698 0.916 0.993 0.937 0.045
regular, 169 0.615 0.804 0.959 0.994 0.995
irregular, 81 0.628 0.904 0.975 0.791 0.270
irregular, 169 0.575 0.751 0.933 0.976 0.851
Relative Local Moran’s I
Base
regular, 81 0.289 1.209 6.000 0.000 0.000
regular, 169 0.447 0.577 0.714 1.250 0.000
irregular, 81 0.366 1.424 1.667 0.000 0.000
irregular, 169 0.408 0.488 0.875 0.667 0.021
Weak Concentration
regular, 81 0.002 0.000 0.000 0.000 0.000
regular, 169 0.014 0.000 0.000 0.000 0.000
irregular, 81 0.002 0.001 0.001 0.002 0.005
irregular, 169 0.032 0.000 0.000 0.000 0.000
Strong Concentration
regular, 81 1.119 1.026 1.007 1.067 22.222
regular, 169 1.120 1.036 1.030 1.006 1.005
irregular, 81 1.081 1.002 1.022 1.264 3.704
irregular, 169 1.075 1.007 1.049 1.020 1.173
Note: The data in this table is based on 1,000 simulations. Local centralization and
Moran’s I are computed for the observation with a known concentration, and the
pseudo-significance computed using 999 permutations. For each observation, the
number of simulations with p-value ≤ α/2 (local centralization) or ≤ α (local Moran’s
I , upper tail) are tallied and divided by 1,000. “Relative Local Moran’s I ” is the ratio
of local Moran’s I to local centralization.
Table 2.5: Summary of Power Testing on Local Centralization and Local Moran’s I
with High Other Concentrations and α= 0.05
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k = n-1 k = n/2 k = n/4 k = n/8 k = n/16
Local Centralization
Base
regular, 81 0.455 0.396 0.223 0.150 0.502
regular, 169 0.468 0.433 0.320 0.220 0.178
irregular, 81 0.445 0.345 0.199 0.123 0.260
irregular, 169 0.430 0.371 0.271 0.185 0.144
Weak Concentration
regular, 81 0.816 0.979 1.000 0.419 0.751
regular, 169 0.687 0.918 0.990 1.000 0.790
irregular, 81 0.749 0.972 0.993 0.492 0.104
irregular, 169 0.661 0.859 0.970 0.979 0.615
Strong Concentration
regular, 81 0.865 0.988 1.000 0.995 0.047
regular, 169 0.721 0.955 0.994 1.000 1.000
irregular, 81 0.817 0.992 1.000 0.791 0.197
irregular, 169 0.731 0.905 0.990 0.996 0.865
Relative Local Moran’s I
Base
regular, 81 0.840 1.379 1.135 0.807 0.147
regular, 169 0.705 1.021 1.787 1.295 0.674
irregular, 81 0.804 1.458 1.266 0.976 0.319
irregular, 169 0.642 1.178 1.834 1.011 0.611
Weak Concentration
regular, 81 0.559 0.514 0.521 1.248 0.696
regular, 169 1.035 0.915 0.908 0.912 1.154
irregular, 81 0.559 0.508 0.523 1.061 5.019
irregular, 169 0.879 0.906 0.854 0.865 1.379
Strong Concentration
regular, 81 1.065 0.987 0.998 1.005 21.277
regular, 169 1.094 0.970 0.994 1.000 1.000
irregular, 81 1.047 0.969 0.997 1.264 5.076
irregular, 169 0.962 1.019 0.992 1.003 1.156
Note: The data in this table is based on 1,000 simulations. Local centralization and
Moran’s I are computed for the observation with a known concentration, and the
pseudo-significance computed using 999 permutations. For each observation, the
number of simulations with p-value ≤ α/2 (local centralization) or ≤ α (local Moran’s
I , upper tail) are tallied and divided by 1,000. “Relative Local Moran’s I ” is the ratio
of local Moran’s I to local centralization.
Table 2.6: Summary of Power Testing on Local Centralization and Local Moran’s I
with Low Other Concentrations and α= 0.05
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because all six tracts (the core plus its five neighbors) involved in the computation of
centralization are highly similar, meaning that neither the minority or majority
population reveals itself as being relatively more concentrated around the center.
Again, the interest is relative concentration of one group to the other, not
correlation of high or low values. When k is larger, a larger land area is taken into
consideration—a land area that extends beyond the concentration, revealing that the
minority population in those six to seven tracts is in fact abnormally concentrated
around the central location. While the simulation performed here is highly stylized,
it points to a general pattern that smaller k will only identify smaller population
concentrations. This means that the local centralization index needs a larger k to
identify the same concentration as local Moran’s I .
The weak concentration case reveals substantial differences between local
Moran’s I and the local centralization index. Where Moran’s I is robust in detecting
many alternatives to the null hypothesis of spatial randomness, the local
centralization index targets relative concentration. Here I investigate a core that
matches the underlying population distribution, B(total, 0.50), surrounded by tracts
that show disproportionately high minority counts (middle row of Figure 2.15).
The minority population is clearly concentrated around this core, but the difference
between the core and its surrounding tracts makes it difficult for local Moran’s I to
find these cases exceptionally concentrated. Moran’s I identifies this type of
concentrated pattern best in Table 2.6, but ignores it nearly entirely in the high case
and to some extent in the base case. For each of the three tables, the power of the
local centralization index is similar for the weak and strong concentration cases.
Overall, the local centralization index performs well when considering its
ability to ignore spatial randomness, and detect concentrations. While the local
Moran’s I test and the centralization index test find many of the same
concentrations, the centralization index is able to detect some concentrations that
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local Moran’s I does not since the latter is a test on spatial autocorrelation. The local
centralization index, like most spatial indicators, is sensitive to the value of k
chosen. Generally, k should be larger than what one might use for local Moran’s I ,
but not so big as to overly smooth the local data.
Multiple Comparisons
I showed above that Type I error for the proposed inference method closely matches
the a priori critical value. However, this method is applied to every observation
within the region, meaning that hundreds, or even thousands, of p-values could be
computed for a region. If each observation is independent from all others, then one
should expect to find significant segregation in five percent of the observations,
given a critical value of 0.05, even if the region is spatially random. The typical
solution to this multiple testing problem is to reduce the significance level to a
stricter range through the Bonferroni correction of α/n or the S˘idák correction
(S˘idák, 1967) of 1− (1−α)1/n, where α is the chosen significance level. For a region
with 100 census tracts and α= 0.05 the adjusted significance levels would be 0.0005
and 0.0005128 by the Bonferroni and S˘idák corrections respectively.
This typical approach to the multiple testing problem is likely overly
conservative in the spatial context in general, and in the local centralization index in
particular. The computation of Ci is sensitive to the local context of observation i ,
and in fact uses information from nearby observations in the computation. As a
result, proximate observations will share a large number of neighbors, likely leading
to correlation in the resultant Ci values, and by extension their significance or lack
thereof. The implication is that the multiple comparisons problem for a particular
observation likely does not extend through all n observations. Based on this
reasoning, Anselin (1995) hints at the possibility of using k instead of n in the
Bonferroni correction. This topic will be further explored in the empirical example.
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2.4 Empirical Example
I explore some basic properties of the local centralization index using the black and
white population in the Phoenix metropolitan area for 1990, 2000 and 2010. This
section is not intended to explain black and white segregation within the region, but
to demonstrate how the local centralization index can be applied in an empirical
setting.
The Phoenix Metropolitan Statistical Area (MSA) is one of the fastest
growing regions in the U.S., having a population that nearly doubled between 1990
and 2010 (see Table 2.7). Over that time, the majority white population has grown
by approximately 30 percent, while the black, Asian and Pacific islander and
Hispanic populations have each grown by more than 60 percent. The metropolitan
area is clearly becoming more diverse overall, with the percent white dropping from
76.2 percent in 1990 to 58.7 percent in 2010.
The most common global measure of segregation, the dissimilarity index,
indicates that segregation between blacks and whites has declined over the three time
periods studied (Table 2.7). The largest decline came between 1990 and 2000, and the
index had only a small drop over the subsequent decade. However, this global
measure tells only part of the story—local segregation indicates that at the
neighborhood level segregation may be increasing.
In this example I use census tracts as proxies for neighborhoods. The Census
Bureau attempts to keep census tract boundaries fixed through time, but for rapidly
growing regions, such as Phoenix, this goal is difficult to maintain as the Bureau has
the often conflicting goal of maintaining tract population at approximately 4000
persons. When computing the local centralization index for each neighborhood, a
five mile radius around each tract’s centroid is used and all tracts whose centroid falls
within that ring are included. It should be noted that for large outlying census tracts,
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no observations fall within the defined radius so segregation is not computed for
these cases. I compute the pseudo significance of each measured segregation value
using the permutation approach with 9999 permutations.
In consideration of the multiple comparison problem I explore a number of
options for setting the critical value: α= 0.05 and 0.10, and Bonferroni corrections
of α/k and α/n (summarized results can be found in Table 2.8). Since the Phoenix
MSA has a relatively high number of census tracts, the Bonferroni corrections for all
three years using the α/n correction reduces an α of 0.05 down to 0.0001, the
minimum possible critical value for 9999 permutations.22 In this case there are only
1, 7 and 8 significantly segregated tracts in 1990, 2000 and 2010 respectively. A less
conservative correction, using the average number of neighbors, results in critical
values approximately 10 times higher, and 2, 12 and 13 significant tracts in the three
respective years. The number of tracts segregated white using the Bonferroni
correction (α/k) also increases: zero in 1990 and 2000 and two in 2010. Forgoing
any correction translates to 23, 41 and 86 significantly segregated neighborhoods for
the three years. I present parallel results for α= 0.10 in Table 2.8 and note that
doubling the unadjusted critical value from 0.05 to 0.10 results in less than a
doubling in the number of significant tract for all years.
Although it is likely that some form of correction is needed to the critical
values, I will proceed using α= 0.05. Since this generates a larger pool of segregated
tracts, I feel more comfortable making generalizations about trends in black-white
segregation in the Phoenix area over the two decades studied using these tracts. That
being said, Figures 3.5a, 3.6a and 3.7a present significance maps that differentiate the
tracts that meet the stricter adjusted threshold.
22Note that this is a two-sided test. Therefore a particular Ci value is significant if it falls in the α/2
(or Bonferroni corrected) region of each tail. This means that one half of 0.05/n is less than 0.0001 in
2000 and 2010; in these cases I round up to 0.0001 for significance testing.
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Over the three time periods studied, the number of total census tracts has
increased by approximately 100 percent, while the number of segregated tracts has
increased by nearly 275 percent (see Table 2.7). This increase was not felt equally by
the two racial groups, with the number of white segregated tracts increasing by over
530 percent, but black segregated tracts increased by approximately 180 percent—a
rate nearly three times higher. While the number of black segregated tracts was
always higher than white, the gap narrows over the two decades; ending with 3.8
percent of tracts segregated white, and 4.8 percent segregated black. Over the three
time periods the minimum segregation value, which represents white segregation,
has increased in absolute value from -0.41 to -0.49, while the maximum segregation
for the black population has decreased from 0.55 to 0.45. The magnitude of local
centralization values points to a lowering of black segregation, but a strengthening
pattern of white isolation from black residents.
Local measures of segregation also provide an opportunity to visualize the
landscape of segregation, and in this case the change in that landscape. Figures 3.5b,
3.6b and 3.7b present the local centralization values for significantly segregated
neighborhoods for each decade. Over the three time periods there are two pockets of
segregation that remain intact; an area of black segregation (colored red on the 1990
map) in the southern part of the city of Phoenix, and a white segregated area in the
northern part of Scottsdale (blue area on 1990 map), an affluent suburb of Phoenix.
It appears that segregation peaked in the south Phoenix area in 2000, when the black
segregated area had its largest spatial extent; in 1990 and 2010 the area has fewer
segregated tracts. This might be a reflection of the gentrification trend in many
U.S. cities as a more diverse population returns to older central cities near
downtowns. The north Scottsdale area showed a slightly expanding area of white
segregation over the two decades.
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(a) Significance Map
Centralization
min: −0.412432819426      max: 0.550069108706
(b) Local Centralization
Figure 2.16: Phoenix MSA Black–White Segregation, 1990
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(a) Significance Map
Centralization
min: −0.507214416625      max: 0.573907118453
(b) Local Centralization
Figure 2.17: Phoenix MSA Black–White Segregation, 2000
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(a) Significance Map
Centralization
min: −0.490498260706      max: 0.446341743597
(b) Local Centralization
Figure 2.18: Phoenix MSA Black–White Segregation, 2010
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In addition to these two cores of segregation, other areas of interest emerged
between 1990 and 2010. The Ahwatukee area, south of the core black segregated
area, is a rapidly growing community that is surrounded by a large mountain
preserve to the north and west, an Indian reservation to the south and a freeway to
the east. This isolation has afforded the area some level of exclusivity, and as can be
seen over the three time periods the area is becoming increasingly segregated white
as the population in the area grows.
By 2010, an emergence of black segregation outside the south Phoenix core
can be seen. As a rapidly growing region, the metro area has engulfed many
formerly outlying municipalities. These suburban cities generally have an older core
area of homes surrounded by new subdivisions on former farm land. There appears
to be a general pattern of black segregation emerging around these older areas and
white segregation in the newer subdivisions. There is also indication of white
segregation in large age restricted retirement communities in the northwest (2010)
and southeast (2000) parts of the region; and white segregation around the Arizona
State University Research Park in the eastern part of the metropolitan area. It must
be added that the vast majority of tracts do not show any significant segregation of
either population.
Overall, the trends in black-white segregation in Phoenix show mixed results.
The magnitude of segregation, specifically from the black side, appears to be
declining. However, the share of tracts that are segregated is increasing, and there
appear to be new pockets of segregation emerging, possibly caused by white
isolation. The results hint at potential explanations of these patterns such as
gentrification and a trickle down trend as older housing falls to minority families.
2.5 Conclusion
The centralization index is by no means a new tool for the analysis of segregation.
However, its use over the past 60 or so years was confined to a global measure of
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segregation concerned with the concentration of a minority population around the
urban center. That being said, over the past 15 years most researchers have
abandoned the index as a measure of segregation due to its weakness in the context
of modern polycentric regions and reinvigorated central cities. I have shown that
that concern is well founded by comparing measured segregation using three
different definitions of the urban center. These weaknesses of the centralization
index as a global segregation measure make it an ideal local index.
By sequentially designating each neighborhood within a region as the center,
an index value can be computed for each neighborhood. This allows for the
mapping of segregation values and thus provides insight into the spatial pattern of
segregation within a region. The index is bounded on the range [-1, 1] with negative
values indicating the majority population is more concentrated around a particular
observation than the minority population, and the reverse if the value is positive.23
These bounds allow the neighborhoods to be compared within a region, across
regions or across time. An example of black-white segregation in the Phoenix
metropolitan area showed the power of the index as a tool for exploratory spatial
data analysis. By looking at significantly segregated neighborhoods, the stable cores
of segregation could be identified, and emerging patterns of segregation were visible
at various locations across the region.
The local centralization index is presented here as an additional tool for the
study of residential segregation. While a number of advantages have been shown, the
measure has a number of limitations. Space is captured by a simple rank ordering of
observations. This has the advantage of ensuring that the measure always remains
bounded to the [-1, 1] range, but might be an oversimplification of complex spatial
relationships in actual cities. The index also may be considered hyper-local, as it does
23This interpretation is based on a general convention. If the majority and minority population
are swapped in the index, then the interpretation would be reversed.
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not include region-wide information in the computation when k < n− 1. Again this
allows the index to be bounded to the [-1, 1] range, but could potentially ignore
important global information on the relationship between the two groups. Like
most segregation measures, the magnitude of Ci is relative to the context in which it
sits, and this context is entirely determined by the size of k. Therefore the choice of
k is an important decision for the user as some concentrations might be missed
when k is too small, and an overly large k can overly smooth the data. The size and
power tests provide some guidance in this decision, and Chapter 4 presents an
example that leverages this sensitivity to k. Finally, local measures are highly
susceptible to the multiple comparison problem. Do to the spatial correlation in the
data, the problem is likely not on the order of 1/n as in the classic Bonferroni
correction, but some adjustment is warranted to ensure that the concentrations
identified truly reflect the stated significance level.
Future research into the local centralization index could include rules of
thumb or statistical tests for determining k. In this paper I used a permutation based
approach to identify significance levels, an analytic mean and standard deviation
could be developed to provide further insight into the index. Finally, all the
examples presented here assume an isotropic spatial pattern around the central
location; a more nuanced bounding area could be defined to reflect non-symmetric
patterns around the location of interest.
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Chapter 3
MEASURING LOCAL MULTIGROUP SPATIAL SEGREGATION
Over the past few decades, the world has become increasingly interlinked as the
costs to communicate and travel have declined dramatically. Demographic change in
the U.S. reflects a population transitioning from one with a large white majority to a
more pluralistic society. Current trends indicate that by 2020, non-Hispanic whites
will no longer represent a majority of the child population in the U.S. (Logan and
Stults, 2011). Furthermore the black population, long the largest minority group in
the U.S. has been surpassed by the Hispanic population in recent years. This
increasingly diverse nation and world has motivated segregation research to break
the bonds of dichotomous measures, and seek out methods that capture the richness
and complexity of modern societies.
Within these macro level trends, urban areas are also experiencing change.
U.S. cities are no longer monocentric places with well defined boundaries between
different socioeconomic zones. Cities are complex, and disproportionate
concentrations of residents may not be readily apparent by simply looking at racial
population shares or ratios in different neighborhoods. Not only is the definition of
“neighborhood” difficult to pinpoint, but the spatial context in which a
neighborhood sits impacts those residents (Wong, 2003).
The study of residential segregation attempts to capture many of these trends
in the broader context of urban analysis. While the benefits accruing to residents
living in ethnic enclaves should be recognized (Li, 1998), the challenges of
segregation associated with education, access to jobs and healthy food (Morland and
Filomena, 2007), diversity of housing options, crime, etc. continue to affect the lives
of many urban residents. These are complex issues, and their study is facilitated by
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tools that can summarize voluminous data into meaningful metrics for urban
analysis.
In this chapter I present a local multigroup segregation measure based on the
centralization index (Massey and Denton, 1988, Chapter 2). This new measure
captures segregation surrounding each neighborhood or any point within an urban
area in a way that recognizes the spatial structure and multi-group nature of the
region. As a measure of centralization, it focuses on the relative concentration of
multiple population subgroups relative to any location within the city and identifies
those areas of the city where levels are statistically significant. It is presented here as
an exploratory tool useful for understanding the local segregation pattern across all
neighborhoods, and as a targeted tool to study particular points of interest such as
parks, waste treatment facilities, etc. In all cases I see this as a tool to help guide
public policy decisions and to evaluate the outcomes of urban initiatives.
In the following section I review the literature on centralization measures
and local and multigroup segregation indices. This is followed by a formal
presentation of the index and a visualization approach to summarize results. An
empirical example for the Phoenix, Arizona metropolitan area follows, with a
concluding section summarizing the results and future directions.
3.1 Background
The local multigroup centralization index to be introduced in the following section
builds on earlier work measuring centralization (and decentralization) around the
urban core of cities, multigroup segregation indices and local segregation indices. In
this section I provide background on these three approaches to studying urban areas,
leading to their later integration.
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Measures of Centrality and Centralization
The measurement of centralization in the social science literature has largely
revolved around spatial topics such as sprawl (Galster et al., 2001), white flight
(Redick, 1956), spatial mismatch, etc. This literature is focused on societal issues
associated with the disproportionate spatial distribution of social, economic and
racial groups relative to the urban core of a region. The relationship between the
central city and suburbs manifests itself in research on homicide rates (Shihadeh and
Maume, 1997), AIDS diffusion (Wallace and Wallace, 1995) and unemployment
(Howell-Moroney, 2005) to name a few.
In parallel with the diversity of topics relating to the concentration of
population around the city center comes a diversity in metrics aimed at capturing
the phenomena. Table 3.1 provides a sample of measures used in this literature. The
most basic measure is the share of the region’s population, or some subgroup of the
population, located in the central place (M 1). This is typically used in a spatially
course manner where the “central place” is an entire central city (a municipality)
versus the remainder of the metropolitan area (made up of one or more counties).
This measure is sensitive to the heterogeneity of municipality and county sizes in
different regions, making it a challenging tool to use for comparative purposes. M 2
addresses this problem through a location quotient (LQ) type framework that
compares the share of population in the central city to the share of land area in the
central city. Therefore, a value greater than one implies the population is more
concentrated in the central city relative to land area, and values less than one point
to a relatively low density central city.
Where M 1 and M 2 can be used on the population as a whole or population
subgroups, M 3 and M 4 specifically target concentration of subgroups, e.g., members
of a particular race or residents in poverty. These latter two measures both use the
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M 1 x˜ gi
M 2
x˜ gi
a˜i
Howell-Moroney (2005)
M 3
x˜ gi
t˜i
Schnore (1965)
M 4
x˜ gi
x˜ hi
Hermalin and Farley (1973)
M 5
n−1∑
j=1
x˜ gj d j Gibbs (1961)
M 6
1∑n−1
j=1 x˜
g
j d j
Galster et al. (2001)
M 7
n−1∑
j=1
x˜ gj e[−d j ] Busch and Reinhardt (2005)
M 8
n−1∑
j=1
x˜ gj log[d j ] Campante and Do (2009)
M 9
n−1∑
j=1
X˜ gj−1A˜j −
n−1∑
j=1
X˜ gj A˜j−1 Massey and Denton (1988)
M 10
n−1∑
j=1
X˜ gj−1X˜
h
j −
n−1∑
j=1
X˜ gj X˜
h
j−1 Duncan and Duncan (1955b)
Notation:
i : index for the center observation
j : index for all observations not i
n: total number of observations in the region
g , h: index for poulation subgroups (e.g., racial groups)
t˜i : share of region’s total population in i
x˜ gi : share of region’s g group population in i
a˜i : share of region’s land area in i
X˜ gj : cummulative share of region’s g group population from i through j
A˜j : cummulative share of region’s land area from i through j
d j : distance from j to i
Table 3.1: Selected Measures of Centralization
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basic LQ concept, but compare the subgroup of interest to the total population
concentration (M 3) or another subgroup (M 4). If one were to define a measure of
segregation as requiring information on two population groups, then M 3 and M 4
are the only segregation measures in the first four measures in Table 3.1, the other
two give varying levels of information about aspatial concentration of population in
a particular area relative to the broader region.
The remaining six measures in the table are spatial in the sense that a
rearrangement of areas, be they municipalities, census tracts, grid cells, etc., on the
map can change the magnitude of the measure. M 5 captures the mean distance of the
population relative to the center of interest by multiplying an area’s distance from
the center by its share of the population. This general concept is also used in
measures M 6, M 7 and M 8 albeit with different functional forms. These spatial
measures, except M 7, have the characteristic of discarding the information at the
central observation itself since this is by definition at a distance of zero. As the
magnitude and bounds of these four measures are sensitive to the scale, i.e. miles
versus kilometers, and population data, Campante and Do (2009) recommends a
number of normalization approaches to fix the results for a particular dataset to the
range [0, 1] based on the research objectives. The directionality of these measures
can also be switched so that increasing values indicate greater concentration around
the center or greater dispersion—a study on urban poverty may prefer the former,
while sprawl research may use the latter.
The final two measures (M 9 and M 10) take a different approach to the spatial
pattern of the population. Patterning is represented by rank ordering the areas by
distance from the central point of interest, and then computing the measures using
cumulative sums of the attributes at each step away from the center. By ordering
observations by distance from the center, some information on actual distance is
lost, but the trade-off is a measure that is bounded on the same fixed range of -1 to 1
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for any region. M 9 compares the relative concentration of land area to population
relative to the center. Positive values mean that the population is more concentrated
around the central point relative to land area, and negative values mean that residents
are more dispersed relative to the center. A value near zero means that population
density is generally the same throughout the region. M 10 has the same mathematical
underpinnings, but since it compares two population subgroups, the interpretation
is slightly different. Positive values point to a disproportionately high concentration
of the X g group around the center, relative to the X h group; negative values indicate
the X h group is more concentrated around the center relative to the X g group; and
values near zero mean that the two groups are equally distributed relative to the
center. By the earlier definition, this makes M 10 a measure of segregation.
Multigroup Segregation
Where the topic of central-focused segregation measures has received diminishing
attention over the years as cities become more polycentric and urban cores become
revitalized (Brown and Chung, 2006; Wong, 2008b), the topic of multigroup
segregation has seen increased attention in recognition of greater urban diversity.
Reardon and Firebaugh (2002) provides a comprehensive overview of aspatial
multigroup segregation measures, and a framework for characterizing them.
Of particular interest for understanding the centralization index, is the
generalized Gini index (Reardon and Firebaugh, 2002), which can be written as:
M G =
G∑
g=1
W g
n−1∑
j=1
X˜ gj−1T˜
g
j −
n−1∑
j=1
X˜ gj T˜
g
j−1

 . (3.1)
The notation follows that from before, where g indexes the G population
subgroups. T gj is the cumulative share of the region’s total population from i
through j , excluding group g . For the Gini index the observations are ordered based
on a ranking of x gj /t j values, or the g group’s share of observation j ’s total
population, where the ordering can change based on the particular g . In the case of
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centralization (M 10) one can see a comparison of the g and h groups, here the
comparison is between group g and the remainder of the population. W g is a
general term allowing a group-wise weighting scheme to be added; typically these
weights are based on some function of population, but could simply be 1/G if all
groups are to be weighted equally (Reardon and Firebaugh, 2002). This index is then
a population weighted average of G dichotomous Gini index values. M G takes a
maximum value of one when each person lives in an area (e.g., census tract) with
only people from their group, and returns zero if groups are distributed evenly to
areas within the region. M G reduces to the classic two-group Gini index when
G = 2.
From a spatial perspective, (Wong, 1998) introduces a spatial version of the
multigroup dissimilarity index originally proposed by Morgan (1975). He spatializes
the index through “composite populations” where a raw population count for a
particular observation j and group g (x gj ) is replaced by a composite count, which
sums the original value and those counts determined to be proximate, typically
based on contiguity or distance. This is a generalizable approach that has
subsequently been applied to a wide range of segregation indices (see Feitosa et al.,
2007). Reardon and O’Sullivan (2004) offers an alternative approach to spatializing
multi-group segregation indices based considerations of the locations of individuals
within the region. While all these methods are designed for non-ordered groups,
more recent spatial approaches have addressed ordinal groups such as income or age
cohorts (Meng et al., 2006).
Local Segregation Indices
In parallel to the increased interest in multi-group segregation measures, an increased
interest in local segregation measures can be seen. Local measures allow for
sub-regional analysis, and can provide a rich perspective into the socioeconomic
patterns of a single region.
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The flexibility of the Theil index allows for its modification to a local index,
not to mention a multigroup index. The popularity of the dissimilarity index in the
segregation literature has made it a focus for modification (Wong, 1996). Wong
(2002), Feitosa et al. (2007) and Wong (2008a) provide recent reviews of the local
segregation literature and offer various refinements and additions to the suite of
available measures.
As can be seen in Table 3.1, all of these measures of “centralization” lend
themselves to conversion to local measures by assigning the center to different
locations on the map. Simple population ratios and location quotient type measures
have long been workhorses of local analysis (Wheeler, 1968; Bauder and Sharpe,
2002). The challenge is that these are aspatial measures—they do not take the
observation’s nearby spatial context into consideration in the computation. Chapter
2 introduces a method for repurposing the centralization index into a two-group
local spatial segregation index. The following section introduces a multi-group
variant of that earlier concept.
3.2 Multigroup Local Centralization
Multigroup residential segregation, as I define it here, fits on a continuum with two
extremes. The first extreme is that of complete segregation. In this case each group
lives in entirely homogeneous neighborhoods and each group’s neighborhoods are
themselves clustered together. The other extreme is one of complete integration.
This itself can be split into two extreme cases; the first is where each neighborhood
in the region is identical in terms of racial composition. The second case is one
where homogeneous neighborhoods are interlaced, often characterized as a
checkerboard pattern, although this description is complicated when there are more
than two groups. See Figure 2.2 for a graphical presentation of all the extreme cases
for the two-group case. From a spatial perspective the second case recognizes that
neighborhoods are rarely walled enclaves and that intermixing of the groups is likely
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to occur at shops, schools and restaurants shared by both neighborhoods; this
implies that a segregation measure should include information regarding the
proximate neighborhoods to the neighborhood of interest. The local multigroup
centralization index (M Ci ) captures the two extremes on the range [0,1], where zero
represents complete integration and one complete segregation.
The index can be defined as follows:
M Ci =
G−1∑
g=1
G∑
h=g+1
p g + p h
p(G− 1)

k∑
j=1
Xˆ gj−1Xˆ
h
j −
k∑
j=1
Xˆ gj Xˆ
h
j−1
 (3.2)
The index is essentially a population weighted average of the absolute value of the
pairwise local centralization index values for every combination of groups. The
total number of groups, G, is indexed by g and h. The terms inside the absolute
value bars mimic those for the bivariate local centralization index (M10 from Table
3.1). Xˆ gj represents the cumulative percentage of the X
g group population through
the j th area, considering only the k nearest neighbors.1 These k nearest neighbors
are ordered based on distance from area i , where j = 0 refers to area i , and
j = 1,2, . . . , k references the neighbors. Since only the k neighbors are considered in
the computation of Xˆ gj , Xˆ
g
j = 1 when j = k. Similar definitions hold for the X
h
group. The multiplier outside the absolute value represents its population
weighting, where p g and p h are the total population of groups g and h within k
neighbors of i , and p is the total population within k neighbors. Like M G, other
weighting schemes are possible.
The local centralization index (Ci ), on which the local multigroup
centralization index is based, ranges from -1 to 1, where negative values reflect
segregation of the X h group, positive values segregation of the X g group and values
near zero indicate integration of the two groups. The absolute value of Ci is used
1I use tilde (~) when referring to an observation’s population share relative to the entire region,
and hat (^) when considering only the subset of k neighbors when computing the shares. When
k = n− 1 the tilde and hat terms are equivalent.
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since M Ci is agnostic to which group is being segregated relative to a particular
point within a region—the goal is to identify the overall pattern of segregation
around each neighborhood. In the extreme case where each pairwise local
centralization index returns a value of 1 or −1, it is necessarily the case that each
racial group occupies a homogeneous space within the region relative to the
neighborhood of interest. The opposite extreme, where all the pairwise local
centralization indices equal zero, indicates that the population groups are fully
intermixed. It should be noted that a particular observation can only achieve a value
of M Ci = 1 under extreme circumstances. Specifically, 1) each person must share an
observation (e.g. census tract) with only members of their group and 2) these racially
or economically homogeneous observations must be arranged in a way that when
ordered based on their location in space there is no interlacing of group types.
The overall extrema of M Ci is driven by the group combinatorics in the
formulation. Unlike the multi-group Gini, which reorders each population pair in
the index based on population ratios, all population pairs in the multi-group
centralization index share the same spatial ordering. By computing M Ci as the
average of the group-wise pairs, the index is able to span the full [0,1] range—a result
I demonstrate below. This will also affect the results as M Gi smooths the data by
comparing group g to the sum of the remaining groups, while M Ci uses the more
granular pairwise approach. In chapter 2 the overall and empirical maximum and
minimum of the two-group cases of the Gini and local centralization indices were
discussed.
To illustrate these extreme values of M Ci , two simplified regions are
constructed in which each of the 25 neighborhoods contains 4000 residents from
one population group. Figure 3.1 represents the case where the three groups are
interlaced in a regular pattern; this is intended to mimic the checkerboard case for
three groups instead of two. The resulting values of M Ci can be seen in Figure 3.2,
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4000 0 0 4000 0
0 4000 0 0 4000
0 0 4000 0 0
4000 0 0 4000 0
0 4000 0 0 4000
(a) Group A
0 4000 0 0 4000
0 0 4000 0 0
4000 0 0 4000 0
0 4000 0 0 4000
0 0 4000 0 0
(b) Group B
0 0 4000 0 0
4000 0 0 4000 0
0 4000 0 0 4000
0 0 4000 0 0
4000 0 0 4000 0
(c) Group C
Figure 3.1: Interlaced Distribution of Three Population Groups
0.0 0.0433 0.0628 0.0572 0.0856
0.0433 0.0189 0.0717 0.0714 0.0572
0.0628 0.0717 0.1511 0.0717 0.0628
0.0572 0.0714 0.0717 0.0189 0.0433
0.0856 0.0572 0.0628 0.0433 0.0
Figure 3.2: Local Multigroup Centralization for Interlaced Population
where most of the multigroup centralization values are low. The northwest and
southeast corners in this case are exactly zero.
In contrast, Figure 3.3 presents three concentrated population groups, where
group A is a small concentration in the northwest, group B is a large concentration
in the middle of the region and group C is a midsize concentration in the southeast.
The two most segregated locations in this region, as seen in Figure 3.4, are in the
extreme northwest and southeast where M Ci = 1.0. Figure 3.3 shows that as
distance increases relative to these two corner positions, the population groups are
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4000 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
(a) Group A
0 0 4000 4000 4000
0 4000 4000 4000 4000
4000 4000 4000 4000 0
4000 4000 4000 0 0
4000 4000 0 0 0
(b) Group B
0 0 0 0 0
0 0 0 0 0
0 0 0 0 4000
0 0 0 4000 4000
0 0 4000 4000 4000
(c) Group C
Figure 3.3: Concentrated Distribution of Three Population Groups
1.0 0.9033 0.5967 0.3262 0.1737
0.9033 0.8104 0.5054 0.3346 0.3425
0.5967 0.5054 0.4696 0.5875 0.7067
0.3262 0.3346 0.5875 0.9129 0.9588
0.1737 0.3425 0.7067 0.9588 1.0
Figure 3.4: Local Multigroup Centralization for Concentrated Population
entirely concentrated around those corners. The lowest segregation values can be
found in the most southwestern and northeastern neighborhoods where
M Ci = 0.1737; the map of population distribution shows that as distance increases
from these neighborhoods, some neighborhoods of group A and C residents are
closer than some neighborhoods of group B residents.
3.3 Visualization
The results of the multigroup local centralization index tell an important story, but
an analysis of a region may still benefit from an understanding of the two-group
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Segregated
Group A Group B Group C
Relative to
Group A 19 15
Group B 6 10
Group C 10 15
Table 3.2: Segregation Matrix for Groups A, B and C, Neighborhood Counts
segregation measures—the decomposition of the multigroup results. The challenge is
that the pairwise combinations increase rapidly as the number of groups increases,
e.g. five groups results in ten combinations, and thus ten maps. For the examples
presented here with three groups and 25 neighborhoods, visual inspection is not
unreasonable, but a larger region with five or six groups on an irregular lattice
becomes more difficult to interpret in map form. A segregation matrix that
summarizes the two-group results is used to address this challenge.
The segregation matrix is a G×G matrix, where the intersection of a row
and column reflects segregation for that pair of groups. Unlike M Ci , Ci is able to
differentiate which group is segregated. In the matrix, columns represent the
segregated group and rows the group that they are segregated from. Table 3.2
presents the segregation matrix of neighborhood counts for the population
distribution of groups A, B and C shown in Figure 3.3. In this matrix the cells
contain counts of neighborhoods based on their local centralization values. Since
there are three pairwise combinations of three groups, each neighborhood has three
local centralization values, for a total count of 75 local centralization values. The
matrix shows, for example, that in 19 neighborhoods the group B population was
segregated relative to the group A population. An alternative view of the segregation
matrix can be seen in Table 3.3. In this matrix each cell from Table 3.2 is divided by
25, representing the total number of neighborhoods. It can now be seen that in 76
percent of the neighborhoods group B is segregated relative to group A.
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Segregated
Group A Group B Group C
Relative to
Group A 0.76 0.60
Group B 0.24 0.40
Group C 0.40 0.60
Table 3.3: Segregation Matrix for Groups A, B and C, Neighborhood Shares
Besides providing a summary of the two-group measures, the segregation
matrix is also a useful tool for comparing two regions or for comparing one region
at two points in time. As long as the groups are the same for both matrices the
matrix of shares can paint a picture of the differential pattern of segregation.
3.4 Empirical Example
I demonstrate the use of M Ci and the segregation matrix using five racial groups
(white, black, Asian and Pacific islander, native American and Hispanic) for the
Phoenix metropolitan statistical area (MSA) for three years (1990, 2000 and 2010).
While the Phoenix MSA grew by nearly 90 percent over the two decades
studied, that growth was not reflected equally across racial groups (see Table 3.4).
Among all racial groups, the Hispanic population grew the fastest both in terms of
percent change (225.6 percent) and absolute count (856,158), which was over 100,000
more than the white population growth. The white population declined from 76.2
percent of the region total to 58.7 percent by 2010. The Asian and black populations
each represent a small proportion of the total population, but each had substantial
growth in percentage terms over the two decades. Also of note is that three low
population density Indian reservations represent part of the urbanized area’s eastern
and southern boundaries. These sparsely populated areas have small numbers of
residents, but are de jure concentrations of one racial group.
I look first at the segregation matrices for the three years (see Tables 3.5, 3.6
and 3.7) to investigate pairwise segregation patterns as viewed from the
85
19
90
20
00
20
10
Pc
tC
ha
ng
e
C
ou
nt
Pe
rc
en
t
C
ou
nt
Pe
rc
en
t
C
ou
nt
Pe
rc
en
t
19
90
–2
01
0
To
ta
l
2,
23
8,
48
0
3,
25
1,
87
6
4,
19
2,
88
7
87
.3
W
hi
te
1,
70
5,
97
6
76
.2
2,
14
0,
17
1
65
.8
2,
46
0,
54
1
58
.7
44
.2
Bl
ac
k
74
,3
12
3.
3
11
3,
17
9
3.
5
19
3,
49
7
4.
6
16
0.
4
A
m
In
di
an
41
,6
72
1.
9
58
,1
22
1.
8
76
,6
62
1.
8
84
.0
A
si
an
an
d
Pa
c
Is
ld
34
,4
35
1.
5
69
,3
99
2.
1
14
2,
62
7
3.
4
31
4.
2
O
th
er
2,
52
5
0.
1
4,
25
5
0.
1
5,
99
5
0.
1
13
7.
4
Tw
o
or
M
or
e
na
na
49
,7
38
1.
5
77
,8
47
1.
9
na
H
is
pa
ni
c
37
9,
56
0
17
.0
81
7,
01
2
25
.1
1,
23
5,
71
8
29
.5
22
5.
6
Ta
bl
e
3.
4:
Po
pu
la
tio
n
D
at
a,
19
90
,2
00
0
an
d
20
10
fo
r
Ph
oe
ni
x
M
SA
86
Segregated
White Black Hispanic Asian Am Ind
Relative to
White 0.614 0.562 0.575 0.573
Black 0.386 0.459 0.442 0.474
Hispanic 0.438 0.541 0.491 0.584
Asian 0.425 0.558 0.509 0.5
Am Ind 0.427 0.526 0.416 0.5
Table 3.5: Segregation Matrix, Neighborhood Shares, 1990
Segregated
White Black Hispanic Asian Am Ind
Relative to
White 0.608 0.559 0.551 0.566
Black 0.392 0.546 0.492 0.553
Hispanic 0.441 0.454 0.475 0.52
Asian 0.449 0.508 0.525 0.507
Am Ind 0.434 0.447 0.48 0.493
Table 3.6: Segregation Matrix, Neighborhood Shares, 2000
Segregated
White Black Hispanic Asian Am Ind
Relative to
White 0.533 0.564 0.537 0.523
Black 0.467 0.578 0.517 0.521
Hispanic 0.436 0.422 0.472 0.479
Asian 0.463 0.483 0.528 0.489
Am Ind 0.477 0.479 0.521 0.511
Table 3.7: Segregation Matrix, Neighborhood Shares, 2010
neighborhood perspective. Each cell in the tables presents the share of all tracts with
a particular segregation situation; for example, in 1990 61.4 percent of all tracts were
segregated black relative to white. This was also the highest segregation pair in 2000.
However, by 2010 Hispanic relative to black, and Hispanic relative to white became
the two highest segregation pairings at the neighborhood level.
Significance of the local multigroup centralization index follows the
reasoning established in Chapter 2 for the two-group centralization index. The null
hypothesis is that census tracts are distributed randomly throughout the region. The
alternative hypothesis, as measured by M Ci , is that population groups are
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differentially concentrated around location i . The inference approach is
operationalized by randomly shuffling the n census tracts, and assigning them back
to the map. M Ci is computed for each random assignment, thus building an
empirical distribution of M Ci values under the null hypothesis. If the actual M Ci
falls in the upper tail of the distribution, then the null can be rejected in favor of
local multigroup segregation. The whole-tract randomization scheme outlined here
holds constant the group population counts within each tract. It would be possible
to randomize each group’s population counts individually, however this is likely
greater randomization than necessary since the spatial orientation of neighborhoods
to one another remains a critical component in the magnitude of M Ci . The results
are presented for 1990 (Figure 3.5), 2000 (Figure 3.6) and 2010 (Figure 3.7), where the
significance map shows those tracts that are statistically significant at the 0.05 level
and using a Bonnferoni transformation (see Chapter 2) based on 9999
randomizations. The centralization map shows the magnitude of segregation.
Three established segregation clusters are evident throughout the three time
periods. An area south of downtown Phoenix is a lower income community with
high numbers of minority residents. The north Scottsdale area is an affluent suburb;
and the area to the northwest also represents an affluent suburban area mixed with
the age restricted communities of Sun City and Sun City West. The large segregated
tract to the south is part of the Gila River Indian Reservation and the large tract to
the east is the Salt River and Fort McDowell Reservations.2
Over the two decades, a pattern of segregation appears to be emerging in
relation to changing patterns in highway transportation routes. The most noticeable
change relates to a cluster of segregation that has emerged in the western part of the
region between the Interstate 10 freeway and downtown Glendale. While there were
2The Salt River and Fort McDowell Reservations were split into separate census tracts in 2000,
and only the more southern Salt River Reservation is significantly segregated in 2000 and 2010.
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(a) Significance Map
Centralization
min: 0      max: 0.520570942917
(b) Local Multigroup Centralization
Figure 3.5: Phoenix MSA, 1990
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(a) Significance Map
Centralization
min: 0      max: 0.591129248431
(b) Local Multigroup Centralization
Figure 3.6: Phoenix MSA, 2000
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(a) Significance Map
Centralization
min: 0      max: 0.422436195642
(b) Local Multigroup Centralization
Figure 3.7: Phoenix MSA, 2010
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no significantly segregated tracts in this area in 1990, by 2010 there were 28. This
area has grown as can be seen by the increase in the total number of tracts, but an
important change in the southern part of this area was the completion of the Papago
Freeway in 1990, which was the final stretch of the coast-to-coast Interstate 10.
While this is a traditional surface-level freeway through the area in question, as it
crosses more affluent, and politically active, neighborhoods near downtown
Phoenix it was put below ground to lessen the impact on the neighborhoods above.
The introduction of this dividing line south of downtown Glendale is a potential
cause of segregation that is worthy of further investigation.
Additional clusters of segregation are emerging in the eastern part of the
region along former U.S. and state highway corridors. These former highways also
connect the downtowns of formerly isolated agricultural communities. These small
downtowns still retain older housing that has been dwarfed in both quantity and
quality in comparison to the multitude of newer homes in master-planned
subdivisions which surround them. For their part, these former corridors are home
to used car dealerships and aging motels that likely have a negative impact on
surrounding property values. Teasing out these differential impacts could result in
directing policy decisions to address the segregated residential outcomes observed.
3.5 Conclusion
The multigroup local centralization index is an exploratory tool that consolidates
the urban residential patterns of multiple groups, be they racial, economic or
otherwise. The trade-off with this type of measure is that some information is lost
in an effort to integrate information on all the groups. Low values of this index
(values near zero) can be interpreted as meaning that on average no group is highly
concentrated around the neighborhood of interest, a result pointing to residential
integration of the groups. High values (those near one) mean that groups are
stratified relative to the “center” of interest—residents tend to be in homogeneous
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neighborhoods and these neighborhoods tend to be concentrated relative to distance
from the center.
In the case of the metropolitan Phoenix area, the index identifies established
clusters of segregation that are likely known to students of the region’s urban
history. However, when viewed as a whole, the new and old highway network looks
to be an emerging driver of segregated outcomes at the neighborhood scale. This is
not a new phenomenon in the U.S. (Davis, 1965), but due to the relatively recent
growth of the region and slow adoption of freeways, these patterns may be only
manifesting themselves in recent years.
The approach to local multigroup segregation presented here may be
considered overly atomistic as it combines multiple pairwise relationships into a
single multigroup metric. While this design allows M Ci to span the full [0, 1] range
and it follows the structure of other multigroup segregation measures, integrating
various group data in a more holistic fashion should continue to be pursued.
Interpretation of M Ci may not be straightforward. As discussed above, the end
points of the range provide clear anchors, intermediate values though could result
from myriad possible pairwise combinations of groups. The intent of the
multigroup index is to provide this broad view of local segregation, with two-group
measures allowing for more refined views into the relationships between particular
population groups. Finally, the examples presented in this chapter are based racial
and ethnic groups, which are unordered. The index could be applied to ordered
groups such as those based on age, income or educational attainment, but M Ci does
not leverage the additional information implied by this grouping.
The centralization index provides a flexible framework for investigating
urban structure, especially when research questions relate to the identification of
points of interest that might be driving global segregation patterns, or when specific
points are chosen a priori to be studied for their impact on the urban landscape. In
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this chapter I employ the former approach by studying every tract within the
region, but the latter can be conducted to study the impacts of various public works
projects for example.
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Chapter 4
RAIL TRANSIT AND ITS RELATIONSHIP TO RESIDENTIAL
SEGREGATION AND REDISTRIBUTION
From its origins in the early 19th century, through its first 100 years or so, transit in
the U.S. was a private enterprise operated as a for profit business. This
organizational structure changed in the early to mid 20th century as local
government became the provider of transit services. Along with the switch from
private to public ownership came public subsidisation of transit operations and
expansion.
Transit is generally assumed to have benefits that extend beyond those
accruing to the actual fare-paying riders. Society as a whole benefits when more
people utilize transit—diverting commuters from single passenger vehicles reduces
regional traffic congestion and pollution. From a more social perspective, society
also benefits as transit makes employment possible for community members unable,
for various reasons, to own or drive a personal vehicle (Sanchez, 1999). Higher levels
of employment lower the burden on social welfare programs and generally improve
the outcomes of individuals and neighborhoods. Transit, especially rail transit, can
be transformative to the neighborhoods where stations are located. The fixed nature
of rail transit shows the region’s financial commitment to a finite set of areas, and
can potentially spur private investment and attract residents interested in, or in need
of, the transit amenity. Transit oriented development has been shown to generate
benefits near stations beyond those attributable simply to increased accessibility
(Bartholomew and Ewing, 2011).
In this chapter I investigate the relationship between residential diversity and
light rail infrastructure. Diversity has been shown to have myriad benefits for
residents, neighborhoods and regions (Talen, 2006; Florida, 2004; Oliver, 1999). If
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the transformative nature of transit infrastructure extends to the stimulation of
residential diversity, then this becomes another positive externality to justify the
subsidies paid to support rail transit. From a planning perspective I also explore
transit equity (Murray and Davis, 2001) relating to the socioeconomic context of the
siting of light rail stations.
The new light rail system in the Phoenix, Arizona metropolitan area is used
to study the near-term relationships between residential diversity and rail transit
systems. The system opened in December 2008 with 28 stations and had an initial
construction cost of $1.4 billion. As of 2011, rider fares covered approximately
one-third of operation and maintenance expenditures; meaning the system’s initial
construction and ongoing management are heavily subsidized through local and
federal resources. Planners are currently in the process of extending the line, with
build-out expected to be nearly three times the mileage of the initial system. It is
therefore important to identify the full suite of externalities associated with the
system to help guide future planning efforts.
This investigation uses recently developed measures of segregation and
population change. The local centralization index (chapter 2) measures the relative
concentration of two variables, relative to a point within the region. This makes it
an ideal tool for capturing the differential concentration between the residential
locations of two population groups, i.e. residential segregation, relative to newly
constructed light rail stations. I also introduce the local redistribution index as a
measure of change in the spatial distribution of one population group over time.
This index is also focused on a particular point within the region. I further
introduce inference procedures to identify the statistical significance of demographic
change relative to the stations.
The following section contains a discussion of the relationship between
transportation, land use and diversity in the U.S. context. That is followed by
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sections that introduce the methods employed, the data used and the inference
procedure. These are are followed by an analysis of socioeconomic diversity related
to the Phoenix light rail system and a conclusion summarizing the results.
4.1 Background
Transportation, land use and residential diversity are three core features of the urban
landscape that are inextricably linked (Cervero and Landis, 1997). Location
decisions of households and firms typically involve considerations of all three
features (Schwanen and Mokhtarian, 2005), and planning decisions by government
that involve one of these features should consider the effect that will likely propagate
to the other two.
The interlinked nature of transportation, land use and residential diversity in
the U.S. can be seen beginning with the introduction of transit. Before transit,
U.S. cities were extremely compact places where commuting by foot was the only
option for nearly all residents. In these early cities, the most central locations were
home to the wealthy, but the density of the walking city meant greater residential
proximity between all socioeconomic groups. From the mid 19th century to the
early 20th century, transit was the domain of the middle and upper classes. The
price, not to mention the convenience and speed it offered over alternative modes of
transport, e.g., walking, private horse drawn coach, etc., made it only accessible to
people of means. Streetcar and rapid transit lines linked the central business district
to the most upscale neighborhoods in the city, passing through middle income areas
along the way. The introduction of the mass produced automobile in the early 20th
century brought about a steady change to both urban form and the users of transit.
Middle and upper class families were no longer tied to fixed rail lines—the wealthy
could now live anywhere within the city and commute by car. As public funding for
transportation infrastructure shifted from transit to freeways, the effect on land use
and diversity continued to evolve. Middle and upper class, mostly white, households
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were able to live far from the urban center, but still access it in a reasonable commute
time. This left the urban core to a lower income and largely minority population.1
As cities have become more spread out, the financing of transportation
infrastructure has become more complex. Freeways, intracity transit and transit
linkages between suburbs and the urban core are each in need of upgrade and
expansion in growing cities. Since households of different racial and economic
backgrounds are not spread evenly throughout a region, the funding of
transportation improvements can easily become unbalanced from a social
perspective (Garrett and Taylor, 1999). These issues of transit equity reflect the often
opposing goals faced by urban planners, those of maintaining existing service quality
and expanding ridership. Since transit is often viewed as an inferior good, meaning
that as household income decreases, demand for transit tends to increase (Harford,
2006), maintenance and expansion of the existing system can be given lower priority.
Changes to transit services aimed at the relatively inelastic demand found among the
inner-city’s lower income and minority residents is not expected to result in
significant changes to ridership. In contrast, constructing fast and comfortable
commuter rail linking suburbs and the central business district intends to motivate a
suburbanite with transportation options to switch to transit. A study of Washington
D.C. transit services shows that among the many benefits of the transit system, the
lowest income group received a disproportionately low share of these benefits
(Nelson et al., 2007). In contrast, Wells and Thill (2011) finds that bus access in four
southern cities is tied to demand. They find lack of automobile access is the best
predictor of transit accessibility, with only minor indications of preferential
treatment for white areas.
1See LeRoy and Sonstelie (1983) and Adams (1970) for more complete histories of the co-evolution
of urban form, transportation and residential locations in the U.S.
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The benefits of transit extend beyond the riders themselves. Litman (2007)
identifies ten benefits related to rail transit, which accrue to riders directly, local
areas near transit and the region as a whole. The global benefits include reduced
traffic congestion, reduced traffic accidents and reduced pollution emissions. From a
more local perspective he argues rail results in more efficient land uses, community
cohesion and economic development through agglomeration and increased
productivity. Winston and Maheshri (2007) refutes most of these benefits, and finds
that the Bay Area Rapid Transit (BART) system is the only rail transit network
among the 25 studied that increase social welfare. Harford (2006) finds that only 23
of 81 urban areas have public transit systems where benefits equal or outweigh costs.
In a targeted study of Washington, DC, Nelson et al. (2007) finds the benefits of rail
transit outweigh the subsidies paid. All of these studies look at the reduction in
traffic congestion and direct benefits to commuters as driving the cost-benefit
analysis; and each notes that other externality based benefits would contribute little
to their conclusions.
The impact of individual rail transit stations on their surrounding
communities takes a more local perspective on the role rail plays in a region. In a
study of an established rail system in a declining rust belt city, Hess and Almeida
(2007) finds that proximity to a rail station in Buffalo, New York increases property
values when all stations are considered, but some individual stations show the
opposite trend. They also find that their variable that proxies for race and
socioeconomic status has more influence on property values than proximity.
Cervero and Landis (1997) similarly finds great heterogeneity in the land use impacts
of BART stations in the San Francisco region, with some stations at the center of
employment and housing growth and other stations seeing little to no change.
Research on Atlanta finds this variation also, with criminal and retail activity in
proximity to the stations explaining much of the variation between stations (Bowes
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and Ihlanfeldt, 2001). Impacts of proximity to rail transit stations is also expected to
vary based on the rail technology. Light rail systems with their slower speeds and
lower capacities, are expected to have lower impacts on property values than heavy
rail (Ryan, 1999). That being said, studies of light rail and heavy rail systems all tend
to show increased property values near stations (Ryan, 1999), but the idiosyncrasies
of the different studies make it difficult to tease out if the expected lower positive
effect for light rail is manifest in the results.
While mixed results can be seen in the literature on the motivations behind
and impacts of rail transit, what is clear is that the myriad externalities are
interrelated and difficult to quantify. One of these is the effect rail has on residential
diversity. Talen (2006) puts forward four arguments for the benefits of diversity in
an urban context, where she defines diversity in broad terms to include race, age,
gender, lifestyle and land uses, among others. Place vitality, economic health, social
equity and sustainability are each identified as outcomes of diverse communities.
This argues for planning efforts that encourage diversity enhancing projects, which
are expected to improve individual, local and regional outcomes. Studies generally
show that proximity to rail transit stations tends to increase property values (Ryan,
1999), but the impact on diversity is not well studied. Who lives near rail stations is
not just a function of residential opportunities near rail, but also employment
opportunities somewhere else on the system (Cervero, 1994). A system that
connects to diverse employment opportunities is expected to similarly attract a
diverse residential base. A public policy goal to increase residential diversity in an
area must recognize the realities of urban life. Residents need housing opportunities
that fit a diverse population, and transportation must be available to access jobs
within a reasonable commute time.
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4.2 Variations on the Gini Index
The Gini index of segregation, and variations thereon, is used to study demographic
change relative to new light rail stations in the Phoenix area. The original index
developed in 1914 by Corrado Gini targeted questions of income inequality (Giorgi,
1990), where lower values indicate a more even distribution of income, and higher
values point to an unequal spread of income among the population. The index was
adapted in the 1930s and 1940s to address distributional questions of two
groups—industrial location relative to population location (Hoover, 1936) and
black-white racial segregation (e.g., Jahn et al., 1947).
The simple structure of the original index has allowed for further
modifications (Giorgi, 1990) that explicitly incorporate aspects of space, time or
both. In all these cases though, the index has largely been regarded as a global
measure—a summary of the pattern across all observations. While these global
measures will provide an indicator of the overall segregation patterns for the
Phoenix metropolitan area, this study also requires local measures that allow a focus
on the points of interest, i.e. the 28 light rail stations. This section presents the
specific indices employed in this study of change in Phoenix from 2000 to 2010.
Global Gini Index
The global Gini index of residential segregation can be defined as follows,
G =
n−1∑
j=1
X˜ j−1Y˜ j −
n−1∑
j=1
X˜ j Y˜ j−1. (4.1)
x˜ j is defined as the share of the region’s minority population in the j th observation,
e.g. census tract. X˜ j is the cumulative sum of x˜ values through observation j ; where
the n observations in the region are ordered by increasing value of the minority
population’s share of the observation’s population. Y˜ j is the corresponding value for
the majority population, ordered to match the X˜ values. The resulting index ranges
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from 0 to 1, with low values indicating low segregation, or a relatively equal
distribution of the minority and majority groups to the observations, and high
values meaning high segregation, or a tendency for majority and minority residents
to live in different areas.
As a global measure of segregation, the Gini index has a number of appealing
properties regarding its ability to capture changes in the distribution of the majority
and minority populations (James and Taeuber, 1985; Dawkins, 2004). However, it is
essentially an aspatial measure in the sense that any rearrangement of the
observations on the map results in the same magnitude of measured segregation.
This means that the index cannot differentiate between a region where minority
neighborhoods are all clustered together, and one where minority neighborhoods
are interlaced throughout the city. Intuition implies that that the latter region is less
segregated since there is greater opportunity for interaction between the two groups.
To address this concern, Wong (1998) introduces composite populations.
The composite population is the population in a particular observation j summed
with the population in proximate observations. Proximity can be defined in any
way, but a typical scenario defines all observations that share an edge or point with j
as being proximate. The composite population can then be used to compute X˜ j and
Y˜ j in Equation 4.1. If one considers each observation a “neighborhood,” the
practical result of this approach is an expansion of the neighborhood to include
surrounding neighborhoods, and thus recognize that interactions likely do not stop
exactly at the neighborhood boundaries. Dawkins (2004) presents an alternate global
spatial Gini index that involves the swapping of nearest neighbor observations.
Local Centralization Index
While most of the residential segregation literature has focused on global measures,
the development of local measures has seen significant advancement in recent years.
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Wong (1996) introduces a local version of the dissimilarity index, and Wong (2002)
and Feitosa et al. (2007) present a number of localized versions of other global
residential segregation measures. While these can be valuable tools for
understanding the local distribution of segregation, the local centralization index
introduced in chapter 2 has particular applicability for an exploration of the light
rail stations in Phoenix.
The global centralization index was introduced in Duncan and Duncan
(1955b) as a tool for measuring if the minority population was disproportionately
concentrated around the urban center of a city relative the to the majority
population. The implication being that a higher concentration of minorities around
the urban core means greater segregation. This was traditionally used as a global
measure, but has fallen out of favor as regions have grown more polycentric and as
some urban cores have emerged as desirable residential options as a result of
revitalization efforts. As chapter 2 shows, this global index can be repurposed as a
local index that captures the relative concentration of two population groups around
any point within the region by moving the “center” to the point of interest and
adjusting the number of nearby observations used in the computation. For this
chapter the 28 light rail stations form the points of interest.
The local centralization index for point i is defined as follows:
Ci =
k∑
j=1
Xˆ j−1Yˆ j −
k∑
j=1
Xˆ j Yˆ j−1. (4.2)
While the formulations of G and Ci are nearly identical, a change in the ordering of
the observations transforms the aspatial global measure into a spatial local measure.
In Ci the observations are ordered based on increasing distance from i . Being a local
measure, Ci also allows for the study area to be constrained to a subset k of the total
n observations in the region. Therefore, xˆ j represents the minority population in
observation j as a share of the total minority population through observation k. Xˆ j
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then represents the cumulative sum of xˆ values through observation j . Yˆ j is the
corresponding value ordered again based on distance from i .
While the basic structure of Ci is similar to G, the change in the ordering
scheme allows Ci the range from -1 to 1. Negative values imply that the majority
group is disproportionately concentrated around i relative to the minority group,
and positive values mean that the minority group is relatively more concentrated
around i . A value near 0 indicates a similar distribution of the two groups relative to
i . A high Ci in absolute value is therefore an indicator that point i may be worthy
of further investigation for underlying factors that might be generating this unequal
distribution of the population relative to that point. In this case I will use Ci to
better understand the demographic patterns around light rail stations, but this could
equally be used to study environmentally hazardous locations, e.g. Superfund sites,
or high amenity locations such as parks.
Local Redistribution Index
Where the Gini segregation index and the centralization index measure differences
in the distributions of two groups, they do not directly capture population change
through time. Hoover’s (1941) study of interstate population change in the decades
from 1850 to 1940 appears to be the first to modify the global two group Gini index
into a temporal measure. In that study he defines X as a population group in time
period one, and Y as that same group in period two. The interpretation is that lower
values indicate similarity in the population concentration between the two time
periods and higher values point to a redistribution of the population. Redick (1956)
merges Hoover’s measure with Duncan and Duncan’s centralization index to study
redistribution patterns of individual racial groups relative to the city center.
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I introduce the local redistribution index as a modification of the local
centralization index (Equation 4.2) as follows,
Ri =
k∑
j=1
Xˆ sj−1Xˆ
t
j −
k∑
j=1
Xˆ sj Xˆ
t
j−1. (4.3)
and define xˆ sj as the time period s X group population in observation j as a share of
the total X group population from point i through observation k in period s ; Xˆ sj is
then the cumulative sum of xˆ s values from i through j . xˆ tj and Xˆ
t
j are the
corresponding values for time period t . The interpretation follows that positive
values indicate that the X group is more concentrated around point i in period s
relative to period t , and negative values point to a higher relative concentration
around point i in time period t . Like the centralization index, the redistribution
index is symmetric in the sense that if the time periods are switched the
interpretation is simply switched accordingly. I use the convention that time period
s is earlier than t so that positive values mean the concentration was higher in the
earlier time period.
As can be seen, this is an explicit space-time measure of change in population
concentration around a particular point. One key constraint to the measure’s
usefulness is that the observations, i.e. the areal units used to aggregate population,
must be the same in periods one and two. The following section describes how this
is addressed for 2000 and 2010 using census block data.
4.3 Phoenix Area Data
Light Rail History
Like many U.S. cities, Phoenix had electric streetcar service starting in the late 19th
century, which operated through the mid-20th century. In 1948 the rail system was
replaced by buses after a fire destroyed most of the streetcars (Arizona Street
Railway Museum, 2012). The topic of rail-based transit was next put before voters in
1989 as part of a massive countywide transit plan that included 103 miles of elevated
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1948 End of streetcar service
1985 Voters approve freeway construction tax, which includes
planning for regional transit
1989 Voters reject tax to implement a regional rail and bus sys-
tem (Valtrans)
1994 Voters reject tax to implement a regional bus system
1996 Tempe voters approve tax to implement a compressive bus
system for their city, with planning for rail
1997–1999 Phoenix, Scottsdale, and Chandler voters reject taxes to im-
prove their city’s bus systems; Mesa voters approve a broad
tax plan, which includes some transit projects
2000 Phoenix voters approve a comprehensive bus system and
light rail (Transit 2000)
2008 Light rail begins
Source: Arizona Rail Passenger Association (2012)
Table 4.1: Brief Timeline of Phoenix Area Rail
rapid transit and commuter trains running along heavy rail lines. This proposal was
defeated at the ballot box (Arizona Rail Passenger Association, 2012). As a result of
this and other failures to reach regional consensus, the various cities embarked on
individually financed transit plans. In 1996 Tempe, the home of Arizona State
University and one of the densest cities in the region, was the first to succeed in
obtaining voter approval for significant transit improvements. As a result the city
expanded bus service to 20 hours per day, and became the region’s first city in
decades to offer Sunday bus service. Similar attempts in other cities continued to fail
through the late 1990s (see Table 4.1). The approval in March 2000 by Phoenix
voters of bus improvements and light rail construction provided the critical mass to
launch the light rail system currently in place. Although transit, including light rail,
is financed by individual cities, they all come together under the umbrella name
Valley Metro and offer routes that connect the various cities (Arizona Rail Passenger
Association, 2012).
The initial phase of Metro Light Rail opened on December 27, 2008, and has
28 stations spread along a 20 mile route. The vehicles run at street level in dedicated
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lanes, and street lights are timed to allow the rail cars to move through the congested
corridors as seamlessly as possible (Valley Metro Rail, Inc., 2011). It traverses the
cities of Phoenix, Tempe and Mesa and connects some of the region’s major activity
centers including the downtowns of Phoenix and Tempe, Arizona State University,
the airport and regional sports facilities (see Figure 4.1). At build-out the system is
projected to cover 57 miles.
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Figure 4.1: Metro Light Rail Route and 28 Stations
The project’s initial construction cost was $1.4 billion, paid by a
combination of local and federal resources. In fiscal year 2011, operation costs were
$33.2 million, with passenger fares covering approximately one-third of these costs
($10.2 million) (Valley Metro Rail, Inc., 2011). Average weekday ridership has
steadily increased since opening: 34,809 in 2009, 39,335 in 2010 and 40,712 in 2011
(Valley Metro, 2012).
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Study Time Frame
Based on the timeline presented above, change related to light rail construction is
studied over the decade from 2000 to 2010. While some speculative real estate
activity may have preceded the March 14, 2000 vote, it is assumed that this did not
significantly affect actual residential patterns measured on April 1, 2000 by the
U.S. Census Bureau. This assumption is supported by the history of failed transit
votes and that the projected opening date during the election was more than six
years away in 2006.
Again, the U.S. census is used to collect data for the end of the study time
frame. April 1, 2010, census day, fell 15 months after the system’s inauguration. For
a number of reasons opening day is seen as a lower bound on residential reaction to
light rail. Construction activity and media attention made the light rail project a
known entity in the community well in advance of opening day—light rail in general
and station locations in particular were not surprise shocks to the residential
market. Fifteen months also provides enough time for rental leases to cycle through
the typical one-year duration, allowing residents to react to the actual introduction
of light rail. Finally, before the inauguration of light rail, the regional transit
authority operated a bus line that mimicked the light rail route. This provided an
alternative to residents moving into the light rail area in advance of opening day.
Scale of Analysis
Recent changes by the U.S. Census Bureau to the collection and presentation of data
limits the variables available for this study. The 2010 census was the first to drop the
“long form,” which contained far-reaching questions on topics ranging from
education to income to home value. The American Community Survey, which
replaces the long form, is only available for five-year aggregates for sub-county
aggregation units such as census tracts and block groups. The most recent data
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available spans the years 2006–2010, thus straddling the light rail start date. The
analysis of change over the decade is therefore limited to questions of race and
housing tenure (owner vs. renter occupied housing units)2—questions asked on the
“short form” in both decennial censuses. An advantage of using data from the short
form is that it is available at all census scales including the census block.
The local centralization and relocation indices require the spatial units being
studied to be ordered based on distance from the center point. Two methods have
been proposed in the literature for doing this. The first is the ring method, and was
used in early studies (e.g., Duncan and Duncan, 1955b; Redick, 1956). This method
aggregates data based on rings around the central point i . Since most researchers
operate on data in polygon format, the researcher must choose some method for
assigning polygons to rings; such as the polygon centroid falling into a ring, more
than 50 percent of land area falling into a ring, etc. The second method orders the
aggregation units themselves by distance from point i (e.g., Massey and Denton,
1988). This method would typically first convert polygons to centroids, and then
order the polygons based on centroid distance from i .
A final consideration is the temporal nature of this study. Capturing change
in a spatial context generally requires data counts be measured on the same areal
units for both time periods. This is a requirement of the local relocation index and
the inference procedure presented in the following section. I address these challenges
by constructing a fixed set of rings around each station and allocating data from the
different censuses to these rings.
A study of residential patterns around light rail stations argues for using the
smallest aggregation units possible since walking distances come into play. This
approach to building rings starts with a circle with a quarter mile radius centered on
2I am able to study housing tenure in the same fashion as segregation, where the question is one
of spatial balance of the two land uses (see Galster et al., 2001, for a similar usage in the study of urban
sprawl).
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each station.3 This circle has an area of 0.196 square miles. Rings of identical land
area radiating out from the stations are then constructed. Rings become narrower
with distance from the station, e.g., ring width at 1, 2, 5 and 10 miles is 168, 83, 33
and 17 feet respectively. Population is then allocated to rings based on the block
centroids that fall within the ring (see Figure 4.2 where the cross represents a
station). The Phoenix metropolitan statistical area has 59,356 blocks to allocate in
2000 and 92,079 in 2010.
Figure 4.2: Allocation of Block Centroids to Rings of Equal Area
4.4 Spatio-Temporal Inference
Segregation studies are typically comparative in nature—studying either longitudinal
trends for a particular urban area or cross-sectional patterns across urban areas.
However, there has been relatively little statistical inference to quantify if two values
of measured segregation are actually different. Existing non-spatial non-parametric
inference methods can adequately handle comparisons of classic segregation
measures that do not consider the relative location of observations to one another.
3In a review of approximately 30 studies on the relationship between land use and transportation
infrastructure, Ryan (1999) finds only two had study areas below a half mile radius (100 feet and 500
meters) and most were greater than mile.
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However, testing if spatial segregation at a particular location within the region has
changed over time requires an approach that takes the spatial patterning of the data
into account.
Since the theoretical distributions of most segregation measures are
unknown, non-parametric methods are an appealing route to follow for testing
statistical significance. These methods use the data itself to generate an empirical
distribution of the measure through computer-intensive randomization or
re-sampling techniques. Examples of these include random labeling, bootstrap and
jackknife. The advantage of these methods is that their statistical properties do not
rely on any knowledge of the true underlying distribution of the phenomena under
consideration. While the computer-intensive approaches rely on few a priori
assumptions, they are not assumption free. A key assumption is that the observed
data are independent, meaning that an unconstrained randomization of the data is a
theoretically valid outcome (Fortin and Jacquez, 2000). Data that follow a spatial
process by definition violate this independence assumption and thus can
compromise the validity of computer-intensive approaches.4 If the question at hand
is to be conditioned on an underlying spatial process, then the randomization
approach should take this into consideration. The statical significance of the
difference between two measured spatial segregation values falls into this conditional
case.
Local Centralization Index
Chapter 2 introduces a permutation based inference approach to measure the
pseudo-significance of the local centralization index. The null hypothesis for the
index is that centralization measured on the true data comes from a spatially random
process; the alternative is that one group is relatively more concentrated around the
4That being said, if the hypothesis under consideration is whether or not the data actually come
from a spatially random process then unconstrained randomization is the appropriate approach.
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center than the other. The inference procedure presented there involves randomizing
the n observations, and reallocating the data to the map. A similar approach is used
here, but a slight modification is needed to accommodate ring based aggregation. All
the blocks in the region are randomized, and the predetermined rings then used to
aggregate the data.5 In doing so the X and Y counts remain paired for any particular
block, but the pair can appear at any location. Centralization is then computed on
the randomized ringed data. This procedure is repeated many times, in this case 999,
to construct an empirical distribution. If the actual centralization index is extreme
relative to this distribution, then the null hypothesis can be rejected, meaning
significant local segregation exists. This is treated as a two tailed test since an
extreme positive value has a different meaning than an extreme negative value. See
Table 4.2 for a summary of this approach and a comparison to the two that follow.
Change in Local Centralization Index
If the goal is to compare change in aspatial segregation, then random labeling is an
obvious choice. The null hypothesis is that segregation is constant over time; the
alternative is that the index is different in the two periods. Starting with raw data
from the two time periods, the observations are pooled and then a fixed number of
randomly selected observations are allocated to Period 1 and the remainder to
Period 2. Once the data is assigned, the segregation measure can be computed for
each period and the difference taken. This process is repeated many times to build an
empirical distribution. If the actual difference is large enough to fall in the upper tail
of this distribution, then the null hypothesis can be rejected in favor of statistically
significant change. This approach is applicable to classic segregation measures that
do not incorporate information on spatial structure (Taeuber and Taeuber, 1965,
used an approach similar to this). This approach is not appropriate for assessing
5I note that an approach more closely matching that from Chapter 2 involves creating enough
rings around the central location to include all census blocks, and then randomizing the ring order.
This approach is not recommend as the effect of including in the randomization the large rings needed
to capture outlying census blocks is not clear.
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temporal change in local spatial measures since the resulting empirical distribution
would capture the difference between two temporally and spatially random region
layouts. In the local spatial case, determining significant temporal change should be
based on data from the local spatial context.
The null hypothesis for the spatial approach is the same as that for the
aspatial approach (Rey and Sastré-Gutiérrez, 2010). In effect, a rejection of the null
hypothesis means that the change in the residential pattern around the point of
interest leads to a significant change in measured spatial segregation over time. The
empirical distribution is built by randomly swapping whether Period 1 data for a
particular observation is in Period 1 or 2. Local centralization is then computed on
the two randomized sets of observations and the difference between them is taken.
Note that X group and Y group data remain paired since the measurement is on the
relationship between the groups. The process is repeated many times to build a
distribution of differences in local centralization values under the null hypothesis.
The difference measured from the actual data is then compared to the empirical
distribution, and the null hypothesis is rejected if the actual index is extreme. When
implemented, all differences are in absolute value, making this a one-tailed test.
While multiple randomization approaches could potentially be used,
pairwise randomization of the Period 1 and 2 data is one of the most parsimonious.
It isolates the randomization to data at the center and its k neighbors, and by not
rearranging the location of the data, it focuses on the temporal dimension of change.
Inference on the local centralization index is concerned with understanding if the
observed index could have arisen from a random spatial pattern, the question here is
whether the spatial pattern itself changed over time.
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Local Redistribution Index
Inference on the local redistribution index is somewhat of a hybrid of the previous
two inference procedures presented (see Table 4.2). The null hypothesis is that the
spatial pattern for the group of interest is constant over time; the alternative is that
the relative spatial pattern is different in the two periods. A rejection of the null
hypothesis implies that there is significant change in the concentration pattern of the
group between Period 1 and Period 2. This change could take many forms including
concentrated to random, mildly concentrated to highly concentrated, etc. The local
redistribution index directly captures change, unlike the differencing approach
presented in the previous measure of change.
The inference approach is operationalized by swapping Period 1 and Period 2
data in a similar fashion discussed in the procedure for measuring change in local
centralization indices. The difference here is the swapping is of single values, i.e. X
count in Period 1 for X count in Period 2, while above the X and Y pair from
Period 1 is swapped with the pair from Period 2. Once the data have been randomly
swapped for each observation, local redistribution is computed on the randomized
data. This procedure is repeated many times to build an empirical distribution of
redistribution values under the null hypothesis. If the actual local redistribution
value falls in a tail of the distribution, then it can be said that there has been
significant spatial redistribution of the group. This is a two tailed test.
The computation of the local centralization and local redistribution indices
is identical, but the inference approaches reflect their different data inputs and
application contexts. As before, the nature of the data allows for many potential
randomization schemes.
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Local
Centralization
Change in Local
Centralization
Local
Redistribution
Approach Spatial Spatial-Temporal Spatial-Temporal
Number of
Population
Groups (e.g.
Races)
Two Two One
Number of
Time Periods One Two Two
Null
Hypothesis Spatially random
Temporally
constant
Temporally
constant
Alternative
Hypothesis
Groups X and Y
are segregated
Segregation
between groups X
and Y changed
between periods s
and t
Concentration of
group X changed
between periods s
and t
Test Two-sided One-sided Two-sided
Data X j ,Y j ;∀ j X sj ,Y sj ,X tj ,Y tj ;∀ j X sj ,X tj ;∀ j
Randomization
Scale Entire map
Pairwise by
observation
Pairwise by
observation
Randomization
Process
Randomly assign j
to each
observation;
compute Ci for
each randomization
Randomly swap s
and t for each j ;
compute |C si −C ti |
for each
randomization
Randomly swap s
and t for each j ;
compute Ri for
each randomization
Empirical
Distribution
Local
centralization
values
Differences of local
centralization
values
Local
redistribution
values
Table 4.2: Comparison of Inference Approaches
Data Organization
The approaches introduced here rely on having the same spatial units at both time
periods. I recognize that this is an unlikely scenario in the typical U.S. context of
measuring segregation on block groups or census tracts. However, the ring approach
using census block data discussed in the previous section provides a reasonable
approximation to uniform spatial observations for the two periods.
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4.5 Analysis
One of the advantages of spatial measures is that by varying the spatial parameter(s)
one can explore the spatial properties of the data. In the case of the local
centralization and redistribution indices this parameter is k, reflecting in the
number of nearest rings to include in the analysis. Experiments with the station data
show that the magnitude of these indices is sensitive to the k chosen. Extremely low
values of k cause instability in the results, and high values over-smooth the data. In
either case little information is gleaned from the results. Like similar methods that
require a spatial parameter to be defined, there is no analytic method that defines the
optimal setting for the local centralization and redistribution indices. In lieu of an
optimal k, I select one, two and five mile radii, based on previous literature (Ryan,
1999), and use these for further analysis. A one mile radius captures the spatial
pattern within an extended walking distance to the station. Two miles extends
beyond the area immediately around the station, but this provides broader context
with which to evaluate the demographic properties to see if one group is more
concentrated than the other. The five mile radius is intended to give the big picture
overview of the light rail corridor. It still captures concentration around a center of
interest, but at a scale that encompasses enough land area to get at broad patterns.
This section first investigates the relationship between diversity and transit
equity. While transit equity is a broad concept spanning issues including age (both
young and old), disability, socioeconomic status and land use (Murray and Davis,
2001), this section confines its scope to racial and ethnic patterns and residential
owner and renter rates as proxies for economic status. Second, the section explores
demographic change around each station, with a focus on indicators of increasing
diversity. Again diversity is defined in terms of race and ethnicity and variation in
housing tenure.
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Base Year
I first consider the characteristics of the areas around the 28 stations during the
planning stages for light rail. At the one and two mile scales the Central Avenue
Corridor (Stations 4–11) emerges as an area where if segregation is statistically
significant, it tends to reflect white concentrations relative to Hispanic and black (see
Table 4.3). Although this is in the center of the urban area, just north of downtown,
historic neighborhoods close to Central Avenue are highly coveted, and value
generally decays with distance. Stations 9, 10 and 11 are significant for both the
black and Hispanic cases at the two mile radius, with other stations north and south
showing varying levels of segregation. Downtown Phoenix (Stations 12, 13 and 14)
has a more mixed story, with results showing white segregation relative to black and
Hispanic, but also some Hispanic and black segregation at the two mile radius.
Station 15, just outside the downtown, is the historic center of the black community
in Phoenix, and this is reflected in significant segregation at both the one and two
mile radii.
An industrial district stretching from Station 16 to 20 shows Hispanic
and/or black segregation for all but one station using a two mile radius. Stations 21
through 23, which are immediately around Arizona State University, show little
signs of systematic segregation. The remaining stations, along the former
U.S. Highway 60, now Apache Boulevard, tend to show a pattern of Hispanic
segregation relative to white at the two mile radius.
At the five mile radius one can see much smoother trends in the results as a
larger area is integrated into each station’s results. Some of the 2000 segregation
patterns seen at the one and two mile radii are now reversed. The positive
segregation values at the more central stations (8–18) show that minority
concentrations in the broader urban core begin to dominate the white concentration
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1 Mile Radius 2 Mile Radius 5 Mile Radius
Bl–Wh Hs–Wh Rn–Ow Bl–Wh Hs–Wh Rn–Ow Bl–Wh Hs–Wh Rn–Ow
1 -0.07 -0.02 -0.15 0.13 -0.03 0.06 -0.00 -0.17*** 0.02
2 0.07 -0.14 0.00 0.12* 0.08 0.10 -0.05 -0.15*** 0.05
3 0.04 0.03 0.22 0.04 -0.09 0.01 -0.09*** -0.22*** 0.05
4 -0.05 -0.04 0.09 -0.02 -0.03 0.09 -0.09*** -0.21*** 0.04
5 -0.01 0.02 0.18 -0.01 0.03 0.19* -0.08** -0.17*** 0.09*
6 -0.05 -0.11 0.04 0.00 0.01 0.20* -0.04 -0.11*** 0.12**
7 0.09 -0.13 0.31 -0.03 -0.13** 0.01 0.03 -0.02 0.14***
8 0.12 -0.11 -0.12 -0.10 -0.30*** -0.09 0.04 0.02 0.14***
9 -0.15 -0.16* -0.32* -0.20** -0.30*** -0.11 0.04 0.05* 0.12**
10 0.03 -0.32*** 0.09 -0.18** -0.22*** -0.11 -0.05 0.08*** 0.12**
11 -0.00 -0.11 0.36** -0.21*** -0.21*** 0.04 -0.05 0.07** 0.10**
12 -0.05 -0.37*** 0.26** -0.01 -0.04 0.31*** -0.05 0.07*** 0.07
13 -0.06 -0.41*** 0.10 0.14** 0.04 0.35*** 0.01 0.10*** 0.05
14 -0.08 -0.39*** -0.04 0.11 0.10* 0.35*** 0.05 0.12*** 0.06
15 0.27* 0.03 0.00 0.18** 0.22*** 0.20** 0.08** 0.18*** 0.06
16 -0.18 -0.17 -0.06 0.19** 0.10 0.20 0.12*** 0.30*** 0.11**
17 -0.30 -0.20 -0.25 0.25** 0.18** 0.05 0.03 0.26*** 0.09*
18 -0.03 0.01 -0.15 0.19* 0.05 0.08 -0.01 0.20*** 0.07
19 0.02 -0.03 0.10 0.19* -0.00 0.42*** -0.08* -0.04 0.12**
20 -0.25 0.15 0.17 0.02 0.09 0.25* -0.07 -0.09*** 0.17***
21 0.08 0.02 0.35 0.02 -0.05 0.13 -0.07 -0.10*** 0.15**
22 -0.07 -0.09 0.04 0.04 -0.11 0.30** -0.08* -0.09*** 0.16**
23 0.11 -0.06 0.54** -0.01 -0.02 0.31** -0.08* -0.08** 0.12**
24 0.03 0.10 0.44* 0.10 0.10 0.38*** -0.09** -0.09*** 0.13**
25 0.01 0.22 0.08 0.07 0.17** 0.30** -0.09** -0.07** 0.14**
26 0.03 0.27** 0.09 0.12 0.23*** 0.26** -0.04 -0.06** 0.13**
27 0.07 0.04 -0.00 0.03 0.14* -0.04 0.07* 0.04 0.18***
28 0.02 -0.01 0.17 0.05 -0.02 -0.05 0.15*** 0.17*** 0.19***
Significance levels: * 0.10, ** 0.05, *** 0.01
Abbreviations: Wh-White, Bl-Black, Hs-Hispanic, Rn-Rented, Ow-Owned
Negative values indicate greater concentration of the latter term in that column’s header
(i.e. White or Owned)
Table 4.3: Local Centralization for 28 Light Rail Stations, 2000
immediately around many of the light rail stations. The reverse pattern is seen at the
north and east ends of the line where a suburban white population dominates the
minority concentrations around the light rail stations.
There are some indications of transit equity issues in these results. At a one
mile radius there are four stations segregated white (α≤ 0.05) relative to Hispanic,
but only one segregated Hispanic. Extending a little further out at two miles, these
results are more balanced with four stations segregated Hispanic and five white; and
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four black compared to three white. For those areas closest to the station, i.e. the
one mile radius, there appears to be some bias toward white concentrated
neighborhoods.
While it is not clear if planners targeted white over minority neighborhoods
when routing the rail line, stronger statements can be made regarding the
relationship between renter and owner occupied dwelling units. At every scale
investigated, there was a dominant trend toward neighborhoods where renters were
more concentrated near stations than owners. At the one, two and five mile scales,
all stations with a significant relationship show greater concentration of renters to
owners around the stations. If the supposition is made that renters tend to have
lower socioeconomic status than owners, then this result could point toward a
transit equity goal aimed at serving lower income communities. It also could
indicate a goal of trying to increase ownership, and possibly property taxes, through
the introduction of rail.
2000 to 2010 Change
This section focuses on change in demographic patterns around the light rail stations
from 2000 to 2010. At a five mile radius (see Table 4.6) one can observe broad trends
in relative population distributions around the stations. This range clearly extends
well beyond the zone of direct impact of light rail, but it can give a sense of big
picture change.
The positive and significant values for the Hispanic redistribution index for
Stations 7 through 16 that run through the Central Corridor and downtown
Phoenix indicate that Hispanic concentration was higher in 2000 relative to 2010. In
contrast, negative values for white redistribution for these stations can be seen,
indicating greater concentration in 2010, but only one station is marginally
significant. The significant change in Hispanic redistribution appears to be driving
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the significant change in Hispanic-white segregation for these stations. In most cases
these areas flipped from segregated Hispanic to segregated white over the decade. It
should be noted of these ten significant changes in segregation, seven represent
movements closer to zero, which can be interpreted as relatively higher levels of
integration in 2010. The black-white segregation pattern also saw two stations with
significant change in segregation; both representing shifts toward integration over
the decade.
The relationship between owners and renters saw no significant change over
the decade; and the rental market alone also saw no significant change. Stations 12
and 13 did see a significant decline in ownership concentration over the decade.
At one and two mile radii (see Tables 4.4 and 4.5) the results are less
smoothed, and there are fewer significant results. At these short distances, especially
the one mile radius, one or two large residential projects could be enough to result in
significant change. In the vicinity around Station 10 there has been new
condominium construction since 2000, which could explain the increased
ownership concentration immediately surrounding this station. At a two mile
radius, there is increased white population concentration around Station 12 in 2010.
The Arizona State University downtown campus, which opened in 2006 is in close
proximity to this station and has undergraduate dormitories. Stations 18 and 19 also
saw significant change over the decade. These formally industrial and
underdeveloped areas have seen new apartment projects spring up offering housing
where little was previously offered.
The areas around the light rail stations have seen little change in the brief
time since the system opened. There is some indication of greater Hispanic-white
integration for the overall central city (5 mile radius) driven mostly by changes in
Hispanic location choices. Specific projects, which were likely to have been
120
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influenced by the presence of light rail are potentially changing the residential
patterns around the light rail corridor.
4.6 Conclusion
I find mixed results when considering the relationship between race in 2000 and the
placement of light rail stations, a question of transit equity. At the very close scale of
one mile there are more stations with a relatively high concentrations of white
residents relative to Hispanic or black populations. This is largely balanced out at
the two mile scale with approximately the same number of more stations showing
minority and majority concentrations. The relationship between renter and owner
occupied dwelling units presents a clearer finding. At all scales studied, one, two and
five miles, there are far greater numbers of stations showing significant renter
concentration relative to owner. This could be an indication of an effort to target
lower income households, while race was a lower priority.
Like much of the literature on the land use impacts around rail transit
stations, I find that demographic change was not constant around all stations. There
were not many examples of significant changes in segregation, but the change that
did occur tended toward a more integrated result; a finding that supports the
argument of positive externalities of rail transit infrastructure. But in general, lack
of statistically significant change was more the norm than the exception.
It must be acknowledged that this study data is based on only 15 months of
light rail operations and that the light rail system opened at a particularly difficult
time in the economic history of the country in general, and the Phoenix area in
particular. The recession and foreclosure crisis during this period struck the
residential real estate market particularly hard. Large numbers of households
unexpectedly shifted from owners to renters, large developments stagnated as
investment funding dried up, unemployment or employment changes modified daily
commuting of residents and the value of residential property declined sharply (and
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unevenly), quickly changing the locations families could afford. These were
exogenous shocks relative to the region’s choice of opening day of light rail, but
clearly played a role in the residential patterns manifest in the census data from April
1, 2010.
In this chapter I also introduce a general exploratory approach for the
analysis of residential change related to urban activities. While the application here
was transit stations, this could also be applied to study any urban amenity or
disamenity, from parks to Superfund sites. The local centralization index and local
redistribution index offer considerable flexibility for the study of urban phenomena,
and the inference approaches developed here allow for more robust conclusions to
be drawn on urban change than using the indices alone.
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Chapter 5
CONCLUSION
The simplicity and power of the Gini index, developed a century ago, set the
groundwork for a succession of metrics capable of identifying a diverse set of
processes of interest to social scientists. The local centralization index, local
multigroup centralization index and local redistribution index presented here build
on this rich tradition to help identify spatial patterns of residential segregation and
demographic change.
The centralization index is not a new tool for the analysis of segregation.
However, its use over the past 60 or so years was confined to a global measure of
segregation concerned with the concentration of a minority population around the
urban center. From a social standpoint, the index has lost relevancy in recent
decades as regions have become polycentric and disproportionate concentration
around a region’s downtown is not necessarily an indicator of disamenity. From a
computational standpoint, the index is sensitive to the point chosen as the “center”
of the region, which I showed by comparing measured segregation using three
different definitions of the urban center. These attributes, which make it a poor
global measure, are leveraged in this dissertation to repurpose the index as a local
measure.
A second differentiation from the classic centralization index is the flexibility
in the number of neighbors used in the computation. Originally, all n observations
were used to compute centralization around the central business district. I showed,
using a Monte Carlo test, that the index is not able to consistently detect segregation
with this number of neighbors. On the other end of the scale, the index also shows
poor performance when the number of neighborhoods is very small. As with other
spatial measures, the definition of spatial structure used in the computation is a user
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level decision based on an understanding of the research questions and the region(s)
being studied. I explored the impact of variation in this definition when analyzing
the Phoenix light rail system. In this case, I used the flexibility in the index’s
computation to highlight different scales of segregation around the 28 light rail
stations. A one or two mile radius will only identify small concentrations of
segregation. Increasing to five miles detects broader trends in the segregation pattern.
I found for many stations that segregation at the one and two mile radii was reversed
at the five mile radius as the scale increased from an extended neighborhood to one
that captured an entire subregion of the city. This shows that localized variation
picked up with the smaller radii was blurred by the larger radius. Again, the radius
chosen for any particular study should reflect the particular interest of that research.
Looking beyond the two group local centralization index, I identified the
local multigroup centralization index and the space-time local redistribution index
as other measures that leverage the underlying Gini index structure to provide
information on the spatial pattern of urban areas. Research on modern regions is
increasingly interested in segregation between all racial groups. A comparison of
black-white segregation presented in chapter 2 shows similarities to the five group
segregation presented in chapter 3, but there are differences between the two. The
local redistribution index allows the scope to be brought down to a single group, in
this case one group measured at two time periods. Looking beyond these two
measures, the potential exists to develop an ordered multigroup index to study age
or income groups; a multi-period local redistribution index could be formulated to
study change over multiple time periods.
For each of the indices introduced, I offer an inference approach to measure
its statistical significance. Since the analytic distributions are unknown,
pseudo-significance levels were computed using approaches based on random
permutations of the region’s data. For the local centralization index and local
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multigroup centralization index the spatial relationships were permuted, holding the
group relationships constant by observation. For the local redistribution index the
spatial relationship was held fixed and the time stamp for each observation
randomized. I argue that while the computational structure of the indices are quite
similar, the research questions motivating them are different, and this should be
considered in the inference design. Future work could investigate the analytic
distributions of the indices.
Applications to the Phoenix, Arizona metropolitan area show persistent
cores of black and white segregation over the years 1990, 2000 and 2010, and a trend
of white segregated neighborhoods increasing at a faster rate than black. By 2010 the
older parts of formerly rural communities begin to exhibit the segregated patterns
like that in southern Phoenix. Multigroup centralization shows a similar pattern to
that for black and white, but the inclusion of Hispanic, Asian and native American
populations adds more segregated tracts to the mix. Indications of segregation tied
to the transition to a freeway based transportation network emerge by 2010 as a
potential avenue for future research. The relatively recent growth of the region and
slow adoption of freeways may have led to these patterns only manifesting
themselves in recent years.
An analysis of the Phoenix area’s recently opened light rail system shows that
the system’s original alignment passes through different types of neighborhoods. At
the one and two mile radii, some stations just north of downtown Phoenix are
segregated white relative to Hispanic and black, but in downtown Phoenix and the
eastern end of the line are neighborhoods segregated black and Hispanic relative to
white. In terms of housing tenure there is a consistent pattern of a disproportionate
concentration of renters over owners relative to the station locations, for those
stations that are statistically significant. This leads to a mixed result when
considering racial aspects of transit equity, but a clear result if one considers renters
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to be on average of lower socioeconomic status than owners. I found few indications
of statistically significant demographic change around the new light rail stations
from 2000 to 2010, but the observed change tended toward a more integrated result.
While the stations had only been open for 15 months at the time of the 2010 census,
the system was well known in the community during the construction phase and a
relatively high concentration of rental units around stations allows for a greater
near-term potential for change, which was not seen in large numbers.
The centralization index could have applications beyond residential
segregation. Any spatial analysis of count data on two (or more) vectors could
potentially use the measure. Examples could include the relationship between crime
counts and counts of the teenage male population around a transit station, or disease
incidents and an underlying population at risk around a suspected carcinogen
emitting factory. Earlier proposals have compared counts of one population group
to land area (Massey and Denton, 1988) to understand relative population density. In
contrast, spatially intensive data does not fit the form of the centralization index
well as it does not lend itself to cumulative sums. That being said, a spatially
intensive variable, such as burglaries per household, could be split into its
component parts and the relative concentration of the two vectors compared. I note
that the inference approach applied should reflect the research question asked and
the data vectors used. For example, it may not be appropriate to permute a land area
vector in the same way as a vector on population.
The scale of centralization based studies is not tied to the urban context.
Campante and Do (2009), for example, study patterns of political corruption related
to distance from capital cities. Future work could also explore the usefulness of the
local centralization index for data collected on different aggregation units. An
example might be population aggregated to census tracts and crime incidents
aggregated to police beats. In this context, the tract and beat centroids would be
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pooled and the spatial ordering performed on the pooled points. Although each
point would contain counts of either people or crimes, the index works on
cumulative sums and so is robust to the zeros.
In all the applications presented here, I used an isotropic concept of distance
around each point of interest. Be it nearest neighbors or concentric rings, I treated
distance equally in all directions. If the locations being studied have some airborne
disamenity, such as a polluting factory, then the k neighbors included in the analysis
could reflect this spatial pattern. Similarly, nearest neighbors could be defined based
on network distance instead of euclidean distances for studies of criminal activity for
example.
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