Johnson B, Verma R, Sun M, Hanks TD. Characterization of decision commitment rule alterations during an auditory change detection task. J Neurophysiol 118: 2526 -2536, 2017. First published August 9, 2017; doi:10.1152/jn.00071.2017.-A critical component of decision making is determining when to commit to a choice. This involves stopping rules that specify the requirements for decision commitment. Flexibility of decision stopping rules provides an important means of control over decision-making processes. In many situations, these stopping rules establish a balance between premature decisions and late decisions. In this study we use a novel change detection paradigm to examine how subjects control this balance when invoking different decision stopping rules. The task design allows us to estimate the temporal weighting of sensory information for the decisions, and we find that different stopping rules did not result in systematic differences in that weighting. We also find bidirectional post-error alterations of decision strategy that depend on the type of error and effectively reduce the probability of making consecutive mistakes of the same type. This is a generalization to change detection tasks of the widespread observation of unidirectional post-error slowing in forced-choice tasks. On the basis of these results, we suggest change detection tasks as a promising paradigm to study the neural mechanisms that support flexible control of decision rules.
NEW & NOTEWORTHY Flexible decision stopping rules confer control over decision processes. Using an auditory change detection task, we found that alterations of decision stopping rules did not result in systematic changes in the temporal weighting of sensory information. We also found that post-error alterations of decision stopping rules depended on the type of mistake subjects make. These results provide guidance for understanding the neural mechanisms that control decision stopping rules, one of the critical components of decision making and behavioral flexibility. adaptive behavior; change detection; decision commitment; decision making; executive control ADAPTIVE BEHAVIOR requires responses that can vary depending on context rather than remaining rigid and inflexible. In the domain of decision making, this involves executive control over decision rules that determine how and when to commit to a choice. For example, consider a zebra grazing in a savanna also inhabited by predators such as lions. If the zebra initiates an escape response at the slightest hint of distant movement, then it will use a substantial amount of energy on unnecessary responses. However, if the zebra instead reacts too slowly or not at all to an approaching lion, it risks getting caught. Thus the zebra may either give priority to faster responses at the expense of wasted energy, or it may give priority to energy savings at the risk of falling victim to a predator. The balance between the two is established by a stopping rule that determines how much evidence is required to trigger commitment to the decision to escape.
Control over decision stopping rules has been studied most extensively in the context of the tradeoff between the speed and accuracy of decisions. Most commonly, this has been done in free-response (reaction time) decision tasks that involve a forced choice (Luce 1986 ). In these tasks, subjects must make a choice based on the categorical classification along a particular sensory dimension and report their choice when ready. In these situations, longer decision times promote higher accuracy (Green and Luce 1973; Wickelgren 1977) . Furthermore, the balance between speed and accuracy has been consistently explained as a change in a criterion level of evidence needed to commit to a choice (Bogacz et al. 2010; Hanks et al. 2014; Heitz and Schall 2012; Palmer et al. 2005; Reddi et al. 2003) .
In theory, in addition to changes in decision bounds, control over decision stopping rules may also operate by altering when information bears on a choice (Teichert et al. 2016) -that is, the temporal weighting of incoming information. How information for a decision is weighted can be studied using the technique of psychophysical reverse correlation (Beard and Ahumada 1998; Churchland and Kiani 2016; Neri et al. 1999) . In short, psychophysical reverse correlation relies on stochastic fluctuations in stimuli that convey information for a decision to measure how much leverage these fluctuations have on decisions above and beyond the nonrandom signals driving the choice. This method has been used in forced-choice decision tasks for a variety of purposes, including to delineate the relative weighting of early vs. late information for a decision (Brunton et al. 2013; Kiani et al. 2008; Raposo et al. 2012 ) and to determine a subject's task strategy (Nienborg and Cumming 2007) . In the first part of this report, we use this method to determine whether subjects alter the weighting of information when invoking different decision stopping rules.
Decision stopping rules are subject to feedback that allows strategies to change when actions fail to produce positive outcomes. In the types of forced-choice tasks described above, this is frequently observed as post-error slowing, in which subjects who make an error take longer to report a choice for subsequent decisions (Laming 1979) . Recent work has begun to reveal the neural mechanisms responsible for posterror slowing (Purcell and Kiani 2016) . Importantly, in the forced-choice decisions where this phenomenon occurs, all errors are of the same type and in theory could be mitigated by slowing. However, there exist many situations where errors come in different varieties, and often, the optimal corrective action depends on the type of error. In the second part of this work, we ask whether post-error changes in decision strategy depend on the type of error in these types of situations.
For these studies, we employ a change detection task that requires subjects to determine when the underlying statistics of a noisy stream of evidence have changed. Unlike simple reaction time tasks with highly salient cues (Luce 1986; Teichner 1954; Woodrow 1914) , the fluctuating nature of our stimulus results in behavior that involves a sizeable fraction of both premature false alarms and tardy misses. Thus, rather than establishing a tradeoff between speed and accuracy, the deci- Trials begin with the illumination of an LED in a port cuing subjects to place their finger in the port. After they do, a stream of auditory clicks is played from a speaker above the port. The clicks are generated by a Poisson process with an initial generative rate of 50 Hz. This baseline is maintained for at least 500 ms. After that time, the click rate can increase at a random time by either 10, 30, or 50 Hz. The time of the change (shown in this example by the red arrow) is dictated by a flat hazard function, so subjects cannot predict its timing. Subjects are supposed to remove their finger from the port when they detect the change. They are allowed a response window of 800 ms after the change to remove their finger. Subjects receive feedback in the form of an auditory tone to indicate whether they responded correctly or in error. Aggregate behavioral performance across subjects. For A-E, performance is shown for 2 conditions. Black data points correspond to the false alarm averse condition, and red data points correspond to the false alarm prone condition. Note that subjects varied in whether they were false alarm prone or averse at baseline, so the categories correspond to a mixture of data from the baseline and instructed sessions. A: the proportion of hit trials plotted as a function of the change (⌬) in stimulus click rate. Non-hit trials consist of both false alarms and misses. B: miss rate plotted as a function of the change in stimulus click rate. Miss rate is defined as the proportion of trials where a stimulus change was present but failed to be detected. Importantly, this does not include false alarm trials in the denominator of the calculation, so changes in miss rate are not confounded with changes in false alarm rate. These definitions explain why miss rate does not equal 1 minus hit rate, and why the sum of hit, miss, and false alarm rates does not equal 1. C: false alarm rate plotted for each condition. False alarms occur before the stimulus change, so they cannot depend on its magnitude. D: correct reject rate for catch trials interleaved in each of the 2 conditions. E: RTs on correct (hit) trials plotted as a function of the change in the stimulus click rate. Larger click rate changes are associated with faster RTs. Error bars indicate SE; n ϭ 7 subjects, 14,243 trials.
sion stopping rule in our task establishes a tradeoff between false alarms and misses. This also differs from the standard "yes-no" procedure detection tasks that invoke a tradeoff between false alarms and misses but do not require explicit judgment of the timing of the stimulus to detect (Green and Swets 1966) . Instead, our task shares closer similarity to reaction-time detection tasks using near-threshold stimuli (Cook and Maunsell 2002; Green and Luce 1971; Luce and Green 1970) . Importantly, our change detection task allows one to examine how different decision stopping rule policies alter the decision process up to the moment of decision commitment.
METHODS
Subjects. Subjects were all undergraduate students at University of California, Davis. Ages ranged from 20 to 22 yr. Six subjects were female and two were male. All subjects were given instructions explaining how to complete the task but were not informed of the specific details being studied. No previous knowledge of protocol, apparatus, or technical systems used for this study was known by the individuals before becoming a subject. The study's procedures were approved by the UC Davis Institutional Review Board, and all subjects gave their informed consent.
The subjects were compensated for their time with a $10 Amazon gift card for every hour they completed of the study. On average, subjects completed 5 h. Neither the payment nor the study's outcomes A B D Fig. 3 . Changes in behavior for individual subjects and comparison of the 2 decision policy conditions. A: change in miss rate for each individual subject. Negative values indicate lower miss rate in false alarm prone condition compared with the false alarm averse condition, and vice versa for positive values (subject BA: t ϭ Ϫ2.65, P Ͻ 0.01, n ϭ 1,540; subject KE: t ϭ Ϫ3.64, P Ͻ 0.001, n ϭ 1,540; subject BB: t ϭ Ϫ2.00, P Ͻ 0.05, n ϭ 1,297; subject GC: t ϭ Ϫ1.03, P ϭ 0.30, n ϭ 1,381; subject MH: t ϭ Ϫ8.10, P Ͻ 0.001, n ϭ 1,400; subject EJ: t ϭ Ϫ6.90, P Ͻ 0.001, n ϭ 1,476; and subject HP: t ϭ Ϫ4.99, P Ͻ 0.001, n ϭ 1,469, where n refers to total number of possible miss trials, that is, trials with a change present). B: change in false alarm rate on non-catch trials for each individual subject. Positive values indicate higher false alarm rate in false alarm prone condition compared with the false alarm averse condition, and vice versa for negative values (subject BA: t ϭ 5.69, P Ͻ 0.001, n ϭ 1,843; subject KE: t ϭ 3.56, P Ͻ 0.001, n ϭ 1,936; subject BB: t ϭ 5.66, P Ͻ 0.001, n ϭ 1,613; subject GC: t ϭ 1.98, P Ͻ 0.05, n ϭ 1,863; subject MH: t ϭ 10.68, P Ͻ 0.001, n ϭ 1,732; subject EJ: t ϭ 5.64 P Ͻ 0.001, n ϭ 1,907; and subject HP: t ϭ 3.73, P Ͻ 0.001, n ϭ 1,893, where n refers to total number of non-catch trials). C: change in correct rejection rate for each individual subject. Negative values indicate lower correct rejection rate in false alarm prone condition compared with the false alarm averse condition, and vice versa for positive values (subject BA: t ϭ Ϫ3.50, P Ͻ 0.001, n ϭ 208; subject KE: t ϭ Ϫ0.81, P ϭ 0.42, n ϭ 196; subject BB: t ϭ Ϫ2.50, P Ͻ 0.05, n ϭ 174; subject GC: t ϭ Ϫ2.11, P Ͻ 0.05, n ϭ 215; subject MH: t ϭ Ϫ5.80, P Ͻ 0.001, n ϭ 211; subject EJ: t ϭ Ϫ2.21, P Ͻ 0.05, n ϭ 228; and subject HP: t ϭ Ϫ2.29, P Ͻ 0.05, n ϭ 224, where n refers to total number of catch trials). D: change in RT for each individual subject. Negative values indicate shorter RTs in false alarm prone condition compared with the false alarm averse condition, and vice versa for positive values (subject BA: t ϭ Ϫ2.88, P Ͻ 0.01, n ϭ 866; subject KE: t ϭ Ϫ3.41, P Ͻ 0.001, n ϭ 960; subject BB: t ϭ Ϫ1.36, P ϭ 0.18, n ϭ 841; subject GC: t ϭ Ϫ1.56, P ϭ 0.12, n ϭ 848; subject MH: t ϭ Ϫ4.52, P Ͻ 0.001, n ϭ 763; subject EJ: t ϭ Ϫ5.58, P Ͻ 0.001, n ϭ 974; and subject HP: t ϭ Ϫ5.92, P Ͻ 0.001, n ϭ 951, where n refers to total number of hit trials). Error bars indicate SE. *P Ͻ 0.05. Subjects BA, HP, and EJ were categorized as false alarm averse in the baseline sessions and false alarm prone in the instructed sessions. Subjects KE, BB, GC, and MH were categorized as false alarm prone in the baseline sessions and false alarm averse in the instructed sessions.
were based on any measure of performance of subjects during their sessions. A total of eight subjects were recruited, but data from only seven were analyzed in the comparison between false alarm prone and false alarm averse conditions. The excluded subject (subject AS) did not change behavior after receiving instructions to do so (see below).
Each subject was asked if they could commit to coming in 5 separate days to complete 5 full sessions (1 practice, 4 analyzed). In each session, the subject would perform the change detection task (described below) for three 15-min trial blocks with a short break in between each block of trials.
Apparatus. The software control was written in MATLAB and carried out in conjunction with Bpod, a real-time control system for behavioral measurement, and Pulse Pal, an open source pulse train generator. A cone-shaped port was used as a trigger for a human finger to respond to the stimulus. Subjects sat in front of a small speaker and port that is triggered when an infrared light beam is obstructed by the subject's finger.
Change detection task. The subjects were asked to identify when they heard a change in the underlying rate of a series of clicks generated by a random Poisson process. An LED light within the port was illuminated to indicate that the trial was ready to begin. This cued subjects to insert their finger into the port, which in turn triggered the onset of the auditory click sequence to play through the speaker. Subjects were required to keep their finger in the port while they waited for the change in the stimulus. The click rate started at a baseline frequency of 50 Hz. For all trials, either the click train randomly terminated with no change (catch trial), or it changed to a higher frequency with equal probability of 60, 80, or 100 Hz, yielding a delta click rate of 10, 30, or 50 Hz. Ten percent of all trials were catch trials. The change in frequency occurred randomly for each new trial, giving a varying fore period. This fore period had a minimum duration of 0.5 s, followed by a wait time drawn from a truncated exponential distribution with a mean of 2.5 s and a maximum of 6.5 s. Times exceeding the maximum were resampled from the exponential to avoid edge effects. An exponential distribution results in flat hazard rate of the stimulus change, so the probability of a change in the next moment of time does not increase or decrease during the course of a trial. Catch trials also ended with the same timing as non-catch trials.
When the subject decided to report a detected change, they were to remove their finger from the port. There were two types of errors possible on non-catch trials. False alarms were defined as trials where the subject reported a change before it had occurred. Note that in traditional "go-no go" (or "yes-no") tasks, false alarms correspond to "go" responses on "no-go" trials. Our definition extends false alarms to "go" responses that occur before the "go" signal, in line with previous change detection studies (Boubenec et al. 2017; Cook and Maunsell 2002) . When the subjects removed their finger from the port, the LED light would turn off and the click sequence would continue to its programmed conclusion. Misses were defined as trials where the subject failed to report a change within 0.8 s after its onset. If the subjects detected no change, they were to leave their finger in the port until the sound stopped playing. In all cases, auditory feedback was provided to indicate correct or error responses. After an intertrial interval with a duration of 0.1 s plus an additional 1.0 s for error trials, the port LED was illuminated again to initiate the next trial. Accuracy was calculated as the number of correct trials as a fraction of the total number of trials, including both catch and non-catch trial types. Thus, errors on all trial types contribute to the measure of accuracy.
Decision policy manipulation. In the initial sessions of data collection, we allowed subjects to establish their own tradeoff between false alarms and misses without any instructions on how to balance the two. We call these "baseline" sessions. After two full sessions of three trial blocks of data collection in the baseline case, we sought to change the subjects' decision stopping rule policies that would control the balance between false alarms and misses. To maximize the chances that subjects would be able to do this successfully, we assessed each on a case-by-case basis to determine whether they had more room to decrease their miss rate or false alarm rate. Accordingly, we categorized subjects on the basis of whether their average false alarm rate was greater or less than 20% in the baseline sessions. If it was greater than 20%, we categorized the subject as "false alarm prone," and if it was less than 20%, we categorized the subject as "false alarm averse." Four subjects were categorized as false alarm prone in the baseline sessions (KE, BB, GC, and MH), and four subjects were categorized as false alarm averse in the baseline sessions (AS, BA, EJ, and HP).
To change the subjects' balance between misses and false alarms, we provided explicit instructions to either reduce "early withdrawal" mistakes for false alarm prone subjects or reduce "late response" mistakes for false alarm averse subjects, even if it caused more of the other type of error. Because we used explicit instructions, we call these the "instructed" sessions. Furthermore, the error that the subjects were supposed to avoid in the instructed sessions was given a higher pitched tone feedback sound than the feedback sound for the other error. In all other ways, the trials proceeded exactly as in the baseline sessions. Similarly to the baseline sessions, we collected two full sessions of three trial blocks of data collection in the instructed case. For seven of eight subjects, this resulted in changes in both miss rates and false alarm rates consistent with the instructions. For one subject, behavior did not change, so that subject was excluded from analyses aimed at understanding the nature of the change between the two conditions. For the other subjects, data for the false alarm prone condition thus involve a combination of baseline data from subjects naturally prone to false alarms and instructed data from subjects naturally averse to false alarms. Likewise, data for the false alarm averse condition involve a combination of baseline data from subjects naturally averse to false alarms and instructed data from subjects naturally prone to false alarms.
Data analysis and statistics. Psychometric functions were generated to measure how hit rate, miss rate, and reaction time (RT) depended on the magnitude of the stimulus change. Hit rate was defined as the proportion of hits out of all non-catch trials. Miss rate was defined as the proportion of misses out of all trials with a stimulus change present. Thus the denominator for miss rate excluded catch trials and false alarm trials. This was intended to avoid a confounding influence of higher false alarm rates necessarily resulting in lower miss rates due to fewer opportunities for a miss. RT was calculated only for correct hit responses to capture the amount of time after a change in the stimulus until the subjects correctly reported the change. False alarm rate was calculated as the proportion of false alarms out of all trials, excluding catch trials. False alarms occur before the change in the stimulus, so its rate necessarily cannot depend on the magnitude of the stimulus change. Correct rejection rate was calculated as the proportion of correct rejections out of all catch trials.
Standard linear regression was used to measure the effects of stimulus strength on RT. Logistic regression was used to measure the effects of stimulus strength on hit rate and miss rate. This is equivalent to a generalized linear model with a binomial distribution and a logit To compare RT and miss rates between conditions (decision policy conditions or previous trial outcome "conditions"), an additional regressor was added to act as a dummy variable for condition. The changes in miss rates reported in Fig. 3A and Fig. 6A are based on an inverse logit transformation of the regressor to units of probability. Statistical significance of the effect of condition was determined on the basis of P values for the condition regressor, calculated using a two-tailed t-test. Comparisons of false alarm and correct rejection rates between conditions did not require regression because neither depended on stimulus strength. Instead, a standard two-tailed t-test was performed on these binomial variables. P values are reported for all statistical comparisons.
For all analyses based on previous trial outcome, comparisons were made only within individual 15-min trial blocks. Thus, in reporting the effects of trial outcome for individual subjects, means and SE were calculated across trial blocks. This within-block calculation was intended to mitigate the confounding effect of longer timescale changes in decision policy on this analysis. Any such longer timescale changes would reduce the ability of our analysis to detect the trialby-trial modifications we observed. The intuition for this becomes more obvious if one considers two blocks, one with a high decision bound and one with a low decision bound. The block with a high decision bound will have fewer false alarms and more misses, and vice versa for the block with a low decision bound. If analyzed together, this would result in higher miss rates after misses and higher false alarm rates after false alarms due to anticorrelation of these two types of mistakes in this scenario. More generally, any longer timescale changes in decision bounds that are independent of trial outcome would yield results exactly opposite to what we found. Thus, to the extent such slow modulations of the decision bound exist, it would reduce the effect sizes we measured for changes in decision bound based on trial outcome.
The psychophysical reverse correlation analysis was performed on false alarm trials. On these trials, subjects responded even though the generative mean of the Poisson click sequence had not yet changed. Therefore, if these false alarms were unrelated to the stimulus, the average rate preceding them would equal the baseline rate of 50 Hz. However, if false alarms were triggered by consistent Poisson fluctuations in the stimulus, then the average rate preceding a false alarm response would deviate from this baseline. We note that if subjects were required to report both increases and decreases in stimulus rate without indicating the sign, then false alarms triggered by increases and decreases would to some extent cancel in the average. For calculating the average, we first smoothed the click sequences using a Gaussian filter with a width of 25 ms. We refer to the false alarm triggered average stimulus as the stimulus "kernel." The kernel width was calculated by fitting the kernel with a square-wave function with free parameters for wave onset, offset, and height. Kernel width was defined as the difference between onset and offset of this square-wave fit. The change in click rate from baseline in the reverse correlation kernel was calculated by counting the average number of clicks that occurred between 0.5 and 0.15 s preceding the false alarm responses. These boundaries were taken on the basis of the average kernel profiles. Statistical comparisons of these metrics were based on P values calculated using t-tests.
RESULTS
We trained naive human subjects to perform an auditory change detection task (Fig. 1) . In this task, subjects were supposed to report with a hand movement when the underlying statistics of a noisy auditory stimulus changed. Trials were initiated when subjects placed their right index finger into a detection port. The stimulus consisted of a sequence of clicks that was generated by a Poisson process. At a random point in time taken with an unpredictable flat hazard function, the Poisson rate increased. The baseline Poisson rate was fixed at 50 Hz, and the magnitude of the increase was randomly varied on a trial-by-trial basis from the set [10, 30, 50] Hz. After a change occurred, subjects were allowed up to 800 ms to respond by removing their finger from the detector. If subjects responded within this window, they were given a positive feedback sound after their response, and the trial was categorized as a hit. If the subjects responded before the change, they were given a negative feedback sound while the stimulus concurrently continued until the end, and the trial was catego- rized as a false alarm. If the subjects did not respond in time, they were given a negative feedback sound after the stimulus was terminated, and the trial was categorized as a miss. In addition, on 10% of the trials, there was no change, and we call these catch trials. If the subjects withheld a response for the entire duration of these trials, they were given a positive feedback sound, and the trial was categorized as a correct reject. Subjects performed the change detection task under two different decision policy conditions. The first conditions involved baseline sessions where subjects were not given instructions about their balance of misses and false alarms. The second condition involved instructed sessions where subjects naturally prone to false alarms were encouraged to reduce false alarms and those naturally averse to false alarms were encouraged to reduce misses. Four of seven subjects were categorized as naturally prone to false alarms, and three of seven subjects were categorized as naturally averse to false alarms. Thus the false alarm prone condition includes baseline session data from subjects naturally prone to false alarms and instructed session
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False alarm averse False alarm prone Baseline rate Fig. 4 . Psychophysical reverse correlation of temporal weighting of incoming information on the decision. A: average stimulus preceding false alarm responses for false alarm averse condition in black and miss averse condition in red. Stimulus rate was calculated by smoothing with a Gaussian filter having a width of 0.025 s. B: change in click rate preceding a false alarm response for each individual subject. Click rate was calculated in the window from 0.5 to 0.15 s before the choice response. Negative values indicate lower click rate in false alarm prone condition compared with the false alarm averse condition, and vice versa for positive values (subject BA: t ϭ Ϫ2.89, P Ͻ 0.01, n ϭ 347; subject KE: t ϭ Ϫ0.74, P ϭ 0.46, n ϭ 403; subject BB: t ϭ Ϫ3.60, P Ͻ 0.001, n ϭ 360; subject GC: t ϭ Ϫ3.80, P Ͻ 0.001, n ϭ 502; subject MH: t ϭ Ϫ3.31, P Ͻ 0.001, n ϭ 390; subject EJ: t ϭ Ϫ1.77, P ϭ 0.08, n ϭ 505; and subject HP: t ϭ Ϫ1.01, P ϭ 0.31, n ϭ 481, where n refers to total number of false alarm trials). C: width of "kernel" derived from reverse correlation for each individual subject. The width is the portion of the reverse correlation kernel that exceeds the background rate and thus quantifies the temporal weighting of the sensory information preceding a response. Positive values indicate a wider kernel in false alarm prone condition compared with the false alarm averse condition, and vice versa for negative values (subject BA: t ϭ Ϫ1.47, P ϭ 0.14, n ϭ 347; subject KE: t ϭ 0.18, P ϭ 0.86, n ϭ 403; subject BB: t ϭ 1.38, P ϭ 0.17, n ϭ 360; subject GC: t ϭ 1.39, P ϭ 0.17, n ϭ 502; subject MH: t ϭ Ϫ0.90, P ϭ 0.37, n ϭ 390; subject EJ: t ϭ Ϫ1.25, P ϭ 0.21, n ϭ 505; and subject HP: t ϭ 1.97, P Ͻ 0.05, n ϭ 481, where n refers to total number of false alarm trials). Error bars indicate SE. *P Ͻ 0.05. Subjects BA, HP, and EJ were categorized as false alarm averse in the baseline sessions and false alarm prone in the instructed sessions. Subjects KE, BB, GC, and MH were categorized as false alarm prone in the baseline sessions and false alarm averse in the instructed sessions. data from subjects naturally averse to false alarms. Likewise, the false alarm averse condition includes baseline session data from subjects naturally averse to false alarms and instructed session data from subjects naturally prone to false alarms. For both situations, performance of the subjects depended on the magnitude of the change in Poisson rate. Not surprisingly, large changes were associated with higher hit rates, on average, than were small changes (regression coefficient: 0.056 Ϯ 0.001, P Ͻ 0.001, t ϭ 44.1, n ϭ 12,787 trials; Fig.  2A ). The non-hit trials can be classified in two types: misses and false alarms. Complementary to the effect on hit rate, lower miss rates ensued for larger changes in the stimulus than for small changes (regression coefficient: Ϫ0.082 Ϯ 0.002, P Ͻ 0.001, t ϭ Ϫ47.7, n ϭ 10,082 possible miss trials; Fig.  2B ). Because false alarms on non-catch trials occur before a stimulus change, they naturally do not depend on the magnitude of the stimulus change, so we summarize them with a single quantity for each condition (Fig. 2C) . We also quantify the percentage of catch trials where subjects successfully withheld a response, what we describe as correct rejections (Fig. 2D) . Finally, we found that RTs on hit trials also depended on the stimulus strength, with faster RTs for larger magnitude changes (regression coefficient: Ϫ1.21 Ϯ 0.14, P Ͻ 0.001, t ϭ Ϫ8.4, n ϭ 6,203 hit trials; Fig. 2E ). There were multiple changes in behavior associated with the two different decision policy conditions. Because subjects were given explicit instructions to change the balance of miss and false alarm errors, the changes in miss rate, false alarm rate, and correct rejection rate (Fig. 3, A-C ; Tables 1-3) are readily explained as the subjects following these instructions. The changes in miss and false alarm rates offset each other so that the overall accuracy did not change significantly between conditions for all but one subject (Table 4 ). In addition, because trials were matched for duration, this implies a similar lack of change in reward rate. More interestingly, despite having been given no explicit instructions about RTs, subjects responded more quickly on hit trials when they were in the false alarm prone decision policy condition ( Fig. 3D ; Table 5 ). Thus a policy balanced toward more early response errors also results in faster responses on correct trials.
Although numerous other studies have examined the relationship between choice behavior and RT as subjects change their decision stopping rules (Bogacz et al. 2010; Hanks et al. 2014; Heitz and Schall 2012; Palmer et al. 2005; Reddi et al. 2003) , few have explicitly measured whether such changes are associated with alterations in the weighting of information that bears on a decision. The fluctuating nature of the sensory stimulus in our task allows us to measure this directly. In particular, even before the generative click rate increases, the Poisson-generated sequence of clicks results in random fluctuations in the local click rate evenly distributed around the mean. We can exploit these fluctuations to determine the average stimulus that triggers a response even in the absence of a change in the generative rate. False alarm trials correspond to exactly this condition. Thus we calculated the choice-triggered average stimulus that preceded false alarm responses. If false alarm responses were guesses that were not informed by stimulus fluctuations, then the choice-triggered average would be independent of the choice and mirror the statistics of stimulus generation. In contrast, if false alarm responses were informed by stimulus fluctuations, then the choice-triggered average for false alarms should show an increase at points in time where the stimulus has leverage on the choice. Thus the choice-triggered average for false alarm responses reveals how subjects weight sensory evidence for their choices.
Using this psychophysical reverse correlation approach, we found that false alarm responses were indeed preceded, on average, by increases in the local click rate (Fig. 4A) . When subjects were more averse to false alarms, larger magnitude deflections of click rate preceded the choices ( Fig. 4B ; Table  6 ). However, the span of times that had leverage on the choice-that is, the width of the choice-triggered averagehad small and inconsistent changes associated with different decision stopping rule conditions across subjects ( Fig. 4C ; Table 7 ). This suggests that subjects change their decision stopping rule primarily through alterations of a decision bound A: distribution across all trial blocks of the difference between the miss rate following misses compared with the miss rate following false alarms trials. Positive values indicate higher miss rate after miss trials, and negative values indicated a higher miss rate after false alarms. B: distribution across all trial blocks of the difference between the false alarm rate following misses compared with the false alarm rate following false alarms trials. Positive values indicate higher false alarm rate after miss trials, and negative values indicated a higher false alarm rate after false alarms. Arrow indicates the mean effect (miss: Ϫ0.11, 95% CI: Ϫ0.15 to Ϫ0.08; false alarm: 0.087, 95% CI: 0.067 to 0.11); n ϭ 8 subjects, 96 trial blocks.
rather than changes to the temporal weighting of sensory evidence.
Up to now, we have focused on changes in decision stopping rules that occurred between experimental sessions and were brought about by explicit instructions to the subjects. However, we also wanted to examine whether subjects varied their decision rules on shorter timescales based on the outcome of previous trials. The intuition for this is as follows. Mechanisms that support behavioral optimization may lead to adaptive changes between decisions to reduce errors (Botvinick et al. 2001) . Thus, if subjects have a false alarm error, they may adjust to avoid that. However, the tradeoff between false alarms and misses would then cause an increase in the probability of a miss. Similarly, if subjects have a miss error, they may move the tradeoff back toward a position that reduces misses at the expense of false alarms.
To test this idea, we measured within individual blocks of trials whether the miss rate differed between trials that followed misses compared with those that followed false alarms. We quantified this so that negative values indicated a higher miss rate after false alarms. We found negative values of this index for most trial blocks (regression coefficient: Ϫ0.11 Ϯ 0.02, P Ͻ 0.001, t ϭ Ϫ6.0, n ϭ 96 blocks of trials; Fig. 5A ). Similarly, we measured whether the false alarm rate differed between trials that followed misses compared with those that followed false alarms, again with negative values indicating a higher false alarm rate after false alarms. In this case, we found positive values for most trial blocks (mean: . Changes in behavior and psychophysical reverse correlation kernel for individual subjects dependent on previous trial outcome. A: change in miss rate for each individual subject. Negative values indicate lower miss rate after miss trials than after false alarm trials, and vice versa for positive values (subject AS: t ϭ Ϫ1.08, P ϭ 0.30; subject BA: t ϭ Ϫ2.02, P ϭ 0.7; subject KE: t ϭ Ϫ3.71, P Ͻ 0.01; subject BB: t ϭ Ϫ2.70, P Ͻ 0.05; subject GC: t ϭ Ϫ1.95, P ϭ 0.08; subject MH: t ϭ Ϫ2.48, P Ͻ 0.05; subject EJ: t ϭ Ϫ1.60, P ϭ 0.14; and subject HP: t ϭ Ϫ1.39, P ϭ 0.19; n ϭ 12 blocks of trials for each subject). B: change in false alarm rate for each individual subject. Positive values indicate higher false alarm rate after miss trials than after false alarm trials, and vice versa for negative values (subject AS: t ϭ 5.07, P Ͻ 0.001; subject BA: t ϭ 4.96, P Ͻ 0.001; subject KE: t ϭ 5.42, P Ͻ 0.001; subject BB: t ϭ 1.30, P ϭ 0.22; subject GC: t ϭ 2.98, P Ͻ 0.05; subject MH: t ϭ 2.74, P Ͻ 0.05; subject EJ: t ϭ 5.36, P Ͻ 0.001; and subject HP: t ϭ 1.66, P ϭ 0.13; n ϭ 12 blocks of trials for each subject). C: change in RT for each individual subject. Negative values indicate shorter RTs after miss trials than false alarm trials, and vice versa for positive values (subject AS: t ϭ Ϫ3.31, P Ͻ 0.01; subject BA: t ϭ Ϫ0.59, P ϭ 0.57; subject KE: t ϭ Ϫ2.52, P Ͻ 0.05; subject BB: t ϭ Ϫ2.23, P Ͻ 0.05; subject GC: t ϭ Ϫ2.36, P Ͻ 0.05; subject MH: t ϭ Ϫ2.50, P Ͻ 0.05; subject EJ: t ϭ Ϫ1.43, P ϭ 0.18; and subject HP: t ϭ Ϫ1.15, P ϭ 0.27; n ϭ 12 blocks of trials for each subject). D: change in click rate preceding a false alarm response for each individual subject. Click rate was calculated in the window from 0.5 to 0.15 s before the choice response. Negative values indicate lower click rate after miss trials than after false alarm trials, and vice versa for positive values (subject AS: t ϭ Ϫ0.45, P ϭ 0.66; subject BA: t ϭ Ϫ1.68, P ϭ 0.13; subject KE: t ϭ Ϫ0.26, P ϭ 0.80; subject BB: t ϭ Ϫ0.19, P ϭ 0.86; subject GC: t ϭ Ϫ1.06, P ϭ 0.31; subject MH: t ϭ Ϫ3.60, P Ͻ 0.01; subject EJ: t ϭ Ϫ0.07, P ϭ 0.94; and subject HP: t ϭ Ϫ1.36, P ϭ 0.20; n ϭ 12 blocks of trials for each subject). E: change in width of "kernel" derived from reverse correlation preceding a false alarm response for each individual subject. The width is the portion of the reverse correlation kernel that exceeds the background rate and thus quantifies the temporal weighting of the sensory information preceding a response. Positive values indicate a wider kernel after miss trials than after false alarm trials, and vice versa for negative values (subject AS: t ϭ 0.86, P ϭ 0.41; subject BA: t ϭ Ϫ0.27, P ϭ 0.80; subject KE: t ϭ Ϫ0.45, P ϭ 0.66; subject BB: t ϭ Ϫ0.48, P ϭ 0.64; subject GC: t ϭ 0.59, P ϭ 0.57; subject MH: t ϭ Ϫ0.81, P ϭ 0.44; subject EJ: t ϭ 0.78, P ϭ 0.45; and subject HP: t ϭ Ϫ1.03, P ϭ 0.33; n ϭ 12 blocks of trials for each subject). Error bars indicate SE. *P Ͻ 0.05. 0.087 Ϯ 0.010, P Ͻ 0.001, t ϭ 8.6, n ϭ 96 blocks of trials; Fig.  5B ). Thus, for both analyses, we found a relative reduction in the rate of repeating an error of the same type. Furthermore, these changes were fairly consistent across subjects (Fig. 6, A  and B ; Tables 8 and 9 ).
These results suggest that subjects adjust their decision bound dynamically on the basis of individual trial outcomes. In particular, it is consistent with the idea that subjects reduce their decision bound after misses and increase it after false alarms. This makes the prediction that RTs on correct hit trials should be faster after misses than false alarms, and indeed, that was the case (Fig. 6C; Table 10 ). To further test this, we applied the choice-triggered average analysis contingent on previous type of error. Because this analysis relies on the relatively rare case of a false alarm response that follows another error, we had limited power. The magnitude of the choice-triggered average stimulus following misses compared with that following false alarms lacked significance in all but one individual subject (Table 11) , and the changes to its width were not significant for any individual subject (Table 12) . Nonetheless, for all subjects we still found a consistent reduction of the magnitude of the choice-triggered average stimulus (Fig. 6D) , as compared with inconsistent changes to its width (Fig. 6E) .
DISCUSSION
We developed a new change detection task based on a stream of auditory clicks generated by a Poisson process. This allowed us to measure the temporal weighting of sensory evidence when subjects employ different decision stopping rules. It also allowed us to determine whether and how subjects adaptively alter their decision policy in the face of different types of mistakes: early false alarms and tardy misses.
We found that changes in decision stopping rules did not alter the temporal weighting of sensory evidence on the decision in a systematic way. Instead, it altered the magnitude of evidence needed to trigger a choice. This is consistent with a lengthy literature suggesting that bounds on evidence control flexible decision stopping rules without recourse to other mechanisms (Bogacz et al. 2010; Hanks et al. 2014; Heitz and Schall 2012; Palmer et al. 2005; Reddi et al. 2003) . Although this result is admittedly not surprising, it provides reassurance that existing theories have not improperly neglected changes to the temporal weighting of sensory evidence as an obligatory part of altering decision stopping rules. For example, it would in theory be possible to decrease misses at the expense of more false alarms by using a decision rule that requires a similar change in local click rate over a shorter period of time. Nonetheless, we find support lacking for this type of mechanism.
We also found that subjects adaptively altered their decision policy on the basis of feedback on individual trials even though they were not instructed to have this behavior. Models of decision making often assume that decision bounds and other parameters that affect the decision process are either stable or vary randomly between trials, so our results bolster the point that many types of decisions will likely be better explained by also taking into account sequential effects based on previous choices and outcomes (Bertelson 1961; Goldfarb et al. 2012; Mendonca 2015; Remington 1969) . We cannot rule out the possibility that other changes accompany altered bounds, such as changes to sensitivity as observed with post-error slowing (Purcell and Kiani 2016) . A full account of all changes associated with altered decision stopping rules will likely benefit from future work involving neural recordings. We think it is an intriguing question to consider the extent to which these adaptive modifications share a common neural mechanism with changes in decision policies deriving from other sources that operate on longer timescales.
Our finding of post-error modifications of decision policy is reminiscent of the post-error slowing that has been observed in (Laming 1979; Purcell and Kiani 2016) . In contrast to the unidirectional effect of post-error slowing, post-error modifications in our task were bidirectional, resulting in slowing or speeding depending on the type of mistake. This follows intuitively from the idea that modifications are brought about by an optimization process that serves to reduce future errors of the same type (Botvinick et al. 2001) . False alarms can be reduced by increasing one's decision bound, and misses can be reduced by decreasing one's decision bound. In this way, our results generalize the finding of post-error slowing to situations where different types of errors demand different modifications. This generalization also leads to the suggestion that alteration of decision bound in our change detection task may involve similar neural circuits and mechanisms that are involved in discrimination tasks. Models that trigger choices with bounds on neural responses can explain behavior in both change detection (Boubenec et al. 2017; Cook and Maunsell 2002) and discrimination tasks (Gold and Shadlen 2007; Hanks and Summerfield 2017) . Candidate neural responses involved in this bound-crossing process span a wide range of brain regions, including parietal cortex, frontal cortex, and subcortical structures (Brody and Hanks 2016; Gold and Shadlen 2007) . Changes to decision bounds that control the tradeoff between speed and accuracy appear to be implemented through alterations of the dynamics of associated neural responses rather than the final level of activity before the choice (Hanks et al. 2014; Heitz and Schall 2012; Thura and Cisek 2016; van Veen et al. 2008) . Furthermore, changes to dynamics of neural responses in the posterior parietal cortex were found to explain post-error slowing effects in a visual discrimination task (Purcell and Kiani 2016). Even though our task invoked a tradeoff between misses and false alarms rather than between speed and accuracy, both involve changes to decision bounds.
What is the source of post-error signals that in turn alter the bound-crossing process? Neurons in the medial frontal cortex of rats have been found to respond after errors in a simple reaction time task, and inactivation of that brain region reduces post-error slowing in the task (Narayanan and Laubach 2008) . A common mechanism for this post-error slowing has also been suggested to be at play in both rats and humans (Narayanan et al. 2013) . Whether similar mechanisms extend to the bidirectional post-errors alterations we observed in our change detection task will be an interesting question for further study.
We think that the increased richness of post-error modifications provided by our task will aid in providing a more complete picture of the neural mechanisms that support flexible decision making. We also note that the naturally occurring adaptive modifications of decision rules that we describe in this article allow for investigation of their neural mechanism without requiring explicit training of subjects to change their decision rules. This will be especially useful for experiments involving nonhuman subjects.
