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TOWARD BERENSTEIN-ZELEVINSKY DATA IN AFFINE TYPE A,
PART III: PROOF OF THE CONNECTEDNESS
SATOSHI NAITO, DAISUKE SAGAKI, AND YOSHIHISA SAITO
Dedicated to Professor Michio Jimbo on the occasion of his sixtieth birthday.
Abstract. We prove the connectedness of the crystal
(
BZ
σ
Z; wt, ε̂p, ϕ̂p, êp, f̂p
)
, which
we introduced in [NSS1].
1. Introduction
This paper is a continuation of our previous works ([NSS1] and [NSS2]). In [NSS1],
motivated by the works ([K1] and [K2]) of Kamnitzer on Mirkovic´-Vilonen polytopes in
finite types, we introduced an affine analog of Berenstein-Zelevinsky datum (BZ datum
for short) in type A
(1)
l−1. Let us recall its construction briefly. For a finite interval I
in Z, we denote by BZI the set of those BZ data of type A|I| which satisfy a certain
normalization condition, called the w0-normalization condition in [NSS2]. The family
{BZI | I is a finite interval in Z} forms a projective system, and hence the set BZZ of
BZ data of type A∞ is defined to be a kind of projective limit of this projective system.
Furthermore, for l ≥ 3, we define the set BZσZ of BZ data of type A
(1)
l−1 to be the fixed
point subset of BZZ under a natural action of the automorphism σ : Z → Z given by
σ(j) = j + l for j ∈ Z. Note that a BZ datum of type A
(1)
l−1 is realized as a collection
of those integers, indexed by the set of infinite Maya diagrams, which satisfy the “edge
inequalities”, “tropical Plu¨cker relations”, and some additional conditions (see Definition
2.6.2 and 2.8.2 for details). The set BZσZ has a Uq(ŝll)-crystal structure, which is naturally
induced by that on BZI . In [NSS1], we proved that there exists a distinguished connected
component BZσZ(O) of BZ
σ
Z, which is isomorphic as a crystal to the crystal basis B(∞)
of the negative part U−q (ŝll) of Uq(ŝll). We anticipated that the connected component
BZσZ(O) is identical to the whole of BZ
σ
Z, but we could not prove it in [NSS1]. The
purpose of this paper is prove the anticipated identity, that is, to prove the connectedness
of the crystal graph of BZσZ.
In [NSS2], we introduced the notion of e-BZ data of type A
(1)
l−1, which are defined in the
same way as BZ data with another normalization condition, called the e-normalization
condition in [NSS2]. In this paper, we mainly treat e-BZ data instead of BZ data for
the following reasons. First, it is known that the set (BZeZ)
σ of e-BZ data of type A
(1)
l−1
is isomorphic as a crystal to BZσZ, and hence the connectedness of the crystal graph
of BZσZ is equivalent to that of (BZ
e
Z)
σ. Second, in [NSS2], we showed that there is a
natural correspondence between e-BZ data and (certain) limits of irreducible Lagrangians
of varieties associated to quivers of finite type A. Thus, we can use geometrical (or quiver-
theoretical) methods for the study of e-BZ data. This is an advantage of e-BZ data.
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Our main result (Theorem 5.1.1) states that the crystal (BZeZ)
σ is isomorphic to B(∞).
Because we already know that a distinguished connected component of (BZeZ)
σ is isomor-
phic to B(∞), Theorem 5.1.1 tells us that this connected component is identical to the
whole of (BZeZ)
σ. In other words, we obtain a new explicit realization of B(∞) in terms
of an affine analog of a BZ datum. Our strategy for proving Theorem 5.1.1 is as follows.
In [KS], Kashiwara and the third author gave those conditions which characterize B(∞)
uniquely (see Theorem 5.1.2 for details). We will establish Theorem 5.1.1 by verifying
that the (BZeZ)
σ indeed satisfies these conditions.
This paper is organized as follows. In Section 2, we give a quick review of results in our
previous works. In Section 3, we introduce a new crystal structure, called the ordinary
crystal structure, on BZeI . Here, BZ
e
I is the set of e-BZ data associated to a finite interval
I. Since (BZeZ)
σ is the set of σ-fixed points of a kind of projective limit of BZeI ’s, we
can define the ordinary crystal structure on (BZeZ)
σ induced naturally by that of BZeI ’s.
However, in order to overcome some technical difficulties in following this procedure, we
need a quiver-theoretical interpretation of BZeI . We treat these technicalities in Section
4. In Section 5, we prove our main result (Theorem 5.1.1) by checking the conditions in
Theorem 5.1.2 for the (BZeZ)
σ. In our proof, the ordinary crystal structure on (BZeZ)
σ
introduced in Section 4, plays a crucial role.
Finally, let us mention some related works, which appeared recently. The first one is
by Muthiah [M]. In [BFG], Braverman, Finkelberg, and Gaitsgory introduced analogs of
Mirkovic´-Vilonen cycles in the case of an affine Kac-Moody group, and defined a crystal
structure on the set of those cycles. After that, Muthiah studied the crystal structure of
those cycles in an explicit way, and proved that it is isomorphic to the crystal BZσZ in
affine type A. The second one is by Baumann, Kamnitzer, and Tingley [BKT]. Let g be a
symmetric affine Kac-Moody Lie algebra. In [BKT], they introduced the notion of affine
Mirkovic´-Vilonen polytopes by using the theory of preprojective algebras of the same type
as g, and showed that there exists a bijection between the set of affine Mirkovic´-Vilonen
polytopes and the crystal basis B(−∞) of the positive part U+q (g) of Uq(g). It seems
to us that these works are closely related to results in this paper. However, an explicit
relationship between them is still unclear; this is our future problem.
Acknowledgment. Research of SN is supported in part by Grant-in-Aid for Scientific
Research (C), No.20540006. Research of DS is supported in part by Grant-in-Aid for
Young Scientists (B), No.19740004. Research of YS is supported in part by Grant-in-Aid
for Scientific Research (C), No.20540009.
2. Review of known results
2.1. Preliminaries on root data. Let t be a vector space over C with basis {ǫi}i∈Z; we
set hi := ǫi − ǫi+1, i ∈ Z. We define Λi, Λ
c
i ∈ t
∗ := HomC(t,C), i ∈ Z by
〈ǫj ,Λi〉Z :=
{
1 if j ≤ i,
0 if j > i,
〈ǫj ,Λ
c
i 〉Z =
{
0 if j ≤ i,
1 if j > i,
where 〈·, ·〉Z : t × t
∗ → C is the canonical pairing, and set αi := −Λi−1 + 2Λi − Λi+1,
i ∈ Z. Let WZ := 〈σi | i ∈ I〉(⊂ GL(t)) be the Weyl group of type A∞, where σi is the
automorphism of t defined by σi(t) = t− 〈t, αi〉Zhi, t ∈ t; the group WZ also acts on t
∗ by
σi(λ) = λ− 〈hi, λ〉Zαi, λ ∈ t
∗.
Let I = [n + 1, n + m] be a finite interval in Z whose cardinality is equal to m,
and consider a finite-dimensional subspace hI :=
⊕
i∈I Chi of t
∗. For each i ∈ I, set
αIi := πI(αi) and ̟
I
i := πI(Λi), where πI : t
∗ → h∗I := HomC(hI ,C) is the natural projec-
tion; we denote by 〈·, ·〉I the canonical pairing between hI and h
∗
I . Then we can regard
({αIi }i∈I , {hi}i∈I , h
∗
I , hI) as the root datum of type Am. Also, the set {̟
I
i }i∈I can be
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regarded as the set of fundamental weights. Let WI be the subgroup of WZ generated by
σi, i ∈ I. Since σi stabilizes the subspace hI of t for all i ∈ I, we can regard WI as a
subgroup of GL(hI); the group WI acts on h
∗
I in a usual way.
2.2. BZ data associated to a finite interval. Set I˜ := I∪{n+m+1}. A subset k ⊂ I˜
is called a Maya diagram associated to I; we denote by MI the set of all Maya diagrams
associated to I, and set M×I :=MI \ {φ, I˜}. We identify M
×
I with ΓI :=
⊔
i∈I WI̟
I
i via
the bijection [n + 1, i] ↔ ̟Ii . Under this identification, 〈·, ·〉I induces a pairing between
hI and M
×
I , which is given explicitly as follows:
〈hi,k〉I =

1 if i ∈ k and i+ 1 6∈ k,
−1 if i 6∈ k and i+ 1 ∈ k,
0 otherwise.
(2.2.1)
Let M = (Mk)k∈M×
I
be a collection of integers indexed by M×I . For each k ∈ M
×
I , we
call Mk the k-component of M, and denote it by (M)k.
Definition 2.2.1. (1) A collection M = (Mk)k∈M×
I
of integers indexed by M×I is called
a Berenstein-Zelevinsky datum (BZ datum for short) associated to I if it satisfies the
following conditions:
(BZ-1) for all indices i 6= j in I˜ and all k ∈ MI such that k ∩ {i, j} = φ,
Mk∪{i} +Mk∪{j} ≤Mk∪{i,j} +Mk;
(BZ-2) for all indices i < j < k in I˜ and all k ∈ MI such that k ∩ {i, j, k} = φ,
Mk∪{i,k} +Mk∪{j} = min
{
Mk∪{i,j} +Mk∪{k}, Mk∪{j,k} +Mk∪{i}
}
.
Here, Mφ =MI˜ = 0 by convention.
(2) A BZ datum M = (Mk)k∈M×
I
is called a w0-BZ (resp., e-BZ) datum if it satisfies the
following normalization condition:
(BZ-0) for every i ∈ I, M[i+1,n+m+1] = 0 (resp., M[n+1,i] = 0).
We denote by BZI (resp., BZ
e
I) the set of all w0-BZ (resp., e-BZ) data.
For M = (Mk)k∈M×
I
∈ BZI , define a new collection M
∗ = (M∗
k
)
k∈M×
I
of integers by
M∗k :=Mkc ,
where kc := I˜ \ k is the complement of k in I˜. Then, M∗ is an element of BZeI , and the
map ∗ :M 7→M∗ gives a bijection from BZI to BZ
e
I . We also denote its inverse by ∗.
Let K = [n′ + 1, n′ +m′] be a subinterval of I, and define
M×I (K) := {k ∈ M
×
I | k = [n+ 1, n
′] ∪ k′ for some k′ ∈ M×K}.
Then,M×K is naturally identified with M
×
I (K) via the bijection k
′ 7→ [n+ 1, n′] ∪ k′. We
denote its inverse by resIK :M
×
I (K)
∼
→M×K .
For M = (Mk)k∈M×
I
∈ BZeI , we define a new collection MK = (M
′
m)m∈M×
K
of integers
indexed by M×K by
M ′m :=M(resI
K
)−1(m).
Then, MK is an e-BZ datum associated to K.
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2.3. Crystal structure on BZ data associated to a finite interval. First, we recall
the crystal structure on BZI . For M = (Mk)k∈M×
I
∈ BZI and i ∈ I, define
wt(M) :=
∑
i∈I
M[n+1,i]α
I
i ,
εi(M) := −
(
M[n+1,i] +M[n+1,i−1]∪{i+1} −M[n+1,i−1] −M[n+1,i+1]
)
,
ϕi(M) := εi(M) + 〈hi,wt(M)〉I .
Proposition 2.3.1. (1) Let M = (Mk)k∈M×
I
∈ BZI . If εi(M) > 0, then there exits a
unique w0-BZ datum M
′ = (M ′
k
)
k∈M×
I
such that
(i) M ′[n+1,i] =M[n+1,i] + 1,
(ii) M ′
k
=Mk for all k ∈ M
×
I \M
×
I (i),
where M×I (i) := {k ∈ M
×
I | i ∈ k and i+ 1 6∈ k}.
(2) There exits a unique w0-BZ datum M
′′ = (M ′′
k
)
k∈M×
I
such that
(iii) M ′′[n+1,i] =M[n+1,i] − 1,
(iv) M ′′
k
=Mk for all k ∈ M
×
I \M
×
I (i).
We set
e˜iM :=
{
M′ if εi(M) > 0,
0 if εi(M) = 0,
and f˜iM :=M
′′.
Proposition 2.3.2. The set BZI , equipped with the maps wt, εi, ϕi, e˜i, f˜i, is a crystal,
which is isomorphic to
(
B(∞); wt, εi, ϕi, e˜i, f˜i
)
.
The explicit form of the action of the lowering Kashiwara operator f˜i on BZI is given
by the following:
Proposition 2.3.3. For M = (Mk)k∈M×
I
∈ BZI , we have
(f˜iM)k =
{
min {Mk, Msik + ci(M)} if k ∈ M
×
I (i),
Mk otherwise,
(2.3.1)
where ci(M) = 〈hi,wt(M)〉I + εi(M)− 1.
Through the bijection ∗ : BZI
∼
→ BZeI , we can define the ∗-crystal structure on BZ
e
I .
Namely, for M = (Mk)k∈M×
I
∈ BZeI , we set
wt(M) := wt(M∗), ε∗i (M) := εi(M
∗), ϕ∗i (M) := ϕi(M
∗),
e˜∗i := ∗ ◦ e˜i ◦ ∗, and f˜
∗
i := ∗ ◦ f˜i ◦ ∗.
It is easy to obtain the following corollaries.
Corollary 2.3.4. Let M = (Mk)k∈M×
I
∈ BZeI .
(1) If ε∗i (M) > 0, then e˜
∗
iM is a unique e-BZ datum such that
(i) (e˜∗iM)[i+1,n+m+1] =M[i+1,n+m+1] + 1,
(ii) (e˜∗iM)k =Mk for all k ∈ M
×
I \M
×
I (i)
∗,
where M×I (i)
∗ := {k ∈ M×I | i 6∈ k and i+ 1 ∈ k}.
(2) f˜∗i M is a unique e-BZ datum such that
(iii) (f˜∗i M)[i+1,n+m+1] =M[i+1,n+m+1] − 1,
(iv) (f˜∗i M)k =Mk for all k ∈ M
×
I \M
×
I (i)
∗.
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(3) For M = (Mk)k∈M×
I
∈ BZeI , we have
(f˜∗i M)k =
{
min {Mk, Msik + c
∗
i (M)} if k ∈ M
×
n (i)
∗,
Mk otherwise,
(2.3.2)
where c∗i (M) := 〈hi,wt(M)〉I + ε
∗
i (M)− 1.
Corollary 2.3.5. The set BZeI , equipped with the maps wt, ε
∗
i , ϕ
∗
i , e˜
∗
i , f˜
∗
i , is a crystal,
which is isomorphic to
(
B(∞); wt, ε∗i , ϕ
∗
i , e˜
∗
i , f˜
∗
i
)
.
2.4. Lusztig data vs. BZ data. Let ∆+I = {(i, j) | i, j ∈ I˜ with i < j}, and set
BI :=
{
a = (ai,j)(i,j)∈∆+
I
| ai,j ∈ Z≥0 for any (i, j) ∈ ∆
+
I
}
,
which is just the set of all m(m + 1)/2-tuples of nonnegative integers indexed by ∆+I .
Here, m is the cardinality of the interval I. An element of BI is called a Lusztig datum
associated to I.
We define two crystal structures on BI (see [S] and [NSS2] for details). For a ∈ BI , set
wt(a) := −
∑
i∈I
riα
I
i , where ri :=
i∑
k=n+1
n+m+1∑
l=i+1
ak,l, i ∈ I.
For i ∈ I, we set
A
(i)
k (a) :=
k∑
s=n+1
(as,i+1 − as−1,i), n+ 1 ≤ k ≤ i,
A
∗(i)
l (a) :=
n+m+1∑
t=l+1
(ai,t − ai+1,t+1), i ≤ l ≤ n+m+ 1,
where an,i = 0 and ai+1,n+m+2 = 0 by convention, and define
εi(a) := max
{
A
(i)
n+1(a), . . . , A
(i)
i (a)
}
, ϕi(a) := εi(a) + 〈hi,wt(a)〉,
ε∗i (a) := max
{
A
∗(i)
i (a), . . . , A
∗(i)
n+m(a)
}
, ϕ∗i (a) := ε
∗
i (a) + 〈hi,wt(a)〉.
Also, set
ke := min
{
n+ 1 ≤ k ≤ i
∣∣∣ εi(a) = A(i)k (a)} ,
kf := max
{
n+ 1 ≤ k ≤ i
∣∣∣ εi(a) = A(i)k (a)} ,
le := max
{
i ≤ l ≤ n+m
∣∣∣ ε∗i (a) = A∗(i)l (a)} ,
lf := min
{
i ≤ l ≤ n+m
∣∣∣ ε∗i (a) = A∗(i)l (a)} .
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For a given a ∈ BI , we define fourm(m+1)/2-tuples of integers a
(p) =
(
a
(p)
k,l
)
, p = 1, 2, 3, 4,
by
a
(1)
k,l :=

ake,i + 1 if k = ke, l = i,
ake,i+1 − 1 if k = ke, l = i+ 1,
ak,l otherwise.
a
(2)
k,l :=

akf ,i − 1 if k = kf , l = i,
akf ,i+1 + 1 if k = kf , l = i+ 1,
ak,l otherwise,
a
(3)
k,l :=
 ai,le+1 − 1 if k = i, l = le + 1,ai+1,le+1 + 1 if k = i+ 1, l = le + 1,
ak,l otherwise.
a
(4)
k,l :=

ai,lf+1 + 1 if k = i, l = lf + 1,
ai+1,lf+1 − 1 if k = i+ 1, l = lf + 1,
ak,l otherwise.
Now, we define Kashiwara operators on BI as follows:
e˜ia :=
{
0 if εi(a) = 0,
a(1) if εi(a) > 0,
and f˜ia := a
(2),
e˜∗i a :=
{
0 if ε∗i (a) = 0,
a(3) if ε∗i (a) > 0,
and f˜∗i a := a
(4).
Proposition 2.4.1 ([S]). Each of (BI ,wt, εi, ϕi, e˜i, f˜i) and (BI ,wt, ε
∗
i , ϕ
∗
i , e˜
∗
i , f˜
∗
i ) is a crys-
tal, which is isomorphic to B(∞).
Following [NSS2], we call the first one the ordinary crystal structure on BI ; the second
one is called the ∗-crystal structure on BI .
Definition 2.4.2 ([BFZ]). Let k = {kn+1 < kn+2 < · · · < kn+u} ∈ M
×
I . For such a
k, a k-tableau is an upper-triangular matrix C = (cp,q)n+1≤p≤q≤n+u, with integer entries,
satisfying the condition
cp,p = kp, n+ 1 ≤ p ≤ n+ u,
and the usual monotonicity condition for semi-standard tableaux:
cp,q ≤ cp,q+1, cp,q < cp+1,q.
For a = (ai,j) ∈ BI , define a collection M(a) = (Mk(a))k∈M×
I
of integers by
Mk(a) := −
n+u∑
j=n+1
kj−1∑
i=n+1
ai,kj +min
 ∑
n+1≤p<q≤n+u
acp,q,cp,q+(q−p)
∣∣∣∣∣∣ C = (cp,q) isa k-tableau
 .
The following lemma is verified easily by direct calculation.
Lemma 2.4.3. Let k = {kn+1 < kn+2 < · · · < kn+u} be a Maya diagram associated to I.
(1) If there exists s such that kl = l for all n+ 1 ≤ l ≤ s, then we have
Mk(a) = −
n+u∑
j=s+1
kj−1∑
i=n+1
ai,kj +min

n+u∑
q=s+1
q−1∑
p=n+1
acp,q,cp,q+(q−p)
∣∣∣∣∣∣ C = (cp,q) isa k-tableau
 .
In particular, Mk(a) depends only on ai,j with j ≥ s+ 1.
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(2) If there exists t such that kl−m+u−1 = l for all t+ 1 ≤ l ≤ n+m+ 1, then we have
Mk(a) = −
t−m+u−1∑
j=n+1
kj−1∑
i=n+1
ai,kj −
n+u∑
j=t−m+u
t∑
i=n+1
ai,j+m−u+1
+min

t−m+u−1∑
p=n+1
n+u∑
q=p+1
acp,q,cp,q+(q−p)
∣∣∣∣∣∣ C = (cp,q) isa k-tableau
 .
In particular, Mk(a) depends only on ai,j with i ≤ t.
Theorem 2.4.4 ([BFZ], [S]). Let ΨI denote the map a 7→ M(a). For every a ∈ BI ,
ΨI(a) = M(a) is an e-BZ datum. Moreover, ΨI : BI → BZ
e
I is an isomorphism of
crystals with respect to the ∗-crystal structures on BI and BZ
e
I .
2.5. BZ data arising from the Lagrangian construction of B(∞). Let (I,H) be
the double quiver of type Am. Here, the finite interval I = [n+1, n+m] in Z is considered
as the set of vertices, and H as the set of arrows. Let out(τ) (resp., in(τ)) denote the
outgoing (resp., incoming) vertex of τ ∈ H. For a given τ ∈ H, we denote by τ the same
edge as τ with the reverse orientation. Then, the map τ 7→ τ defines an involution of H.
An orientation Ω is a subset of H such that Ω ∩ Ω = φ and Ω ∪ Ω = H. Note that (I,Ω)
is a Dynkin quiver of type Am.
Let ν = (νi)i∈I ∈ Z
I
≥0. In the following, we regard ν as an element of Q+ :=
⊕
i∈I Z≥0α
I
i
via the map ν 7→
∑
i∈I νiα
I
i . Let V (ν) =
⊕
i∈I V (ν)i be an I-graded complex vector space
with dimension vector dimV (ν) = ν. Set
EV (ν),Ω :=
⊕
τ∈Ω
HomC(V (ν)out(τ), V (ν)in(τ)), X(ν) :=
⊕
τ∈H
HomC(V (ν)out(τ), V (ν)in(τ)).
We will write an element of EV (ν),Ω or X(ν) as B = (Bτ ), where Bτ is an element of
HomC(V (ν)out(τ), V (ν)in(τ)). Define a symplectic form ω on X(ν) by
ω(B,B′) :=
∑
τ∈H
ε(τ)tr(BτB
′
τ ),
where ε(τ) = 1 for τ ∈ Ω and ε(τ) = −1 for τ ∈ Ω, and regard X(ν) as the cotangent
bundle T ∗EV (ν),Ω of EV (ν),Ω via the symplectic form ω.
Also, the reductive group G(ν) :=
∏
i∈I GL(V (ν)i) acts on EV (ν),Ω and X(ν) by :
(Bτ ) 7→ (gin(τ)Bτg
−1
out(τ)) for g = (gi) ∈ G(ν). Since the action of G(ν) on X(ν) preserves
the symplectic form ω, we can consider the corresponding moment map µ : X(ν) →(
g(ν)
)∗ ∼= g(ν). Here g(ν) = Lie G(ν), and we identify g(ν) with its dual via the Killing
form. We set
Λ(ν) := µ−1(0).
Then, Λ(ν) is a G(ν)-invariant closed Lagrangian subvariety of X(ν). We denote by
IrrΛ(ν) the set of all irreducible components of Λ(ν).
Let ν, ν ′, ν ∈ Q+, with ν = ν
′ + ν. Consider the diagram
Λ(ν ′)× Λ(ν)
q1
←− Λ(ν ′, ν)
q2
−→ Λ(ν). (2.5.1)
Here, Λ(ν ′, ν) denotes the variety of those (B,φ′, φ) for which B ∈ Λ(ν), and φ′ = (φ′i), φ =
(φi) give an exact sequence of I-graded complex vector spaces
0 −→ V (ν ′)i
φ′i−→ V (ν)
φi−→ V (ν) −→ 0
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such that Im φ′ is stable by B; note that B induces B′ : V (ν ′) → V (ν ′) and B : V (ν) →
V (ν). The maps q1 and q2 are defined by q1(B,φ
′, φ) := (B′, B) and q2(B,φ
′, φ) := B,
respectively. For i ∈ I and Λ ∈ IrrΛ(ν), we set
εi(Λ) := εi(B) and ε
∗
i (Λ) := ε
∗
i (B),
where B is a general point of Λ, and
εi(B) := dimC Coker
 ⊕
τ ;in(τ)=i
V (ν)out(τ)
⊕Bτ−→ V (ν)i
 ,
ε∗i (B) := dimCKer
V (ν)i ⊕Bτ−→ ⊕
τ ;out(τ)=i
V (ν)in(τ)
 ;
also for k, l ∈ Z≥0, we set(
IrrΛ(ν)
)
i,k
:= {Λ ∈ IrrΛ(ν) | εi(Λ) = k} and
(
IrrΛ(ν)
)l
i
:= {Λ ∈ IrrΛ(ν) | ε∗i (Λ) = l}.
Suppose now that ν = cαi (resp., ν
′ = cαi) for c ∈ Z≥0. Since Λ(cαi) = {0}, we have the
following diagrams as special cases of (2.5.1):
Λ(ν ′) ∼= Λ(ν ′)× Λ(cαi)
q1
←− Λ(ν ′, cαi)
q2
−→ Λ(ν), (2.5.2)
Λ(ν) ∼= Λ(cαi)× Λ(ν)
q1
←− Λ(cαi, ν)
q2
−→ Λ(ν). (2.5.3)
Diagrams (2.5.2) and (2.5.3) induce bijections
e˜maxi :
(
IrrΛ(ν)
)
i,c
∼
→
(
IrrΛ(ν ′)
)
i,0
and e˜∗maxi :
(
IrrΛ(ν)
)c
i
∼
→
(
IrrΛ(ν)
)0
i
,
respectively. Then, we define maps
e˜i, e˜
∗
i :
⊔
ν∈Q+
IrrΛ(ν)→
⊔
ν∈Q+
IrrΛ(ν) ⊔ {0} and f˜i, f˜
∗
i :
⊔
ν∈Q+
IrrΛ(ν)→
⊔
ν∈Q+
IrrΛ(ν)
as follows. If c > 0, then
e˜i :
(
IrrΛ(ν)
)
i,c
∼
−→
(
IrrΛ(ν ′)
)
i,0
∼
−→
(
IrrΛ(ν + αi)
)
i,c−1
,
e˜∗i :
(
IrrΛ(ν)
)c
i
∼
−→
(
IrrΛ(ν)
)0
i
∼
−→
(
IrrΛ(ν + αi)
)c−1
i
;
and e˜iΛ = 0, e˜
∗
iΛ
′ = 0 for Λ ∈
(
IrrΛ(ν)
)
i,0
, Λ′ ∈
(
IrrΛ(ν)
)0
i
, respectively. Also, we define
f˜i :
(
IrrΛ(ν)
)
i,c
∼
−→
(
IrrΛ(ν ′)
)
i,0
∼
−→
(
IrrΛ(ν − αi)
)
i,c+1
,
f˜∗i :
(
IrrΛ(ν)
)c
i
∼
−→
(
IrrΛ(ν)
)0
i
∼
−→
(
IrrΛ(ν − αi)
)c+1
i
.
Let ∗ : B 7→ tB be an automorphism of X(ν), where tB is the transpose of B ∈ X(ν).
Then, Λ(ν) is stable under ∗, and it induces an automorphism of IrrΛ(ν).
Lemma 2.5.1 ([KS]). We have e˜∗i = ∗ ◦ e˜i ◦ ∗ and f˜
∗
i = ∗ ◦ f˜i ◦ ∗.
Theorem 2.5.2 ([KS]). (1) For Λ ∈ IrrΛ(ν), we set wtΛ := −ν, ϕi(Λ) := εi(Λ) +
〈hi,wtΛ〉. Then,
(⊔
ν∈Q+
IrrΛ(ν); wt, εi, ϕi, e˜i, f˜i
)
is a crystal, which is isomorphic to(
B(∞); wt, εi, ϕi, e˜i, f˜i
)
.
(2) Set ϕ∗i (Λ) = ε
∗
i (Λ) + 〈hi,wtΛ〉I . Then,
(⊔
ν∈Q+
IrrΛ(ν); wt, ε∗i , ϕ
∗
i , e˜
∗
i , f˜
∗
i
)
is a crystal,
which is isomorphic to
(
B(∞); wt, ε∗i , ϕ
∗
i , e˜
∗
i , f˜
∗
i
)
.
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A Maya diagram k ∈ M×I can be written as a disjoint union of intervals:
k = [s1 + 1, t1] ⊔ [s2 + 1, t2] ⊔ · · · ⊔ [sl + 1, tl],
where n ≤ s1 < t1 < s2 < t2 < · · · < sl < tl ≤ n+m+ 1;
the interval Kp = [sp + 1, tp] is called the p-th component of k for 1 ≤ p ≤ l. Define two
subsets out(k) and in(k) of I by
out(k) := {tp| 1 ≤ p ≤ l} ∩ I, in(k) := {sp| 1 ≤ p ≤ l} ∩ I.
Also, we define two subsets It and Is of I by
It :=

out(k) ∪ {n+ 1, n+m} if s1 ≥ n+ 2, tl = n+m+ 1,
out(k) ∪ {n+ 1} if s1 ≥ n+ 2, tl ≤ n+m,
out(k) ∪ {n+m} if s1 ≤ n+ 1, tl = n+m+ 1,
out(k) ∪ {n+ 1, n+m} if s1 ≥ n+ 1, tl ≤ n+m,
Is :=

in(k) ∪ {n + 1, n +m} if s1 = n, tl ≤ n+m− 1,
in(k) ∪ {n + 1} if s1 = n, tl ≥ n+m,
in(k) ∪ {n +m} if s1 ≥ n+ 1, tl ≤ n+m− 1,
in(k) ∪ {n + 1, n +m} if s1 ≥ n+ 1, tl ≥ n+m.
Then, there exists a unique orientation Ω(k) such that It is identical to the set of source
vertices of the quiver (I,Ω(k)), and Is is identical to the set of sink vertices of this quiver.
For B = (Bτ )τ∈H ∈ X(ν), we set
Mk(B) := − dimCCoker
 ⊕
k∈out(k)
V (ν)k
⊕Bµ
−→
⊕
l∈in(k)
V (ν)l
 ,
where µ := τi1τi2 · · · τlq is a path from k ∈ out(k) to l ∈ in(k) under the orientation Ω(k),
and Bµ := Bτi1Bτi2 · · ·Bτiq is the corresponding composite of linear maps. For Λ ∈ IrrΛ(ν)
and k ∈ M×I , define
Mk(Λ) :=Mk(B),
where B = (Bτ )τ∈H is a general point of Λ.
Proposition 2.5.3 ([S]). (1) For each Λ ∈ IrrΛ(ν), a collection M(Λ) := (Mk(Λ))k∈M×
I
of integers is an e-BZ datum.
(2) The map ΨI :
⊔
ν∈Q+
IrrΛ(ν)→ BZeI , defined by Λ 7→M(Λ), gives rise to an isomor-
phism of crystals
(⊔
ν∈Q+
IrrΛ(ν); wt, ε∗i , ϕ
∗
i , e˜
∗
i , f˜
∗
i
)
∼
→
(
BZeI ; wt, ε
∗
i , ϕ
∗
i , e˜
∗
i , f˜
∗
i
)
.
2.6. BZ data associated to Z.
Definition 2.6.1. (1) For a given integer r ∈ Z, a subset k of Z is called a Maya diagram
of charge r if it satisfies the following condition: there exist nonnegative integers p and q
such that
Z≤r−p ⊂ k ⊂ Z≤r+q, |k ∩ Z>r−p| = p, (2.6.1)
where |k ∩ Z>r−p| denotes the cardinality of the finite set k ∩ Z>r−p. We denote by M
(r)
Z
the set of all Maya diagrams of charge r, and set MZ :=
⋃
r∈ZM
(r)
Z .
(2) For a Maya diagram k of charge r, let kc := Z \ k be the complement of k in Z.
We call kc the complementary Maya diagram of charge r associated to k ∈ M
(r)
Z . We
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denote by M
(r),c
Z the set of all complementary Maya diagrams of charge r, and set M
c
Z :=⋃
r∈ZM
(r),c
Z .
A map c :MZ →M
c
Z defined by k 7→ k
c is a bijection; the inverse of this map is also
denoted by c.
We identify ΞZ :=
⊔
r∈ZWZΛr (resp., ΓZ :=
⊔
r∈ZWZΛ
c
r) with MZ (resp., M
c
Z) via
the bijection Λr ↔ Z≤r (resp., Λ
c
r ↔ Z>r). Under the identification ΞZ
∼= MZ (resp.,
ΓZ ∼= M
c
Z), there is an induced action of σi ∈ WZ on MZ (resp., M
c
Z). It is easy to see
that the explicit form of this action is just the transposition (i, i + 1) of Z. For ξ ∈ ΞZ
(resp., γ ∈ ΓZ), we denote by k(ξ) (resp., k(γ)) the corresponding Maya diagram.
Let I be a finite interval in Z, and resI :MZ →MI a map defined by resI(k) = k ∩ I˜
for k ∈ MZ. Set MZ(I) :=
{
k ∈MZ | k = Z≤n ∪ kI for some kI ∈ M
×
I
}
. Then the
map resI induces a bijection from MZ(I) to M
×
I . For k ∈ MZ(I), if we set ΩI(k) :=
(resI)
−1
(
I˜ \ resI(k)
)
for k ∈ MZ(I), then ΩI(k) ∈ MZ(I) and the map ΩI : MZ(I) →
MZ(I) is a bijection. Also, if we define res
c
I := resI ◦ c : M
c
Z → MI , then it induces
bijections rescI :M
c
Z(I) := (MZ(I))
c ∼→M×I and Ω
c
I :M
c
Z(I)
∼
→McZ(I) in a similar way.
Let M = (Mk)k∈MZ be a collection of integers indexed by MZ. For such an M, we
define MI := (Mk)k∈MZ(I). By the bijection resI : MZ(I)
∼
→ M×I , MI can be regarded
as a collection of integers indexed by M×I . Similarly, for M = (Mk)k∈McZ
, we define
MI := (Mk)k∈Mc
Z
(I), which is regarded as a collection of integers indexed by M
×
I .
Definition 2.6.2. (1) A collection M = (Mk)k∈Mc
Z
of integers is called a complementary
BZ (c-BZ for short) datum associated to Z if it satisfies the following conditions:
(1-a) For each finite interval K in Z, MK = (Mk)k∈M×
K
is an element of BZK .
(1-b) For each k ∈ McZ, there exists a finite interval I in Z such that
(1-i) k ∈ McZ(I),
(1-ii) for every finite interval J ⊃ I, MΩc
J
(k) =MΩc
I
(k).
(2) A collection M = (Mk)k∈MZ of integers is called an e-BZ datum associated to Z if it
satisfies the following conditions:
(2-a) For each finite interval K in Z, MK = (Mk)k∈M×
K
is an element of BZeK .
(2-b) For each k ∈ MZ, there exists a finite interval I in Z such that
(2-i) k ∈ MZ(I),
(2-ii) for every finite interval J ⊃ I, MΩJ (k) =MΩI(k).
We denote by BZZ (resp., BZ
e
Z) the set of all c-BZ (resp., e-BZ) data associated to Z.
For a given c-BZ datum M = (Mk)k∈Mc
Z
∈ BZZ, we define a new collection M
∗ =
(M∗
k
)k∈MZ of integers by M
∗
k
:= Mkc . As in the case of finite intervals, M
∗ is an element
of BZeZ and the map ∗ : BZZ → BZ
e
Z is a bijection. The inverse of this bijection is also
denoted by ∗. We note that ∗2 = id.
Let M = (Mk)k∈Mc
Z
∈ BZZ be a c-BZ datum. For each complementary Maya diagram
k ∈ McZ, we denote by Int
c(M;k) the set of all finite intervals I in Z satisfying condition
(1-b) in the definition above.
For M ∈ BZZ, we define another collection Θ(M) = (Θ(M)k)k∈MZ of integers as fol-
lows. Fix k ∈ MZ and take the complement k
c ∈ McZ of k. Since M ∈ BZZ, there
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exists a finite interval I ∈ Intc(M;kc). Then we define Θ(M)k := M(resc
I
)−1(resI(k)); this
definition does not depend on the choice of I.
Now, let M = (Mk)k∈MZ ∈ BZ
e
Z. Note that M
∗ ∈ BZZ. We set
Inte(M;k) := Intc(M∗;kc). (2.6.2)
Lemma 2.6.3. The set Inte(M;k) is identical to the set of all finite intervals I in Z
satisfying condition (2-b) in Definition 2.6.2.
Proof. It suffices to show that I ∈ Inte(M;k) = Intc(M∗;kc) if and only if I satisfies
condition (2-b). By the definition of McZ(I), the condition k
c ∈ McZ(I) is equivalent to
the condition k ∈ MZ(I). Suppose that this condition is satisfied. Recall the following
equation in Lemma 3.3.1 of [NSS2]: ΩcI(k
c) =
(
ΩI(k)
)c
for k ∈ MZ(I). From this, we
deduce that
M∗Ωc
I
(kc) =M
(
Ωc
I
(kc)
)c =MΩI(k).
Thus, condition (1-ii) for M∗ and kc is equivalent to condition (2-ii) for M and k. This
proves the lemma. 
2.7. Action of Kashiwara operators. First, we define the action of the raising Kashi-
wara operators e˜p, p ∈ Z, on BZZ. For M = (Mk)k∈Mc
Z
∈ BZZ and p ∈ Z, set
εp(M) := −
(
Θ(M)k(Λp) +Θ(M)k(σpΛp) −Θ(M)k(Λp+1) −Θ(M)k(Λp−1)
)
.
Let I ∈ Intc(M;k(Λp)
c)∩Intc(M;k(σpΛp)
c)∩Intc(M;k(Λp+1)
c)∩Intc(M;k(Λp−1)
c). Then
it is known that εp(M) = εp(MI), and hence this is a nonnegative integer.
If εp(M) = 0, then we set e˜pM = 0. Suppose that εp(M) > 0. Then we define e˜pM =
(M ′
k
)k∈Mc
Z
as follows. For k ∈ McZ, take a finite interval I in Z such that k ∈ M
c
Z(I) and
I ∈ Intc(M;k(Λp)
c) ∩ Intc(M;k(σpΛp)
c) ∩ Intc(M;k(Λp+1)
c) ∩ Intc(M;k(Λp−1)
c). Set
M ′k :=
(
e˜pMI
)
resc
I
(k)
.
Here we note that e˜pMI is defined since MI ∈ BZI .
Second, let us define the action of the lowering Kashiwara operators f˜p, p ∈ Z, on BZZ.
For M = (Mk)k∈Mc
Z
∈ BZZ and p ∈ Z, we define f˜pM = (M
′′
k
)k∈Mc
Z
as follows. For
k ∈ McZ, take a finite interval I in Z such that k ∈ M
c
Z(I) and I ∈ Int
c(M;k(Λp)
c) ∩
Intc(M;k(σpΛp)
c). Set
M ′′
k
:=
(
f˜pMI
)
resc
I
(k)
.
Proposition 2.7.1 ([NSS1]). (1) The definition above of M ′
k
(resp., M ′′
k
) does not depend
on the choice of I.
(2) For each M = (Mk)k∈Mc
Z
∈ BZZ and p ∈ Z, e˜pM (resp., f˜pM) is contained in
BZZ ∪ {0} (resp., BZZ).
ForM ∈ BZeZ, set ε
∗
p(M) := εp(M
∗), p ∈ Z. We define the Kashiwara operators e˜∗p and
f˜∗p on BZ
e
Z by
e˜∗pM :=
{(
e˜p(M
∗)
)∗
if ε∗p(M) > 0,
0 if ε∗p(M) = 0,
and f˜∗pM :=
(
f˜p(M
∗)
)∗
.
The following corollary is easily obtained from the proposition above.
Corollary 2.7.2. For each M ∈ BZeZ and p ∈ Z, e˜
∗
pM (resp., f˜
∗
pM) is contained in
BZeZ ∪ {0} (resp., BZ
e
Z).
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2.8. BZ data of type A
(1)
l−1. Fix l ∈ Z≥3. Let ĝ be the affine Lie algebra of type A
(1)
l−1,
ĥ the Cartan subalgebra of ĝ, ĥi ∈ ĥ, i ∈ Î := {0, 1, · · · , l − 1}, the simple coroots of ĝ,
and α̂i ∈ ĥ
∗ := HomC(ĥ,C), i ∈ Î, the simple roots of ĝ. We set Q̂
+ :=
∑
i Z≥0α̂i and
Q̂− := −Q̂+. Note that 〈ĥi, α̂j〉 = âij for i, j ∈ Î. Here, 〈·, ·〉 : ĥ× ĥ
∗ → C is the canonical
pairing, and Â = (âij)i,j∈Î is the Cartan matrix of type A
(1)
l−1 with index set Î; the entries
âij are given by
âij :=
 2 if i = j,−1 if |i− j| = 1 or l − 1,
0 otherwise.
Now, consider a bijection τ : Z → Z given by τ(j) := j + 1 for j ∈ Z. It induces an
automorphism τ : t∗
∼
→ t∗ such that τ(Λj) = Λj+1 and τ(Λ
c
j) = Λ
c
j+1 for all j ∈ Z. It
follows that τ ◦ σj = σj+1 ◦ τ . Also, for i ∈ Î, define a family Si of automorphism of t
∗ by
Si := {σi+al | a ∈ Z}.
Since l ≥ 3, σj1σj2 = σj2σj1 for all σj1 , σj2 ∈ Si, and for a fixed k ∈ MZ or M
c
Z, there
exists a finite subset Si(k) ⊂ Si such that σj(k) = k for everyσj ∈ Si \ Si(k). Therefore,
we can define an infinite product σ̂i :=
∏
σj∈Si
σj of operators acting on MZ and M
c
Z.
Note that we have τ ◦ σ̂i = σ̂i+1 ◦ τ , where we regard i ∈ Î as an element of Z/lZ.
Set σ := τ l. For M ∈ BZZ, we define new collections σ(M) and σ
−1(M) of inte-
gers indexed by McZ by σ(M)k := Mσ−1(k) and σ
−1(M)k := Mσ(k) for each k ∈ M
c
Z,
respectively. It is shown in [NSS1] that σ(M) and σ−1(M) are both elements of BZZ.
Similarly, for M ∈ BZeZ, we can define new collections σ
±(M), and prove that they are
both elements of BZeZ.
Lemma 2.8.1 ([NSS1]). (1) On BZZ, we have Θ ◦ σ = σ ◦Θ.
(2) For M ∈ BZZ and p ∈ Z, εp(σ(M)) = εσ−1(p)(M).
(3) The equalities σ ◦ e˜p = e˜σ(p) ◦ σ and σ ◦ f˜p = f˜σ(p) ◦ σ hold on BZZ ∪ {0} for all p ∈ Z.
Here it is understood that σ(0) = 0.
Definition 2.8.2. Set
BZσZ := {M ∈ BZZ | σ(M) =M} and (BZ
e
Z)
σ := {M ∈ BZeZ | σ(M) =M}.
An element M of BZσZ (resp., (BZ
e
Z)
σ) is called a c-BZ (resp., e-BZ) datum of type A
(1)
l−1.
2.9. Crystal structure on BZσZ. Now we define a crystal structure on BZ
σ
Z, following
[NSS1]. For M ∈ BZσZ and p ∈ Î, we set
wt(M) :=
∑
p∈Î
Θ(M)k(Λp)α̂p, ε̂p(M) := εp(M), ϕ̂p(M) := ε̂p(M) + 〈ĥp,wt(M)〉.
In order to define the action of Kashiwara operators, we need the following.
Lemma 2.9.1 ([NSS1]). Let q, q′ ∈ Z, with |q − q′| ≥ 2. Then, we have e˜q e˜q′ = e˜q′ e˜q,
f˜qf˜q′ = f˜q′ f˜q, and e˜qf˜q′ = f˜q′ e˜q, as operators on BZZ ∪ {0}.
For M ∈ BZσZ and p ∈ Î, we define êpM and f̂pM as follows. If ε̂p(M) = 0, then we set
êpM := 0. If ε̂p(M) > 0, then we define a new collection êpM = (M
′
k
) of integers indexed
by McZ by
M ′
k
:=
(
eL(k,p)M
)
k
for each k ∈ McZ.
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Here, L(k, p) := {q ∈ p + lZ | q ∈ k and q + 1 6∈ k} and eL(k,p) :=
∏
q∈L(k,p) e˜q. By the
definition, L(k, p) is a finite set such that |q − q′| > 2 for all q, q′ ∈ L(k, p) with q 6= q′.
Therefore, by Lemma 2.9.1, eL(k,p) is a well-defined operator on BZZ.
A collection f̂pM = (M
′′
k
) of integers indexed by McZ is defined by
M ′′k :=
(
fL(k,p)M
)
k
for each k ∈McZ,
where fL(k,p) :=
∏
q∈L(k,p) f˜q. By the same reasoning as above, we see that fL(k,p) is a
well-defined operator on BZZ.
Proposition 2.9.2 ([NSS1]). (1) We have êpM ∈ BZ
σ
Z ∪ {0} and f̂pM ∈ BZ
σ
Z.
(2) The set BZσZ, equipped with the maps wt, ε̂p, ϕ̂p, êp, f̂p, is a Uq(ŝll)-crystal.
Let O be a collection of integers indexed by McZ whose k-component is equal to 0 for
all k ∈ McZ. It is obvious that O ∈ BZ
σ
Z. Let BZ
σ
Z(O) denote the connected component
of the crystal BZσZ containing O. The following is the main result of [NSS1].
Theorem 2.9.3 ([NSS1]). As a crystal,
(
BZσZ(O); wt, ε̂p, ϕ̂p, êp, f̂p
)
is isomorphic to
B(∞) for Uq(ŝll).
In a manner similar to the one in [NSS1], we can define a crystal structure on (BZeZ)
σ .
By the construction, it is easy to see that ∗ ◦ σ = σ ◦ ∗. Therefore, the restriction of
∗ : BZZ
∼
→ BZeZ to the subset BZ
σ
Z gives rise to a bijection ∗ : BZ
σ
Z
∼
→ (BZeZ)
σ. We
denote by O∗ the image of O ∈ BZσZ under the bijection ∗. Then, O
∗ is a collection of
integers indexed by MZ whose k-component is equal to 0 for all k ∈MZ.
For M ∈ (BZeZ)
σ and p ∈ Z, we define
wt(M) := wt(M∗), ε̂∗p(M) := ε̂p(M
∗), ϕ̂∗p(M) := ε̂
∗
p(M) + 〈ĥp,wt(M)〉,
and
ê∗pM :=
{
(êp(M
∗))∗ if ε̂∗p(M) > 0,
0 if ε̂∗p(M) = 0,
f̂∗p := (f̂p(M
∗))∗.
The following corollary is an easy consequence of Theorem 2.9.3.
Corollary 2.9.4. (1) The set (BZeZ)
σ, equipped with the maps wt, ε̂∗p, ϕ̂
∗
p, ê
∗
p, f̂
∗
p , is a
Uq(ŝll)-crystal.
(2) Let (BZeZ)
σ(O∗) be the connected component of the crystal (BZeZ)
σ containing O∗ ∈
(BZeZ)
σ. Then,
(
(BZeZ)
σ(O∗); wt, ε̂∗p, ϕ̂
∗
p, ê
∗
p, f̂
∗
p
)
is isomorphic as a crystal to B(∞) for
Uq(ŝll).
3. Ordinary crystal structure on BZeI
3.1. The operator ♯. Let M = (Mk)k∈M×
I
be an e-BZ datum associated to a finite
interval I = [n + 1, n + m]. Set wt∨(M) :=
∑
i∈I M[i+1,n+m+1]hi. Then the following
equality holds:
〈wt∨(M), αIi 〉I = 〈hi,wt(M)〉I .
Definition 3.1.1. For each M = (Mk)k∈MI ∈ BZ
e
I , we define a new collection M
♯ =
(M ♯
k
)
k∈M×
I
of integers by
M ♯
k
:=Mkc − 〈wt
∨(M),k〉I .
It is easy to verify the following lemma.
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Lemma 3.1.2. (1) wt(M♯) = wt(M) and wt∨(M♯) = wt∨(M).
(2) (M♯)♯ =M.
Lemma 3.1.3. M♯ ∈ BZeI .
Proof. It suffices to check conditions (BZ-0), (BZ-1), and (BZ-2). Condition (BZ-0) is
checked by an easy calculation. Let us check (BZ-1): for k ∩ {i, j} = φ,
M ♯
k∪{i} +M
♯
k∪{j} ≤M
♯
k∪{i,j} +M
♯
k
.
Since
〈hk,k ∪ {i}〉I =

1 if k = i,
−1 if k = i− 1,
〈hk,k〉I otherwise,
〈hk,k ∪ {j}〉I =

1 if k = j,
−1 if k = j − 1,
〈hk,k〉I otherwise,
and
〈hk,k ∪ {i, j}〉I =

1 if k = i or j,
−1 if k = i− 1 or j − 1,
〈hk,k〉I otherwise,
we obtain the following equalities:
〈hk,k ∪ {i}〉I + 〈hk,k ∪ {j}〉I = 〈hk,k ∪ {i, j}〉I + 〈hk,k〉I for all k ∈ I.
From this, we deduce that
〈wt∨(M),k ∪ {i}〉I + 〈wt
∨(M),k ∪ {j}〉I = 〈wt
∨(M),k ∪ {i, j}〉I + 〈wt
∨(M),k〉I .
Since M(k∪{i})c +M(k∪{j})c ≤M(k∪{i,j})c +Mkc , condition (BZ-1) is satisfied for M
♯.
Now, suppose that k ∩ {i, j, k} = φ with i < j < k. Then, for every l ∈ I, we have
〈hl,k ∪ {i, k}〉I + 〈hl,k ∪ {j}〉I = 〈hl,k ∪ {j, k}〉I + 〈hl,k〉I = 〈hl,k ∪ {i, j}〉I + 〈hl,k〉I .
From this equality, we see that condition (BZ-2) is satisfied for M♯ by the same argument
as for condition (BZ-1). 
For M ∈ BZeI , set εi(M) := −M[n+1,i−1]∪{i+1}.
Lemma 3.1.4. εi(M) = ε
∗
i (M
♯).
Proof. By Lemma 3.1.2 (2), it suffices to show that εi(M
♯) = ε∗i (M). By the definitions,
we have
ε∗i (M) = −M[i+1,n+m+1] −M{i}∪[i+2,n+m+1] +M[i+2,n+m+1] +M[i,n+m+1].
Also, we compute:
εi(M
♯) = −M ♯[n+1,i−1]∪{i+1}
= −M([n+1,i−1]∪{i+1})c + 〈wt
∨(M), [n + 1, i− 1] ∪ {i+ 1}〉I
= −M{i}∪[i+2,n+m+1] +
∑
l∈I
M[l+1,n+m+1]〈hl, [n+ 1, i− 1] ∪ {i+ 1}〉I
= −M{i}∪[i+2,n+m+1] −M[i+1,n+m+1] +M[i+2,n+m+1] +M[i,n+m+1].
Thus, we obtain the desired equality. 
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Lemma 3.1.5. (1) If εi(M) > 0, then
(a)
(
e˜∗i (M
♯)
)♯
k
=Mk + 1 for k ∈ M
×
I (i)
∗,
(b)
(
e˜∗i (M
♯)
)♯
k
=Mk for k ∈ M
×
I \
(
M×I (i) ∪M
×
I (i)
∗
)
.
(2) For every M ∈ BZeI ,
(a)
(
f˜∗i (M
♯)
)♯
k
=Mk − 1 for k ∈ M
×
I (i)
∗,
(b)
(
f˜∗i (M
♯)
)♯
k
=Mk for k ∈M
×
I \
(
M×I (i) ∪M
×
I (i)
∗
)
.
Proof. Since part (2) is proved in a similar way, we only give a proof of part (1). Suppose
that k ∈ M×I (i)
∗ or k ∈ M×I \
(
M×I (i) ∪M
×
I (i)
∗
)
. Then, kc ∈ M×I \M
×
I (i)
∗. Also, since
ε∗i (M
♯) = εi(M) > 0, it follows that
e˜∗i (M
♯)kc =M
♯
kc
by Proposition 2.3.4
=Mk − 〈wt
∨(M),kc〉I
=Mk + 〈wt
∨(M),k〉I .
Therefore, we have(
e˜∗i (M
♯)
)♯
k
= e˜∗i (M
♯)kc − 〈wt
∨(e˜∗i (M
♯)),k〉I
=Mk + 〈wt
∨(M),k〉I − 〈wt
∨(M),k〉I − 〈hi,k〉I by Lemma 3.1.2 (1)
=Mk − 〈hi,k〉I
=
{
Mk + 1 if k ∈ M
×
I (i)
∗,
Mk if M
×
I \
(
M×I (i) ∪M
×
I (i)
∗
)
.
This proves the lemma. 
Proposition 3.1.6. (1) Assume that εi(M) > 0. Then, there exists a unique e-BZ datum
M[1] such that
(a) (M[1])k =Mk + 1 for k ∈ M
×
I (i)
∗,
(b) (M[1])k =Mk for k ∈ M
×
I \
(
M×I (i) ∪M
×
I (i)
∗
)
.
(2) There exists a unique e-BZ datum M[2] such that
(a) (M[2])k =Mk − 1 for k ∈ M
×
I (i)
∗,
(b) (M[2])k =Mk for k ∈ M
×
I \
(
M×I (i) ∪M
×
I (i)
∗
)
.
Proof. Since part (2) is proved in a similar way, we only give a proof of part (1). The
existence of the requiredM[1] is already proved in Lemma 3.1.5. Let N[1] be another e-BZ
datum which satisfy conditions (a) and (b). For the uniqueness, it suffices to show that
M
[1]
k
= N
[1]
k
for an arbitrary subinterval k = [s+1, t] of I˜, where I˜ = [n+1, n+m+1]. If
[s+1, t] ∈M×I \M
×
I (i), then the assertion is obvious from conditions (a) and (b). Assume
that [s+1, t] ∈ M×I (i). Here we note that such an interval [s+1, t] has the following form:
[s+ 1, i], n ≤ s ≤ i− 1.
If s = n, then we have (M[1])[n+1,i] = (N
[1])[n+1,i] = 0 by the normalization condition.
Now, suppose that (M[1])[s,i] = (N
[1])[s,i]. Then, by the tropical Plu¨cker relation for
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k = [s+ 1, i− 1] and s < i < i+ 1, we have
(M[1])[s+1,i] + (M
[1])[s,i−1]∪{i+1}
+min
{
(M[1])[s,i−1] + (M
[1])[s+1,i+1], (M
[1])[s+1,i−1]∪{i+1} + (M
[1])[s,i]
}
.
Also, by conditions (a) and (b), we have
(M[1])[s,i−1]∪{i+1} =M[s,i−1]∪{i+1} + 1, (M
[1])[s+1,i−1]∪{i+1} =M[s+1,i−1]∪{i+1} + 1,
(M[1])[s,i−1] =M[s,i−1], (M
[1])[s+1,i+1] =M[s+1,i+1].
Therefore, we deduce that
(M[1])[s+1,i] = −M[s,i−1]∪{i+1} − 1
+ min
{
M[s,i−1] +M[s+1,i+1], M[s+1,i−1]∪{i+1} + 1 + (M
[1])[s,i]
}
.
Similarly, we obtain
(N[1])[s+1,i] = −M[s,i−1]∪{i+1} − 1
+ min
{
M[s,i−1] +M[s+1,i+1], M[s+1,i−1]∪{i+1} + 1 + (N
[1])[s,i]
}
.
Consequently, we obtain (M[1])[s+1,i] = (N
[1])[s+1,i]. This proves the proposition. 
Corollary 3.1.7. For k ∈ M×I (i), we have
(M[2])k = min {Mk + 1, Mσik + εi(M)} .
Proof. From the uniqueness of M[2], it follows that M[2] =
(
f˜∗i (M
♯)
)♯
. Therefore,
(M[2])k =
(
f˜∗i (M
♯)
)♯
k
=
(
f˜∗i (M
♯)
)
kc
− 〈wt∨(f˜∗i (M
♯)),k〉I
= min
{
(M♯)kc , (M
♯)σikc + c
∗
i (M
♯)
}
− 〈wt∨(M),k〉I + 〈hi,k〉I
= min
{
Mk + 1,Mσik + 〈wt
∨(M), σik− k〉I + c
∗
i (M
♯) + 1
}
.
Here, we remark that 〈hi,k〉 = 1 since k ∈ M
×
I (i). Let us compute the second term on
the right-hand side of the last equality. Note that σik − k = −〈hi,k〉Iα
I
i = −α
I
i . Hence
we deduce that
the second term =Mσik − 〈wt
∨(M), αIi 〉I + 〈hi,wt(M
♯)〉I + ε
∗
i (M
♯)− 1 + 1
=Mσik + εi(M).
This proves the corollary. 
3.2. Ordinary crystal structure on BZeI . We define another crystal structure on BZ
e
I
via the bijections BI
∼
→
⊔
ν∈Q+
IrrΛ(ν)
∼
→ BZeI . Let M = (Mk)k∈M×
I
be an e-BZ da-
tum. Then, there exists a unique Lusztig datum a (or equivalently, a unique irreducible
Lagrangian Λa) such that M =M(a). Now we define
εi(M) := εi(a) = εi(Λa), ϕi(M) := ϕi(a) = ϕi(Λa),
e˜iM :=
{
M(e˜ia) =M(e˜iΛa) if εi(a) > 0,
0 if εi(a) = 0,
and f˜iM :=M(f˜ia) =M(f˜iΛa).
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By the definitions, it is obvious that the set BZeI , equipped with the maps wt, εi, ϕi, e˜i,
f˜i, is a Uq(slm+1)-crystal, and the bijections above give rise to isomorphisms of crystals(
BI ; wt, εi, ϕi, e˜i, f˜i
)
∼
−→
 ⊔
ν∈Q+
IrrΛ(ν); wt, εi, ϕi, e˜i, f˜i
 ∼−→ (BZeI ; wt, εi, ϕi, e˜i, f˜i) .
We call this crystal structure the ordinary crystal structure on BZeI .
Lemma 3.2.1. For Λ ∈ IrrΛ(ν), we have
M(Λ∗) =M(Λ)♯.
Proof. We write ν =
∑
i∈I νiα
I
i . Let B be a general point of Λ. Then its transpose
tB is
also a general point of Λ∗. Therefore, we compute:
Mk(Λ
∗) =Mk(
tB)
= − dimCCoker
 ⊕
k∈out(k)
V (ν)k
⊕tBµ
−→
⊕
l∈in(k)
V (ν)l

= − dimCKer
 ⊕
l∈in(k)
V (ν)l
⊕Bµ
−→
⊕
k∈out(k)
V (ν)k

= − dimCCoker
 ⊕
l∈out(kc)
V (ν)l
⊕
Bµ
−→
⊕
k∈in(kc)
V (ν)k

+
∑
k∈in(kc)
dimC V (ν)k −
∑
l∈out(kc)
dimC V (ν)l
=Mkc(Λ) +
∑
k∈out(k)
νk −
∑
l∈in(k)
νl.
Here, for the third equality, we take the transpose t(tB) = B of tB. By the definitions of
out(k) and in(k), we have
〈hp,k〉I =

1 if p ∈ out(k),
−1 if p ∈ in(k),
0 otherwise,
and hence
〈wt∨(M(Λ)),k〉I = −
∑
k∈out(k)
νk +
∑
l∈in(k)
νl.
From these, it follows that
Mk(Λ) =Mkc(Λ)− 〈wt
∨(M(Λ)),k〉I =
(
M(Λ)♯
)
k
.
This proves the lemma. 
Proposition 3.2.2. As operators on BZeI ,
e˜i = ♯ ◦ e˜
∗
i ◦ ♯ and f˜i = ♯ ◦ f˜
∗
i ◦ ♯.
Proof. Let M ∈ BZeI . We only give a proof of the first equality, since the proof of the
second one is similar.
If εi(M) = ε
∗
i (M
♯) = 0, then e˜iM =
(
e˜∗i (M
♯)
)♯
= 0 by the definitions. So, assume that
εi(M) = ε
∗
i (M
♯) > 0. Let Λ be a unique irreducible Lagrangian such that M = M(Λ).
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Since the bijection ΞI : Λ 7→M(Λ) is an isomorphism with respect to both the ordinary
and ∗-crystal structures, we have(
e˜∗i (M
♯)
)♯
=
(
e˜∗i (M(Λ)
♯)
)♯
=
(
e˜∗i (M(Λ
∗))
)♯
=M(e˜∗iΛ
∗)♯ =M
(
(e˜iΛ)
∗
)♯
=M(e˜iΛ)
= e˜iM(Λ) = e˜iM,
as desired. 
The following corollary is obvious by the consideration above.
Corollary 3.2.3. (1) Let M ∈ BZeI , and assume that εi(M) > 0. Then, e˜iM is a unique
e-BZ datum such that
(a) (e˜iM)k =Mk + 1 for k ∈M
×
I (i)
∗,
(b) (e˜iM)k =Mk for k ∈ M
×
I \
(
M×I (i) ∪M
×
I (i)
∗
)
.
(2) For every M ∈ BZeI ,
(f˜iM)k =

min {Mk + 1,Mσik + εi(M)} if k ∈ M
×
I (i).
Mk − 1 if k ∈ M
×
I (i)
∗,
Mk if k ∈ M
×
I \
(
M×I (i) ∪M
×
I (i)
∗
)
.
Proposition 3.2.4. Let i, j ∈ I, and M ∈ BZeI . Set c := εi(M) and M
′ = e˜cpM.
(1) We have
ε∗i (M) = max
{
ε∗i (M
′), c−
〈
hi,wt(M
′)
〉
I
}
.
(2) If i 6= j and ε∗j (M) > 0, then
εj(e˜
∗
pM) = c, e˜
c
j(e˜
∗
iM) = e˜
∗
iM
′.
(3) If ε∗i (M) > 0, then we have
εi(e˜
∗
iM) =
{
εi(M) if ε
∗
i (M
′) ≥ c−
〈
hi,wt(M
′)
〉
I
,
εi(M) − 1 if ε
∗
i (M
′) < c−
〈
hi,wt(M
′)
〉
I
,
and
e˜c
′
i
(
e˜∗iM
)
=
{
e˜∗iM
′ if ε∗i (M
′) ≥ c−
〈
hi,wt(M
′)
〉
I
,
M′ if ε∗i (M
′) < c−
〈
hi,wt(M
′)
〉
I
.
Here, we set c′ := εi(e˜
∗
iM).
Proof. Recall that the bijection ΞI : Λ 7→ M(Λ) is an isomorphism with respect to both
the ordinary and ∗-crystal structures. Therefore, all of the desired equations follow imme-
diately from the corresponding ones, which hold in
⊔
ν∈Q+
IrrΛ(ν) (see [KS]). This proves
the proposition. 
4. Ordinary crystal structure on (BZeZ)
σ
4.1. Definition of ordinary Kashiwara operators on BZeZ. For M = (Mk)k∈MZ ∈
BZeZ and p ∈ Z, we set
εp(M) := −Mk(σpΛp).
Observe that if k(σpΛp) ∈ MZ(I), then
εp(M) = −Mk(σpΛp) = −(MI)resI(k(σpΛp)) = −(MI)k(σp̟Ip) = εp(MI).
First, let us define the ordinary raising Kashiwara operators on BZeZ. If εp(M) > 0,
the we define a new collection M[1] =
(
M
[1]
k
)
k∈MZ
of integers as follows. For a given
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k ∈ MZ, take a finite interval I in Z such that k, σpk ∈ MZ(I), and I ∈ Int
e(M;k(Λp))∩
Inte(M;k(σpΛp)) ∩ Int
e(M;k(Λp+1)) ∩ Int
e(M;k(Λp−1)). Then, we set
M
[1]
k
:= (e˜pMI)resI(k) .
Here, e˜p is the ordinary raising Kashiwara operator on BZ
e
I defined in the previous section.
Now, we define the action of e˜p on BZ
e
Z by
e˜pM :=
{
M[1] if εp(M) > 0,
0 if εp(M) = 0.
Note that the definition above does not depend on the choice of I.
Next, let us define the ordinary lowering Kashiwara operators on BZeZ. For M =
(Mk)k∈MZ ∈ BZ
e
Z and p ∈ Z, we define a new collection f˜pM = (M
[2]
k
)k∈MZ of integers
as follows. For a given k ∈ MZ, take a finite interval I in Z such that k, σpk ∈ MZ(I),
and I ∈ Inte(M;k(Λp)) ∩ Int
e(M;k(σpΛp)). Then we set
M
[2]
k
:=
(
f˜pMI
)
resI(k)
.
Here, f˜p is the ordinary lowering Kashiwara operator on BZ
e
I defined in the previous sec-
tion.
For p ∈ Z, we set
MZ(p) := {k ∈ MZ | p ∈ k, p+ 1 6∈ k}, MZ(p)
∗ := {k ∈ MZ | p 6∈ k, p+ 1 ∈ k}.
The following lemma follows easily from the definitions.
Lemma 4.1.1. Let M = (Mk)k∈MZ ∈ BZ
e
Z.
(1) If εp(M) > 0, then
(a) (e˜pM)k =Mk + 1 for k ∈ M
×
Z (p)
∗,
(b) (e˜pM)k =Mk for k ∈M
×
Z \
(
M×Z (p) ∪M
×
Z (p)
∗
)
.
(2) For each M ∈ BZeZ, we have
(f˜pM)k =

min
{
Mk + 1,Mσpk + εp(M)
}
if k ∈ M×Z (p),
Mk − 1 if k ∈ M
×
Z (p)
∗,
Mk if k ∈ M
×
Z \
(
M×Z (p) ∪M
×
Z (p)
∗
)
.
Proposition 4.1.2. (1) If εp(M) > 0, then e˜pM ∈ BZ
e
Z.
(2) For every M ∈ BZeZ and p ∈ Z, we have f˜pM ∈ BZ
e
Z.
In the next subsection, we give a proof of this proposition.
4.2. Proof of Proposition 4.1.2. Since part (2) is obtained in a similar way, we only
give a proof of part (1). We will only verify that condition (2-b) in Definition 2.6.2 is
satisfied for e˜pM with εp(M) > 0, since the remaining ones are easily verified. Namely,
we will prove the following:
Claim 1. Assume that εp(M) > 0, and let k ∈ MZ. Then, there exists a finite interval I
in Z such that for every J ⊃ I,
(e˜pM)ΩI(k) = (e˜pM)ΩJ (k) . (4.2.1)
Take a finite interval K = [nK + 1, nK + mK ] in Z such that k, σpk ∈ MZ(K), and
K ∈ Inte(M;k(Λp))∩ Int
e(M;k(σpΛp))∩ Int
e(M;k(Λp+1))∩ Int
e(M;k(Λp−1)). Set K
′ :=
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[nK , nk +mK + 1]. Since MZ(K
′) is a finite set, we can take a finite interval I = [nI +
1, nI +mI ] in Z with the following properties:
I ⊃ K, and I ∈ Inte(M;n) for all n ∈ MZ(K
′). (4.2.2)
In the following, we will show that such an interval I satisfies the condition in Claim
1. We may assume that J = {nI} ∪ I (case (i)) or J = I ∪ {nI +mI + 1} (case (ii)). We
show equation (4.2.1) only in case (i); the assertion in case (ii) follows by a similar (and
easier) argument.
Before starting a proof, we give some lemmas. We set a = (ai,j)(i,j)∈∆+
I
:= Ψ−1I (MI) ∈
BI , b = (bk,l)(k,l)∈∆+
J
:= Ψ−1J (MJ) ∈ BJ , Λa := Ξ
−1
I (MI) ∈ IrrΛ(νI), and Λb :=
Ξ−1J (MJ) ∈ IrrΛ(νJ), where νI = wt(MI) and νJ = wt(MJ ). Let B
I = (BIτ ) ∈ Λa
and BJ = (BJτ ) ∈ Λb be general points.
Lemma 4.2.1. Let σ(nI → nK) be the path from nI to nK defined as follows:
σ(nI → nK) : ✲ ✲ ✲ · · · ✲ ✲ ✲
nI nI + 1 nI + 2 nK − 2 nK − 1 nK
❡ ❡ ❡ ❡ ❡ ❡.
Then, the corresponding composite map BJ
σ(nI→nK)
: V (νJ)nI → V (νJ )nK is a zero map.
Proof. Since ΛnK ∈ MZ(K
′), we have
(MI)[nK+1,nI+mI+1] =MΩI(ΛnK )
=MΩJ (ΛnK ) = (MJ)[nK+1,nI+mI+1] = −(νJ)nK .
Also, by the definition, we have
(MI)[nK+1,nI+mI+1] = (MJ ){nI}∪[nK+1,nI+mI+1]
= − dimC Coker
(
V (νJ)nI
BJ
−→ V (νJ)nK
)
.
From these, we obtain
(νJ)nK = dimCCoker
(
V (νJ)nI
BJ
−→ V (νJ)nK
)
.
This shows that the map BJ
σ(nI→nK)
is a zero map, as desired . 
Let a∗ = (a∗i,j)(i,j)∈∆+
I
:= Ψ−1I (M
♯
I) and b
∗ = (b∗k,l)(k,l)∈∆+
J
:= Ψ−1J (M
♯
J ).
Lemma 4.2.2. We have b∗nI ,l = 0 for nK + 1 ≤ l ≤ nI +mI + 1.
Proof. First, note that
(M♯J )[nI+1,nI+mI+1] = −
nI+mI+1∑
l=nI+1
b∗nI ,l and (M
♯
J )[nI+1,nK ] = −
nK∑
l=nI+1
b∗nI ,l.
Next, by Lemma 3.2.1, we have
(M♯J )[nI+1,nK ] =M[nI+1,nK ](Λ
∗
b
) = − dimCCoker
(
V (νJ)nK
t(BJ )
−→ V (νJ)nI
)
.
Since
(
t(BJ)
)
σ(nK→nI)
= t
(
BJ
σ(nI→nK)
)
= 0 by Lemma 4.2.1, we deduce that
(M♯J)[nI+1,nK ] = −(νJ)nI .
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Therefore, we deduce that
nI+mI+1∑
l=nK+1
b∗nI ,l = −(M
♯
J)[nI+1,nI+mI+1] + (M
♯
J)[nI+1,nK ] = 0.
Since b∗nI ,l is nonnegative for all l, we obtain the desired equality. 
Lemma 4.2.3. For every nI + 1 ≤ s ≤ t ≤ nI +mI + 1, we have(
M
♯
J
)
[s,t]
=
(
M
♯
I
)
[s,t]
+ (νI)s−1 − (νJ)s−1 − (νI)t + (νJ)t.
Here, by convention, (νI)s−1 = 0 for s = nI +1 and (νI)t = (νJ)t = 0 for t = nI +mI +1.
Proof. We assume that nI + 1 < s ≤ t < nI +mI + 1; in the remaining case, the desired
equation follows by a similar (and easier) argument.
Write nI = [s, t] ∈ M
×
I . Then we have(
M
♯
I
)
nI
= − dimCCoker
(
V (νI)t
t(BI )
−→ V (νI)s−1
)
= − dimCKer
(
V (νI)s−1
BI−→ V (νI)t
)
= − dimCCoker
(
V (νI)s−
BI−→ V (νI)t
)
− (νI)s−1 + (νI)t
= (MI)ncI − (νI)s−1 + (νI)t.
Similarly, we have (
M
♯
J
)
nJ
= (MJ)ncJ − (νJ)s−1 + (νJ )t.
Here we set nJ := [s, t] ∈ M
×
J . Since n
c
J = {nI} ∪ n
c
I , we obtain
(MI)nc
I
= (MI)nc
J
.
Therefore, we deduce that(
M
♯
J
)
nJ
= (MI)nc
I
− (νJ)s−1 + (νJ)t
=
(
M
♯
I
)
nI
+ (νI)s−1 − (νI)t − (νJ)s−1 + (νJ )t.
This proves the lemma. 
Corollary 4.2.4. For every nI + 1 ≤ i < j ≤ nI +mI + 1, we have
b∗i,j = a
∗
i,j.
Proof. The desired equality follows easily from Lemma 4.2.3 and the chamber ansatz maps
(see [BFZ]):
b∗i,j =
(
M
♯
J
)
[i,j]
+
(
M
♯
J
)
[i+1,j−1]
−
(
M
♯
J
)
[i+,j]
−
(
M
♯
J
)
[i,j−1]
,
a∗i,j =
(
M
♯
I
)
[i,j]
+
(
M
♯
I
)
[i+1,j−1]
−
(
M
♯
I
)
[i+,j]
−
(
M
♯
I
)
[i,j−1]
.

Proposition 4.2.5. We have((
e˜∗p(M
♯
I)
)
K
)
[p+1,nK+mK+1]
=
((
e˜∗p(M
♯
J )
)
K
)
[p+1,nK+mK+1]
.
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Proof. Note that the desired equation is equivalent to the following:(
e˜∗p(M
♯
I)
)
[nI+1,nK ]∪[p+1,nK+mK+1]
=
(
e˜∗p(M
♯
J)
)
[nI ,nK ]∪[p+1,nK+mK+1]
. (4.2.3)
Let a′ = (a′i,j)(i,j)∈∆+
I
:= Ψ−1I
(
e˜∗p(M
♯
I)
)
and b′ = (b′k,l)(k,l)∈∆+
J
:= Ψ−1J
(
e˜∗p(M
♯
J )
)
, and set
l := [nI + 1, nK ] ∪ [p+ 1, nK +mK + 1] and m := [nI , nK ] ∪ [p+ 1, nK +mK + 1]. Then,
equation (4.2.3) is equivalent to the following:
Ml(a
′) =Mm(b
′). (4.2.4)
Observe that by Lemma 4.2.2, Corollary 4.2.4, and the definition of the action of e˜∗p,
a′i,j = b
′
i,j ((i, j) ∈ ∆
+
I ) and b
′
nI ,l
= 0 (nK + 1 ≤ l ≤ nI +mI + 1). (4.2.5)
Since the Maya diagrams l and m satisfy the condition of Lemma 2.4.3 (1) with s = nK ,
we have
Ml(a
′) = −
nK+mK+1∑
j=p+1
l−1∑
i=nI+1
a′i,j
+min
{
2nK+mK−p+1∑
t=nK+1
t−1∑
s=nI+1
a′cs,t,cs,t+(t−s)
∣∣∣∣∣ C = (cs,t) isan l-tableau
}
,
and
Mm(b
′) = −
nK+mK+1∑
l=p+1
l−1∑
k=nI
b′k,l
+min
{
2nK+mK−p+1∑
t=nK+1
t−1∑
s=nI
b′ds,t,ds,t+(t−s)
∣∣∣∣∣ D = (ds,t) isan m-tableau
}
.
Here, by (4.2.5),
nK+mK+1∑
j=p+1
l−1∑
i=nI+1
a′i,j =
nK+mK+1∑
l=p+1
l−1∑
k=nI
b′k,l.
Now, let D = (ds,t)nI≤s≤t≤2nk+mk−p+1 be an m-tableau, and define two upper-triangular
matrices D′ = (d′s,t)nI≤s≤t≤2nk+mk−p+1 and D
′′ = (d′′s,t)nI+1≤s≤t≤2nk+mk−p+1 by
d′s,t :=
{
nI if s = nI ,
dp,q otherwise,
and d′′s,t := ds,t.
Then, D′ is an m-tableau and D′′ is an l-tableau. From the definitions and (4.2.5), we see
that
2nK+mK−p+1∑
t=nK+1
t−1∑
s=nI
b′ds,t,ds,t+(t−s) ≥
2nK+mK−p+1∑
t=nK+1
t−1∑
s=nI
b′d′s,t,d′s,t+(t−s)
=
2nK+mK−p+1∑
t=nK+1
t−1∑
s=nI+1
b′d′′s,t,d′′s,t+(t−s)
=
2nK+mK−p+1∑
t=nK+1
t−1∑
s=nI+1
a′d′′s,t,d′′s,t+(t−s)
.
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Therefore, we obtain
min
{
2nK+mK−p+1∑
t=nK+1
t−1∑
s=nI+1
a′cs,t,cs,t+(t−s)
∣∣∣∣∣ C = (cs,t) isan l-tableau
}
= min
{
2nK+mK−p+1∑
t=nK+1
t−1∑
s=nI
b′ds,t,ds,t+(t−s)
∣∣∣∣∣ D = (ds,t) isan m-tableau
}
,
and hence (4.2.4). 
Now let us start the proof of equation (4.2.1). By (4.2.2) and Proposition 3.2.2, we have
(e˜pM)ΩI (k) = (e˜pMI)resI (ΩI(k)) = (e˜pMI)kcI
=
((
e˜∗p(M
♯
I)
)♯)
kc
I
=
(
e˜∗p(M
♯
I)
)
kI
− 〈wt∨(e˜∗p(M
♯
I)),k
c
I〉I
=
(
e˜∗p(M
♯
I)
)
kI
+ 〈wt∨(MI),kI〉I + 〈hp,kI〉I .
Here, kI := resI(k) and k
c
I := I˜ \ kI . Similarly, we have
(e˜pM)ΩJ (k) =
(
e˜∗p(M
♯
J)
)
kJ
+ 〈wt∨(MJ ),kJ〉J + 〈hp,kJ 〉J .
By these, the proof of equation (4.2.1) is reduced to showing:
(a) 〈hq,kI〉I = 〈hq,kJ 〉J for all q ∈ K
′;
(b) 〈wt∨(MI),kI〉I = 〈wt
∨(MJ),kJ 〉J ;
(c)
(
e˜∗p(M
♯
I)
)
kI
=
(
e˜∗p(M
♯
J )
)
kJ
.
By the definitions, (a) is easily shown. Let us show (b). Since k ∈ MZ(K
′), we have
〈hq,kI〉I = 0 for q 6∈ K
′. Therefore, we see that
〈wt∨(MI),kI〉I =
∑
q∈I
〈hq,kI〉I(MI)[q+1,nI+mI+1] =
∑
q∈I
〈hq,kI〉IMΩI (k(Λq))
=
∑
q∈K ′
〈hq,kI〉IMΩI (k(Λq)).
Similarly, we see that
〈wt∨(MJ ),kJ〉J =
∑
q∈K ′
〈hq,kJ 〉JMΩJ (k(Λp)).
Consequently, in view of (a), it suffices to show that MΩI (k(Λq)) = MΩJ (k(Λq)) for all
q ∈ K ′, which follows from (4.2.1). Thus, we have shown (b). For (c), it suffices to show
the following proposition.
Proposition 4.2.6. (
e˜∗p(M
♯
I)
)
K
=
(
e˜∗p(M
♯
J )
)
K
.
Proof. We remark that
(
e˜∗p(M
♯
I)
)
K
and
(
e˜∗p(M
♯
J )
)
K
are both elements of BZeK . Hence it
suffices to show the following:
(d)
((
e˜∗p(M
♯
I)
)
K
)
[p+1,nK+mK+1]
=
((
e˜∗p(M
♯
J )
)
K
)
[p+1,nK+mK+1]
;
(e)
((
e˜∗p(M
♯
I)
)
K
)
m
=
((
e˜∗p(M
♯
J )
)
K
)
m
for all m ∈ M×K \M
×
K(p)
∗.
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Because (d) is already shown in Proposition 4.2.5, the remaining task is to show (e).
We set mI := (resIK)
−1(m). Since mI ∈ M×I \M
×
I (p)
∗, we have((
e˜∗p(M
♯
I)
)
K
)
m
=
(
e˜∗p(M
♯
I)
)
mI
= (M♯I)mI = (MI)(mI )c − 〈wt
∨(MI),m
I〉I .
We set mZ := res−1K (m) ∈ MZ(K) ⊂ MZ. Then we have m
I = resI(m
Z) and (mI)c =
resI
(
ΩI(m
Z)
)
. Therefore, we obtain((
e˜∗p(M
♯
I)
)
K
)
m
=MΩI(mZ) − 〈wt
∨(MI), resI(m
Z)〉I .
Also, we obtain a similar equation, with I replaced by J . By the same argument as in
the proof of (b), we deduce that 〈wt∨(MI), resI(m
Z)〉I = 〈wt
∨(MJ), resJ(m
Z)〉J . Now it
remains to verify that MΩI(mZ) = MΩJ (mZ), which follows easily from (4.2.1). Thus, we
have shown (e). This proves the proposition. 
4.3. Ordinary crystal structure on (BZeZ)
σ. First, we give some properties of ordinary
Kashiwara operators on BZeZ. Because all of those are obtained by the same argument as
in [NSS1], we omit the proofs of them.
Lemma 4.3.1. (1) Let M ∈ BZeZ and p ∈ Z. Then, e˜pf˜pM = M. Also, if εp(M) 6= 0,
then f˜pe˜pM =M.
(2) For M ∈ BZeZ and p, q ∈ Z with |p − q| ≥ 2, we have εp(f˜pM) = εp(M) + 1 and
εq(f˜pM) = εq(M). Also, if εp(M) 6= 0, then εp(e˜pM) = εp(M)−1 and εq(e˜pM) = εq(M).
(3) For q, q′ ∈ Z with |q− q′| ≥ 2, we have e˜q e˜q′ = e˜q′ e˜q, f˜qf˜q′ = f˜q′ f˜q and e˜q f˜q′ = f˜q′ e˜q as
operators on BZeZ ∪ {0}.
(4) For M ∈ BZeZ, we have εp(σ(M)) = εσ−1(p)(M).
(5) The equalities σ ◦ e˜p = e˜σ(p) ◦ σ and σ ◦ f˜p = f˜σ(p) ◦ σ hold on BZ
e
Z ∪ {0}.
Next, let us define the ordinary Uq(ŝll)-crystal structure on (BZ
e
Z)
σ . Recall that the
map wt : (BZeZ)
σ → P̂ is already defined. Here, P̂ is the weight lattice for ŝll. For
M ∈ (BZeZ)
σ and p ∈ Î, we define
ε̂p(M) := εp(M), ϕ̂p(M) := ε̂p(M) + 〈ĥp,wt(M)〉.
For given k ∈ MZ and p ∈ Î, we set L
e(k, p) := {q ∈ p + lZ | 〈hq,k〉Z 6= 0}; note that
Le(k, p) is a finite set. For M ∈ (BZeZ)
σ , we define
êpM :=
{
M(1) if ε̂p(M) > 0,
0 if ε̂p(M) = 0,
and f̂pM =M
(2),
where M(i) = (M
(i)
k
)k∈MZ , i = 1, 2, are the collections of integers defined by
M
(1)
k
:=
(
eLe(k,p)M
)
k
, M
(2)
k
:=
(
fLe(k,p)M
)
k
for each k ∈ MZ.
Proposition 4.3.2. Let M ∈ (BZeZ)
σ and p ∈ Î. Then, we have êpM ∈ (BZ
e
Z)
σ ∪ {0}
and f̂pM ∈ (BZ
e
Z)
σ.
In order to prove the proposition above, we need the next lemma.
Lemma 4.3.3. For given M ∈ BZeZ and k ∈MZ, there exists a finite interval I = [nI +
1, nI+mI ] such that for every J = [nJ+1, nJ+mJ ] with nJ < nI and nJ+mJ > nI+mI ,
(1)
(
e˜nJM
)
ΩJ (k)
=
(
e˜nJ+mJ+1M
)
ΩJ (k)
=
(
e˜nJ e˜nJ+mJ+1M
)
ΩJ (k)
=MΩJ (k);
(2)
(
f˜nJM
)
ΩJ (k)
=
(
f˜nJ+mJ+1M
)
ΩJ (k)
=
(
f˜nJ f˜nJ+mJ+1M
)
ΩJ (k)
=MΩJ (k).
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Here we remark that the equalities in part (1) hold under the assumption that e˜nJM 6= {0}
and e˜nJ+mJ+1M 6= {0}.
Proof. We only prove that (
e˜nJ e˜nJ+mJ+1M
)
ΩJ (k)
=MΩJ (k) (4.3.1)
under the condition that e˜nJM 6= {0} and e˜nJ+mJ+1M 6= {0}; the other equalities can be
proved by a similar (and easier) argument.
For theM and k above, take finite intervals K = [nK+1, nK+mK ] and I = [nI+1, nI+
mJ ] as in (4.2.2). Let J = [nJ + 1, nJ +mJ ] ) I, with nJ < nI and nJ +mJ > nI +mI .
Take another finite interval L = [nL + 1, nL +mL] ⊃ J such that
MΩJ (k) =
(
ML
)
resL(ΩJ (k))
,
(
e˜nJ e˜nJ+mJ+1M
)
ΩJ (k)
=
(
e˜nJ e˜nJ+mJ+1ML
)
resL(ΩJ (k))
,
εnJ (M) = εnJ (ML), and εnJ+mJ+1(M) = εnJ+mJ+1(ML).
Note that such an interval L always exists. Hence equation (4.3.1) is equivalent to(
e˜nJ e˜nJ+mJ+1ML
)
resL(ΩJ (k))
=
(
ML
)
resL(ΩJ (k))
. (4.3.2)
In what follows, we use the notation of Subsection 4.2. Namely, set b = (bk,l)(k,l)∈∆+
L
:=
Ψ−1L (ML) ∈ BL, and Λb := Ξ
−1
L (ML) ∈ IrrΛ(νL), where νL = wt(ML). Let B
L = (BLτ ) ∈
Λb be a general point.
Since L ) I, we can show the following claim by an argument similar to the one for
Lemma 4.2.1:
Claim 2. Both of the composite maps
BLσ(nI→nK) : V (νJ)nI → V (νJ )nK and
BLσ(nI+mJ+1→nK+mK+1) : V (νJ)nI+mI+1 → V (νJ )nK+mK+1
are zero maps.
Write resL(ΩJ(k)) as a disjoint union of finite intervals:
resL(ΩJ(k)) = [s1 + 1, t1] ⊔ [s2 + 1, t2] ⊔ · · · ⊔ [sl + 1, tl].
Then, by the construction,
s1 = nL, t1 = nJ , s2 = min{q ∈ Z | q 6∈ k} − 1,
sl = max{q ∈ Z | q ∈ k}, tl = nJ +mJ + 1,
and
s1 + 1 = nL + 1 < t1 = nJ < nI < nK < s2, (4.3.3)
sl < nK +mK + 1 < nI +mI + 1 < nJ +mJ + 1 = tl < nL +mL + 1. (4.3.4)
From these, we deduce that
out
(
resL(ΩJ(k))
)
= {t1, t2, · · · , tl}, in
(
resL(ΩJ(k))
)
= {s2, s3, · · · , sl}.
Because
BLσ(t1→s2) = B
L
σ(nK→s2)
◦BLσ(nI→nK) ◦B
L
σ(t1→nI)
= 0,
BLσ(tl→sl) = B
L
σ(nK+mK+1→sl)
◦BLσ(nI+mI+1→nK+mK+1) ◦B
L
σ(tl→nI+mI+1)
= 0
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by Claim 2, (4.3.3), and (4.3.4), we see that
(
ML
)
resL(ΩJ (k))
= −dimC Coker
 ⊕
1≤u≤l
V (νL)tu
⊕BLσ−→
⊕
2≤v≤l
V (νL)sv

= −dimC Coker
 ⊕
2≤u≤l−1
V (νL)tu
⊕BLσ−→
⊕
2≤v≤l
V (νL)sv
. (4.3.5)
Let b1 := e˜nJ e˜nJ+mJ+1b, and consider the corresponding irreducible Lagrangian Λb1 ∈
IrrΛ(ν1L). Here we write ν
1
L = νL−αnJ−αnJ+mL+1. Let B
L
1 =
(
(BL1 )τ
)
∈ Λb1 be a general
point. By the definitions of e˜nJ and e˜nJ+mJ+1 (see Subsection 2.5), we may assume that
(BL1 )τ = B
L
τ if out(τ) 6= nJ , nJ +mJ + 1 and if in(τ) 6= nJ , nJ , nJ +mJ + 1. (4.3.6)
Then, by Claim 2,
(BL1 )σ(nI→nK) = 0, (B
L
1 )σ(nI+mJ+1→nK+mK+1) = 0.
Therefore, by the same argument as for
(
ML
)
resL(ΩJ (k))
, we deduce that(
e˜nJ e˜nJ+mJ+1ML
)
resL(ΩJ (k))
= −dimCCoker
 ⊕
2≤u≤l−1
V (ν1L)tu
⊕(BL
1
)σ
−→
⊕
2≤v≤l
V (ν1L)sv
. (4.3.7)
Since nJ < s2 < t2 < · · · < sl−1 < tl−1 < sl < nJ +mJ +1, the right-hand side of the last
equality in (4.3.5) is equal to that of (4.3.7). Thus, we have proved equation (4.3.2). This
completes the proof of the lemma. 
Proof of Proposition 4.3.2. We only prove that êpM ∈ (BZ
e
Z)
σ ∪ {0}. If ε̂p(M) = 0, then
the assertion is obvious. So, we assume that ε̂p(M) > 0.
First, we prove that êpM ∈ BZ
e
Z. Condition (2-a) in Definition 2.6.2 can be checked
by the same argument as in [NSS1]. Let us show that condition (2-b) is satisfied. Fix
k ∈ MZ and take a finite interval I = [nI + 1, nI +mI ] satisfying condition (4.2.2), with
M replaced by e˜Le(k,p)M. Let I
′ = [nI′ + 1, nI′ +mI′ ] be an interval such that nI′ < nI ,
nI′ + mI′ > nI + mI , and I
′ ∈ Inte(e˜Le(k,p)M,k). We will show that this I
′ satisfies
condition (2-b).
Take J = [nJ + 1, nJ +mJ ] ⊃ I
′. By the definitions, we have
Le(ΩJ(k), p) = L
e(k, p) ∪ δ(J, p; l).
Here,
δ(J, p; l) :=

{nJ , nJ +mJ + 1} if nJ ≡ p, nJ +mJ + 1 ≡ p (mod l),
{nJ} if nJ ≡ p, nJ +mJ + 1 6≡ p (mod l),
{nJ +mJ + 1} if nJ 6≡ p, nJ +mJ + 1 ≡ p (mod l),
φ if nJ 6≡ p, nI′ +mJ + 1 6≡ p (mod l).
From this, we deduce by Lemma 4.3.3 that
(êpM)ΩJ (k) =
(
e˜Le(ΩJ (k),p)M
)
ΩJ (k)
=
(
e˜Le(k,p)M
)
ΩI′(k)
for every J ⊃ I ′.
Note that by Lemma 4.3.1, εq(M) = ε̂p(M) > 0 for every q ∈ p + lZ. Since I
′ ∈
Inte(e˜Le(k,p)M,k), we conclude that(
e˜Le(k,p)M
)
ΩJ (k)
=
(
e˜Le(k,p)M
)
ΩI′ (k)
.
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This shows that condition (2-b) is satisfied.
It remains to show that êpM is σ-invariant. However, this follows easily from Lemma
4.3.1. This proves the proposition. 
Now we are ready to state one of the main results of this paper.
Theorem 4.3.4.
(
(BZeZ)
σ; wt, ε̂p, ϕ̂p, êp, f̂p
)
is a Uq(ŝll)-crystal.
Lemma 4.3.5. Let M ∈ (BZeZ)
σ and p ∈ Î. Then, the following hold:
(1) wt(êpM) = wt(M) + α̂p if ε̂p(M) > 0, and wt(f̂pM) = wt(M)− α̂p;
(2) ε̂p(êpM) = ε̂p(M)− 1 if ε̂p(M) > 0, and ε̂p(f̂pM) = ε̂p(M) + 1.
Proof. We only prove the first equation of part (1), since the other ones follow by a similar
(and easier) argument.
LetM ∈ (BZeZ)
σ, with ε̂p(M) > 0, and J = [nJ+1, nJ+mJ ] ∈
⋂
q∈Î
Inte(êpM,k(Λq)).
Then,
wt(êpM) =
∑
q∈Î
Θ
(
êpM
)
k(Λq)
α̂q
=
∑
q∈Î
(
êpM
)
ΩJ (k(Λq))
α̂q
=
∑
q∈Î
(
e˜Le(ΩJ (k(Λq)),p)M
)
ΩJ(k(Λq))
α̂q.
Here we note that
Le(ΩJ(k(Λq)), p) = L
e(k(Λq), p) ∪ δ(J, p; l) =
{
{q} ∪ δ(J, p; l) if p = q,
δ(J, p; l) if p 6= q.
Now we assume that J is sufficiently large. More precisely, for each q ∈ Î , let us take an
interval I ′ = I ′q as in the proof of Proposition 4.3.2, and then take J in such a way that
J ⊃
⋃
q∈Î I
′
q. Then, by Lemma 4.3.3, we deduce that(
e˜Le(ΩJ (k(Λq)),p)M
)
ΩJ (k(Λq))
=
{
(M)ΩJ (k(Λp)) + 1 if p = q,
(M)ΩJ (k(Λp)) if p 6= q.
Therefore, we obtain
wt(êpM) = wt(M) + α̂p.

Proof of Theorem 4.3.4. By Lemma 4.3.5, it suffices to prove the following:
êpf̂pM =M for every M ∈ (BZ
e
Z)
σ and p ∈ Î .
Since this follows easily from Lemmas 4.3.1 and 4.3.3, we omit the details of its proof. 
4.4. Uniqueness of an element of weight zero. It is easy to show the following lemma.
Lemma 4.4.1. Let M = (Mk)k∈MZ ∈ BZ
e
Z. Then, each component Mk for k ∈ MZ is a
nonpositive integer.
The next corollary is a direct consequence of this lemma.
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Corollary 4.4.2. Let M ∈ (BZeZ)
σ. Then, wt(M) ∈ Q̂−.
Proposition 4.4.3. For M ∈ (BZeZ)
σ, the following are equivalent.
(a) ε̂p(M) = 0 for every p ∈ Î.
(b) M = O∗.
Proof. Since (b) ⇒ (a) is obvious, we will prove that Mk = 0 for all k ∈ MZ under the
assumption that ε̂p(M) = 0 for every p ∈ Î.
We note that Mk(Λq) = 0 for every q ∈ Z by the normalization condition. Let
k ∈ MZ \
(⋃
q∈Z k(Λq)
)
. Then there exists the smallest finite interval Ik such that
k ∈ MZ(Ik). We prove the assertion above by induction on t := |Ik| ≥ 1.
Assume that t = 1. Then, k = σqk(Λq) = Z≤q−1 ∪ {q + 1} for some q ∈ Z. If we take
q′ ∈ Î such that q ≡ q′ (mod l), then we have
Mσqk(Λq) = εq(M) = ε̂q′(M) = 0.
Now, we assume that t > 1, and
(i) the assertion holds for every m ∈MZ with |Im| < t.
Step 1. Let k = Z≤n ∪ {n+ t+ 1} for some n ∈ Z. We use the tropical Plu¨cker relation
for i = n+ 1, j = n+ t, k = n+ t+ 1:
MZ≤n∪{n+t} +MZ≤n∪{n+1,n+t+1}
= min
{
MZ≤n∪{n+1} +MZ≤n∪{n+t,n+t+1}, MZ≤n∪{n+t+1} +MZ≤n∪{n+1,n+t}
}
.
By the assumption (i), we see that
MZ≤n∪{n+t} =MZ≤n∪{n+1,n+t+1} =MZ≤n∪{n+1} =MZ≤n∪{n+1,n+t} = 0.
Since MZ≤n∪{n+t+1} = Mk and MZ≤n∪{n+t,n+t+1} = Mk∪{n+t} are both nonpositive inte-
gers, we obtain
Mk =Mk∪{n+t} = 0.
Step 2. Let k = Z≤n∪{k1 < · · · < kr}, with k1 = n+s+1 (1 < s ≤ t), and kr = n+t+1.
We prove the assertion by descending induction on s. If s = t, then r = 1 and the assertion
is already proved in Step 1. Assume that
(ii) the assertion holds for every m = Z≤n∪{m1 < · · · < mr′}, with m1 = n+ s
′+1 >
k1, and mr′ = n+ t+ 1.
Set k′ := k \ {n+ s+1, n+ t+1}, and use the tropical Plu¨cker relation for i = n+1, j =
n+ s+ 1, k = n+ t+ 1, and k′:
Mk′∪{n+s+1} +Mk′∪{n+1,n+t+1}
= min
{
Mk′∪{n+1} +Mk′∪{n+s+1,n+t+1}, Mk′∪{n+t+1} +Mk′∪{n+1,n+s+1}
}
.
By the assumption (i), we obtain
Mk′∪{n+s+1} =Mk′∪{n+1,n+t+1} =Mk′∪{n+1} =Mk′∪{n+1,n+s+1} = 0.
Also, we have
Mk′∪{n+t+1} = 0
by the assumption (ii). Therefore, by Lemma 4.4.1, we conclude that
Mk =Mk′∪{n+s+1,n+t+1} = 0.
This proves the proposition. 
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The following corollary is a key to the proof of the connectedness of the crystal graph
of the Uq(ŝll)-crystal
(
(BZeZ)
σ ; wt, ε̂∗p, ϕ̂
∗
p, ê
∗
p, f̂
∗
p
)
, which will be given in the next section.
Corollary 4.4.4. O∗ is the unique element of (BZeZ)
σ of weight zero.
Proof. It suffices to show the following:
If M 6= O∗, then wt(M) 6= 0.
Let M 6= O∗. By Proposition 4.4.3, there exists p ∈ Î such that ε̂p(M) > 0. This implies
that êpM ∈ (BZ
e
Z)
σ . Therefore, by Corollary 4.4.2, we have
wt(êpM) ∈ Q̂
−. (4.4.1)
Also, because
(
(BZeZ)
σ; wt, ε̂p, ϕ̂p, êp, f̂p
)
is a Uq(ŝll)-crystal (Theorem 4.3.4), we have
wt(êpM) = wt(M) + α̂p. (4.4.2)
Now, suppose that wt(M) = 0. Then, by (4.4.2), we obtain
wt(êpM) = α̂p,
which contradicts (4.4.1). Thus, we conclude that wt(M) 6= 0. This proves the corollary.

4.5. Some other properties. The results of this subsection will be used in the next
section.
Lemma 4.5.1. Let p, q ∈ Z with p 6= q, and M ∈ BZeZ.
(1) If εp(M) > 0, then ε
∗
q(e˜pM) = ε
∗
q(M).
(2) If ε∗p(M) > 0, then εq(e˜
∗
pM) = εq(M).
Proof. Because part (2) can be proved by a similar (and easier) argument, we only give a
proof of part (1). By the definitions, we have
ε∗q(e˜pM) = − Θ
(
(e˜pM)
∗
)
k(Λq)
−Θ
(
(e˜pM)
∗
)
k(σqΛq)
+ Θ
(
(e˜pM)
∗
)
k(Λq+1)
+Θ
(
(e˜pM)
∗
)
k(Λq−1)
.
(4.5.1)
For simplicity of notation, we write k1 = k(Λq),k2 = k(σqΛq),k3 = k(Λq+1),k4 =
k(Λq−1). Take a finite interval I such that p ∈ I and I ∈
⋂4
k=1 Int
c
(
(e˜pM)
∗,kk
)
.
Let us compute the second term on the right-hand side of (4.5.1).
Θ
(
(e˜pM)
∗
)
k(σqΛq)
=
(
(e˜pM)
∗
)
Ωc
I
(k(σqΛq)c)
= (e˜pM)ΩI (k(σqΛq)).
Since p 6= q, the following two cases occur:
case (a): p = q ± 1 (⇔ ΩI(k(σqΛq)) ∈MZ(p)
∗),
case (b): |p− q| ≥ 2
(
⇔ ΩI(k(σqΛq)) ∈ MZ \
(
MZ(p) ∪MZ(p)
∗
))
.
By Lemma 4.1.1, we have
(e˜pM)ΩI (k(σqΛq)) =
{
MΩI (k(σqΛq)) + 1 in case (a),
MΩI (k(σqΛq)) in case (b).
By a similar computation, we obtain
Θ
(
(e˜pM)
∗
)
k(Λq)
=MΩI (k(Λq)),
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(e˜pM)ΩI (k(Λq+1)) =
{
MΩI(k(Λq+1)) + 1 if p = q + 1,
MΩI(k(Λq+1)) otherwise,
(e˜pM)ΩI (k(Λq−1)) =
{
MΩI(k(Λq−1)) + 1 if p = q − 1,
MΩI(k(Λq−1)) otherwise.
Combining the above, we deduce that
ε∗q(e˜pM) = −MΩI (k(Λq)) −MΩI(k(σqΛq)) +MΩI (k(Λq+1)) +MΩI (k(Λq−1))
= ε∗q(M).
This proves the lemma. 
Proposition 4.5.2. Let p, q ∈ Î, and M ∈ (BZeZ)
σ. Set c := ε̂p(M) and M
′ := êcpM.
(1) We have
ε̂∗p(M) = max
{
ε̂∗p(M
′), c−
〈
ĥp,wt(M
′)
〉}
.
(2) If p 6= q and ε̂∗q(M) > 0, then
ε̂q(ê
∗
pM) = c, ê
c
q(ê
∗
pM) = êpM
′.
(3) If ε̂∗p(M) > 0, then
ε̂p(ê
∗
pM) =
{
ε̂p(M) if ε̂
∗
p(M
′) ≥ c−
〈
ĥp,wt(M
′)
〉
,
ε̂p(M)− 1 if ε̂
∗
p(M
′) < c−
〈
ĥp,wt(M
′)
〉
,
and
êc
′
p
(
ê∗pM
)
=
{
ê∗pM
′ if ε̂∗p(M
′) ≥ c−
〈
ĥp,wt(M
′)
〉
,
M′ if ε̂∗p(M
′) < c−
〈
ĥp,wt(M
′)
〉
.
Here, we set c′ := ε̂p(ê
∗
pM).
Proof. By taking a sufficiently large finite interval I, each of the equations above follows
from the corresponding one in the case of finite intervals (Proposition 3.2.4).
As an example, let us show part (1). By the definitions and Lemma 4.5.1, it suffices to
show that
ε∗p(M) = max
{
ε∗p(e˜
c
pM), −c−
〈
ĥp,wt(M)
〉}
.
Let kk, k = 1, 2, 3, 4, be the Maya diagrams which we introduced in the proof of Lemma
4.5.1. Note that there exists a finite interval I such that
(a) I ∈
(
4⋂
k=1
Intc(M∗,kk)
)
∩
(
4⋂
k=1
Intc((e˜cpM)
∗,kk)
)
,
(b) (e˜cpM)I = e˜
c
pMI ,
(c) c = εp(M) = εp(MI),
(d)
〈
ĥp,wt(M)
〉
= 〈hp,wt(MI)〉I .
For such an interval I, we have
ε∗p(e˜
c
pM) = εp
(
(e˜cpM)
∗
)
= εp
((
(e˜cpM)
∗
)
I
)
by (a)
= εp
((
(e˜cpM)I
)∗)
= εp
((
e˜cpMI
)∗)
by (b)
= ε∗p
(
e˜
εp(MI )
p MI
)
by (c).
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Similarly, we obtain ε∗p(M) = ε
∗
p(MI). Therefore, it suffices to show that
ε∗p(MI) = max
{
ε∗p(M
′
I), εp(MI)−
〈
hp,wt(M
′
I)
〉
I
}
, (4.5.2)
where we set M′I := e˜
εp(MI)
p MI . Here, we note that equation (4.5.2) is just the equation
in part (1) of Proposition 3.2.4. Thus, we have shown part (1).
Since the other equations are shown in a similar way, we omit the details of their
proofs. 
5. Proof of the connectedness of
(
(BZeZ)
σ; wt, ε̂∗p, ϕ̂
∗
p, ê
∗
p, f̂
∗
p
)
5.1. Strategy. The aim of this section is to prove the following theorem.
Theorem 5.1.1 (Main theorem). As a crystal,
(
(BZeZ)
σ; wt, ε̂∗p, ϕ̂
∗
p, ê
∗
p, f̂
∗
p
)
is isomorphic
to B(∞) for Uq(ŝll). In particular, the crystal graph of this crystal is connected.
In order to prove this theorem, we use a characterization of B(∞), which was obtained
in [KS]; although it is valid for an arbitrary symmetrizable Kac-Moody Lie algebra, we
restrict ourselves to the case of type A
(1)
l−1.
For p ∈ Î, we define a crystal
(
B∗p ; wt, ε̂
∗
p, ϕ̂
∗
p, ê
∗
p, f̂
∗
p
)
as follows.
B∗p := {b
∗
p(n) | n ∈ Z},
wt(b∗p(n)) := nα̂p, ε̂
∗
q(b
∗
p(n)) :=
{
−n if q = p,
−∞ if q 6= p,
ϕ̂∗q(b
∗
p(n)) :=
{
n if q = p,
−∞ if q 6= p,
ê∗q(b
∗
p(n)) :=
{
b∗p(n + 1) if q = p,
0 if q 6= p,
f̂∗q (b
∗
p(n)) :=
{
b∗p(n− 1) if q = p,
0 if q 6= p.
For simplicity of notation, we set b∗p := b
∗
p(0).
Theorem 5.1.2 ([KS]). Let
(
B; wt, ε̂∗p, ϕ̂
∗
p, ê
∗
p, f̂
∗
p
)
be a Uq(ŝll)-crystal, and let b
∗
∞ be an
element of B of weight zero. We assume that the following seven conditions are satisfied.
(1) wt(B) ⊂ Q̂−.
(2) b∗∞ is the unique element of B of weight zero.
(3) ε̂∗p(b
∗
∞) = 0 for all p ∈ Î.
(4) ε̂∗p(b) ∈ Z for all p ∈ Î and b ∈ B.
(5) For each p ∈ Î, there exists a strict embedding Ψ∗p : B → B ⊗B
∗
p .
(6) Ψ∗p(B) ⊂ B ⊗
{
(f̂∗p )
nb∗p
∣∣∣ n ≥ 0} for all p ∈ Î.
(7) For every b ∈ B such that b 6= b∗∞, there exists p ∈ Î such that Ψ
∗
p(b) = b
′⊗ (f̂∗p )
nb∗p
with n > 0.
Then,
(
B; wt, ε̂∗p, ϕ̂
∗
p, ê
∗
p, f̂
∗
p
)
is isomorphic as a crystal to B(∞).
Let us check the seven conditions above for the crystal
(
(BZeZ)
σ; wt, ε̂∗p, ϕ̂
∗
p, ê
∗
p, f̂
∗
p
)
, with
b∗∞ = O
∗. Conditions (1)∼(4) are obvious from the definitions. In the next subsection,
we construct a strict embedding Ψ∗p : (BZ
e
Z)
σ → (BZeZ)
σ ⊗ B∗p for each p ∈ Î, and check
conditions (6) and (7).
Remark . Since our aim is to prove Theorem 5.1.1, we consider the ∗-crystal structure
on (BZeZ)
σ
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5.2. Proof of Theorem 5.1.1 and the connectedness.
Definition 5.2.1. Let p ∈ Î. We define a map Ψ∗p : (BZ
e
Z)
σ → (BZeZ)
σ⊗B∗p by Ψp(M) :=
M′ ⊗ (f̂∗p )
cb∗p. Here, c := ε̂p(M) and M
′ := êcpM.
The following lemma is obvious from the definitions.
Lemma 5.2.2. (1) Ψp is an injective map.
(2) For every M ∈ (BZeZ)
σ, we have wt(Ψ∗p(M)) = wt(M).
Proof of Theorem 5.1.1. If condition (5) is satisfied for the Ψ∗p above, then conditions (6)
and (7) are automatically satisfied by the definitions. Therefore, the remaining task is to
check condition (5). However, by an argument similar to the one in [KS], this follows from
Proposition 4.5.2. Thus, we have established the theorem. 
Corollary 5.2.3. (1) (BZeZ)
σ(O∗) = (BZeZ)
σ.
(2) BZσZ(O) = BZ
σ
Z.
Proof. (1) is a direct consequence of the main theorem. Applying the map ∗ on both sides
of (1), we obtain (2). 
The second equality above is what we announced in the “note added in proof” of [NSS1].
References
[BKT] P. Baumann, J. Kamnitzer, and P. Tingley, Affine Mirkovic´-Vilonen polytopes, arXiv:1110.3661.
[BFZ] A. Berenstein, S. Fomin, and A. Zelevinsky, Parametrizations of canonical bases and totally
positive matrices, Adv. Math. 122 (1996), 49-149.
[BFG] A. Braverman, M. Finkelberg, and D. Gaitsgory Uhlenbeck spaces via affine Lie algebras, In
The Unity of Mathematics (volume dedicated to I. M. Gelfand in honor of his 90th birthday),
Progr. Math., 244 (2006), 17-135, Birkha¨user.
[K1] J. Kamnitzer, Mirkovic´-Vilonen cycles and polytopes, Ann. of Math. 171 (2010), 245-294.
[K2] J. Kamnitzer, The crystal structure on the set of Mirkovic´-Vilonen polytopes, Adv. Math. 215
(2007), 66-93.
[KS] M. Kashiwara and Y. Saito, Geometric construction of crystal bases, Duke Math. J. 89 (1997),
9-36.
[M] D. Muthiah, Double MV cycles and the Naito-Sagaki-Saito crystal, arXiv:1108.5404.
[NSS1] S. Naito, D. Sagaki, and Y. Saito, Toward Berenstein-Zelevinsky data in affine type A, I:
Construction of affine analogs, Contemp. Math. 565 (2012), 143-184.
[NSS2] S. Naito, D. Sagaki, and Y. Saito, Toward Berenstein-Zelevinsky data in affine type A, II:
Explicit description, Contemp. Math. 565 (2012), 185-216.
[S] Y. Saito, Mirkovic´-Vilonen polytopes and a quiver construction of crystal basis in type A,
arXiv:1010.0086, to appear in IMRN.
Satoshi Naito: Department of Mathematics, Tokyo Institute of Technology, 2-12-1, Oh-
Okayama Meguro-ku, Tokyo 152-8551, Japan.
E-mail address: naito@math.titech.ac.jp
Daisuke Sagaki: Institute of Mathematics, University of Tsukuba, Ibaraki 305-8571, Japan.
E-mail address: sagaki@math.tsukuba.ac.jp
Yoshihisa Saito: Graduate School of Mathematical Sciences, University of Tokyo, 3-8-1,
Komaba Meguro-ku, Tokyo 153-8914, Japan.
E-mail address: yosihisa@ms.u-tokyo.ac.jp
