We present an error estimation for the H1 gradient method, which provides numerical solutions to the shape-optimization problem of the domain in which a boundary value problem is defined. The main result is that if second-order elements are used for the solutions of the main and adjoint boundary value problems to evaluate the shape derivative, and the firstorder elements are used for the solution of domain variation in the boundary value problem of the H1 gradient method, then we obtain first-order convergence of the solution of the domain variation with respect to the size of the finite elements.
Introduction
Determining the optimum shape of the domain in which a boundary value problem of a partial differential equation is defined is called a shape-optimization problem. A numerical solution based on the concept of the gradient method, and called the traction method, has been proposed [1] . In the present paper, we call the method the H1 gradient method for the shapeoptimization problem, in connection with the H1 gradient method for the topology optimization problem [2] . Corresponding to the previous author's work [3] , the present paper shows the error estimation of the H1 gradient method using standard finite element methods. For simplicity, the boundary value problem we consider in the present paper is the Poisson problem.
Boundary value problem
Let Ω 0 ⊂ D 0 ⊂ R d for d ∈ {2, 3} be fixed domains with W 1,∞ and piecewise C 1 class boundary ∂Ω 0 . We denote by ∂Ω 
where ω(ϕ) denotes the Jacobian of ϕ with respect to x ∈ Ω 0 . Thus, Φ becomes a Banach space with the norm of
be the admissible set for domain mappings, where ϕ 0 is the identity mapping. We will use the notation
Let b, p, and u D : D 0 → R be given functions. Denoting the normal by ν, ∂ ν = ν · ∇, and U = H 2 (D 0 ; R), we write the Poisson problem as follows.
For later use, we now define the Lagrangian of (2) as
for u, v ∈ U , and the solution u to (2) is a stationary point such that L BV (ϕ, u, v) = 0 for all v ∈ U .
Shape-optimization problem
Let I 0 and I 1 denote {0, . . . , m} and {1, . . . , m}, respectively. For i ∈ I 0 , let
be cost functions, where ζ i , η iN , and η iD are given maps from U into the function Ω(ϕ) → R, from U into Γ N (ϕ) → R, and from
We define a shapeoptimization problem as follows. Let u be the solution to (2) for ϕ ∈ O, and f i be as defined in (4) . Find ϕ, such that
Shape derivative of f i
Let φ be the variation of ϕ such that φ • ϕ ∈ O. We refer to the Fréchet derivative of f i for i ∈ I 0 with respect to φ as the shape derivative of f i , denoted as f
= ⟨g i , φ⟩, and evaluated as follows. If f i is a functional of u, (2) becomes a constraint condition for f i . Then, we define the Lagrangian for f i using (3) as
where v i ∈ U is used as the Lagrange multiplier for f i . The stationary condition of L i with respect to variation of v i is satisfied if u ∈ U is the solution of (2). On the other hand, the stationary condition of L i with respect to the variation of u is satisfied if
which is the weak form of the adjoint problem with respect to v i ∈ U , as follows. For ϕ ∈ O and u in (2),
With u and v i satisfying (2) and (7), respectively, and by using the formulae for shape derivatives of domain and boundary integrals [4] , we obtain
where κ = ∇ · ν, Θ(ϕ) is the set of non-C 1 -class points on ∂Ω(ϕ), and τ is the outer tangent of Γ N (ϕ) \ Θ(ϕ), if d = 3, at the same time, the normal of ∂Γ N (ϕ) ∪ Θ(ϕ).
H 1 gradient method for f i
In the context of the gradient method, −g i is used as the direction of decreasing f i . However, in general,
Then, we use the solution φ ig of the H1 gradient method as follows. Let X = H 1 (Ω(ϕ); R d ), and let a : X × X → R be a coercive bilinear form on X such that there exists α > 0 that satisfies a(y, y) ≥ α∥y∥
for all y ∈ X. For example, we can use
for the bilinear form, where
, and c a is a positive constant.
Computation of domain variation
For problem (5), a direction that decreases f 0 while satisfying f i (ϕ, u) ≤ 0 for i ∈ I 1 is given by
using φ ig for i ∈ I 0 in problem (12). Here, λ i ∈ R for i ∈ I 1 are defined as the Lagrange multipliers in the following problem. For ϕ ∈ O, let g i and f i (ϕ, u) for i ∈ I 1 be given. Find φ such that
For problem (15), defining the Lagrangian as
the Karush-Kuhn-Tucker conditions are given as
for all y • ϕ ∈ O. Substituting φ g of (14) for φ in (16), (16) holds. If all of the constraints are active, i.e. (17) holds with the equality, we have
. . , g m are linearly independent, (20) has a unique solution λ i for i ∈ I 1 . If we begin with f i (ϕ, u) = 0 for i ∈ I 1 , we have
For i ∈ I 1 such that λ i < 0 in the solution λ i to (20) or (21), setting λ i = 0, removing the constraint for f i from (20) or (21), and resolving them, we have λ i for i ∈ I 1 satisfying (16) to (19). The magnitude of φ g , which means the step size for domain variation, is adjusted by selection of ∥a∥ in problem (12) using criteria, such as that of Armijo and Wolfe, to ensure global convergence in problem (5).
Error analysis
We estimate the error of the numerical solution to φ g in (14) by the finite element method. Let Ω h = ∪{K} be a finite element approximation of Ω 0 with elements 
(Ω h ; R) for i ∈ I 0 be analytical solutions of (12) replacing g i by g ih , and φ igh =φ ig +δφ ig . Also, let λ ih for i ∈ I 1 be the solution to (⟨g ih , φ jgh ⟩) ij (λ jh ) j = −(⟨g ih , φ 0gh ⟩) i . We set the following hypotheses to obtain the main result.
(H1) There exist some positive constants c 1 , c 2 , c 3 independent of h such that
for i ∈ I 0 with positive integers j 1 and j 2 . Then we have the following main theorem.
Theorem 1 (Error of φ) Assume from (H1) to (H3). Then there exists a constant c > 0 independent of h, such that ∥δφ
To prove this theorem, we introduce the lemmas below.
Lemma 2 (Error of g i ) Assume (H1) and (H2).
Then there exists a constant c
Proof By (8), we have
By (9) and the Poincaré inequality, we have 
. Using (22) and (23), there exists a constant c
Moreover, by (10) and the Poincaré inequality, we have
where ψ 1 consists of the terms of ∥γ∥
,Ω h , and ∥δv i ∥ 2,2q,Ω h . Here, ∥ς∥ ∂Γ Nh ∪Θ h is the norm of the trace operator ς :
Using (22) and (23), there exists a constant c
Using (11) and the Poincaré inequality, we have
where ψ 2 consists of the terms of ∥γ∥ Proof For φ ∈ X, a(δφ ig , φ) = −⟨δg i , φ⟩ holds. Taking φ = δφ ig , we obtain α∥δφ ig ∥
the proof is completed.
(QED)
Lemma 4 (Error of λ i ) Assume from (H1) to (H3).
Proof By (H3), λ i and λ ih for i ∈ I 1 satisfy
Using the maximum norm on R m , we have
Here
By (H2) and the Poincaré inequality, we have
where ψ 3 is the term consisting of ∥γ∥ 
Substituting Lemma 2 and (30) into (29), the lemma is proven.
(QED) dx − 1. For the bilinear form a, (13) is used with c a = 1. Triangular elements, such that k 1 = 2 and k 2 = 1 in (H2), are used. The numerical solution with h = 1/160 is used for the analytical solution φ g . Fig. 1 (b) shows the result of φ gh . Table 1 shows the result of − log 2 ∥δφ g ∥ 1,2,Ω h with (9). From Table 1 , firstorder convergence with respect to h is observed.
