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 Algoritmo - listas de instrucciones para resolver un problema abstracto. 
  
 Blob detection - Proceso de escoger las áreas brillantes de la imagen de una 
cámara y de alguna manera transmitirlo a una computadora como un toque. 
  
 Blob tracking - Asignando a cada blob un ID (identificador). En cada frame 
tratamos de determinar que blob es cuál, comparando cada uno con el frame 
previo. 
  
Ciencias fácticas: son fundamentalmente empíricas y se valen de los hechos, 
las observaciones o las experimentaciones. 
 Direct Manipulation (Manipulación Directa) – la habilidad para usar partes del 
cuerpo (manos, dedos, etc) para administrar directamente espacios de trabajo 
digitales. 
  
Frame: estructura de datos (mapa de profundidad-matriz de 640X480 de datos 
de 32 bit de profundidad) que contiene una descripción general de un objeto, 
que se deriva de conceptos básicos y de la experiencia.  
 
Método: procedimiento que se rige en las ciencias para hallar la verdad y 
enseñarla. 
Mínima Distancia Euclidiana: es un criterio que se utiliza con el fin de resolver 
el problema de seguimiento de toques.  
 
 Multi-modal – Una forma de interacción usando múltiples modos de interfaces 
con un sistema.  
  
 Multi-point (Multi-punto) – Técnica Interactiva que hace uso de puntos de 
contacto en lugar de movimiento. Un quiosco multi-punto con botones sería un 
ejemplo. 
  
Multitáctil: es el nombre con el que se conoce a una técnica de interacción 
persona-computador y al hardware que la implementa. La tecnología multitáctil 
consiste en una pantalla táctil o touchpads que reconoce simultáneamente 
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múltiples puntos de contacto, así como el software asociado a esta que permite 
interpretar dichas interacciones simultáneas. 
 Multitoque  – Técnica Interactiva que permite a uno o múltiples usuarios el 
control gráfico de pantallas con más de un dedo simultáneamente. 
  
 Multi-user (Multi-usuario) – Un dispositivo multi-touch que acepta mas de un 
usuario. Largos dispositivos multi-touch estan hechos para ser inherentemente 
multi-usuarios. 
  
 Objetivo – patrón de seguimiento coordenadas dentro del sistema. 
  
 Tabletop Computing – Pantalla Interactiva de computadoras que toma lugar en 
forma de superficies de mesas.  
 
Tap: indica que se ha realizado un toque con el dedo en la pantalla, 
levantándolo rápidamente sin prolongar el contacto. Se interpreta como un 
evento provocado por un botón. 
  
 Toque – acción del objetivo. 
  
 Untouch: indica que el dedo ha perdido contacto con la superficie de la 
pantalla. Se interpreta como la acción de soltar el botón primario. 
  
Visión artificial: también conocida como visión por computador o visión técnica, 
es un subcampo de la inteligencia artificial. El propósito de la visión artificial es 
programar un computador para que "entienda" una escena o las características 
de una imagen. 
 SOFTWARE 
  
 Blob - Un objeto luminoso brilloso. 
  
 Blob detection' (Detección de Blobs) - Se refiere a módulos visuales que tienen 
por objeto la detección de puntos y / o regiones en la imagen que son mas 
brillantes o más oscuros del que los rodea.  
  
 False Blob (Blob Falso) - Un blob que es sensado por el tracker , pero que no 





 Gesture (Gestos) – Un movimiento físico que puede ser sensado, y a menudo 
una acción es asignada a este. Algunos gestos comunes son simple paneo de 
dedo, and zoom a través de alejar nuestros dedos. 
  
 Nice Blobs - Blobs con un alto contraste a la imágen de fondo.  
  
 Open Sound Control (OSC) – Un protocolo de comunicación de red construido 
sobre UDP. 
  
Open Sound Control (OSC) es abierto, independiente del transporte, protocolo 
basado en mensajes desarrollado para la comunicación entre computadores, 
sintetizadores de sonido y otros dispositivos multimedia. 
 Sensor – Un dispositivo que mide cambios en un ambiente.  
  
 Tracker - El programa que toma imágenes desde una cámara, las pasa a 
través de varios filtros, y finalmente reporta su posición, tamaño y relativo 
movimiento de blobs sobre algún protocolo. 
  
 TUIO - Un protocolo usado para comunicación de la posición, tamaño, y 
relativa velocidad de los blobs. Esta construido sobre OSC, el cual a su vez 
está construido sobre UDP. 
  
 Touch Event (Eventos Táctiles) – Un término usado para describir cuando un 
sistema sabe que un objeto tiene dispositivos multi-touch tocados. 
  
 Tangible User Interface Objects (TUIO) – Un protocolo y una manera estándar 
de enviar mensajes OSC para pantalla tabletop. TUIO es a veces usado por 
*comunidades open source como la capa de comunicación entre cliente y 
servidor. 
  
Touchlib  – Un tracker y librería de eventos ampliamente usado por la 
comunidad de código abierto para soluciones infrarrojas multi-táctil basadas en 
óptica. Este es un ejemplo de Tracker. 
 
 Zoomable User Interface (ZUI) – Una interfaz de usuario en la cuál la superficie 
entera es zoomable. En teoría esto daría un espacio de trabajo infinito, pero 









 Diffuser (Difusor) – Algo que se extiende y dispersa la luz. Un difusor se utiliza 
en diversas técnicas multi-touch para crear una iluminación uniforme.  
  
 Frustrated Total Internal Reflection (FTIR) – Una técnica de multi-touch que 
explota el fenómeno de reflexión interna total (TIR). La luz dentro de un canal 
transparente de índice de refracción bajo reflejará internamente hasta que un 
objeto con un índice refractivo superior, como un dedo, toca o frustra la 
superficie lo que ilumina el área frustrada. 
 Diffused Illumination (DI) (Iluminación difusa) – Una técnica multi-táctil que 
hace uso de una superficie difusa para ayudar a filtrar sombras (DI Frente) o 
dedos iluminados (DI trasero) de una superficie táctil. A veces esto se conoce 
como iluminación directa. 
  
 Laser Light Plane (LLP) – Una técnica de multi-táctil que utiliza un láser y la 
lente de la línea de generación para lanzar un rayo sobre una superficie. 
Cuando el plano del rayo es roto por un objeto, el área se encuentra iluminada.  
  
 Diffused Surface Illumination (DSI) – Una técnica multi-touch que usa un 
acrílico especial para ayudar a dispersar incluso la luz suministrada por el 
borde de iluminación del acrílico. 
  
 Stereo Vision or Stereoscopic – Una técnica multi-touch con dos cámaras. 
  
 Zero Force – Se refiere a la cantidad de fuerza o presión necesitada Refers to 
the amount of force or pressure needed para desencadenar un evento touch. 




















Este proyecto muestra el desarrollo de un sistema multitoque óptico basado en 
visión artificial2, es decir programar un computador para que "entienda" una 
escena o las características de una imagen, el sistema consta de módulos 
instrumentos y herramientas computacionales de procesamiento de imágenes 
(detección de objeto, seguimiento, reconocimiento de gestos y generación de 
eventos), que constituyen un conjunto de elementos conocidos como interfaces 
hombre-máquina.  
 
Por medio del Sensor Kinect, dentro de una escena de objetos 3D se captura la 
imagen 11 bits de profundidad, y posteriormente se aplican dos filtros 
umbralización y binarización que son técnicas de procesamientos de imágenes, 
para obtener una imagen de 2D con el fin de detectar y seguir en tiempo real 
punto de toque realizado por la palma de las manos del usuario en la región de 
operación del sistema. Obteniendo como resultado final el desarrollo del 
Sistema Multitoque de Tipo Óptico. 
 





This project shows the development of a system based on optical multi-
touchcomputer vision, is programming a computer to "understand" a scene or 
the characteristics of an image, the system consists of modules, tools 
andcomputational tools for image processing (detection object tracking, gesture 
recognition and event generation), which are a set of elements known as man-
machine interfaces. 
 
By sensor Kinect, in a scene of 3D objects is captured 11-bit image depth, and 
then apply thresholding and binarization two filters are image processing 
techniques to obtain a 2D image in order to detect and stay in touch real time 
poin by the palm of the user’s hands in the region of system operation. Finally 
getting the result is the development “Optical System Type Multi-touch” 
 
 
Keywords: System, multi-touch, optical, vision, kinect 
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El desarrollo de nuevas interfaces de interacción humano-computador es un 
reto de gran importancia para la sociedad tecnológica actual, que muchos 
centros de investigación y empresas a nivel mundial asumen en su 
organización. El objetivo principal en este campo de la ingeniería es lograr que 
la interacción entre el hombre y la máquina sea más directa, intuitiva y natural. 
Los avances en este campo han permitido que el aprendizaje de los nuevos 
usuarios frente al manejo del computador sea cada día más rápido; esto se 
debe principalmente a que tales avances se piensan más en la psicología del 
hombre y no sólo en la complicada lógica del computador.  
 
Existen en el mercado diversos sistemas manipulados mediante sensores 
táctiles, que poseen inconvenientes, principalmente porque su uso requiere de 
un solo toque, convirtiéndose tan solo en una mejora a los dispositivos de 
señalamiento. Entonces, se debe satisfacer la necesidad tecnológica del 
multitoque empleando diferentes principios físicos de detección, por ejemplo, 
los métodos ópticos y visión por computador porque permiten obtener las 
coordenadas de los puntos del objetivo con precisión, confiabilidad y ofrecen 
rapidez en los algoritmos de procesamiento. Esto permite integrar los 
dispositivos de entrada y despliegue en un único sistema capaz de mostrar la 
información gráficamente y al mismo tiempo sensar los comandos que 
provienen de gestos hechos por el usuario mediante sistemas de detección de 
múltiples toques. 
 
La construcción de dispositivos de captura y detección de coordenadas de 
punto de toque ofrece grandes beneficios a la sociedad.  Desde el punto de 
vista de la necesidad del acercamiento amistoso de la tecnología a las 
personas, se tiene que el empleo de múltiples toques, junto con algoritmos 
adecuados de seguimiento de objetos e identificación de gestos permite que el 
usuario manipule el computador para dar órdenes de forma muy cómoda. A 
esto se le añade la posibilidad de utilización de una misma plataforma por 
múltiples usuarios, lo que permite una interfaz de más comunicación y de mejor 
trabajo en equipo, en comparación con los esquemas tradicionales que 
pretenden el uso de un computador por persona. 
 
En el ámbito tecnológico, se tiene que estos mecanismos presentan muchas 
características novedosas puesto que son un campo de investigaciones 
recientes en muchos países. La detección de los puntos de toque se puede 
hacer con gran confiabilidad porque existen diversos tipos de métodos ópticos 




La precisión y la escalabilidad son dos cualidades que también están presentes 
en estos sistemas ya que se trabaja con imágenes de buena resolución y se 
pueden crear pantallas o superficies de distintos tamaños dependiendo de la 
aplicación requerida. Adicionalmente, se emplea procesamiento de video en 
tiempo real, algoritmos rápidos y robustos, adaptables de forma automática e 
inteligente a cambios de iluminación, rutinas de seguimiento de objetos, 
interpretación de gestos, entre otros. Se sabe que algunos productos 
comerciales ya soportan características multitoque, por ejemplo, computadores 
con sistemas operativos como Ubuntu 9.10 Windows XP o superior.  
 
Finalmente, en el aspecto económico regional, el estado colombiano con el 
apoyo de la empresa privada en las principales ciudades del país, está 
brindando la facilidad para que las personas estratos bajos puedan adquirir 
sistemas ópticos multitoque “smartphones” debido a que estos no requieren 
materiales de alto costo para su fabricación, lo que puede traducirse en ahorro 
de recursos en contraste con la importación de sistemas de funcionamiento 
similar. La introducción de este tipo de tecnologías en la región, contribuirá a su 
desarrollo ya que las empresas o instituciones locales pueden convertirse en 
pioneras en los campos de la publicidad, servicios, software, entretenimiento o 
la educación. 
 
Este documento inicia con una breve historia de la tecnología multitoque, las 
teorías que se fundamente esta técnica en los métodos ópticos como son 
reflexión total interna frustrada, Proyección de sombra, triangulación de 2 
cámaras   para luego desarrollar el sistema multitoque de tipo óptico y es 



























A partir de 1973 se han hecho importantes avances en el desarrollo 
tecnológico, en la invención de las interfaces gráficas de usuario y su utilización 
mediante dispositivos apuntadores, como el ratón que actualmente son muy 
empleadas y acogidas por la sociedad en general. 
 
Estos tipos de interfaces requieren mayor interactividad frente al usuario, que 
hoy por hoy es más exigente  frente al mercado de multitoque, aparece nuevos 
retos en las empresas con calidad, precio y adaptabilidad del producto frente al 
mercado tan diverso, variable y exigente. 
 
Después de la crisis global en la que se sumió el mundo a finales del 2008, es 
claro que debemos analizar y capturar la mayor cantidad de enseñanzas que el 
mundo entero nos dejó, el surgimiento de mercados software así mismo como 
de nuevas necesidades nos lleva a plantear un congreso donde los 
participantes adquieran la capacidad de visionar los nuevos escenarios 
mundiales, de plantear alternativas que le permitan el crecimiento de los 
mercados y el fortalecimiento de nuestra economía a través de dichas 
herramientas. 
 
Por esta razón la empresa Vining desde junio de 2009 a partir de la necesidad 
de ampliar el portafolio de sus aplicaciones aprovecha la oportunidad del 
Proyecto de grado “Desarrollo de un Sistema Multitoque de tipo Óptico” de 
hacerla propia y brindarle todas las herramientas económica, infraestructura y 
Know how para desarrollar dispositivos entre ellos el prototipo de pantalla táctil 
óptica capaz de interpretar órdenes de diferentes tipos, tales como generación 
de comandos a partir de gestos corporales y sistemas basados en tecnologías 
táctiles, entre otros.  
 
Como resultado en el marco referencial se menciona una breve reseña 
histórica sobre el nacimiento de las tecnologías multitoque, métodos ópticos 
para posteriormente mostrar el montaje “Desarrollo del Sistema  Multitoque de 









1.2  FORMULACIÓN Y DESCRIPCIÓN DEL PROBLEMA 
 
En este sentido, las superficies multi-touch (del inglés tacto múltiple), que se 
caracterizan  por  detectar varios puntos de interacción simultáneamente sobre 
la propia superficie, permiten desarrollar diversas técnicas de Interacción 
Hombre-Máquina3 que prescinden de barreras informáticas como ratón o 
teclado en favor de una manipulación más directa, natural y con capacidad 
para múltiples usuarios. A su vez estas superficies pueden integrarse en el 
entorno de forma no intrusiva, proporcionando una herramienta de interacción 
idónea a los entornos inteligentes. 
 
El desarrollo de nuevas interfaces de interacción humano-computador es un 
reto importante para la sociedad tecnológica actual, que muchos centros de 
investigación e importantes empresas a nivel mundial asumen dentro de su 
organización. El objetivo principal en este campo de la ingeniería es lograr que 
la interacción entre el hombre y la máquina sea lo más directa, y natural 
posible.  
 
Existen en el mercado diversos sistemas manipulados mediante pantallas 
táctiles, que en su gran mayoría constan de sensores electrónicos. Estos 
sistemas poseen inconvenientes, principalmente porque su uso requiere de un 
solo toque, convirtiéndose tan solo en una mejora a los dispositivos de 
señalamiento. Además se debe satisfacer la necesidad tecnológica del 
multitoque empleando diferentes principios físicos de detección, por ejemplo, 
los métodos ópticos y la visión por computador porque permiten obtener las 
coordenadas de los puntos de toque con precisión, confiabilidad y ofrecen 
rapidez en los algoritmos de procesamiento. 
 
Además esto permite integrar los dispositivos de entrada y despliegue en un 
sistema capaz de mostrar la información gráficamente y al mismo tiempo 
sensar los comandos que provienen de gestos hechos por el usuario mediante 
un sistema de detección de múltiples toques. 
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La implementación de dispositivos de captura y detección de coordenadas de 
toque ofrece grandes beneficios a la sociedad.  Desde el punto de vista de la 
necesidad del acercamiento amistoso de la tecnología a las personas, se tiene 
que el empleo de múltiples toques, junto con algoritmos adecuados de 
seguimiento de objetos e identificación de gestos permite que el usuario 
manipule el computador para dar órdenes de forma muy cómoda. A esto se le 
añade la posibilidad de utilización de una misma plataforma por múltiples 
usuarios, lo que induce en ellos un ambiente de más comunicación y de mejor 
trabajo en equipo, en comparación con los esquemas tradicionales que 
pretenden el uso de un computador por persona. 
 
La intención es la de abrir una vía de trabajo en el campo de la investigación de 
las tecnologías táctiles dentro de la empresa Vining SAS. La empresa Vining 
SAS, CIIU 7220 es una empresa que desarrolla software y requiere del 
desarrollo del Sistema Multitoque de Tipo Óptico para futuras aplicaciones 
gráficas que permita dar soluciones tecnológicas para apoyar la cadena de 
valor de la empresa, como son: soluciones industriales, que hace referencia al 
patrón estándar ya desarrollado; soluciones in House, que son los desarrollos a 
la medida de las necesidades de una empresa teniendo en cuenta el valor que 
le pueda dar al cliente y, las soluciones libres que están bajo un patrón 
estándar de servicios con el que se debe trabajar en los desarrollo de 
























3.1 OBJETIVO GENERAL 
 
Desarrollo de un sistema multitoque basado en métodos ópticos de detección 
que permita obtener seguimiento de puntos de toque empleando técnicas de 
visión artificial y procesamiento de video en tiempo real con base en la 
información recibida de los movimientos del ser humano.   
 
3.2 OBJETIVOS ESPECÍFICOS 
 
3.2.1 Determinar  los requerimientos espaciales de los elementos que conforma 
el prototipo del sistema.  
 
3.2.2 Elaborar el diagrama de flujo del desarrollo de sistema multitoque de tipo 
óptico. 
 
3.2.3 Ejecutar las etapas concebida en el diagrama de flujo del desarrollo del 
sistema pantalla multitoque de tipo óptico planteado. 
 
3.2.4 Validar el comportamiento del sistema de prueba realizado en el punto 
anterior. 
 











4.1  MARCO HISTÓRICO 
 
4.1.1 Historia de la Tecnología Multitoque 
 
A continuación  se  menciona  una  breve  reseña  histórica  sobre  el  
nacimiento  de  las tecnologías  multitoque, para posteriormente mostrar 
cuáles son las tendencias actuales en este campo de las  ciencias  y la 
ingeniería. Esto tiene como objetivo mostrar que la investigación  a  nivel  
regional  en  estas  áreas  tiene  mucha  importancia puesto  que  el 
conocimiento de los nuevos avances a nivel mundial permite la adaptación 
de éstos a la solución  de  problemas  locales  concretos,  desde  el  punto  
de  vista   de  la  viabilidad económica por la elaboración de sistemas 
similares con recursos accesibles en el medio, como también las altas 
potencialidades en el mejoramiento del aprendizaje, la forma de interacción 
de las personas con el computador o el reconocimiento del mismo como una 
herramienta de trabajo cada vez más útil. 
 
Las tecnologías multitáctiles surgieron en 1982 cuando un grupo de la 
Universidad de Toronto desarrolló la primera interfaz humana multitoque4. Esta 
interfaz usaba un panel de vidrio escarchado con una cámara ubicada detrás 
de él. Cuando uno o varios dedos presionaban el vidrio, la cámara detectaría 
una o más manchas oscuras sobre fondo blanco, permitiendo registrar este 
patrón como entrada. Desde entonces, se han desarrollado con el paso del 
tiempo diversas tecnologías paralelamente a las de sensado óptico basado en 
cámaras, pero con preferencia hacia las de tipo electrónico tales como las 
matrices capacitivas. Esto se debe a que la arquitectura de los computadores 
aún no era capaz de procesar la información en forma de imágenes en tiempo 
real con resolución aceptable. 
 
Cuando la capacidad de procesamiento mejoró notablemente durante la 
década de los años 90, varias compañías empezaron a desarrollar diferentes 
prototipos, permitiendo así que en los primeros años del siglo XXI se den 
grandes avances en sistema multitoque.  El primer dispositivo  comercial  que  
utilizaba  tecnología  multitáctil  óptica  basada  en  visión  por computador fue 
el Lemur Input Device, un  controlador multimedia profesional de una 
compañía francesa, que apareció en el mercado en 2005.  
                                                          
4
 INTERFAZ GRÁFICA DE USUARIO. Wikipedia, la enciclopedia libre [en línea]. < http: // 





Uno de los pioneros en el ámbito del multitoque es el científico investigador 
Jefferson Han de la Universidad de New York, quien introdujo el principio de la 
reflexión total interna frustrada para la fabricación de este tipo de plataformas. 
Él presentó su trabajo de sensado multitáctil en 2006 en Monterrey, California.  
Han fundó la compañía Perceptive Pixel para continuar desarrollando sus 
tecnologías y se conoce que sus grandes aportes van desde productos 
comerciales hasta dispositivos de uso militar5. 
 
Desde  el  surgimiento  masivo  de  diferentes  esquemas  de  plataformas  
multitoque  a principios del  siglo, importantes compañías a nivel mundial han 
hecho grandes aportes tecnológicos con sus novedosos  productos. Tal es 
el caso de Microsoft, iniciando con teléfonos de pantalla táctil en 2006 hasta 
llegar a la actualidad con uno de sus sistemas más populares que detecta 
múltiples toques y registra gestos,  denominado Microsoft Surface.  El  
sistema  Microsoft  Surface  permite  además  la  interacción  entre  múltiples 
usuarios, el reconocimiento de objetos reales y su funcionamiento se basa en 
iluminación directa  utilizando  luz  LED  infrarroja,  una  superficie  difusora  
(iluminación  difusa  por reflexión) y un sistema de visión por computador, 
además de contener diversos puertos para comunicaciones o salidas de 
audio6. 
 
4.2 ESTADO ACTUAL 
 
Actualmente, muchas otras empresas están creando sus propios prototipos 
multitoque tanto ópticos como electrónicos. Ejemplos de compañías e 
instituciones que diseñan productos con gran impacto tecnológico son: La 
Universidad de Tromso en Noruega junto con la Universidad de Princeton, 
desarrolladoras de un sistema multicámaras tipo 1394 conectadas en red para 
detectar eventos en 2D y 3D no solo en el plano de despliegue sino también en 
diferentes planos cercanos a él, además la empresa PQ Labs desarrolladora de 
la iTable con pantalla de 42 pulgadas, soporte de hasta 32 dedos simultáneos y 
cuyo lanzamiento fue en el segundo cuarto de 20107. 
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Finalmente, cabe resaltar que ninguno de estos sistemas tendría éxito 
comercial si no poseen su propio software encargado de manejarlo, el cual 
realiza operaciones de identificación y seguimiento constante de cada punto de 
toque u objetos, con el fin de correr distintas aplicaciones en ellos. Sin 
embargo, la diversificación de las plataformas comerciales multitoque introduce 
la necesidad en las empresas, como también en los investigadores particulares 
de utilizar estándares que permitan ejecutar programas independientemente 
del hardware diseñado. Es por esta razón que muchas organizaciones como el 
grupo NUI (Natural User Interfaces)5, los creadores del proyecto ReactiVision y 
diferentes desarrolladores que trabajan sobre sistemas operativos como Linux 
actualmente trabajan en la implementación de algoritmos multiplataforma con el 
fin de hacer posible la compatibilidad requerida. Se va a omitir parcialmente los 
dispositivos de pequeño tamaño (iPad, Smartphones, etc) por considerarse 
complementarios pero no sustitutivos de los aquí nombrados. 
 
4.3  MARCO TEÓRICO 
 
4.3.1  INTERACCIÓN HUMANO-COMPUTADOR (IHC) 
 
Es el diseño de sistemas computacionales que apoyan a las personas para que 
realicen sus actividades de manera eficiente y segura. Sin embargo, es 
necesario aclarar qué papel desempeña el computador y qué papel desempeña 
el usuario para que las tareas se lleven a cabo adecuadamente. Diferentes 
tipos de aplicaciones se requieren para diferentes propósitos y se necesita 
cuidado para dividir las tareas entre hombres y máquinas, asegurando que 
esas actividades creativas y no repetitivas sean asignadas a las personas 
mientras que las otras sean asignadas a las máquinas8. Es por eso, que este 
tema no solo es un campo de las ciencias computacionales, sino que involucra 
varias disciplinas como: Psicología Cognitiva, Psicología Organizacional, 
Ergonomía, Lingüística, Inteligencia Artificial, Antropología y Diseño.  
 
4.3.1.1  Propósitos de la interacción humano computador 
 
El rol de IHC en el diseño de sistemas es el de mejorar la calidad de la 
interacción entre humanos y computadores. Para ello se requiere de la 
aplicación sistemática de conocimiento sobre las metas humanas, capacidades 
y limitaciones junto con el conocimiento sobre las capacidades y limitaciones 
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de la tecnología. Este conocimiento debe relacionarse al entendimiento de los 
aspectos sociales, organizacionales y físicos del entorno de trabajo del usuario. 
 
El reto para los que desean diseñar computadoras o sistemas que la gente 
pueda usar consiste en saber cómo hacer la transición de lo que se puede 
hacer (funcionalidad) a cómo debe hacerse para cubrir los requerimientos del 
usuario (usabilidad) en el ambiente de trabajo. En el nivel físico esto significa 
seleccionar los dispositivos adecuados de entrada o salida y determinar el 
mejor esquema de interacción (formas, lenguaje natural, interfaces gráficas de 
usuario, etc.)9.  Todo esto con el fin de hacer la interacción entre el hombre y el 
computador lo más natural posible. 
 
4.3.1.2  Criterios para diseñar un sistema de IHC  
 
Un buen diseño de la IHC permite al usuario comprender, utilizar y recordar la 
información más rápido y con mayor facilidad. Los criterios básicos para 
diseñar una buena interfaz10 son: usabilidad, funcionalidad y comunicación 
visual y estética. En lo referente a la comunicación visual y estética, se debe 
manejar un ambiente amigable e interactivo, cuidando la ubicación correcta de 
los elementos y el uso adecuado de textos, gráficos, color y sonidos. Por lo que 
respecta a la usabilidad, hay que hacer un diseño adecuado al tipo de usuario 
así como manejar retroalimentación y un ambiente configurable. Finalmente 
para la funcionalidad, es importante el control de navegación y el manejo 
adecuado de elementos de ejercitación y diagnóstico.  
 
4.3.2  DISPOSITIVOS DE ENTRADA COMUNES  
 
Entre los dispositivos que aprovechan el tacto está el teclado, joystick, entre 
otros. Aunque existen varias configuraciones o variantes, su manejo requiere 
cierto nivel de entrenamiento y experiencia. La ventaja es que se pueden dar 
muchas órdenes o comandos. Su contraparte son las pantallas táctiles que 
permiten un aprendizaje inmediato, requieren menos espacio y su interacción 
con el usuario es directa.  
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Algunos de estos sistemas requieren el movimiento de la persona para poderse 
utilizar3, en la figura 1 muestra los elementos de la Interacción Humano 
Computador. 
 




4.4  MARCO CONCEPTUAL 
 
4.4.1  TECNOLOGÍAS MULTITOQUE 
 
Multitoque es un conjunto de técnicas interactivas que permiten a los usuarios 
de computador controlar aplicaciones gráficas con varios dedos. Los 
dispositivos multitoque constan de una plataforma táctil (pantalla de 
computador, mesa o pared), como también de software que reconoce múltiples 
toques simultáneos, de forma opuesta a las pantallas táctiles estándar usuales 
que reconocen un único punto de toque11. El fin es diseñar interfaces naturales 
de usuario que impliquen la elaboración de plataformas multitáctiles basadas 
en gestos o movimientos usuales hechos por las personas con las manos. 
 
A continuación se estudian las diferentes tecnologías para  la fabricación de 
superficies táctiles y  multitáctiles  mediante  la clasificación  planteada  en el 
Technical  Report12 realizado por miembros de la comunidad  más importante 
de estudiosos sobre la materia de interfaces naturales, el NUI Group11,  para  
el IEEE  Tabletops Work- shop de 2008. 
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4.4.1.1  Plataformas ópticas para tecnologías multitoque 
 
Los sistemas ópticos o de sensado de luz constituyen un gran porcentaje de los 
dispositivos multitoque conocidos actualmente. Cada técnica consiste 
básicamente de un sensor óptico (típicamente cámaras), fuentes de 
iluminación, y realimentación visual en forma de proyección sobre la plataforma 
o utilización de pantallas planas LCD, plasma o LED5.   
 
Cuando el elemento sensor es un sistema formador de imagen, como es el 
caso de las cámaras, es necesario adecuar tanto al hardware como al software 
un sistema de visión artificial o visión por computador que incluye tanto la 
ubicación más apropiada para los componentes ópticos y la cámara, como 
también el diseño de algoritmos eficientes, rápidos y robustos de 
procesamiento digital de imágenes o señales en general. La figura 1.1 muestra 
el funcionamiento de cualquier sistema multitáctil que utiliza visión por 
computador. 
 
Figura  1.1 Funcionamiento de una superficie resistiva. 
 
Fuente. Multi-touch surfaces Atechnical guide 
 
Publicaciones recientes han demostrado que las pantallas multitoque tienen el 
potencial de revolucionar la IHC en el modo en que permiten la interacción 
intuitiva con aplicaciones a través de la manipulación directa de las 
construcciones gráficas. Varios grupos de investigación han demostrado que 
las tareas simples a través de pantallas multi-touch muestra una gran mejoría 
respecto a los métodos convencionales. Por desgracia, la mayoría de 
aplicaciones gráficas interactivas que existen en la actualidad no son capaces 
de explotar este potencial ya que están diseñadas para un dispositivo de 
puntero único como el ratón13. 
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4.4.1.2 Superficies Táctiles Resistivas 
 
Mediante dos finas capas conductivas y transparentes separadas por un 
material aislante y un controlador que alterne entre ambas se puede 
desarrollar  una superficie táctil (no multitáctil) resistiva, por ejemplo: Nintendo 
DS, Además de baratas, este tipo de pantallas son de bajo consumo.  El  
inconveniente que presentan es que son frágiles y que, al no ser 
excesivamente brillantes, se hace complicado encontrar soluciones para  
colocar protecciones  encima de ellas. 
 
Anteriormente en la Figura 1.1 se pudo apreciar cómo una membrana  flexible 
se coloca del lado del usuario y un sustrato de vidrio en el lado contrario. 
 




Estas  tecnologías  se han  hecho famosas al ser utilizadas  en el producto  
estrella de los últimos años en lo relativo al multi-touch: el iPhone14. Al 
contrario que las superficies resistivas, las que tienen que ver con la 
capacidad  tienen una alta claridad, son robustas, y son caras. Como ellas, 
estuvieron en un principio preparadas para  ser táctiles pero se les añadió la 
funcionalidad  multitáctil con el paso de los años. 
 
Se usan tanto en los ratones integrados en los portátiles o en las tabletas de 
diseño como en aplicaciones industriales en ambientes con condiciones 
moderadamente duras. Una de sus cualidades a tener en cuenta es que no les 
afecta la presencia de objetos no conductores (papel, cinta, etc.) sobre la 
superficie. 
 
4.4.1.3.1 Superficies Táctiles  Capacitivas   
 
En este caso, se colocan electrodos en los bordes del cristal (cubierto  por una 
superficie conductora) que generan un campo eléctrico. Al pulsar la pantalla 
este campo se modifica y se obtienen las coordenadas del toque midiendo la 





                                                          
14




4.4.1.3.2 Superficies Táctiles de Capacidad Proyectada 
 
Su mayor ventaja respecto a las demás es que presenta soluciones 
multitáctiles. Estos no son más que filas y columnas de antenas conectadas 
en una dirección y aisladas en la contraria que, al ser tocadas, crean un 
acoplamiento capacitativo. 
 
En la figura 1.2 Superficies Táctiles  Capacitivas  y  Superficies Táctiles  de  
Capacidad Proyectada. A la derecha la superficie táctil capacitiva que esta 
referenciada con el plano x, y; a la izquierda la superficie táctil de capacidad 
proyectada con un proyector desde arriba proyectada hacia la mesa. 
 
Figura 1.2 Superficies Táctiles Capacitivas y Superficies Táctiles de Capacidad 
Proyectada 
 
Fuente. Leigh Diamondtouch 
 
4.4.1.4 Superficies Táctiles Ópticas 
 
La diferencia de los modelos vistos más arriba  lleva el proyector debajo de la 
superficie y obtiene las coordenadas  de los toques mediante el procesado y 
filtrado de la imagen; es decir, mirando a través de una cámara (también 
situada en el interior de la mesa). Este dispositivo no lee dedos, sino imágenes 
llamadas fiduciales: estas tecnologías ópticas tienen la ventaja de ser robustas 
y de un coste muy inferior a las anteriores. Para  mejorar su rendimiento y 
aislar sus capacidades de las condiciones ambientales suelen funcionar con 
luz infrarroja. 
 
En la figura 1.3, muestra el diagrama de flujo del funcionamiento de un sistema 














4.4.2 MÉTODOS ÓPTICOS  
 
En la actualidad existen muchas topologías de detección de múltiples toques 
mediante técnicas que utilizan luz5, que es emitido por una o varias cámaras o 
un sensor óptico, fuente de iluminación y retroalimentación visual (LCD, 
Plasma, pantallas, entre otros). En este trabajo se mencionarán algunos 
métodos ópticos que es validado por Vining SAS antes del inicio de este 
proyecto, como son reflexión total interna frustrada, iluminación difusa, y a 
partir de esos métodos la empresa diseño que los métodos ópticos de 
proyecciones sobre ejes coordenados y triangulación con dos cámaras. 
 
Para todos los métodos de detección se resume su respectivo sistema de 
visión artificial que consta de  una o dos cámaras y una etapa de detección 
de coordenadas de toque mediante procesamiento digital de imágenes. Para 
tal fin, se emplea un compilador libre de C++ junto con la biblioteca de código 
abierto de visión por computador OpenCV (Open Source Computer Vision 
Library) de Intel, con el fin de realizar  todas las operaciones requeridas en 
tiempo real. 
 
4.4.2.1 REFLEXIÓN TOTAL INTERNA FRUSTRADA 
 
4.4.2.1.1 Principio físico 
 
La reflexión total interna es una condición presente en ciertos sistemas cuando 
la luz incide en la interfaz entre dos materiales, proviniendo del material que 
tiene mayor índice de refracción (ni)  y reflexión (nt) e incidiendo con un ángulo 
mayor que un ángulo crítico.  
 
El ángulo crítico o mínimo (θc) al cual ocurre este fenómeno se puede calcular 
usando la ley de Snell15, dando como resultado que el seno del ángulo crítico 
es la razón entre los índices de refracción de los dos medios (ecuación 1). 
Cuando esto sucede, no se da refracción en el material y el haz de luz es 
totalmente reflejado. 
  (1) 
Cuando un objeto dispersor se pone en contacto con la interfaz, en aquel punto 
se rompe la condición de reflexión total interna y se dice que los rayos son 
frustrados y la reflexión ya no es total en ese punto. A este fenómeno se le 
denomina Reflexión Total Interna Frustrada (FTIR, Frustrated Total Internal 
Reflection).  
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4.4.2.1.2 Esquema experimental validado 
 
El esquema que se utilizó es similar al propuesto por Han, quien introdujo el 
fenómeno FTIR a las tecnologías multitoque5.  
 
Este método utiliza una fuente de luz infrarroja (arreglo de IR LED de luz 
infrarroja cercana comprendida entre 700 nm y 1000 nm de longitud de onda) 
incidiendo por los extremos de una lámina de acrílico transparente como se 
muestra en la figura 2, cuyo grosor es superior a 6cm. Los datos fueron 
validados por la empresa Vining SAS antes del inicio de este proyecto. 
 
Figura 2. Componentes mínimos empleados en un sistema FTIR para 
tecnologías multitoque 
 
Fuente. Multi-Touch Technologies. 
 
La luz IR (Infrarroja) frustrada es esparcida por la pantalla y capturada por una 
cámara infrarroja. La imagen obtenida se codifica como un patrón de manchas 
brillantes provenientes de las zonas de contacto.  
 
4.4.2.1.3 Método de detección 
 
Esta sección se describe la implementación de un caso en particular realizado 
por la empresa Vining antes de la realización de este proyecto. 
 
La figura 3 muestra las imágenes obtenidas mediante el método de detección 
descrito en la sección anterior. Se señala en color verde la región de interés a 





Figura 3. Fenómeno de FTIR. 
   
Fuente. Vining SAS 
 
A la izquierda se puede observar el fenómeno de FTIR en infrarrojo debido a 
dos dedos tocando una superficie de acrílico cerca de los bordes del mismo 
que utilizando luz infrarroja, el contraste de las manchas brillantes en las 
regiones de contacto respecto al fondo es alto, siempre y cuando no incidan 
directamente las fuentes de luz parásita como la luz solar o diferentes tipos de 
lámparas. A la derecha detección de las coordenadas de toque en la imagen 
binaria, el procesamiento previo para la imagen no requiere muchas 
operaciones de mejoramiento y filtrado. Para la detección de los puntos de 
toque se tomó en cuenta únicamente R (la región de interés) seleccionada y se 
utilizaron dos transformaciones, T1 (transformación a escala de grises) y T2 
(umbralización), definidas de la siguiente manera: 
 
T1 es la transformación de una imagen I (3 canales, formato de 8 bits sin signo) 
a escala de grises, es decir, T1: I
3 → I1, donde la imagen resultante G (1 canal, 
8 bits sin signo) tiene el mismo tamaño de la imagen I y se obtiene mediante la 
operación de máximo: G(x, y) = T1{ I(x, y) } = Max (I(x, y).r, I(x, y).g, I(x, y).b) 
para todos los puntos (x, y) en R y G(x, y) = 0 para (x, y) fuera de R. 
 
T2 es la transformación de G a una imagen binaria, es decir, T2: I
1 → I1, donde 
la imagen resultante B (1 canal, 8 bits sin signo) tiene el mismo tamaño de la 
imagen G y se obtiene mediante la operación de umbralización uniforme: sea u 
el umbral (u está entre 0 y 255), entonces B(x, y) = T2{ G(x, y) } = 255 si G(x, 








4.4.2.2 ILUMINACIÓN DIFUSA 
 
4.4.2.2.1 Principio físico 
 
Cuando la luz incide sobre una superficie no especular, es decir, posee 
rugosidades o relieve irregular, sus rayos no cumplen con las leyes de Snell 
para la reflexión o refracción, sino que salen desviados del objeto en todas las 
direcciones6. Este efecto se puede aprovechar para la elaboración de 
plataformas de detección de toques si la superficie es plana, lo suficientemente 
delgada para dejar pasar luz y sus rugosidades son pequeñas. Como 
resultado, la imagen de un objeto visto a través de la superficie difusora, pierde 
los detalles finos y revela únicamente la silueta o forma del mismo.  
 
Se pueden emplear dos esquemas de iluminación difusa para detección de 
toques por reflexión como se muestra en la figura 4 o por transmisión16. Los 
dos utilizan la superficie de contacto en posición horizontal. Se utiliza un 
material difusor para crear un patrón de sombras sobre un fondo brillante o un 
patrón de manchas más brillantes que el fondo. Para que exista realimentación 
visual, la iluminación y la detección se realiza empleando luz infrarroja, ya que 
la proyección sobre la superficie se hace con luz visible.  
 
Figura 4. Esquema básico de Iluminación Difusa por reflexión. 
  
Fuente. Multitouch Technologies 
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Si el esquema es por reflexión, se ilumina el área de detección desde la parte 
inferior tratando de crear una distribución de intensidad de luz uniforme. 
Cuando ocurren los toques, la cámara detecta un patrón de manchas más 
brillantes que el fondo en las regiones donde se está haciendo contacto. Si el 
esquema es por transmisión, la luz proveniente de lámparas o del ambiente 
brilla en la pantalla desde arriba de la superficie de contacto. Cuando un objeto 
toca la superficie, se crea una sombra en esa región.  
 
4.4.2.2.2 Esquema experimental validado 
 
El esquema que se utilizó para este fenómeno es similar al mostrado por 
Multitouch Technologies, el esquema de reflexión mostrado en la figura 5 
porque es el que ofrece mayor facilidad para la detección de toques debido a 
que presenta la menor cantidad de restricciones en la iluminación, es decir, no 
importan las condiciones de luminosidad del ambiente siempre y cuando no 
llegue a la superficie difusora incidencia directa de radiación solar, de lámparas 
incandescentes o de cualquier fuente de luz infrarroja externa al sistema. La 
restricción anterior se tiene en cuenta con el fin de evitar sombras indeseadas 
en las imágenes adquiridas. 
 
Para la elaboración del sistema hardware se utilizó una estructura en aluminio 
para soporte de los distintos elementos, una lámina de acrílico con una cara 
pulida, la cual desempeña la función de superficie táctil, una cámara de video 
con filtro pasa bandas en infrarrojo cercano, y una lámpara incandescente de 
tungsteno7 como fuente de luz infrarroja. El montaje básico utilizado se muestra 
en la figura 5. 
 
Figura 5. Iluminación difusa por reflexión. 
 




La figura 6 muestra la superficie táctil del sistema. En la superficie de detección 
no se cuenta con una distribución uniforme de iluminación de fondo producida 
por la fuente infrarroja. Es difícil tener tal condición de uniformidad, sin 
embargo, debido a que la lámpara no es la única fuente presente de luz 
infrarroja, es de esperar que las condiciones luminosas variables y cambiantes 
del ambiente impidan que los puntos de contacto se puedan detectar mediante 
umbralización simple.  
 
Figura 6. Vista de la superficie de contacto 
 
Fuente. Multi-Touch Technologies. 
 
La empresa Vining realiza esta validación del método antes de la iniciación este 
proyecto, entre el uso del sistema con luz infrarroja y luz visible. Esto se 
resume en la figura 7.  
 
Primero se tomaron fotografías en escala de grises de un bombillo de luz 
blanca para determinar de forma cualitativa la cantidad de radiación infrarroja y 
visible emitida. Luego se observó la cantidad de radiación del mismo bombillo, 
en los dos espectros, que atraviesa por la lamina de acrílico, así como el efecto 
de dispersión o filtro pasa bajas que tiene el efecto de reducir los cambios 
fuertes en la diferencia  de  intensidad  entre  pixeles  cercanos  dando  como  
resultado  una  imagen difuminada) que ofrece la cara difusora17.  
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Finalmente, se encendió la lámpara incandescente para determinar 
visualmente el cambio de contraste y el efecto total de la iluminación parásita 
producida por el bombillo de luz blanca.  
 
Figura 7. Comparación entre el uso del sistema con luz infrarroja y luz visible 
 
Fuente. Vining SAS 
 
Al comparar entre el uso de luz infrarroja en la figura 7 (columna izquierda) y 
luz visible (columna derecha) para reflexión difusa a y b vista directa del 
bombillo de luz blanca, c y d vista a través del difusor y con la lámpara 
incandescente encendida, e y f tocando la pantalla. El resultado fue muy 
favorable para el espectro infrarrojo, debido a que prácticamente es nula la 
cantidad de sombras producidas por la mano antes de tocar la superficie, 




4.4.2.2.3 Método de detección 
 
Como se puede observar en la figura 7 (parte e), las zonas de toque son más 
brillantes que su entorno. Sin embargo, para poderse detectar no basta 
simplemente con aplicar un umbral simple a toda la imagen, ya que la 
iluminación no es uniforme en toda la superficie, como se mencionó 
anteriormente.  
 
Se utiliza un filtrado en vista de la presencia de cambios muy grandes de 
niveles de gris en las fronteras de las manchas de contacto.  Se tiene que a 
diferencia de estas zonas, las regiones de no contacto presentan bordes poco 
definidos por el efecto de la superficie difusora.  
 
El filtro pasa altas resalta los cambios grandes de intensidad como son los 
bordes debido a los detalles finos de los objetos, se requiere calcular la 
magnitud del gradiente de la imagen como se muestra en la ecuación 2, vista 
como una función bidimensional discreta. Para una función continua I(x, y), el 




Para aproximar las derivadas requeridas de la imagen de entrada se utilizaron 
operadores diferenciales en la ecuación 3 y 4:  
 
  (3) 
 
  (4) 
 
Con cada operador diferencial aplicado a la imagen en niveles de gris se 
obtiene una imagen correspondiente a la derivada direccional indicada, de la 
siguiente forma: Sea G(x, y) la imagen original transformada a escala de grises 
(formato de 8 bits sin signo, w columnas y h filas), con un filtrado previo pasa 
bajas para atenuar el ruido.  
 
La derivada en x es una nueva imagen en punto definida por la transformación: 
D1 (x, y) = G(x+1, y) - G(x-1, y) para (x, y) en el interior de la imagen y D1 (x, 




mismo tamaño y formato que D1 y se define de forma similar: D2 (x, y) = G(x, 
y+1) - G(x, y-1) para (x, y) en el interior de la imagen y D2 (x, y)=0 en los bordes 
de la imagen. 
 
Luego, se calcula el cuadrado de cada una, punto a punto, y se suman las dos 
imágenes. La magnitud del gradiente Mgrad se obtiene extrayendo la raíz 
cuadrada de la imagen final. Matemáticamente, los pasos finales mencionados 
se pueden expresar de la siguiente forma: Mgrad(x, y) = raíz (D1(x, y)*D1(x, 
y)+D2(x, y)*D2(x, y)). Como resultado se obtiene una imagen con manchas 
brillantes en las cercanías a los bordes de las regiones de contacto.  
 
Se puede apreciar un ejemplo del método propuesto en la figura 8, A la 
izquierda está el gradiente de la imagen original. A la derecha, la imagen 
binaria y se identifica cada región de toque con sus coordenadas. en la cual se 
muestra el negativo o complemento del gradiente. Para obtener las 
coordenadas, se calcula el centro de masa de cada mancha binarizada. 
 
Figura 8. Método Iluminación Difusa. 
 







A partir de los anteriores métodos ópticos Reflexión Total Interna Frustrada y 
Iluminación Difusa la empresa Vining SAS diseña los métodos ópticos 
Proyección de Sombra y Triangulación con Dos Cámaras, antes de la iniciación 
de este proyecto de grado y son creación propia de la misma. A continuación 
desarrollamos los métodos ópticos de Proyección de Sombra y Triangulación 
con Dos Cámaras. 
 
4.4.2.3 PROYECCIÓN DE SOMBRAS 
 
4.4.2.3.1 Esquema experimental propuesto 
 
Este es un esquema experimental propuesto por Vining SAS, la figura 9 
muestra de forma simplificada el principio de funcionamiento del sistema de 
frente y de perfil cuando no hay toques sobre la pantalla de acrílico, la cámara 
observa una línea luminosa horizontal y una línea luminosa vertical, formadas 
por la luz que emiten las lámparas y que se reflejan en los espejos ubicados en 
los lados opuestos a ellas.  
 
Figura 9. Funcionamiento del Sistema. 
 






4.4.2.3.2 Método de detección 
 
Cuando se presentan toques sobre la lámina de acrílico, las líneas luminosas 
pierden continuidad en uno o varios puntos debido a que un dedo produce 
sombra sobre los patrones de iluminación, tanto en el horizontal como en el 
vertical. A continuación se describe el método empleado para detectar los 
puntos en la pantalla que producen dichas discontinuidades.  
 
Antes de utilizar el sistema es necesario hacer una calibración previa del 
mismo. Esta consta de dos partes: seleccionar las regiones de interés de la 
imagen, correspondientes a los lugares donde se visualizan las lámparas con el 
fin de determinar los umbrales de la detección; y posteriormente ejecutar un 
algoritmo que determina la matriz de correspondencia entre la posición real del 
objeto medida en milímetros y las coordenadas en la imagen, medidas en 
pixeles7.  
 
El montaje propuesto se muestra  en la figura 9.1 Vista frontal y de perfil del 
funcionamiento del sistema. El  sistema  elaborado  consta  de  una  estructura  
de  soporte  en  aluminio  y  elementos ópticos:  una  lámina  de  acrílico  
transparente  (superficie  de  contacto),  dos  lámparas cilíndricas de luz 
blanca, dos espejos planos (encargados de generar las imágenes de los 
patrones de sombra),  una cámara de video y un espejo plano encargado de 
obtener la imagen con las dos proyecciones para que pueda ser visible a la 
cámara. 
Figura 9.1 Sistema completo en funcionamiento. 
 





4.4.2.3.2.1 Detección de las coordenadas dentro de la imagen 
 
El método que se describe se representa gráficamente en la figura 10. Las 
zonas blancas corresponden a las lámparas vistas por la cámara, en verde se 
muestran los umbrales y en violeta las proyecciones en un instante dado. 
 
Figura 10. Detección de coordenadas.  
 
Fuente. Vining SAS 
 
En la figura 10, a y b se muestran las proyecciones sin toques, en c y d se 
muestra como las regiones de sombra cruzan la curva del umbral. 
 
En la etapa de determinación del umbral inicial para cada patrón de luz se hace 
uso de integrales proyectivas sobre las dos regiones seleccionadas, con el fin 
de obtener la distribución de iluminación en cada eje cuando no hay toques.  
 
Esto se realiza de la siguiente forma: sean (x0, y0), (x1, y1) las coordenadas que 
definen el rectángulo de la región horizontal Rh (esquina superior izquierda y 
esquina inferior derecha, respectivamente) y de la misma forma, (x2, y2), (x3, y3) 
son las que definen la región vertical Rv. Para la región Rh se calcula la 
proyección horizontal Ux, y para la región Rv se calcula la proyección vertical 












Para evitar la influencia de las desviaciones temporales debidas a los cambios 
en la luz emitida por las lámparas y la luz del ambiente, a cada componente de 
Ux y Uy se resta un valor de ajuste uniforme, lo suficientemente grande para 
estar fuera del alcance del ruido y lo suficientemente pequeño comparado con 
los cambios de iluminación en las zonas de toque. Se encontró 
experimentalmente que este valor de ajuste está comprendido entre 10 y 20 
niveles de gris. 
 
Después de la calibración, cuando el sistema está en uso, se toma una 
muestra permanente de imágenes a través del tiempo para determinar cómo 
cambia la iluminación de las regiones y verificar si se ha tocado la pantalla. 
Para tal fin, se obtienen las integrales proyectivas de los dos patrones Px, Py, 
de la misma forma como se mostró para los vectores iniciales Ux y Uy en las 
ecuaciones 5 a 8.  
 
Posteriormente se comparan los vectores actuales Px y Py, con el modelo 
almacenado del fondo Ux y Uy componente a componente, y se decide que hay 
punto de toque donde los valores de la proyección actual sean menores que el 
umbral tanto para el patrón horizontal como para el vertical, es decir, en las 
regiones donde se producen discontinuidades. Si no las hay significa que se 
tiene un modelo reciente del fondo y se descartan los umbrales almacenados 
para actualizarlos con las nuevas distribuciones. 
 
Lo mencionado anteriormente se realiza de la siguiente forma: sean (x0,y0), 
(x1,y1) las coordenadas que definen el rectángulo de la región horizontal Rh   
(esquina superior izquierda y esquina inferior derecha, respectivamente) y de 
la misma forma (x2,y2), (x3,y3) son las que definen la región vertical  Rv, para 
la región Rh se calcula la proyección horizontal Ux, y para la región Rv  se 
calcula la proyección vertical Uy, como se muestra en las ecuaciones 5 al 8.  
  
4.4.2.3.2.2 Corrección de las desviaciones debidas al sistema óptico 
 
Se ha mostrado cómo calcular las coordenadas de los puntos de toque dentro 
de la imagen. Sin embargo, esto no es suficiente para obtener las coordenadas 
reales, ya que el sistema óptico utilizado hace que las coordenadas calculadas 










Figura 11. Modelo óptico del sistema de proyección de sombras. 
 
Fuente. Vining SAS 
 
Como se puede apreciar en la figura 11, las desviaciones en las coordenadas 
detectadas se deben a que las líneas de proyección de los objetos que tocan la 
pantalla no son paralelas sino que convergen a un mismo punto, el cual 
corresponde al objetivo de la cámara. Como resultado se tiene, por ejemplo, si 
se traza un trapezoide con el dedo como el que determina la región útil en la 
imagen se detectará un rectángulo.  
 
Para hacer las correcciones debidas a las desviaciones producidas por el 
sistema óptico en las coordenadas medidas y además aprovechar la necesidad 
de crear una correspondencia entre la posición real de los puntos de toque en 
milímetros y la posición medida en pixeles, se propone hacer una 





Se escogió esta transformación debido a que no solamente se puede utilizar 
para proyectar objetos 3D en un plano sino también para transformar un 
cuadrilátero con sus cuatro puntos conocidos en otro cuadrilátero, en este caso 
un rectángulo en trapezoide. La transformación perspectiva está determinada 




El cálculo de los coeficientes de la matriz Q se realiza en la etapa de 
calibración, mostrando en pantalla cuatro círculos con coordenadas conocidas 
en milímetros. Para determinar las coordenadas de los centros de los círculos 
en pixeles se pide al usuario tocar en ellos con los dedos en un orden 
específico. Con los cuatro pares de puntos se pueden calcular los coeficientes 
teniendo en cuenta que dado un par de puntos correspondientes origen y 
destino, por ejemplo (xo,yo) y (xd,yd), se pueden plantear las siguientes 






Como se cuenta con cuatro pares de puntos se pueden plantear 8 ecuaciones 
en total para encontrar las 8 incógnitas cij de la matriz.  
 
Finalmente, cuando el sistema está en uso después de la calibración, se utiliza 
la matriz ya calculada para corregir las desviaciones presentes, de la misma 
forma como se hizo para calcular los coeficientes de la matriz con las 
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4.4.2.4 TRIANGULACIÓN CON DOS CÁMARAS  
 
4.4.2.4.1 Esquema experimental propuesto 
 
Este método utiliza el montaje experimental mostrado en la figura 12. En él se 
toma en cuenta que cada cámara tiene un ángulo de inclinación de 45 grados 
respecto a la horizontal, la superficie del tablero es completamente plana y que 
las dos cámaras ven su superficie en ángulo rasante, es decir, la superficie 
debe coincidir con la fila central de la imagen.  
 
Figura 12. Disposición espacial del método de triangulación.  
 
Fuente. Vining SAS 
 
4.4.2.4.2 Método de detección 
 
Contando con la condición mencionada anteriormente, es decir que la 
superficie plana del tablero coincida con la fila central de las imágenes 
adquiridas por las cámaras, la operación inicial para detectar las coordenadas 
de toque es la extracción de un perfil de línea de cada imagen Lh (x, h/2), como 
se define en la ecuación 6, ubicando la fila y=h/2 en el plano más cercano 
posible al tablero.  Aquí, h/2 representa la fila central de las imágenes de altura 
h. 
 
Para facilitar la detección del dedo, se cubrió el fondo de las imágenes en el 
plano de detección con una superficie de color negro opaco, debido a que esta 
es una tonalidad que casi no varía con los cambios de iluminación. La figura 13 
explica la Obtención del perfil de línea para las imágenes. La línea amarilla 
representa la fila a escanear. Las graficas en la parte de abajo representan los 




Figura 13. Perfil de línea de las imágenes 
 
Fuente. Vining SAS 
 
Como se puede observar, el valor en niveles de gris no es completamente cero 
en el fondo y varía espacial y temporalmente con la iluminación del entorno, lo 
que sugiere hacer un pre-procesamiento a las imágenes antes de detectar las 
coordenadas de toque.  
 
El siguiente paso incluye un suavizado de la imagen con un filtro de media para 
eliminar las variaciones bruscas entre regiones cercanas y posteriormente un 
filtro derivativo horizontal. Además, se establece un umbral uniforme igual para 
los dos perfiles de línea, de tal forma que las regiones de contacto 
corresponderán a aquellos puntos donde el perfil de línea calculado para las 
nuevas imágenes supere el umbral.  
 
Finalmente, se permite que el umbral varíe de forma dinámica dependiendo de 
las condiciones de iluminación, evaluando el valor en nivel de gris del perfil de 
línea en las regiones donde no hay toques.  
 
En la figura 14 el método expuesto, a la izquierda x1 y a la derecha x2 donde 
son las coordenadas en pixeles de un punto de toque para la cámara izquierda 
y la cámara derecha respectivamente, donde se muestra la línea azul es el 





Figura 14. Umbral y línea suavizada. 
 
Fuente. Vining SAS 
 
4.4.2.4.2.1 Cálculo de las coordenadas en el plano del tablero 
 
Se establece un modelo geométrico, como el de la figura 15 y se considera 
cada cámara forma imágenes siguiendo el modelo pin-hole.  
 
Sean x1 y x2 las coordenadas ya calculadas en pixeles de un punto de toque en 
la línea de detección dentro de las dos imágenes, w es el ancho de las mismas 
en pixeles, L es el ancho deseado del tablero (cuadrado), y θ el ángulo de 
apertura de las cámaras (el campo de visión de la cámara 2 se muestra en la 
figura mediante líneas a trazos), entonces, las coordenadas del punto (x, y) en 
el tablero se determinan de la siguiente forma:  
 
Figura 15. Modelo geométrico para determinar las coordenadas (x, y).  
 




Teniendo en cuenta la figura, se ubican las cámaras en los puntos cuyas 
coordenadas son (-∆x, -∆x) y (L+∆x, -∆x) y con sus ejes ópticos alineados con 
las rectas de 45º (color rojo), respectivamente. De acuerdo a estas 
suposiciones se puede calcular las coordenadas del punto de toque (x, y), 
como también la separación a la que deben estar las cámaras, T, como se 
muestra  a continuación: 
 
 
a) Del triángulo formado por los puntos (0, 0), (L/2, L/2) y (L+∆x,- ∆x) se 




b) Se puede verificar en la figura que T=L+2∆x, lo que conduce a la 
ecuación 13. 
 
   (13) 
c) De la figura se observa que la cámara 1, ubicada en el punto (0,0) tiene 
su eje óptico inclinado 45 grados respecto al eje x positivo, mientras que 
la cámara 2, ubicada en (L+∆x,- ∆x), lo tiene inclinado -45 grados 
respecto al mismo eje. 
 
d) Del modelo del Pin-Hole, se tiene que la cámara 1 ve al objeto de interés 
en la coordenada x1 de la imagen, correspondiente a un ángulo de visión 
de θ(x1-w/2)/w respecto a su eje óptico y la cámara 2 lo ve con un 
ángulo de θ(x2-w/2)/w respecto al suyo. 
 
e) De los resultados de c) y d) se tiene que la ecuación 14 y 15. 
 
   (14) 
 
   (15) 
 
f) Posteriormente se establece un sistema de ecuaciones, donde cada una 
corresponde a la recta que pasa por el punto de intersección (x, y) y una 
de las cámaras (líneas de color gris de la figura 15). Se obtiene las 
ecuaciones 16 y 17. 
 







g) Finalmente se llega a las expresiones necesarias para calcular x e y, 






De acuerdo a las ecuaciones 18 y 19 requeridas para el cálculo de las 
coordenadas de un punto de toque se puede deducir que éstas se expresan en 
unidades de longitud como los centímetros o milímetros. Por esta razón, los 


































En términos generales el Sistema Multitoque de Tipo Óptico funciona de la 
siguiente manera: La región de proyección define una región de interés en el 
espacio en donde el campo de visión de la Kinect centra su atención. Cada vez 
que algún objeto entra en esta región la Kinect con ayuda de su  imagen de 
profundidad  sugiere un criterio de discriminación para filtrar los objetos 
simplemente estableciendo un umbral mínimo y otro máximo a lo largo del eje 
Z (profundidad), como del eje X (horizontal). Esta región detectada es 
naturalmente normalizada a la resolución de la imagen proyectada por la 
pantalla LCD.  
 
En la figura 16 se puede observar el esquema de instrumentos que conforman 
el Sistema Multitoque de Tipo Óptico para Vining SAS.  
 









5.1 INSTRUMENTOS Y HERRAMIENTAS COMPUTACIONALES 
 
Los instrumentos y herramientas computacionales que se utiliza en el 
desarrollo del Sistema Multitoque de Tipo Óptico, son lo que mencionamos a 
continuación:  
 
1 Sensor Kinect, posee una Temperatura de operación entre 0 y 40°C, con 
campo de visión  de 58° de horizontal, 47° de vertical y 72° diagonal, con un 
rango de operación de 0,8 hasta 3,5 metros, Consumo de energía de 2,25 
vatios. 
 
1 Portátil  con un sistema operativo Windows 7, RAM 1Mb, Disco Duro 320, 
Tarjeta Internet, USB. 
 
1 LCD 42″ 
 
5.1.1 El sensor de Kinect es una barra horizontal de 23 cm (9 pulgadas) 
aproximadamente, conectada a una pequeña base circular con un eje de 
articulación de rótula, y está diseñado para ser colocado longitudinalmente por 
encima o por debajo de la pantalla de LCD de 42″, llamada para este proyecto 
de ahora en adelante retroalimentación visual.  
El dispositivo cuenta con una cámara RGB, un sensor de profundidad, un 
micrófono de múltiples matrices y un procesador personalizado que ejecuta el 
software, que proporciona captura de movimiento de todo el cuerpo en 3D, 
reconocimiento facial y capacidades de reconocimiento de voz. El sensor de 
profundidad es un proyector de infrarrojos combinado con un sensor CMOS 
monocromo que permite a Kinect ver la habitación en 3D en cualquier 
condición de luz ambiental. El rango de detección de la profundidad del sensor 
es ajustable gracias al software de Kinect capaz de calibrar automáticamente el 
sensor.  
 
5.1.2  Protocolo TUIO 
 
Las siglas TUIO hacen referencia al protocolo diseñado para satisfacer los 
requerimientos de interfaces de usuario que utilizan plataformas tipo mesa táctil 
(Tangible User Interface protocol), creado por los programadores del proyecto 
ReactiVision. Este protocolo define propiedades comunes de objetos 
controladores de la superficie (fiducias) como también de gestos de los dedos y 





La actual implementación del protocolo permite que las aplicaciones servidor o 
cliente se desarrollen independientemente en alguno de los siguientes 
lenguajes: Java, C++, PureData, Max/MSP, SuperCollider y Flash. 
 
TUIO fue implementado utilizando un protocolo más general denominado Open 
Sound Control, razón por la cual debe seguir su sintaxis. El formato general 
para el envío y recepción de los mensajes es el siguiente para mensajes Set y 
Alive, respectivamente: 
 
/tuio/[Nombre del Perfil] set [numero de identificador del objeto] [Parámetros] 
 
/tuio/[Nombre del Perfil] alive [lista de identificadores de objetos activos] 
 
En el anterior formato, dependiendo qué tipo de objetos se están identificando 
en la superficie táctil se tienen distintos Nombres de Perfil que se pueden 
utilizar en el protocolo, por ejemplo un elemento sobre la superficie puede ser 
de dos tipos: objeto (fiducia o marcador) o cursor (un solo punto de toque), y 
estos a su vez pueden funcionar en dos o más “dimensiones” dependiendo de 
los requerimientos de la aplicación, es decir, si en el campo de la lista de 
Parámetros se necesitan coordenadas, ángulos, velocidades o aceleraciones 
de los elementos en 2D o 3D. 
 
Este proyecto de investigación se lleva a cabo por medio del LCD 42″, Sensor 
Kinect, y el  protocolo TUIO19, en el desarrollo de “Sistema Multitoque de Tipo 
Óptico para Vining S.A.S” la elección de esta técnica Kinect es porque utiliza 
código abierto que permite el uso de la cámara RGB y las imágenes de 
profundidad con el método de intercomunicación TUIO, que permite 
aplicaciones multitoque.  En la figura 17 los instrumentos del Sistema 
Multitoque de Tipo Óptico, a la izquierda Kinect y a la derecha portátil y LCD 
42″. 
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En la Figura 18 muestra el diagrama de flujo que se desarrolla en este proyecto 
Sistema Multitoque de Tipo Óptico para la empresa Vining SAS utilizando 
visión artificial con las siguientes etapas, la disposición espacial, la captura de 
video, detección de puntos de toque, calculo de coordenadas, seguimiento de 
toque, generación de órdenes, y  retroalimentación visual.  
 







En este proyecto, se utilizaran las librerías de código abierto del protocolo TUIO 
en Microsoft visual C++ que distribuye ReactiVision de forma gratuita, con el fin 
de transferir coordenadas de puntos simples en dos dimensiones hacia otras 
aplicaciones en Microsoft visual C++ y Macromedia Flash de forma local, es 
decir, en el mismo computador donde se lleva a cabo la detección de los 
puntos de toque.  
 
5.2.1 DISPOSICIÓN ESPACIAL 
 
La estructura del Sistema Multitoque de Tipo Óptico en que vamos a desarrollar 
el proyecto utiliza los elementos de área de trabajo.  
 
5.2.1.1 Elementos de Área de Trabajo 
 
Se ha elegido como ejes de la región de sensibilidad a toques de tal manera 
que coincida con el eje Z de profundidad de la Kinect y el X como el eje 
horizontal. Siendo así el eje Y de acuerdo a la regla de la mano derecha para 






























A partir de los métodos mencionados se desarrolla el Sistema Multitoque con el 
método óptico del sensor Kinect que sobresale por su funcionamiento, robustez 
y rapidez de procesamiento de imágenes en tiempo real. 
 
Planteamiento: Se ubica el sensor Kinect a una distancia de 0.8 m  y 1m de 
usuario, área de sensibilidad del Sistema Multitoque de Tipo Óptico donde se 
reconoce la palma de las manos y poder empezar con el procedimiento. En la 
figura 19 se muestra el área de sensibilidad del Sistema Multitoque de Tipo 
Óptico. 
 




5.2.2 CAPTURA DE VIDEO 
 
Esto procedimiento se lleva a cado utilizando el Kinect© (Microsoft) y un Portátil 
haciendo uso del protocolo USB2.0.  Los drivers utilizados se encuentran bajo 
licencia GNU, Resolución Espacial corresponde a una relación X/Y a 2m: 3mm, 
Resolución Espacial Z a 2m: 1cm., se observa una escena y realiza la captura 
de imagen de profundidad por medio de la cámara Sensor Kinect dentro de 








Debe ser un lugar donde la contaminación de luz infrarroja sea la menos 
posible, esto es debido a que la tecnología involucrada en el dispositivo Kinect 
hace uso de luz de este tipo. 
 
5.2.2.2 Captura de Imagen de Profundidad 
 
La imagen capturada tiene una resolución de 640X480 con la profundidad 
codificada en color, además se encuentra calibrada en software desde el 
dispositivo. La altura y la anchura de 8mm cada una, como se muestra en la 
figura 20 se observa la escena con el mapa de profundidad en color. 
 
En la figura 20 a la izquierda la imagen normal capturada por la Kinect dentro 
del área de sensibilidad, la derecha imagen transformada en mapa de 
profundidad en color. 
 




5.2.3 DETECCIÓN DE PUNTOS DE TOQUE 
 
Este procedimiento se realiza con el Sensor, y el programa interfaz multitáctil 
en Microsoft visual C++ de la librería de Windows, donde la imagen de 
profundidad en color es convertida a escala de grises, luego sometida a un filtro 
de profundidad a una distancia de 0.8 m y un área de 10000 pixeles con el fin 






5.2.3.1 Filtrado de imágenes 
 
Son muchas las fuentes de ruido y efectos no deseados de iluminación que 
se pueden presentar   durante   la  captura  de  las  imágenes  desde  una  
cámara entre  la que  se encuentran: ruido  electrónico  en la cámara, 
presencia de polvo, impurezas o pequeñas partículas en la escena, cambios 
no controlados en la iluminación del ambiente (luz solar u oscilaciones   
debidas   a   lámparas,   sombras   por   objetos   en   movimiento,   etc.),   no 
uniformidad en los colores y tonalidades de los fondos requeridos,  entre 
otras.   Es por esta razón que antes de hacer alguna operación sobre la 
imagen, es necesario tratar de eliminar o atenuar hasta un nivel adecuado 
estos disturbios. Como se muestra en la figura 21.  
 




5.2.3.2 Binarización  “Conversión escalas de  grises” 
 
Este concepto hace referencia a cualquier operación que tome como entrada 
una imagen y genere como salida otra imagen que solo tenga dos posibles 
colores. Generalmente la nueva imagen, son los valores de saturación, para 
el desarrollo del sistema está entre 0 y 2047 para una imagen de números de 
11 bits sin signo.  
 
En la figura 22 se ilustra Binarización o conversión a escalas de grises, el cual 
se aplica umbralización fija en donde los puntos de toques que se encuentran  







Finalmente en la figura 22, los puntos blancos de costado derecho, son los 
puntos de toque del Sistema Multitoque de Tipo Óptico como se puede 
observar son 2 toques simultáneo que detecta el mismo. En el costado 
izquierdo es el algoritmo que detecta, la palma de las manos, ya que para el 
proyecto se determino como puntos de toque. 
 




Se debe tener cuidado de no introducir parte de nuestro cuerpo dentro del área 
de sensibilidad; menor de 0.8 m, por que el algoritmo lo puede detectar como 
posible toque. 
 
5.2.4 CÁLCULOS DE COORDENADAS DE TOQUE 
 
Una vez detectado la mano, se procede a calcular el centro de masa que 
corresponderá a las coordenadas de toque, en esta etapa de detección de 
coordenadas de toque se va a llevar a cabo por medio de procesamiento digital 
de imágenes (técnicas de visión estéreo),  y se emplea un compilador libre de 
Microsoft visual C++ junto con la biblioteca de código abierto de visión por 
computador OpenCV (Open Source Computer Vision Library) de Intel, con el fin 
de realizar todas las operaciones requeridas en tiempo real. Al final del 
documento anexo 1, se encuentra el pseudocódigo del programa. 
 
En la figura 23, se muestra una fracción del pseudocódigo que permite el 
cálculo de coordenadas utilizando el algoritmo de procesamiento de imágenes 










En la figura 24, se observa en tiempo real el cálculo de coordenadas de punto 
de toque, el cual se realiza por el programa interfaz multitáctil. 
 







5.2.5 SEGUIMIENTO DE TOQUE 
 
Para el seguimiento de los puntos de toque se utilizo, el programa de aplicación 
cliente TUIO. Este aplicativo hace uso de una interfaz gráfica 2D desarrollada 
con una librería de videojuegos llamada SDL (Simple DirectMedia Layer). Este 
aplicativo realiza lo mismo que protocolo TUIO, la diferencia es que ahora se 
dibuja la trayectoria de cada uno de los puntos de toque detectados y seguidos 
con nuestra interfaz multitáctil, que es una solución multiplataforma de código 
abierto para la visión y detección por ordenador. Toma una  entrada de video y 
saca datos de seguimiento, por ejemplo, las coordenadas  del toque, que para 
esto se utilizo el criterio de mínima distancia, que establece que de una imagen 
a otra la posición de un punto de toque es la mínima frente al resto de las 
imágenes dentro de la imagen, luego asociamos este, con el centro de masa 
de la mano. 
 
Este aplicativo además de detectar y seguir toques, se está enviando la 
información de toques a través del protocolo TUIO y los mensajes de puntos de 
toque, se están emitiendo al puerto 3333 del localhost 127.0.0.1 en la tarjeta de 
Ethernet, como se observa en la figura 25 se muestra la rapidez y la 
aceleración de los puntos de toque. 
 







5.2.6 GENERACIÓN DE ÓRDENES  
 
Para el Sistema se  utiliza aplicaciones  elaboradas  y  aplicaciones  existentes  
para verificar  el   rendimiento  del  computador.  Se  determinó  que  aunque  
los  algoritmos diseñados  funcionan  rápidamente,  el  consumo  de  recursos  
computacionales  es  más elevado entre mayor es la calidad de  los gráficos 
de las aplicaciones clientes, es decir, aunque los algoritmos de detección, 
seguimiento, identificación de gestos y generación de eventos  funcionan  en  
tiempo  real  en  la  mayoría  de  los  computadores  probados,  el desempeño 
de la aplicación gráfica en realidad depende de la capacidad  que tenga el 
hardware para procesar video. 
 
En la figura 26, una generación de órdenes, donde se observa el 
desplazamiento del punto de toque realizado por la palma de las manos. 
 







5.2.7 RETROALIMENTACIÓN VISUAL 
 
En esta etapa se  necesita una el LCD  de 42”. En la figura 27 se puede 
observar un LCD, es el medio de visualización donde se muestra todo el 
funcionamiento del aplicativo cliente realizado por Vining SAS, que en este 
caso queda determinada por la empresa propia de fabricación. 
 



























Las pruebas se realizaron con TUIO, es un software libre que permite el 
reconocimiento rápido de los objetos físicos, así como el reconocimiento 
multitoque del Sistema. El Sistema Multitoque de Tipo Óptico se realiza 
simulaciones con aplicaciones de la empresa Vining SAS. 
 
 
6.1. RECONOCIMIENTO  DE  PUNTOS DE TOQUE 
 
La imagen de la palma de las manos es captada con el sensor Kinect  
enchufada al Portátil es la siguiente, en la figura 28. 
 






La imagen de la figura 28 es compilada por el software TUIO para el 
reconocimiento de puntos de toque a través del aplicativo en TuioDemo, este 
es un aplicación desarrollado y es conocido como una aplicación TUIO Cliente 
debido que es un programa capaz de recibir mensajes enviados en protocolo 
TUIO/UDP* luego este programa imprime por ventana de Windows la 
información de puntos toque como etiqueta, sesión, coordenadas (x,y) 
normalizadas en binario (entre 0 y 1), rapidez y aceleración. Como observa en 
la figura 28.1. 
 





Es un software libre, un framework multiplataforma para  el reconocimiento  
rápido  y fiable de puntos de toque así como para  el reconocimiento 





A continuación se realiza prueba de reconocimiento de puntos de toque 
mediante el aplicativo TUIODemo, como se muestra en la figura 28.2. 
 




Esta imagen es captada con un Sensor Kinect conectado al puerto 3333 del 
Portátil cada punto de toque lleva asignado un número de identificación, el cual 







Luego se realiza una prueba por simulación desde el portátil utilizando la 
aplicación TUIO cliente para reconocer la coordenada x, la coordenada y y, el 
ángulo de posición del toque, como se muestra en la figura 28.3.  
 




Al final del documento encuentra el pseudoco´digo de este programa llamado 
Fingertip Tuio3d.cpp  
 
6.2 IMPLEMENTACIÓN  DEL SISTEMA MULTITOQUE 
 
Para esta prueba se utiliza el aplicativo TUIO Cliente hace uso de una interfaz 
gráfica 2D desarrollada con una librería de videojuegos llamada SDL (Simple 
DirectMedia Layer). Este aplicativo realiza lo mismo que TUIO/UDP, la 
diferencia es que ahora se dibuja la trayectoria de cada uno de los puntos de 
toque detectados y seguidos con la interfaz multitáctil, como se muestra la 
figura 29. 
 
En la figura 29, a la izquierda se encuentra el punto de toque dentro de la 
imagen de profundidad de la captura de la imagen y la derecha la interfaz 
multitáctil indicando lo posición de coordenada x, coordenada y, en el 








6.3 COMPROBACIÓN DE FUNCIONAMIENTO 
 
Para esta prueba debemos comprobar que el Sistema Multitoque de Tipo 
Óptico reciba información de toque por medio del protocolo TUIO/TCP en el 
puerto 3000 del localhost (127.0.0.1), para esto se utiliza un programa en java 
llamado FlashOSCv2_0_4.jar que permite traducir las aplicaciones clientes del 
puerto 3333 localhost (127.0.0.1) de TUIO/UDP al puerto 3000 TUIO/TCP en el 
puerto 3000 del localhost (127.0.0.1) creando un enlace entre los 2 puertos 
como se observa en la figura 30. 
 
 




FLOSC: Esta aplicación es un Gateway desarrollada dentro del proyecto OSC 
(Open Sound Control) desarrollada en la Universidad de Berkeley. Y que puede 




Luego, se le da clic en start dentro del programa FlashOSCv2_0_4, para que 
puedan comunicar las aplicaciones del cliente y se conecten las aplicaciones 
con el sistema multitoque de tipo óptico. A partir de este momento todas las 
aplicaciones desarrolladas por la empresa Vining SAS, podrán ser 
interpretadas por el puerto y generar eventos y órdenes según las aplicaciones 
que se quieran implementar. 
 
6.3.1 Validación del Sistema con un Aplicativo Cliente 
 
Para este procedimiento se va a ejecutar una aplicación desarrollada por la 
comunidad TUIO, llamada photo.exe que permite  ampliar, contraer, girar  y 
arrastrar una foto, por ser un aplicativo en flash solo se enfocará el área de 
mayor relevante donde se muestra las anteriores funciones del mismo. 
 
Figura 31. Demostración aplicativo photo.exe 
 









Al desarrollar el Sistema Multitoque de Tipo Óptico se puede concluir los 
siguientes aspectos: 
 
La aplicación de este Sistema Multitoque de Tipo Óptico permite obtener 
coordenadas de puntos de toque empleando técnicas de visión artificial y 
procesamiento de video en tiempo real, con el fin de identificar gestos 
realizados con varias manos y generar eventos u órdenes al computador con 
base en la información recibida de los movimientos del ser humano.   
 
A partir de la validación llevada a cabo del Sistema Multitoque de Tipo Óptico 
para la Vining S.A.S. se garantiza el funcionamiento del sistema, con los 
aplicativos desarrollado por la misma empresa, y se comprueba con los 
requerimientos del aplicativo TUIO Cliente. 
 
La frecuencia de muestreo del sensor Kinect es de 30 Hz, es decir que cada 
segundo se capturan 30 imágenes de profundidad (frames) al utilizar cualquier 
objeto sobre la palma de la mano no se afecta el sistema. 
 
El Sistema Multitoque de Tipo Óptico, tiene una velocidad máxima de 32.6m/s. 
a una distancia de 1,1 m de horizontal y una velocidad máxima vertical de 23.6 
m/s del sensor Kinect. 
 
Se construyó el diagrama de flujo del desarrollo de Sistema Multitoque de Tipo 
Óptico, que al comparar con los demás métodos ópticos es más eficiente, que 
los métodos tradicionales estudiados en este proyecto Reflexión Total Interna 
Frustrada, Iluminación Difusa, Proyección de Sombra y Triangulación con dos 
cámara. 
 
La distancia mínima de detección es de 1 m con un máximo de 0,1 m para 
empezar a detectar la palma de las manos, dentro del área de sensibilidad, y 
realizar el seguimiento del punto de toque, generar las órdenes al aplicativo y 









7.2 TRABAJO FUTURO 
 
 
A partir del trabajo realizado, se sugieren las siguientes ideas para continuar en 
esta línea de investigación son: 
 
Se propone trabajar en aumentar la eficiencia de las rutinas de seguimiento de 
objetos tridimensionales mediante la implementación completa del criterio de 
las trayectorias más suaves, sin dejar de lado el criterio de la mínima distancia 
y utilizarlo como un complemento para mejorar el desempeño de los 
algoritmos. 
 
Perfeccionar el Sistema Multitoque de Tipo Óptico que utiliza tecnología Sensor 
Kinect  buscando una solución multitoque múltiples usuarios que reconozca 
varios toques. 
 
Montar un Sistema Multitoque de Tipo Óptico de formas verticales de mayor 
tamaño, juntando varias pantallas LCD’s y realizar un mosaico funcional con 
ellas (como los llamados video-walls que se realizan con los monitores 
tradicionales) o con alguna forma irregular usando más de un sensor e intentar 
solucionar el problema  de la profundidad. 
 
Validar aplicaciones, que permita soportar la tecnología multitoque no solo de la 
palma de la mano sino de objetos y dedos. 
 
Interactuar con aplicaciones en línea con Internet con el Sistema Multitoque de 
Tipo Óptico, utilizando el protocolo de comunicación TUIO, las librerías abiertas 
y nuevas tecnologías que aparezca en el campo de las tecnologías multitoque. 
 
Beneficiarse de los nuevos sistemas  operativos  que soportan  multitoque,  
como Windows 7, Androide aSO, iOS, para  acercar la experiencia táctil a la del 
usuario normal. 
 
Como un campo adicional al diseño de sistemas de detección de toques e 
interpretación del movimiento de los dedos se puede trabajar en diseño de 
aplicaciones que se utilicen con algún fin específico, investigación, enseñanza, 
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#pragma comment(lib, "cxcore210d.lib") 
#pragma comment(lib, "cv210d.lib") 






#pragma comment(lib, "CLNUIDevice.lib") 
 
void unproject(unsigned short* depth, float* x, float* y, float* z) { 
 int u,v; 
 const float f = 500.0f; 
 const float u0 = 320.0f; 
 const float v0 = 240.0f; 
 float zCurrent; 
 
 // TODO calibration 
 
 for (int i=0; i<640*480; i++) { 
  u = i % 640; 
  v = i / 640; 
  zCurrent = 1.0f / (-0.00307110156374373f * depth[i] + 
3.33094951605675f); 
  if (z != NULL) { 
   z[i] = zCurrent; 
  } 
  if (x != NULL) { 




  } 
  if (y != NULL) { 
   y[i] = (v - v0) * zCurrent / f; 




std::vector<cv::Point2i> detectFingertips(cv::Mat1f z, float zMin = 0.0f, float zMax = 
0.75f, cv::Mat1f& debugFrame = cv::Mat1f()) { 
 using namespace cv; 
 using namespace std; 
 bool debug = !debugFrame.empty(); 
 
 vector<Point2i> fingerTips; 
 
 Mat handMask = z < zMax & z > zMin; 
 
 std::vector<std::vector<cv::Point> > contours; 
 findContours(handMask.clone(), contours, CV_RETR_LIST,  
CV_CHAIN_APPROX_SIMPLE); // we are cloning here since method will destruct the 
image 
 
 if (contours.size()) { 
  for (int i=0; i<contours.size(); i++) { 
   vector<Point> contour = contours[i]; 
   Mat contourMat = Mat(contour); 
   double area = cv::contourArea(contourMat); 
 
   if (area > 3000)  { // possible hand 
    Scalar center = mean(contourMat); 
    Point centerPoint = Point(center.val[0], center.val[1]); 
 
    vector<Point> approxCurve; 
    cv::approxPolyDP(contourMat, approxCurve, 20, true); 
 
    vector<int> hull; 
    cv::convexHull(Mat(approxCurve), hull); 
 
    // find upper and lower bounds of the hand and define 
cutoff threshold (don't consider lower vertices as fingers) 
    int upper = 640, lower = 0; 




     int idx = hull[j]; // corner index 
     if (approxCurve[idx].y < upper) upper = 
approxCurve[idx].y; 
     if (approxCurve[idx].y > lower) lower = 
approxCurve[idx].y; 
    } 
    float cutoff = lower - (lower - upper) * 0.1f; 
 
    // find interior angles of hull corners 
    for (int j=0; j<hull.size(); j++) { 
     int idx = hull[j]; // corner index 
     int pdx = idx == 0 ? approxCurve.size() - 1 : idx - 
1; //  predecessor of idx 
     int sdx = idx == approxCurve.size() - 1 ? 0 : idx + 
1; // successor of idx 
 
     Point v1 = approxCurve[sdx] - approxCurve[idx]; 
     Point v2 = approxCurve[pdx] - approxCurve[idx]; 
 
     float angle = acos( (v1.x*v2.x + v1.y*v2.y) / 
(norm(v1) * norm(v2)) ); 
 
     // low interior angle + within upper 90% of region -
> we got a finger 
     if (angle < 1 && approxCurve[idx].y < cutoff) { 
      int u = approxCurve[idx].x; 
      int v = approxCurve[idx].y; 
 
      fingerTips.push_back(Point2i(u,v)); 
       
      if (debug) { 
       cv::circle(debugFrame, 
approxCurve[idx], 10, Scalar(1), -1); 
      } 
     } 
    } 
 
    if (debug) { 
     // draw cutoff threshold 
     cv::line(debugFrame, Point(center.val[0]-100, 





     // draw approxCurve 
     for (int j=0; j<approxCurve.size(); j++) { 
      cv::circle(debugFrame, approxCurve[j], 10, 
Scalar(1.0f)); 
      if (j != 0) { 
       cv::line(debugFrame, 
approxCurve[j], approxCurve[j-1], Scalar(1.0f)); 
      } else { 
       cv::line(debugFrame, 
approxCurve[0], approxCurve[approxCurve.size()-1], Scalar(1.0f)); 
      } 
     } 
 
     // draw approxCurve hull 
     for (int j=0; j<hull.size(); j++) { 
      cv::circle(debugFrame, 
approxCurve[hull[j]], 10, Scalar(1.0f), 3); 
      if(j == 0) { 
       cv::line(debugFrame, 
approxCurve[hull[j]], approxCurve[hull[hull.size()-1]], Scalar(1.0f)); 
      } else { 
       cv::line(debugFrame, 
approxCurve[hull[j]], approxCurve[hull[j-1]], Scalar(1.0f)); 
      } 
     } 
    } 
   } 
  } 
 } 
 
 return fingerTips; 
} 
 
void main() { 
 using namespace std; 
 using namespace cv; 
 using namespace TUIO; 
 
 cv::Mat depthFrameRaw(480, 640, CV_16UC1); 
 cv::Mat x(480, 640, CV_32FC1); 
 cv::Mat y(480, 640, CV_32FC1); 





 Mat1f debugFrame(480, 640); 
 
 CLNUICamera cam = CreateNUICamera(); 
 
 const float rMin = 25; 
 
 stringstream buffer; 
 
 unsigned short* depthFrameRawData = (unsigned short*) depthFrameRaw.data; 
 int key; 
 
 bool tuio3dMode = false; 
 TuioServer* tuio = new TuioServer(tuio3dMode); 
 TuioTime time; 
 
 bool debug = true; 
 
 float zMin = 0.0f; 
 float zMax = 0.75f; 
 
 if ( StartNUICamera(cam) ) { 
  cout << "cam started" << endl; 
  while ( (key = cvWaitKey(1)) != 27) { 
   if ( GetNUICameraDepthFrameRAW(cam, 
(PUSHORT)depthFrameRaw.data) ) { 
    unproject(depthFrameRawData, (float*)x.data, 
(float*)y.data, (float*)z.data); 
    debugFrame = z * 0.1;  
 
    if (key == 32) { 
     debug = !debug; 
    } 
 
    std::vector<cv::Point2i> fingerTips; 
 
    if (debug) {      
     fingerTips = detectFingertips(z, 0, 0.75, 
debugFrame); 
    } else { 
     // find fingertips 





     // draw fingetips 
     for(vector<Point2i>::iterator it = 
fingerTips.begin(); it != fingerTips.end(); it++) { 
      circle(debugFrame, (*it), 10, Scalar(1.0f), -
1); 
     }      
    } 
 
    // send fingertip positions via TUIO 
    time = TuioTime::getSessionTime(); 
    tuio->initFrame(time); 
    for(vector<Point2i>::iterator it = fingerTips.begin(); it != 
fingerTips.end(); it++) { 
     // pixel coordinates 
     int u = (int)(*it).x; 
     int v = (int)(*it).y; 
 
     float pX = 1.0f - u / 640.0f; 
     float pY = v / 480.0f; 
     float pZ = (z.at<float>(v,u) - zMin) / (zMax - 
zMin); 
 
     TUIO::TuioCursor* cursor = tuio-
>getClosestTuioCursor(pX,pY,pZ); 
     if (cursor == NULL || cursor-
>getDistance(pX,pY,pZ) > 0.05) { 
      tuio->addTuioCursor(pX,pY,pZ); 
      
     } else if(cursor->getTuioTime() != time) { 
      tuio->updateTuioCursor(cursor, pX, pY, 
pZ); 
     } 
    }     
    tuio->stopUntouchedMovingCursors();  
   
    tuio->removeUntouchedStoppedCursors(); 
    tuio->commitFrame(); 
 
    cout << tuio->getTuioCursors().size() << endl; 
     




    imshow("debugFrame", debugFrame); 
   } 
  } 
 } else { 




























Para tener un buen funcionamiento, hay que seguir los siguientes pasos: 
 
1. Ubicar el sensor “Kinect” 
2. Conectar el sensor al portátil  
3. Ejecuta el software 
4. Conectar medio de visualización LCD 42″. 
 
En la figura 32 se observa una simulación desplazamiento de fotos con el 
aplicativo potos.exe facilitado por la empresa Vining SAS. El cual demuestra la 
ejecución del sistema con el aplicativo. 
 
Figura 32. Simulación desplazamiento de fotos 
 
Fuente. Autor 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
