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Abstract 
In this paper, a new simple hardware-oriented spiking neuron model is proposed. It is mainly based on one of intrinsic features of single-
electron transistor (SET)——Coulomb Oscillation. In fact, Coulomb Oscillation can be considered as current pulses under the gate’s 
voltage, which is similar with the pulses of spiking neurons. Accordingly, the circuit structure of spiking neuron model has been
designed. By simulation on the PSPICE, the proposed new model can show different spiking types according to the different input
signals and implement information encoding. The model can exhibit the property of synchronization. Unlike traditional neuron model,
the proposed new model has the capacity of integrating both spatial and temporal signals. In addition the phase encoding is also
involved. So the experiments’ results demonstrate that the model is an implement way of hardware-oriented spiking neuron models or 
even spiking neural networks (SNN). 
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1. Introduction 
During last few years a shift of the emphasis in the artificial neural network (ANN) community toward spiking neural 
networks (SNN) has been witnessed [1]. Being the closest model of the biological neuron, the spiking neuron is considered 
as the third and newest generation of artificial neuron [2].Unlike firing rate-based models of traditional ANN, SNN models 
incorporate the precise time structure of spike trains and pass information between neurons by temporal coding.  Thus, 
SNN are able to be applied in the field of traditional neural networks, especially good at dealing with problems where 
time-varying data is involved. SNN have been successfully used in some range of applications such as phonetic 
classification [3], robotics control [4], etc.  
With the intention of biological simulation or neural computation, researchers have introduced kinds of useful spiking 
neurons. Eugene M. Izhikevich compared some of them [1] and came to conclusion that considering both computational 
intensity and efficiency, Izhikevich spiking model [5] is the best candidate to simulate SNN on PC. To some extent, the 
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hardware-oriented spiking neuron model to be presented in the paper can exhibit several spiking types as Izhikevich 
spiking model.
SNN have attracted increasing attention over the past 20 years or so. In contrast to traditional neuron model, spiking 
neuron is more complex, and hence when using or simulating SNN, researchers tend to develop implementation on 
conventional PCs, clusters, GPUs, FPGA or VLSI of silicon chip [6-10], but few of them turn to nano-electronic devices 
like single electronic transistor (SET) for construction of SNN. On the other hand, as MOSFET integrated circuits are 
approaching rapidly nano-scale limitations, researchers have to pay more attention to the nano-electronic devices, among 
which SET is one of research focuses. To date based on SET, some new kinds of circuits structure have emerged, including 
implementation of traditional neural networks [11-12]. However, unitized in those applications, SET is just thought as the 
replacement of CMOS, and its intrinsic features have not been fully considered. For the above two aspects, according to 
the inherent characteristics of SET, we make use of the link between the spiking neuron and SET, and then build a smart 
hardware-oriented spiking neuron model. 
The present article followed first Introduces SET and Coulomb oscillation, and then provides the circuits structure of 
the spiking neuron model based on SET in section 2. In section 3, the experimental results of the model will be given and 
discussed and then we analyze the properties of the model and compare some of them with Izhikevich model. Finally 
conclusions are given in the section 4. 
2. Spiking neuron model based on SET 
2.1. SET and Coulomb Oscillation 
Single-electron phenomenon happens due to Coulomb blockade and single-electron devices are expected to be a new 
type of integrated device architecture [13-14]. SET is one of single-electron devices researchers most interested in. It is 
first introduced by Liharev.K.K and up to now, not only its physical properties have been described analytically and 
calculated approximately, but also the breakthrough in its application has been made [15-17].  
As showed in Fig.1, SET can be simply treated as 3-teminal (gate, source and drain) device, and, there is a so called 
Coulomb Island between source and drain, where only one or several electrons are permitted to pass over at the same time. 
As the special nature of SET, Coulomb Oscillation is that with the gate voltage changing linearly, the current between 
source and drain exhibits periodic changes. In other words, the source-drain current is the periodic function of the gate 
voltage. In fact, Coulomb Oscillation can be considered as current pulses under the gate’s voltage, which is similar with 
the pulses of spiking neurons. The following part will describe these clearly in figures.  
    
                                    (a)                                                        (b)                                               (c) 
Fig.1. SET [14] (a) sketch; (b) structure; (c) circuits 
2.2. PSPICE macro model of SET and circuits structure of hardware-oriented spiking neuron model 
On the basis of Semi-Classical Theory, we model the I-V characteristic of SET by Master Equation in SPICE. One 
PSPICE macro model is showed in fig.2 (a), in which S, D, G and BG represent respectively source, drain, gate and back 
gate (generally set to the reference voltage or ground).  
Using the macro model, if we set a fit voltage (generally tens of mV) between source and drain, I-V curve (Ids - Vg) 
will exhibit oscillations of its slope, which is so-called Coulomb Oscillation showed in fig.2 (b). If there are fixed 
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background charges in the Coulomb island, the oscillation will shift at lateral direction, so in application the influence on 
I-V characteristic should be avoided. The simulation results demonstrate that Coulomb Oscillation of SET is a cyclical 
fluctuation of source-drain current and it can be considered as a kind of pulsed current with a period of regular voltage. 
Moreover, when Vds is set to below 20mV, the current will be better for input or output of pulses. 
                            
(a)                                                                              (b)    
Fig.2. SPICE model and Coulomb Oscillation: (a) SPICE macro models of the SET; (b) PSPICE simulation results of Coulomb Oscillation of SET: Ids -
Vg, Curves of current between drain and source (Ids) changing with the voltage of gate (Vg) linearly varying.  
Based on the SPICE macro model of SET, the schematic of spiking neuron model circuit is showed in Fig.3. It is one-
input (I1) one-output (U1:2) model, and V1 can be regarded as weight. Its working principle is very simple. The constant 
current source (I1) charges the capacitor of gate (Cg), and if the value of R1 is large enough, in the initial short period of 
time the charging curve (Vg - t) is approximately linear. In other words, the voltage of gate will increase linearly. 
Therefore, with the source-drain voltage (V1) set at constant value as about 10 mV, the rising linearly voltage of gate 
results in the periodic pulsed current between source and drain (Ids) because of Coulomb Oscillation. Of course, if the 
current source is not a constant value, but a changing value, like sine wave, the charging curve will not be linear. However, 
in this case Coulomb Oscillation will also happen with inconstant period and irregular pulses according to the input current 
(I1).  
Fig.3. Circuit of spiking neuron based on SET 
3. Pulse properties and information encoding  
In this section, we use PSPICE to simulate the SET spiking neuron circuit model proposed in this paper.In simulation 
some parameter values are set as below:  
I1, around 20pA for consistency of output current; R1, 1E15¡; V1, 6-10 mV; Cg, better to set at 6E-18F (the most 
crucial parameter, related to the period and shape of output pulses); Cs and Cd, below 1E-20F; Rs and Rd, about 1E8¡
(related to the amplitude of output pulses). When these parameters are set properly, the model may work as considered. As 
showed in Fig.4 (b), with I1 set at 20pA, the output current from drain demonstrates the property of spiking current with a 
slope of 0-20pA.  
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By these simulation results on PSPICE, we will show that the model has special properties of spiking neurons and 
capacity of information encoding with spikes. Firstly, we will discuss spiking types of the model, which is one of 
important criterion evaluating applicability of spiking neuron model and compare them with Izhikevich model’s spiking 
types. Then several forms of neural information coding will be given upon the model. At same time these encoding 
patterns also show the process of information expression of the spiking neuron. 
3.1. Spiking properties 
Corresponding to a variety of pulses in biological neurons, a spiking neuron model should show the diversity in forms 
of spike. Izhikevich model is able to exhibit several types, of which, tonic spiking, class1 excitable spiking and inhibition-
induced spiking are typical ones [18]. Depending on the different input signal, SET spiking neuron model can show 
different spiking types. For comparison to Izhikevich model, here we also show above three spiking types. As shown in 
figures (Fig.4 – Fig.6), it is easy to find similarity between two models’ respective spiking patterns.
Tonic spiking (Fig.4.b) is based on standard Coulomb Oscillation, which has constant periodic time due to linearly 
changing voltage of gate; in class 1 excitable spiking mode (Fig.5.b), input current increases linearly, so that the change 
rate of voltage of gate is raised and the period of oscillation becomes shorter and shorter; inhibition-induced spiking 
(Fig.6.b) is similar to the tonic spiking, and the difference is that the input is negative current resulting in deceasing 
negative voltage of gate, but not related to the change rate or the voltage interval. 
                       Time
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(a)                                                                          (b)                 
Fig.4. Tonic spiking: (a) Izhikevich spiking neuron model [18]; (b) SET spiking neuron model  
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Fig.5. Excitable spiking: (a) Izhikevich spiking neuron model [18]; (b) SET spiking neuron model  
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Fig.6. Inhibition-induced spiking: (a) Izhikevich spiking neuron model [18]; (b) SET spiking neuron model                                                            
3.2. Encoding patterns 
1. Synchronization. 
In neural activities, the spiking synchronous oscillation is an important neurobiological phenomenon such as visual 
attention mechanism. The theory of synchronous oscillation was introduced in 1981, which denotes that synchronization 
can integrate encoded local information of each pulse from a neurons group as a unified message. The SET spiking neuron 
model also has the property of synchronization. Here, we present a simplest case. It is that an input of current pulses fires 
the neuron and it outputs current pulses with the same phase. Then, the output current pulses can make other neurons 
excited in the same way. In the Fig.7, the simulation results show the synchronization of the output and input pulses in the 
model. 
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Fig.7. Synchronization of SET spiking neuron model 
2. Integration 
More complex case is that the model has multiple inputs. Rather than synchronization, the model integrates spatio-
temporal information and gives the corresponding output. Unlike traditional neuron model, spiking neuron model has the 
capacity of integrating signals at different positions (different inputs from other neurons) and at different times (same input
at different time point). We take a simple two-input model for an example. As reflected in the Fig.8, in their respective 
time period, two inputs offset each other, overlay each other and adjacent to each other, as a result, the model emits 
respectively nothing, two narrower pulses and two wider pulses. After such a transformation, the model involves signals 
both spatially and temporally from two inputs and achieves a kind of information encoding. 
3. Phase encoding 
As the more common form of information encoding, phase encoding is one of most important encoding patterns in the 
spiking neurons. Broadly speaking, synchronization mentioned above can be involved in the phase encoding. In the SET 
spiking neuron, details on phase encoding can be described in the Fig.9, where I1 is sine input current with period of 100ns 
and I(U1:1) is output current pulses. Corresponding to different phases (e.g. at 21.1ns and 38.7ns), the model outputs 
different pulses. However, at the same phases (e.g. at 21.1ns and 120.7ns or at 38.7ns and 138.2ns), the output pulses will 
Liu Wen-peng et al. / Physics Procedia 22 (2011) 170 – 176 175
appear periodically. Obviously, in the SET spiking model spike trains can complete information coding according to the 
phase of input stimulus. 
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Fig.8. Integration of SET spiking neuron model 
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Fig.9. Phase encoding of SET spiking neuron model (the numbers near the pulses signify the time of top point of pulses) 
4. Conclusions  
In this paper, we proposed a new spiking neuron model, which is based on the relevance between Coulomb Oscillation 
of SET and pulses used in spiking neurons. Not only simple architecture and principle it is, the simulation results on 
SPICE also demonstrate that it can imitate some properties of spiking neuron and can realize information encoding easily. 
We hope the design and simulation of the model can provide a thought of constructing hardware spiking neuron or even 
SNN using the   nature of SET or other nanodevices. In addition, to improve the new and original design, further and more 
research is necessary. The following interesting study also tend to develop more abundant patterns of information 
encoding and try to construct SNN on the base of the SET spiking neuron model. 
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