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Resumen: En este art´ıculo exploramos de que´ manera el conocimiento sema´ntico
adquirido de manera automa´tica a partir de grandes colecciones de texto permite
mejorar el resultado de un analizador sinta´ctico. Para ello proponemos un me´todo
no supervisado que corrige dependencias de aposicio´n buscando en su contexto can-
didatos con mayor compatibilidad sema´ntica que el proporcionado por el analizador
sinta´ctico en primera instancia.
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Abstract: In this article we explore how automatic acquired semantic knowledge
from large text collections allows to improve a syntactic parser. We propose an
unsupervised method that corrects appositions dependencies by searching candidates
in its context more semantically suitable than the one proposed by the syntactic
parser in the first place.
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1. Introduccio´n
El ana´lisis de dependencias es un proceso cla-
ve para el procesamiento de lenguaje natural.
Sin embargo, encontrar la estructura sinta´cti-
ca correcta depende en muchas ocasiones de
conocer las relaciones sema´nticas entre las
palabras involucradas.
En este trabajo mostramos co´mo un ana-
lizador sinta´ctico podr´ıa aprovechar informa-
cio´n sema´ntica extra´ıda automa´ticamente pa-
ra mejorar la identificacio´n y correccio´n de
errores en las dependencias de aposicio´n.
Para ello presentamos un me´todo no su-
pervisado de correccio´n de aposiciones basa-
do en clases sema´nticas. Consideramos como
aposicio´n aquellas construcciones gramatica-
les con dos sintagmas nominales adyacentes,
donde uno define o modifica al otro(House,
2005). Cuando uno de los sintagmas nomina-
les esta´ gobernado por un sustantivo y el otro
por una entidad nombrada, generalmente el
sustantivo se utiliza para denotar una clase
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sema´ntica de la entidad. Por ejemplo:
David meets his wife, Julia.1
Los analizadores sinta´cticos suelen deter-
minar que existe una aposicio´n entre el nom-
bre comu´n “wife” y la entidad nombrada “Ju-
lia”, dando lugar a interpretar que “Julia” es
de la clase “wife”.
Cuando la entidad no admite el sustantivo
como clase se puede inferir que la dependen-
cia dada por el analizador podr´ıa ser inco-
rrecta. Por ejemplo:
David supports the team of his wife, The
Vikings.
Un analizador habitualmente determina
una dependencia entre “wife” y “Vikings’ por
lo que se interpreta que Vikings es de la clase
wife. Sin embargo, existe una incompatibili-
dad entre el tipo de la entidad nombrada y
la clase, ya que “Vikings” es una organiza-
cio´n y “wife” una clase caracter´ıstica de per-
sonas, lo que supone una evidencia de que
tanto la dependencia como la interpretacio´n
que de ella se deriva son incorrectas. En cam-
bio, en el contexto pro´ximo se encuentra la
1En negrita la entidad nombrada, y subrayado los
sustantivos candidatos a gobernante de la aposicio´n.
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clase “team”, que s´ı es va´lida para organiza-
ciones.
Otro motivo de incompatibilidad es el
ge´nero. Por ejemplo:
David meets a friend of his wife, Peter.
Aqu´ı el analizador podr´ıa identificar una
dependencia entre “wife” y “Peter”. Saber
que “wife” es una clase exclusivamente feme-
nina y “Peter” una entidad nombrada mas-
culina nos hace considerar ma´s adecuada la
clase “friend”.
De acuerdo con el escenario descrito, nos
formulamos las siguientes preguntas de inves-
tigacio´n:
¿Puede detectarse en que´ casos el anali-
zador sinta´ctico no asigna correctamente
el gobernante de una aposicio´n debido a
una incompatibilidad sema´ntica?
En caso de encontrar un error, ¿se pue-
de determinar la estructura correcta y
corregirlo?
Para responder a estas preguntas trata-
mos de identificar posibles errores buscando
aposiciones con varios sustantivos candida-
tos a gobernar la relacio´n. Despue´s decidimos
cua´l de ellos es ma´s apropiado utilizando co-
mo soporte el conocimiento antecedente so-
bre las clases.
Adquirimos el conocimiento antecedente
a partir de un corpus de 1.5 millones de
documentos, empleando patrones sinta´cticos
muy sencillos para la identificacio´n de clases
sema´nticas.
El resto del art´ıculo se organiza de la si-
guiente manera. Primero explicamos los dos
pasos que sigue el sistema: adquisicio´n de co-
nocimiento antecedente (seccio´n 2) e identifi-
cacio´n y correccio´n de errores (seccio´n 3). En
la seccio´n 4 mostramos la evaluacio´n, hace-
mos un breve repaso a trabajos similares en
la seccio´n 5. Terminamos con las conclusiones
y el trabajo futuro en la seccio´n 6.
2. Adquisicio´n de conocimiento
antecedente
El reconocimiento de entidades es un proble-
ma muy estudiado en el procesamiento de
lenguaje natural y los sistemas alcanzan bue-
nos resultados (Finkel, Grenager, y Manning,
2005), especialmente para los tipos ba´sicos
(persona, localizacio´n y organizacio´n).
Sin embargo, conocer las clases sema´nticas
asociadas a entidades (por ejemplo, una per-
sona puede ser “bombero”, “hijo”, “duen˜o”,
etc) es un problema abierto que resulta in-
teresante para mu´ltiples tareas de NLP. El
objetivo de esta fase es extraer relaciones en-
tre clases e instancias con una probabilidad
asociada.
Para adquirir esta informacio´n representa-
mos en forma de grafo los documentos de una
coleccio´n. Empleamos como base el paque-
te Stanford CoreNLP, que incluye uno de los
analizadores sinta´cticos ma´s populares (Klein
y Manning, 2003), basado en una grama´tica
libre de contexto probabil´ıstica. Tambie´n uti-
lizamos el etiquedator de partes de la oracio´n
(Toutanova y Manning, 2000), el reconocedor
de entidades nombradas (Finkel, Grenager, y
Manning, 2005) y el sistema de resolucio´n de
correferencia (Lee et al., 2011). Adema´s, co-
lapsamos los nodos en referentes de discurso.
La descripcio´n completa del me´todo de ob-
tencio´n de la representacio´n se puede ver en
(Cabaleiro y Pen˜as, 2012).
Para obtener un conjunto de clases a par-
tir de los grafos utilizamos una serie de pa-
trones extremadamente sencillos basados en
dependencias sinta´cticas ((governor, depen-
dency, dependant)) en los que participa un
sustantivo que sera´ la clase y una entidad
nombrada, que a su vez tiene un tipo de enti-
dad asociado (persona, organizacio´n o locali-
dad). La lista completa de patrones sinta´cti-
cos esta´ detallada en la tabla 1. En caso de
coincidencia, asignamos el nombre comu´n co-
mo clase sema´ntica del nombre propio y ob-
tenemos una instancia EN − Clase− Tipo.
Patro´n Sinta´ctico
EN nn NN
EN appos NN
EN abbrev NN
NN appos EN
NN abbrev EN
EN such as NN
EN like NN
Tabla 1: Patrones para la asignacio´n de
clases sema´nticas. Cada entrada se
corresponde con una tripleta ((governor,
dependency, dependant)) donde NN es un
nombre comu´n y EN es una entidad
nombrada.
Con estos patrones no se pretende obtener
todas las relaciones clase-instancia expresa-
das en la coleccio´n, sino adquirir un nu´mero
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representativo y suficiente de clases con las
que evaluar los sustantivos candidatos.
Tras obtener las asignaciones de clases
sema´nticas, agregamos la informacio´n de to-
da la coleccio´n para obtener las frecuencias
de las coocurrencias entre entidades nombra-
das, clases y tipos. La Tabla 2 contiene las 5
clases ma´s comunes asociadas al tipo de en-
tidad person.
Clase Tipo de EN Frecuencia
spokesman person 140229
president person 102877
director person 98182
leader person 79716
coach person 55511
Tabla 2: Clases ma´s comunes asociadas al
tipo de entidad person.
En la fase de identificacio´n y correccio´n
de aposiciones necesitaremos la probabilidad
conjunta entre clases y entidades nombradas,
as´ı como entre clases y tipos de entidad nom-
brada (ver seccio´n 3). Para obtenerlas utili-
zaremos un estimador de ma´xima verosimili-
tud:
p(c, en) =
∑
t
p(en, c, t) (1)
p(c, t) =
∑
en
p(en, c, t) (2)
Donde c es la clase, en la entidad nombrada
y t el tipo de la entidad nombrada.
3. Identificacio´n y correccio´n de
errores en dependencias de
aposicio´n
En esta fase se consideran sustantivos can-
didatos a gobernar la relacio´n de aposicio´n.
Para ello, primero identificamos dependen-
cias formadas por dos sintagmas nominales
que cumplan dos premisas: el primer sintag-
ma nominal debe contener ma´s de un sustan-
tivo y el nu´cleo del segundo debe ser una en-
tidad nombrada. Se considerara´n candidatos
todos los sustantivos contenidos en el primer
sintagma nominal.
Utilizaremos dos evidencias distintas para
determinar cua´l de los sustantivos candidatos
es ma´s adecuado:
1. Considerar la informacio´n mutua norma-
lizada entre la entidad nombrada y el
sustantivo candidato npmi(en; c).
2. Considerar la informacio´n mutua norma-
lizada entre el tipo de la entidad nombra-
da y el sustantivo candidato npmi(t; c).
La fo´rmula que describe la informacio´n
mutua normalizada es:
npmi(x; y) =
pmi(x; y)
−log(p(x, y)) (3)
Donde:
pmi(x; y) = log
p(x, y)
p(x)p(y)
(4)
p(x, y) es la probabilidad estimada en la fase
anterior, y p(x) y p(y) el resultado de mar-
ginalizar. Utilizar la informacio´n mutua pun-
tual normalizada situ´a los resultados en un
rango de (−1, 1), siendo -1 el valor cuando
no se ha observado ninguna ocurrencia con-
junta y 1 el valor cuando siempre se observan
conjuntamente.
4. Evaluacio´n
En esta seccio´n describiremos los datos utili-
zados en la experimentacio´n, presentaremos
los resultados de la misma y haremos un
ana´lisis de los diferentes casos encontrados.
4.1. Datos
Para esta tarea se ha utilizado la coleccio´n
perteneciente a la tarea TAC KBP (Ji, Grish-
man, y Dang, 2011), compuesta por alrededor
de 1.5 millones de documentos pertenecientes
a diferentes categor´ıas, incluyendo noticias,
blogs y transcripciones de conversaciones te-
lefo´nicas.
Este corpus se utiliza para generar una co-
leccio´n con todas las oraciones que contienen
una asignacio´n de dependencia de aposicio´n
candidata a ser corregida (ver seccio´n 3). En-
contramos un total de 284845 oraciones, para
las cuales alguna de las dos evidencias sugiere
otra alternativa en el 47,7 % de las ocasiones.
Para evaluar el rendimiento del siste-
ma tomamos una muestra de 300 ejemplos
que etiquetamos manualmente indicando si
los gobernantes escogidos por el analizador
sinta´ctico y por las evidencias son correctos
o no.
4.2. Definicio´n del experimento
Utilizamos como l´ınea base los resultados que
obtiene el analizador sinta´ctico en primera
instancia. Para poder comparar la aportacio´n
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a la correccio´n segu´n las diferentes configura-
ciones del me´todo realizaremos las siguientes
pruebas:
Configuracio´n 1: En la primera prueba
medimos cuantas dependencias son correctas
si se escoge el resultado de aplicar la eviden-
cia 1 (npmi(ne; c)). As´ı comprobaremos en
que´ medida la entidad nombrada es indicati-
va de la clase.
Configuracio´n 2: La segunda prueba me-
dira´ el acierto del sistema si se escoge el re-
sultado de aplicar la evidencia 2 (npmi(t; c)).
En esta prueba se comprobara´ en que´ medida
el tipo de la entidad nombrada es indicativo
de la clase.
Configuracio´n 3: En esta prueba mostra-
mos cuantas dependencias ser´ıan correctas si
combinamos las configuraciones 1 y 2 esco-
giendo siempre el resultado correcto: El ob-
jetivo de esta prueba es comprobar si existe
la posibilidad de agregar la evidencia de las
entidades nombradas y sus tipos para mejo-
rar los resultados.
4.3. Resultados
En los 300 ejemplos encontramos 84 casos
(28 %) que descartamos porque no se tratan
de verdaderas aposiciones (ver seccio´n 4.5).
Trabajaremos por tanto con un conjunto de
216 ejemplos, en 150 (69,4 %) de los cuales
ninguna de las configuraciones propone un
sustantivo diferente al dado inicialmente por
el analizador, mientras que en 66 (30,4 %)
s´ı se propone alguna alternativa.
La l´ınea base que hemos definido es el
nu´mero de dependencias de aposicio´n correc-
tas del analizador sinta´ctico. En esta muestra
la tasa de acierto es de 84.2 %, lo que supone
34 ejemplos clasificados incorrectamente.
En la configuracio´n 1 probamos la utili-
dad de las entidades nombradas. Nos hemos
encontrado el problema de que algunas enti-
dades nombradas no coocurren ninguna vez
con sus clases candidatas. En este caso, he-
mos supuesto que no se correg´ıa la dependen-
cia original por lo que el resultado es correcto
si originalmente ya lo era. Podemos compro-
bar que con esta estrategia se empeoran los
resultados un 0,9 % con respecto a la prueba
base.
En la configuracio´n 2 probamos la utili-
dad de los tipos de entidad nombrada. Con
esta estrategia mejoramos ligeramente (1 %)
los resultados de la prueba base.
En la configuracio´n 3 mostramos cuantas
dependencias ser´ıan correctas si combinamos
las configuraciones 1 y 2 de manera o´ptima.
Con este sistema ideal mejorar´ıamos el siste-
ma base en un 9,8 %. Este resultado motiva
el desarrollo de un modelo conjunto.
En la Tabla 3 mostramos los resultados
de cada configuracio´n. Las filas se correspon-
den con el nu´mero de dependencias de apo-
sicio´n en las que se mantiene el sustantivo
original (no corregidas) y el nu´mero para el
que se propone un candidato alternativo (co-
rregidas). En la configuracio´n 1 tambie´n se
muestran los casos donde no se han encon-
trado coocurrencias entre la entidad nombra-
da y ninguna de las clases (Sin informacio´n).
Consideramos correctas las aposiciones que
coinciden con las etiquetas manuales.
La tabla 4 muestra ejemplos de oraciones
correctamente corregidas. En el primer ejem-
plo, los dos me´todos propuestos escogen el go-
bernador mejor que el analizador sinta´ctico.
En el segundo no se encuentran coocurren-
cias en el conocimiento antecedente entre la
entidad y las clases, la informacio´n que apor-
ta el tipo de la entidad sirve para corregir la
dependencia.
En la tabla 5 podemos ver ejemplos en los
que alguno de los me´todos ha fallado. En el
primer ejemplo el tipo de la entidad recono-
cido es incorrecto, lo que induce a error a la
configuracio´n 2. Es interesante que las pun-
tuaciones de todos los candidatos son nega-
tivas, lo que nos hace pensar que detectan-
do casos en los que las clases candidatas no
son compatibles con el tipo de la entidad po-
demos corregir errores en la clasificacio´n de
entidades nombradas (ver seccio´n 6)
En el segundo ejemplo la evaluacio´n de los
sustantivos segu´n la configuracio´n 2 falla. En
oraciones as´ı, considerar el ge´nero gramatical
ayudar´ıa a mejorar el resultado.
4.4. Casu´ıstica
En este apartado analizamos los diferentes
casos encontrados que afectan a las depen-
dencias de aposicio´n: sintagmas nominales
con mu´ltiples sustantivos, sintagmas nomina-
les compuestos por conjunciones, sintagmas
nominales ambiguos sema´nticamente y casos
de no aposicio´n.
4.4.1. Sintagmas nominales con
mu´ltiples sustantivos
Generalmente, el nu´cleo del primer sintagma
nominal deber´ıa ser el gobernante de la apo-
sicio´n, sin embargo, determinarlo no es un
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Correctas Incorrectas Total
L´ınea Base Total 186 (84,2 %) 34 (15,8 %) 216
Configuracio´n 1
npmi(en; c)
No corregidas 118 (54,6 %) 7 (3,2 %) 125 (57,9 %)
No corregidas (Sin informacio´n) 46 (21,3 %) 11 (5,1 %) 57 (26,4 %)
Corregidas 16 (7,4 %) 18 (8.3 %) 34 (15,7 %)
Total 180 (83.3 %) 36 (16,7 %) 216
Configuracio´n 2
npmi(t; c)
No corregidas 150 (69,4 %) 0 (0 %) 150 (69,4 %)
Corregidas 34 (15,8 %) 32 (14,8 %) 66 (30,6 %)
Total 184 (85,2 %) 32 (14,8 %) 216
Configuracio´n 3
npmi(en; c) &
npmi(t; c)
No corregidas 169 (78,2 %) 0 (0 %) 169 (78,2 %)
Corregidas 34 (15,8 %) 13 (6 %) 47 (21,8 %)
Total 203 (94 %) 13 (6 %) 216
Tabla 3: L´ınea base y resultados del sistema para las tres configuraciones.
Oracio´n Tipo de EN
Inicial Alternativa
Clase Conf 1 Conf 2 Clase Conf 1 Conf 2
. . . the chief of the Shin
Bet security agency ,
Yuval Diskin, . . .
person agency 0.13 -0.25 chief 0.28 0.09
. . . the head of the Pe-
llervo economic research
institute, Paula Horne
person institute -1 -0.13 head -1 0.08
Tabla 4: Aposiciones correctamente corregidas.
problema trivial. En ocasiones contiene va-
rios sustantivos que son candidatos va´lidos a
ser el gobernante de la relacio´n.
En algunos casos existen compuestos no-
minales cuyos sustantivos tienen la misma
importancia, como en los siguientes ejemplos:
. . . used by its domestic subsidiary airline,
Eagle Air, . . .
. . . by the IOC ’s chief Beijing organiser,
Hein Verbruggen, . . .
En otras ocasiones el sintagma nominal
incluye una oracio´n subordinada, que tam-
bie´n tiene un sustantivo apto para gobernar
la aposicio´n, como en el siguiente ejemplo:
Another passenger who gave only his
surmane, Chen . . .
Adema´s tambie´n hay casos en los que el
nu´cleo es menos discriminativo como clase
sema´ntica que el otro sustantivo, por ejem-
plo:
Henry is grounded by his illustrator
partner, Rudy . . .
Tanto escoger el gobernador de la depen-
dencia de aposicio´n como asignar la clase a la
entidad nombrada depende del objetivo final
del sistema. En este trabajo hemos decidido
que a efectos de evaluacio´n el u´ltimo sustan-
tivo va´lido del sintagma sera´ el gobernante
correcto de la relacio´n de aposicio´n.
4.4.2. Sintagmas nominales
compuestos por conjunciones
Este caso se produce cuando el primer sintag-
ma nominal contiene una o varias conjuncio-
nes, con lo que hay dos sustantivos va´lidos
para gobernar la relacio´n de aposicio´n. Por
ejemplo:
. . . a prominent Jewish writer and Holo-
caust survivor, Ralph Giordano . . .
En este caso consideramos que la solucio´n
ideal ser´ıa mantener la aposicio´n en el sustan-
tivo en el que se haya encontrado, y an˜adir
una aposicio´n nueva para los dema´s sustanti-
vos candidatos. A efectos de puntuacio´n del
sistema, hemos considerado que escoger cual-
quiera de los dos sustantivos es una eleccio´n
correcta. Hemos encontrado frases con esta
casu´ıstica en cuatro ocasiones (1,85 %).
4.4.3. Sintagmas nominales ambiguos
sema´nticamente
En algunas oraciones existen dos clases refe-
ridas a dos entidades diferentes, pero que pre-
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Oracio´n Tipo de EN
Inicial Alternativa
Clase Conf 1 Conf 2 Clase Conf 1 Conf 2
The bronze medalist,
China’s Ma Yuxi,
set . . .
organization
(erro´neo)
medalist -1 -0.23 bronze -1 -0.07
. . . leaving with
his father and his
mother, Linda.
person mother 0.2 0.06 father 0.01 0.07
Tabla 5: Aposiciones mal corregidas.
cisan de conocimiento extra-lingu¨´ıstico para
decidir co´mo esta´n relacionadas. Por ejemplo:
. . . at least one brother of another
defendant, Ali Dayeh.
En el ejemplo anterior existen dos clases,
“brother” y “defendant”, que se refieren a dos
entidades distintas, “Ali Dayeh Ali” y una en-
tidad desconocida. Sin conocimiento externo
no puede decidirse si Ali Dayeh es de clase
“brother” o de clase “defendant”.
4.5. Casos de no aposicio´n
En la inspeccio´n manual hemos encontrado
mu´ltiples ejemplos de situaciones en las que
el sistema detecta una relacio´n de aposicio´n
erro´nea. Corregir estos errores es por s´ı mis-
mo una l´ınea de trabajo para mejorar el ana´li-
sis sinta´ctico, pero en este trabajo nos limita-
remos a indicar que´ casos hemos identificado.
Conjuncio´n entre dos oraciones. Por
ejemplo:
Guo Wenjun won the women’s 10-meter
air pistol, Guo Jingjing and Wu Min-
xia the women’s synchronized 3-meter
springboard, . . .
Relacio´n incorrecta de aposicio´n entre
un sintagma nominal y un sintagma ver-
bal. En muchos casos, el ana´lisis correcto
ser´ıa considerar el sintagma nominal co-
mo objeto del sintagma verbal. Por ejem-
plo:
. . . will serve as the incoming president’s
chief of staff, President-elect Ma Ying-
jeou’s office announced.
Estructuras que denotan la relacio´n
localidad-regio´n. Por ejemplo:
. . . ESA mission control in Toulouse,
southwestern France, . . .
Enumeraciones. Por ejemplo:
A spa tucked away in the basement inclu-
des a large pool, a whirlpool, workout
room, saunas, a solarium . . .
Texto sin sentido. Ejemplo:
. . . Anti-Muslim Bigots , V-
for-Vendicar, fruitella, Zionism equal
Racism, The Chemical Oil Nazi,
LORD RAMA RANTER , Muslim With
Mission, . . .
5. Trabajo relacionado
La relacio´n que existe entre la ambigu¨edad
sinta´ctica y el ana´lisis sema´ntico de un texto,
as´ı como sus aplicaciones a la desambiguacio´n
sinta´ctica es un tema de estudio en PLN des-
de hace an˜os (Church y Patil, 1982; Resnik,
1993).
En (Ciaramita, 2007) se experimenta si
an˜adir rasgos sema´nticos en un analizador
sinta´ctico pueden mejorar su rendimiento.
Para ello etiquetan las entidades nombradas
de un corpus mediante un reconocedor de en-
tidades y tratan las etiquetas sema´nticas co-
mo partes de la oracio´n. En (Agirre, Baldwin,
y Martinez, 2008; Agirre et al., 2011) el fo-
co esta´ en utilizar WordNet para generalizar
palabras relacionadas, como, por ejemplo, to-
mar la clase “herramienta” en vez de las ins-
tancias “tijeras” o “cuchillo”, para mejorar
analizadores sinta´cticos.
Ma´s en la l´ınea de nuestro trabajo, (Clark
y Harrison, 2009) tratan de explotar la re-
dundancia de instancias adquiridas median-
te patrones en un corpus previo. Nosotros
adema´s combinamos clases con tipos de enti-
dades nombradas. As´ı encontramos evidencia
de que, por ejemplo, las clases “spokesman”
y “leader” se relacionan con ma´s frecuencia
con entidades de tipo “person”, y “group” y
“company” a “organization”.
Existen mu´ltiples ontolog´ıas o diccionarios
con informacio´n sobre clases sema´nticas que
podr´ıamos utilizar como conocimiento ante-
cedente, ya sea creados a mano como Word-
Net (Miller et al., 1990) o de manera semisu-
pervisada como DBPedia (Mendes, Jakob, y
Bernardo Cabaleiro Barciela y Anselmo Peñas Padilla
72
Bizer, 2012), pero su cobertura es insuficien-
te, especialmente para clases abiertas, y no
incorporan fa´cilmente conocimiento nuevo.
Para solucionar este problema se han pro-
puesto mu´ltiples me´todos no supervisados de
adquisicio´n de clases sema´nticas, lo que se
conoce entre otros nombres “semantic-class
learning” o “semantic class induction” (Lin y
Pantel, 2001). Una te´cnica comu´n es proce-
sar los textos mediante un analizador morfo-
sinta´ctico y seleccionar uno o varios patrones
superficiales para extraer un conjunto de cla-
ses sema´nticas, y posteriormente refinar los
resultados obtenidos (Hearst, 1992; Kozare-
va, Riloff, y Hovy, 2008).
En nuestro caso, hemos optado por no res-
tringir el nu´mero de clases, escogiendo varios
patrones comunes y aplica´ndolos a un corpus
de millones de documentos. De esta manera
pretendemos aprovechar la idea de (Schubert,
2002), que sostiene que los textos contienen
conocimiento general en forma de aserciones,
que puede ser explotado mediante el procesa-
miento de grandes cantidades de texto, como
en KNEXT (Schubert, 2002) o DART (Clark
y Harrison, 2009). De esta manera, nos cen-
tramos ma´s en encontrar redundancias que
en perfeccionar el ana´lisis intra-documento.
6. Conclusiones y trabajo futuro
En este art´ıculo hemos estudiado si conside-
rar clases sema´nticas podr´ıa mejorar el ana´li-
sis de dependencias de aposicio´n. Para ello
evaluamos la compatibilidad sema´ntica de los
sintagmas nominales que participan en la de-
pendencia.
Para caracterizar los sintagmas nomina-
les utilizamos conocimiento antecedente de
clases sema´nticas adquirido automa´ticamen-
te. Este conocimiento esta´ dividido en dos
evidencias distintas, una que relaciona clases
sema´nticas con entidades nombradas y otra
que relaciona clases sema´nticas con tipos de
entidad nombrada.
El conocimiento antecedente que relacio-
na las clases con las entidades no mejora los
resultados, ya que la dispersio´n de las instan-
cias clase-entidad hace que la probabilidad
estimada de coocurrencia no sea robusta. Es-
to podr´ıa mejorarse sustituyendo los estima-
dores de ma´xima verosimilitud por otros co-
mo modelos basados en entrop´ıa condicional
o en informacio´n mutua.
Es destacable que en el conjunto de test
utilizado no hay ningu´n ejemplo que sea res-
pondido correctamente u´nicamente con la
evidencia clase-entidad ya que o bien coin-
cide con la evidencia del tipo de la entidad o
con la respuesta del analizador sinta´ctico en
primera instancia.
Al considerar la informacio´n aportada por
los tipos de las entidades nombradas el pro-
blema es que algunas clases son muy domi-
nantes (“chief”, “business”) y tienden a so-
breasignarse.
La combinacio´n o´ptima de la informacio´n
de las entidades nombradas y de sus tipos me-
jora notablemente los resultados, pasando de
un 84 % a un 94 % de dependencias correc-
tas. El siguiente paso es por tanto generar
un modelo ma´s robusto que considere con-
juntamente esta informacio´n, e incluso otra
adicional, como el ge´nero gramatical de las
entidades nombradas.
Este modelo tendr´ıa varias utilidades: (1)
mejorar la correccio´n de aposiciones, (2) me-
jorar la propia asignacio´n de clases, utilizan-
do aposiciones corregidas para la adquisicio´n
de conocimiento antecedente y (3) mejorar
el reconocimiento de entidades nombradas,
identificando casos en los que las clases candi-
datas no sean adecuadas al tipo de la entidad
nombrada.
Este trabajo esta´ centrado en las depen-
dencias de aposicio´n, pero es interesante es-
tudiar si se puede extrapolar esta te´cnica pa-
ra resolver otros tipos, como abreviaturas o
verbos copulativos, o incluso resolucio´n de co-
rreferencia.
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