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Abstract
Cyber security threat detection is the process of identifying anomalous and frequent
patterns within related datasets. This is currently a highly labour intensive task using
signatures created from previous knowledge and manual exploration, limiting the iden-
tification of novel attacks. This thesis proposes a visual analytics solution, combining
data mining and visualisation methodologies, in order to overcome these limitations.
The first contribution is an anomaly detection algorithm, entitled Discovering Anoma-
lous Terms Using Mining (DATUM), combining frequent itemset mining with a vari-
ation of Term Frequency Inverse Document Frequency (TFIDF). By modifying the
TFIDF algorithm to consider feature distribution and integrating with the Find Fre-
quent Pattern Outlier Factor (FindFPOF) anomalous record detection algorithm, anoma-
lous patterns are automatically discovered. The results show that DATUM reduces
both the number of false positives without loss of anomaly detection accuracy and the
sensitivity of the FindFPOF algorithm to its initialisation parameters.
The second contribution is a tool entitled Interactive Visual Analytics for Cyber Se-
curity (IVACS), combining interval based frequent itemset mining to automatically
identify frequent patterns without the use of signatures. Furthermore, interactive,
cross-linked visualisations present the temporal evolution of these patterns from vary-
ing perspectives, optimised for different discovery tasks. IVACS has been validated
through user testing, to provide automated discovery of novel attacks and a reduction
in labour for the user.
The final contribution is Force Directed Aggregated Parallel Coordinates (FDAPC), for
the automation of cluster identification and visual clutter reduction. FDAPC models
the inter-axis line segments as springs connected to axis ticks as nodes, applying a
Hooke’s law algorithm in order to optimise node locations through minimisation of the
total system energy. Multiple case studies demonstrate that FDAPC automatically
uncovers patterns within large datasets and usability testing has shown benefits to an
analyst when compared to classical parallel coordinates.
Key words: Coordinated and Multiple Views, Data Mining, Frequent Patterns, Anoma-
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Chapter 1
Introduction
The current period in history is known as the “Information Age”, so called in relation to
the reliance of our economy on the computerisation of information. Whereas previously,
information would have been stored in hard copy form - that is carved into stone or
inked onto paper for example - it is now stored using computers. The benefits associated
with the use of computers to store information are plentiful, for example:
• The ability to store information using less space than previous methods such as
using paper or stone,
• The increased resilience of stored information to external factors such as ageing
due to atmospheric conditions,
• The ability to share information instantly regardless of geographical location,
• The ability to process and perform advanced computations on information.
Perhaps most importantly, computerisation of information is able to reduce the tempo-
ral and physical overheads associated with performing tasks based upon this informa-
tion. For an example, consider the field of robotics, in which computers and technology
are now able to replace the human and automatically perform tasks on their behalf. In
order to perform these tasks, information about the environment, process and desired
results are stored using a computer and are then used by advanced algorithms in order
to physically implement the task at hand.
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However, alongside the ability for an individual to easily and remotely communicate and
share information with intended individuals, there is equally the ability for a malicious
individual to intentionally retrieve this information - both easily and remotely. In order
to prevent this malicious behaviour, “Cyber Security” is the field of research which aims
to prevent the access to, or control of, data by an unwanted party.
In particular, there are a number of ways in which an unwanted party may gain access to
or control of data. The most obvious is through physical access to the machine on which
the data is stored, and in order to prevent this, the user may implement safeguards
such as password protection, encryption and physical locks. However, whilst these can
hinder or prevent potential attacks, they may still be susceptible to remote attacks.
Therefore, in order to prevent remote attacks, there are a number of software solutions
which aim to detect and block unwanted activity and access. For example:
• Host agent monitoring programs which run on a machine in the background and
log all activity being performed. They may also be used in order to prevent
unwanted activity as specified by the user.
• A firewall which acts as a virtual barrier within a network, preventing access be-
tween each side of the network based upon preset rules. Therefore, by controlling
the network flow between machines and across network ports, it can effectively
stop the spread of a computer worm, virus, Trojan Horse and possibly a DoS
attack.
• An antivirus, which is a standalone program installed on the host machine, that
monitors all files on the machine. This uses knowledge of previous attacks in
order to identify malicious programs such as computer viruses, worms or Trojan
Horses.
• An Intrusion Detection System (IDS), which is another knowledge based method,
that monitors the network traffic. If the traffic corresponds to a known intrusion
or attack an alert is raised and the traffic is logged for analysis. This is useful
in identifying unwanted network activity, such as a DoS attack and computer
worms.
3However, the problem with current solutions, is that they are primarily based upon the
knowledge of previous attacks. This knowledge is formalised into digital signatures,
which are essentially patterns describing the behaviour of the known attacks. It is
important to note that typically these signatures must initially be defined by a human
based upon knowledge of the types of attack and how they manifest themselves on the
systems. Therefore, such solutions are incapable of detecting novel attacks or variations
of previous attacks or approaches. For these novel attacks, the common approach is
the use of trained analysts in order to identify and detect behaviours based on intuition
and experience. Assuming the analysts detects these novel attacks, new signatures
can be created for automatic detection in the future. However, considering the large
multivariate nature of cyber security datasets, this process usually takes a long time
due to the manual nature of the analysts job.
In addition, attacks may also change in behaviour over time. In particular, the focus
of the attack changes as it progresses from exploitation, to replication and finally to
exfiltration. Assuming that a signature exists, the attack may be detected, but typically
signatures may only detect each stage of the attack individually, thus not identifying
the relationship between them. Alternatively, the attack may evolve prior to a signature
match.
Therefore, in order to detect novel attacks, it is important to use minimal assumptions
and knowledge of past behaviours. For this reason, this research considers the detection
of both frequent and anomalous patterns without the use of signatures.
The specific research questions are:
• How can the discovery of cyber security threats be automated without the use of
signatures?
• How can novel and variations of known cyber attacks be discovered?
• How can the temporal overhead for a cyber security analyst in the detection of
such attacks be reduced?
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The hypothesis of this research is that a visual analytics approach, combining interac-
tive visualisation and data mining methodologies, can provide the ability for automatic
detection of cyber security attacks without the use of signatures. Furthermore, this
combination of methodologies can provide the ability for the detection of novel attacks
and the variations of current attacks, whilst reducing the time required for the detection
process.
The objectives of this research are:
• To create a set of tools which are able to automatically detect both frequent and
anomalous patterns in data,
• To explore the use of visual analytics, combining visualisation and data mining
methodologies, in order to support the detection of these patterns without the
use of signatures.
1.1 Thesis Outline
In Chapter 3 a review of the related literature, surrounding the field of visual ana-
lytics, is provided. Chapter 2 introduces the problem of pattern detection, with an
introduction to the datasets and data mining theory. In Chapter 4 a novel anomaly
detection algorithm is presented for the detection of anomalies and infrequent occur-
rences within data. Chapter 5 discusses a novel cross-linked visualisation tool for the
detection of frequent patterns and the exploration of cyber security datasets. Chapter
6 proposes a novel force directed aggregated implementation of parallel coordinates for
the automated clustering, detection of patterns and reduction of visual clutter. Finally,
Chapter 7 concludes the research presented, providing an overview of the limitations
of the approaches, and discusses the future directions of this work.
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1.2 Contributions
The first contribution of this research is a novel anomaly detection algorithm, enti-
tled Discovering Anomalous Terms Using Mining (DATUM), which is based upon the
combination of frequent itemset mining with a variation of the term frequency inverse
document frequency algorithm. Specifically, this algorithm detects anomalies and infre-
quent occurrences within data in addition to the corresponding behavioural patterns.
The secondary contribution of this research is the presentation of a novel visualisation
tool for cyber security datasets, entitled Interactive Visual Analytics for Cyber Secu-
rity (IVACS). This tool combines frequent itemset mining, database connectivity and
multiple cross-linked visualisations of both the raw and mined data, to facilitate an
analyst in the exploration of large multivariate datasets and the detection of frequent
patterns. Some elements of this contribution appear in the following publication:
Elder J, Ong E J, Bowden R, IVACS-Interactive Visual Analytics for Cyber Security.
Accepted at the Institute of Electrical and Electronics Engineers Visualisation Confer-
ence, Oct 2015.
Finally, this research contributes a novel force directed aggregated implementation of
parallel coordinates, which using Hooke’s law, is capable of modelling the polyline
segments as springs and automatically reorganising the order of nodes on the parallel
axes through energy minimisation. Specifically, this implementation allows the self-
organisation of a parallel coordinate visualisation of a dataset, in order to reveal the
underlying clusters, patterns and reduce visual overdraw.
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1.3 Summary
To summarise, in this chapter, an introduction to the field of “Cyber Security” has been
presented. In particular, the problems of detecting both novel, and variations of, cyber
security attacks from related datasets has been discussed. The research hypothesis has
been presented, leading to the introduction of a set of research objectives against which
this work can be validated. Finally, an overview of the contributions of this research,
in addition to the publications arising from this research has been presented.
Chapter 2
Background
A dataset describes a scenario, consisting of several relevant variables, measured at
different points in time or space. In terms of cyber security, these datasets tend to
be extremely large or multivariate, due in part to the complexity and size of mod-
ern computer networks and traffic, such that manual analysis methodologies are not
feasible.
Although the size and complexity of these datasets has increased over time, the under-
lying tasks to be performed have not. An analyst typically aims to discover frequent
patterns or conversely anomalies, within the data. These two problems are related but
distinct. Frequent patterns might be trends or statistically significant events or rules.
Anomalies on the other hand are by definition rare, and may be exceptions to a rule
or isolated events, which are typically masked by the data. It is for these reasons that
different approaches are required in order to detect each.
In the following section a formal representation of a dataset is defined, which is used
throughout this thesis. Following this, the challenges of frequent versus anomalous
patterns are discussed. Subsequently, each of the datasets used within this thesis are
presented, in addition to the challenges which they each present.
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2.1 Dataset Definition
Considering a dataset D, as shown in Table 2.1.
Row First Name Last Name Gender Weight (Kg)
1 Robert Smith Male 72.4
2 Claire Smith Female 47.8
3 Jack Brown Male 83.1
4 Stephanie Major Female 52.5
Table 2.1: A simple dataset of personal attributes, with four records, containing the
following fields: First Name, Last Name, Gender and Weight.
Firstly, a feature fi is defined as a single data field, for example f1 is First Name , f2
is Last Name , f3 is Gender and f4 is Weight . The number of features Nf is defined
as the total number of fields in a record - in this case Nf = 4. Thus, by defining the
feature vector F as a set of features, a record in the dataset forms a feature vector F
which takes the form:
F = {f1, f2, ..., fNf } (2.1)
Furthermore, each feature f , can take a range of values from its associated value vector
Vf , which may be continuous or discrete. In the example dataset shown in Table 2.1, f1
and f2 are discrete variables with value vectors which contain a finite number of possible
names. Furthermore, f3 is a binary discrete variable with a value vector consisting of
either Male or Female. Finally, f4 is a continuous variable with a value vector that can
take a numerical value representing the weight of an individual.
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Thus, the value vector Vf of a feature f is defined as:
Vf = {v1, v2, ..., vNv} (2.2)
where Nv is the number of possible values for a specific feature f . In Table 2.1, Nv ∈ N
for the First Name and Last Name features, Nv = 2 for the Gender feature and
Nv =∞ for the Weight feature.
Finally, the dataset D consists of a collection of feature vectors F . We denote NR as
the number of records in the dataset - for example NR = 4 for the dataset shown in
Table 2.1. Thus, a generic dataset D can be defined as:
D = [F1, F2, ..., FNR ] (2.3)
2.2 Patterns - Frequent vs. Anomalous
In data, a pattern is defined as a collection of co-occurring values, and a fundamental
statistic of any pattern is the frequency at which it occurs within the dataset. It is
this frequency which determines whether a pattern can be considered frequent, based
upon a user defined threshold. A frequent pattern is defined as a pattern which has
a frequency higher than the predefined threshold. When analysing a dataset, frequent
patterns are often particularly helpful in understanding the scenario and discovering
important insights. These frequent patterns describe common occurrences within the
data, and can uncover relationships between the records.
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For a simple example, consider a dataset which describes the Name , Gender and Job
Role of the employees in a restaurant, as detailed in Table 2.2.
Row Name Gender Job Role
1 Christie Female Table Service
2 Adam Male Cook
3 Laura Female Table Service
4 Sue Female Table Service
5 Dan Male Cook
Table 2.2: A simple dataset of the employees in a restaurant, consisting of Name,
Gender and Job Role.
On analysis of this dataset, with the specification that for a pattern to be considered
frequent it must appear in at least two records, it can be discovered that there are four
frequent patterns:
1. Gender : Male
2. Gender : Female
3. Gender : Male, Job Role : Cook
4. Gender : Female, Job Role : Table Service
In this case, patterns 1 and 2 are not particularly useful for analysis, as they correspond
to the two possible values of the binary feature Gender . However, from patterns 3 and
4, it can be reasonably assumed that the manager employees female staff to provide
Table Service and male staff to Cook. These patterns can therefore provide useful
insights to the manager, for example if they wish to promote gender equality within
the workplace.
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Conversely to frequent patterns, there are many scenarios in which the rarity of an
itemset can be equally important. A rare pattern is known as an anomalous pattern,
and occurs very infrequently in the dataset. Once again, this threshold for what can
be considered infrequent is context specific and specified by the analyst. However,
typically an anomalous pattern will be extremely rare, occurring in just a handful of
records. These patterns can signify errors in data entry or outliers in the dataset.
For example, consider the scenario in which an individual has been the victim of credit
card fraud. This dataset is detailed in Table 2.3:
Row Date/Time Recipient Location Amount (£)
1 07/01/15 16:31 Tesco London, UK 27.54
2 07/01/15 16:58 Boots London, UK 9.77
3 08/01/15 10:24 Starbucks London, UK 3.25
. . . . .
. . . . .
. . . . .
300 22/01/15 10:17 Starbucks London, UK 3.25
301 22/01/15 10:36 Macys New York, USA 1200.00
302 23/01/15 10:22 Starbucks London, UK 3.25
Table 2.3: A simple credit card dataset from a victim of fraud, consisting of Date/Time,
Recipient, Location and Amount.
This dataset contains 302 rows, detailing the transactions of this individual over the
period between 07/01/15 and 23/01/15. It can be ascertained that there are frequent
patterns in this dataset, due to the individual’s location and habits, for example the
single Location : London, UK or co-occurrence of the Recipient : Starbucks with
the Amount : 3.25.
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However, in this case the record of interest is Row : 301, due to the fact that it
corresponds to a large purchase Amount : 1200.00 in a department store Place :
Macys in New York, USA at Date/Time : 22/01/15 10:36. This is an anomalous
value due to the combination of facts that the transaction occurs 19 minutes after the
previous transaction at Date/Time : 22/01/15 10:17, and occurs approximately
3500 miles away from the Location : London, UK of the previous transaction. It is
not realistically possible for an individual to travel this distance, by any means, in 19
minutes. Therefore, in this example, it is the infrequent or anomalous patterns which
are of particular interest to the analyst.
In order to provide a comprehensive analysis of cyber security datasets, it is clear that
an analyst requires the ability to detect both frequent and anomalous patterns. The
datasets in the following sections each provide their own challenges, and allow the
validation of the techniques discussed in the following chapters.
2.3 Datasets
The Visual Analytics Science and Technology (VAST) Challenge [31], is an annual
competition through which, both academic and industrial researchers are tasked with
developing and presenting visual analytics tools for solving particular tasks. The chal-
lenge is open to submissions comprising of novel data transformations, visualisations
and interaction methods which can be applied to solve the tasks provided.
Although the context of the VAST Challenge varies annually, it typically provides a
series of realistic tasks, split into several mini-challenges, along with synthetic datasets.
Participants are encouraged to submit to one or all of the mini-challenges and the
datasets provided are widely used as benchmarks in order to demonstrate the perfor-
mance and capabilities of systems within the visual analytics community. In 2012 and
2014, the VAST Challenges focused on datasets relating to cyber security, which are
discussed further in the following sections. The tasks for the VAST Challenge datasets
focus upon frequent pattern detection.
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The Wisconsin Breast Cancer dataset, compiled by Mangasarian et al. [85], contains
information regarding samples of breast cancer tissue analysed by the University of
Wisconsin Hospital between 1989 and 1991. This dataset focuses on anomalous pattern
detection, and contains ground truth detailing the benign and malignant records.
Additionally, a synthetic dataset has been compiled whereby the ground truth is clearly
known at both the record and the feature level. This dataset focuses on anomalous
pattern detection and contains the ground truth detailing which features of a record
are anomalous. In order to provide a realistic example, this dataset follows a similar
distribution to the other datasets described in this chapter.
2.3.1 VAST Challenge 2012
The 2012 VAST Challenge [30] is set in an imaginary world named BankWorld. It
focuses on a fictitious financial organisation named Bank of Money which also happens
to be the largest of its type in BankWorld. The challenge for researchers is split into
two smaller mini-challenges themed around large scale situational analysis and cyber
security. For the work in this thesis, the focus is on the second mini-challenge as it
explicitly relates to the discovery and identification of cyber security threats.
For the second mini-challenge, the challenge guidance stipulates that within a two
day period, one region within the Bank of Money has been experiencing operational
difficulties. Researchers are presented with firewall and intrusion detection system
(IDS) logs for this network which consists of approximately 5000 machines.
The tasks for the second mini-challenge are three-fold:
1. Identify noteworthy events within the firewall and IDS logs,
2. Identify the embedded security trend within the firewall and IDS logs over the
course of the two days,
3. Identify the root cause(s) and solution for the events identified.
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VAST 2012 Firewall Logs
Firewall logs are generated by the network firewall and typically detail every connection
attempt made through the firewall, for example from the outside network (internet) to
the inside network (local network). This dataset consists of 23,711,341 records, with a
total of 13 features as shown in Table 2.4.
Feature Name Variable Type Feature Description
Logtime Continuous The date and time the connection was logged
Syslog Priority Discrete The proposed severity of the log
Operation Discrete The action taken by the firewall on observing the
connection
Message Code Discrete A code corresponding to the type of log for further
detail if required
Protocol Discrete The communication protocol used by the connection
Source IP Continuous The unique Internet Protocol (IP) address of the
machine from which the connection originated
Destination IP Continuous The unique IP network address of the machine at
which the connection terminated
Source Port Continuous The network port used by the machine from which
the connection originated
Destination Port Continuous The network port used by the machine at which the
connection terminated
Destination Service Continuous A combination of the destination port and the
protocol used within the connection
Direction Discrete A binary value detailing the connection direction
with respect to the internal network
Connections Built Discrete A boolean value detailing if a connection was
created
Connections Torn Down Discrete A boolean value detailing if a connection was
terminated
Table 2.4: The features of the VAST 2012 Firewall Log dataset.
For easy visualisation of this dataset, an additional two features have been created, the
Hour of Day and the Meridiem of the connection - both are summaries of the Logtime.
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VAST 2012 IDS Logs
In addition to the firewall logs, the IDS logs are generated by an intrusion detection
system and typically detail connections which have been deemed as network intrusions
based upon behavioural signatures identified from past known attacks. This dataset
consists of 51,073 records, with a total of 11 features as shown in Table 2.5.
Feature Name Variable Type Feature Description
Logtime Continuous The date and time the connection was logged
Source IP Continuous The unique IP network address of the machine
from which the connection originated
Destination IP Continuous The unique IP network address of the machine
at which the connection terminated
Classification Discrete The type of security issue for which the
connection was flagged as a potential threat
Priority Discrete The level of risk caused by the connection and
the priority at which it should be investigated
Label Info Discrete Further information on the type of security issue
caused by the connection
Packet Info Continuous Information on the data packet sent or received
in the connection
Packet Info Continued Continuous Further information on the data packet
Xref Continuous URLs to further information on previous attacks
to which this connection matched behaviourally
Source Port Continuous The network port used by the machine from
which the connection originated
Destination Port Continuous The network port used by the machine at which
the connection terminated
Table 2.5: The features of the VAST 2012 IDS Log dataset.
Once again, for easier visualisation two additional features have been added, the Hour
of Day and the Meridiem for the connection.
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2.3.2 VAST Challenge 2014
The 2014 VAST Challenge [132] is set in an imaginary island named Kronos. This chal-
lenge focuses on a fictitious gas production company named GAStech which has been
operating a natural gas production site on the island for approximately twenty years.
The challenge for researchers is split into three smaller inter-related mini-challenges
with an overall grand challenge. The theme of this challenge revolves around the ab-
duction of several company employees which is suspected to have been carried out by an
organisation called the Protectors of Kronos (POK). However, we are told that things
may not be what they seem. The second mini-challenge provides several tasks relating
to the analysis and exploration of cyber security datasets.
For the second mini-challenge, applicants are provided with Global Positioning System
(GPS) tracking logs for the company vehicles, in addition to credit card and loyalty card
usage data for all employees. The data spans the two weeks preceding the disappearance
of the employees.
The tasks for this second mini-challenge are three-fold:
1. Describe common daily routines for GAStech employees,
2. Identify twelve unusual events or patterns within the data,
3. Identify and solve uncertainties and discrepancies within the data.
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VAST 2014 GPS Logs
GPS logs are generated by the tracking devices fitted within the company vehicles
which periodically log information on the location of the vehicle. Many of the com-
pany employees utilise the company vehicles as they are generally much higher quality
vehicles than they could otherwise afford. The employees are also authorised to use
the vehicles for personal use. In order to provide a comprehensive dataset detailing
information on the owner and location of the vehicles, the car assignment and GPS
datasets provided by this challenge have been merged. The resulting dataset consists
of 613,077 records, with a total of 8 features as shown in Table 2.6.
Feature Name Variable Type Feature Description
Logtime Continuous The date and time the vehicle location was
logged
ID Discrete The vehicle IDentity (ID) number
Longitude Continuous The east to west position of the vehicle with
respect to the Earth
Latitude Continuous The north to south position of the vehicle
with respect to the Earth
First Name Discrete The first name of the employee to which the
vehicle is assigned
Last Name Discrete The last name of the employee to which the
vehicle is assigned
Current Employment Type Discrete The department within which the employee
is employed
Current Employment Title Discrete The title of the employee’s position
Table 2.6: The features of the VAST 2014 GPS Log dataset.
In addition to the above features, four new positional features have been created -
Longitude One Metre, Latitude One Metre, Longitude Eleven Metre and Latitude
Eleven Metre - by binning the respective feature (Longitude or Latitude) to accuracies
of one and eleven metres appropriately. Furthermore, the First Name and Last Name
features have been combined to create a single new feature named Full Name.
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VAST 2014 Credit Card And Loyalty Card Usage
The credit card usage data provides logs of all transactions performed by all employees
on both their personal and company credit cards, consisting of 1491 records.
To complement the credit card usage data, the challenge also provides the loyalty card
usage data - a log of all transactions performed by all employees who have opted to
own a company loyalty card. This dataset consists of 1393 records, and the challenge
states that many employees own one of these loyalty cards as it allows them to redeem
benefits such as discounts at the businesses they patronise.
Both of these datasets provide information on all transactions for the two weeks leading
up to the disappearances. These datasets contain 5 features as detailed in Table 2.7.
Feature Name Variable Type Feature Description
Logtime Continuous The date and time the transaction was logged
Place Discrete The business name at which the transaction was
performed
Price Continuous The total cost of the transaction
First Name Discrete The first name of the employee to which the card
is assigned
Last Name Discrete The last name of the employee to which the card
is assigned
Table 2.7: The features of the VAST 2014 Credit and Loyalty Card Usage datasets.
Furthermore, two new price features have been created, Price Interval 1 and Price
Interval 2, by truncating the Price feature to accuracies of zero decimal places and also
one significant figure. Once again, the First Name and Last Name features have been
combined to create a single new feature named Full Name.
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2.3.3 Wisconsin Breast Cancer
This dataset consists of 699 records, comprising of 10 features regarding the biological
properties of extracted tissues samples, as detailed in Table 2.8. Although this dataset
is much smaller than the others, it is commonly used in the literature for anomaly
detection and therefore allows comparison against other work.
Feature Name Variable Type Feature Description
Clump Thickness Discrete A value between 1 and 10
Uniformity of Cell Size Discrete A value between 1 and 10
Uniformity of Cell Shape Discrete A value between 1 and 10
Marginal Adhesion Discrete A value between 1 and 10
Single Epithelial Cell Size Discrete A value between 1 and 10
Bare Nuclei Discrete A value between 1 and 10
Bland Chromatin Discrete A value between 1 and 10
Normal Nucleoli Discrete A value between 1 and 10
Mitoses Discrete A value between 1 and 10
Class Binary A value of 2 indicates a benign sample, a value
of 4 indicates a malignant sample
Table 2.8: The features of the Wisconsin Breast Cancer dataset.
In this dataset, the aim is to detect anomalous patterns within the features, which
directly correspond to malignant samples. This analysis is particularly useful as it
provides the ability to automatically determine if an individual has cancer. The ground
truth for this dataset is only provided at the record level. This limits the use of the
dataset in validating the specificity of the anomalous pattern detection at the feature
level, and so the following dataset has been created to overcome this limitation.
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2.3.4 Synthetic
This dataset consists of 4005 records, with 7 features. The features are designed to be
easily comprehensible by an inexperienced analyst, and are detailed in Table 2.9.
Feature Name Variable Type Feature Description
Log Time Discrete An hourly timestamp between 00:00 and 23:00
Field 1 Discrete An alphabetic value between a and g
Field 2 Discrete A integer value between 0 and 4
Field 3 Continuous A decimal value between 0 and 1000
Field 4 Discrete A colour from the set [Blue, Brown, Cyan, Gray, Green,
Indigo, Magenta, Orange, Pink, Purple, Red, Violet,
White, Yellow]
Field 5 Binary A value of True or False
Field 6 Discrete A value from the North Atlantic Treaty Organization
(NATO) phonetic alphabet between alfa and golf
Table 2.9: The features of the Synthetic dataset.
The distribution of the features for this dataset is shown in Figure 2.1 below.
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Figure 2.1: The distributions of the seven features of the Synthetic dataset.
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In this dataset, the aim is to discover the anomalous features which have been injected
with different behavioural traits. This dataset contains point anomalies, frequent in-
frequent anomalies and infrequent frequent anomalies, in order to simulate a realistic
challenging dataset for anomaly detection. These terms are defined later in Section 4.1.
The anomalies present within this dataset are detailed in Table 2.10:
Anomaly Type Anomalous Pattern
Anomaly Frequency %
(No. Records)
Interval Frequency %
Point Field 1 = ‘z’
0.02
(1 Record)
-
Point Field 1 = ‘z’ and Field 4 = ‘Black’
0.02
(1 Record)
-
Point Field 3 = ‘6666’
0.05
(2 Records)
-
Frequent Infrequent Field 3 = ‘9999’
0.92
(37 Records)
0.83
(All Intervals)
Infrequent Frequent Field 1 = ‘x’
0.60
(24 Records)
8.99
(04/05/2016 14:00:00)
Table 2.10: A description of the different anomalies present in the Synthetic dataset.
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2.4 Database Storage
Fundamental to the analysis of data is efficient storage, which is typically achieved
through the use of a database. A database is a collection of organised records which
can be stored in either the digital or analogue domain. They are usually optimised
such that they can be conveniently referenced, managed and updated, thus providing
an efficient storage mechanism for large amounts of data. The datasets described in this
chapter are comprised of a large number of features which typically consist of large value
vectors with multiple data types. Initially these datasets are stored as delimited text
files which do not allow for efficient referencing, management or updates. Furthermore,
these actions can cause an average computer to become unresponsive due to the large
dataset sizes. Thus, by storing these datasets in a digital database these problems are
mitigated.
One of the earliest notable databases is the Integrated Data Store, which was designed
and released by Bachman and Williams [13] in 1964 whilst working at General Electric.
This database, like many of the early databases, used a navigational model whereby
records are stored in a format in which they create one large linked list. This list
contains records of variable length and any individual record can be found by traversing
the links to which it is connected (it is also possible to use a key directly or traverse
through all the records sequentially). Due to this reference based navigation, such
databases are now classified as “navigational databases”.
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In 1970, a new relational database model was proposed by Codd [29] whilst working at
International Business Machines Corporation (IBM). In his model, records are stored
in tables, each of which focuses on a particular type of entity (for example a single
dataset) and consists of fixed length records. Each record in the table has a unique
virtual identification key (which is not stored in the table but is defined as required)
and rows in tables can be cross-linked by storing the identification key of the rows
in the other (foreign) table. This storage mechanism overcomes the inefficiency that
navigational databases face when storing sparse databases, by splitting the data into
tables of fixed length and storing optional elements aside from the main table so that
they only occupy space when required. This table based method, with unique virtual
identification keys for records, allows a user to insert, delete and edit the tables without
constantly rewriting links and pointers. Finally, this relational model allows tables to
reference other tables with both a one-to-many and a many-to-many relationship.
In order to collate records for a particular query the database needs to loop through
the records, and to allow for this Codd [28] proposed a set-orientated programming
language which is based upon tuple calculus. This language allows the system to
perform database operations as standard, in addition to locating and returning sets
of data in only one operation. This language is the basis of the modern Standardised
Query Language (SQL), which was first proposed in 1976 by Chamberlin and Boyce
[26] as SEQUEL (Structured English QUEry Language), and later renamed to SQL.
Modern database systems allow queries to be performed using a cluster of networked
machines, on which the database is stored. This enables operations to be performed
in parallel, providing the ability for simultaneous data retrieval. Perhaps the most
popular open source software framework for distributed computing is Hadoop [10],
which is based upon the Apache server framework and allows the user to distribute
the processing of large datasets across a cluster of machines. This framework works
by distributing the database into blocks of data which are then stored on individual
machines in the cluster. It achieves this by transferring the relevant code to each
machine based upon the distribution of the data, in order to process and query the
data more efficiently than if performed on a database stored in a single machine.
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In the following chapters, a POST-inGRE Standardised Query Language (PostgreSQL)
database has been implemented to store the datasets presented within this section.
PostgreSQL is an open source object-relational database system using the SQL query
language, which was first proposed by Stonebraker and Rowe [116] in 1986. An Object-
Relational Database (ORD) is similar to a relational database, aside from the fact that
it uses an object-orientated model which allows for objects, classes and inheritance.
This model allows the database to contain complex data types and also type inher-
itance, whereby different datatypes can have subtypes which contain all of the same
attributes but can add additional subtype specific attributes. Furthermore, the object
behaviour allows the database to contain objects which can benefit from polymorphism,
inheritance and encapsulation. PostgreSQL is a very flexible database system which is
still under active development and as such it is considered very reliable.
Finally, the PostgreSQL database implementation also benefits from feature indexes
in order to reduce the location and retrieval time of database queries. These indexes
are copies of the specified features, stored as a data structure aside of the table, which
can be efficiently searched. In addition, they may also be further restricted to contain
specific variations of the feature data, such as values of a feature which have upper case
text or unique values of a feature.
The tools in this thesis are constructed using Python, and in order to interface with the
PostgreSQL database, the Psycopg driver is used. However, as the database queries
have a constant temporal overhead, regardless of the complexity of the query and
the number of records returned, an intermediate cache is implemented for the tools
discussed in Chapters 5 and 6 in which commonly accessed data is stored. This inter-
mediate cache is created on initial execution of the tools on a particular dataset and
reduces the number of database queries to be performed, especially on dataset values
and features which do not change. Although, should the data in the cache require
updating, this can be performed by the user.
Chapter 3
Literature Review
The work in this thesis focuses on the field of visual analytics, which is in itself a com-
bination of multiple disciplines. Initially, Section 3.1 provides a definition for visual
analytics, specifically discussing the meaning of the terms “data”, “information” and
“knowledge” on which visual analytics rely. Section 3.2 then goes on to discuss the his-
tory of visual analytics, from the shift in analysis methodologies, to the first uses of the
term and finally providing an overview of the current state of visual analytics. Follow-
ing on from this, Section 3.3 provides a current overview of the challenges in the visual
analytics domain, segmenting them into four fields: User, Data, Scalability/Complexity
and Integration. Finally, Section 3.4 discusses the applications for visual analytics, in
addition to some notable examples from the literature.
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3.1 Defining Visual Analytics
Since the advent of computers and the internet, the volume of data produced, collected
and stored has increased faster than our ability to use it. Although there is typically
little value in the raw data alone, the information contained within is extremely valuable
for decision making and reasoning. It is here that the difference between the terms
“data”, “information” and “knowledge” becomes apparent, as discussed by Liew [76].
Data is typically the set of raw measured quantitative or qualitative values from which
information can be inferred. Information is a refined form of the data, which is useful
for a particular form of analysis. Finally, through the addition of the user, knowledge
can be extracted from information based upon experience and insight, which can in
turn be used for decision making.
Whilst knowledge can be extracted from data without the use of automated analysis
and interactive visualisation, typically the problem of information overload is present.
Information overload is simply defined as the result of a user “receiving too much
information”, for which a good review of the literature surrounding this issue is provided
by Eppler and Mengis [38]. The underlying cause of the problem is the provision of
irrelevant, inappropriately processed or inappropriately presented data to the end user
Keim et al. [66]. It can be noted that this is not a new problem, with a discussion of
the need for appropriate solutions for this problem as early as 1994 by Maes [84].
As discussed by Fayyad et al. [39], automated analysis techniques, known as Data Min-
ing, aim to extract useful information from data automatically, in order to prevent the
information overload problem. However, this only aids one side of the problem (the
reduction in data), and does not address the problem of communicating the results of
the analysis to the user and discovering knowledge from the data. Typically the presen-
tation of results to the user is provided by visualisation techniques, which, whilst able
to communicate the information gathered, do not address the extraction of knowledge.
In order to extract knowledge, there is a requirement for the user to be involved in the
analysis process, which may be achieved through user interaction.
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Therefore, visual analytics combines automated analysis techniques, visualisation and
interaction, in order to transform the issue of information overload from a problem to
an opportunity.
In contrast to information visualisation, which allows us to view data and results,
visual analytics provides a transparent mechanism through which the data may be
processed and analysed. This approach combines automated analysis techniques with
user exploration, from which the user is the ultimate authority in directing the analysis.
Keim et al. [68] provide a formalisation of this model, describing the visual analytics
process as a closed loop through which the user selects data sets and attributes, creates
hypotheses and visualisations and discovers insights and knowledge, which are in turn
fed back into the system.
The main objective of visual data analysis is to present, navigate, aggregate, and see
the details of the data such that complex questions can be answered. Shneiderman [113]
proposed a paradigm for information discovery, “Overview First, Zoom and Filter, De-
tails on Demand”. In this paradigm, the idea is that an overview is first presented to
a user to allow for context and orientation. From here, the user may then decide how
to filter the data to select the interesting subset, for which they will be directed to-
wards relevant details contained within. Although this paradigm is well suited towards
information visualisation, it is missing the key fundamentals associated with visual an-
alytics. In order to improve upon this, Keim et al. [68] provide a modified paradigm
of “Analyze First; Show the Important; Zoom, Filter and Analyze Further; Details
on Demand”, applied to visual analytics. This paradigm integrates analytics at both
the initial stage prior to visualisation and the latter stage after user interaction and
filtering. This analysis of the user interaction is able to bring the user into the analysis
loop and the multi-level analysis is more suited towards large or complex datasets.
To define visual analytics, Keim et al. [65] suggested that it is the combination of “auto-
mated analysis techniques with interactive visualisations for an effective understanding,
reasoning and decision making on the basis of very large and complex data sets”.
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Therefore, visual analytics should aim to provide:
• Automated analysis,
• Interactive Visualisation,
• Effective handling of large and complex data,
• Efficient communication of results.
To meet these criteria, the field of visual analytics combines theory from multiple dis-
ciplines, most notably Data Mining, Data Management, Interaction and Visualisation.
In line with the hypothesis presented in Chapter 1, this thesis proposes a visual ana-
lytics toolset, which is capable of detecting patterns within large datasets, through the
combination of these methodologies. Therefore, to put into context the work in this
thesis, the following discussion attempts to explore the field of visual analytics, from
its history through to the current challenges and applications.
3.2 History of Visual Analytics
Primarily, the field of visual analytics stems from the shift in data analysis techniques
from the confirmatory to the exploratory, as first stated by Tukey [124]. Confirmatory
data analysis is the process of presenting data for the purpose of confirming the un-
derlying hypothesis preceding the data capture. In contrast, exploratory data analysis
details the use of data analysis for uncovering unknown insights within data through
exploration. Coinciding with this shift in purpose, improvements to graphical user in-
terfaces and interaction devices has provided the framework through which exploratory
data analysis can occur. Jebb et al. [57] explain that exploratory data analysis has at
its heart graphical representation and visual analysis, due to their ability to discover
the “wholly unanticipated” Tukey [123].
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Following on from exploratory data analysis, the discipline of visual data mining emerged.
In contrast to data mining, visual data mining aims to benefit from the ability for visu-
alisation to produce visual patterns easily identifiable by the human eye. Furthermore,
visualisations coupled with interactivity support the test and refine methodology for
analysis. The key to successful human-in-the-loop visual data mining, is to present the
user with an ideally unbiased representation of the data, in order that they may explore
and analyse the data to detect unknown trends. Ferreira de Oliveira and Levkowitz
[41] provide a good survey of the transition from the use of visualisation as a tool for
exploration, to visualisation as a tool for data mining. In their survey, they segment the
problem into two paths: visual exploration to support mining or a knowledge discovery
task to be performed, and visualisation of the mining results.
In terms of visual exploration to support the mining or knowledge discovery task, one
very relevant example of visualisation used in the knowledge discovery and mining
tasks, is the classification algorithms - Nested Cavities (NC) and Enclosed Cavities
(EC) - for parallel coordinates presented by Inselberg and Avidan [56], in which the
algorithms exploit the geometric patterns that result from the visualisation of data in
parallel coordinates. Alternatively, although there are many examples demonstrating
the visualisation of the mining results, a particularly notable example is MineSet, intro-
duced by Brunk et al. [22]. This is a complete solution encompassing database access,
data mining and visualisation of the raw and mined data.
It is visual data mining which has provided the foundations for visual analytics, a term
first used in 2004 by Wong and Thomas [134] and later reinforced by Thomas and Cook
[120] in the book Illuminating the Path.
To understand the subtle differences between information visualisation, data mining
and visual analytics, the discussion of visualisation provided by Van Wijk [125] is par-
ticularly useful. In this paper, the author suggests that “visualisation is not “good”
by definition” and that “developers of new methods have to make clear why the in-
formation sought can not be extracted automatically”. From this definition it is clear
that automatic extraction of information (the field of data mining) and the visualisa-
tion of data (the field of information visualisation) are competing methods which are
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best suited to different tasks. Therefore, considering these two approaches have their
optimal applications, it is not a big stretch to consider that the combination of these
approaches may allow for further benefit than any single approach. If we consider
that visualisation can be used as a means to efficiently communicate and explore the
information space when automatic methods fail, and that automatic analysis methods
can provide fast, effortless analysis of data, then the combination of methods allows
for fast, effortless analysis which is still capable of efficient communication and further
exploration. It is this combination of these two approaches that primarily defines the
field of visual analytics.
However, more recently, the term visual analytics is used in a wider context spanning
several disciplines, such as visualisation, human-computer interaction, data analysis,
data management, geo-spatial and temporal data processing, spatial decision support
and statistics. For an in depth review of the context, the interested reader is directed
to Visual Analytics: Scope and Challenges by Keim et al. [68] and Geovisual analytics
for spatial decision support: Setting the research agenda by Andrienko et al. [5].
3.3 Technical Challenges
In 2005, shortly after the field of visual analytics was recognised as a new discipline,
a group of approximately 40 visionaries identified 19 major challenges for the field as
prsented by Thomas and Cook [120]. These initial challenges have since been discussed,
refined and refocused as the field has matured.
Through exploration of the research in this area, it is clear that there is a general
consensus within the community as to the challenges which lie ahead, many of which
have not changed since the introduction of visual analytics as a field in its own right.
Summarising the discussions by Keim et al. [65], Keim and Zhang [62], Sun et al.
[117] and Andrienko et al. [7], it is suggested that these challenges may be split into
four broad overlapping areas: User, Data, Scale/Complexity and Implementation, as
discussed in the following sections.
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3.3.1 User Challenges
Primarily, as visual analytics aim to keep the user in the loop when performing analysis
tasks, it is paramount that the user understands the technology driving the method
and the logic or reasoning applied by the method, and required by the user. In relation
to this, there is also the challenge of user acceptance, whereby users are reluctant to
change, especially if they don’t understand the benefit or requirements of the approach.
In order to address these issues, Scholtz et al. [111] present a discussion on the tran-
sition process for visual analytics in contrast to traditional software tools and provide
a summary key factors to be considered when following a user orientated approach.
Specifically, the authors suggest that at the first stage it is important to gain the user’s
input before development, in order to focus the development of the solution. Once the
solution has been developed, they explain that observation can be a particularly tricky
form of evaluation due to the fact that users may have complex and time consuming
tasks. For this reason, they suggest that interviews with the users after they have had
a chance to use the solution can be an extremely valuable method of identifying the
tasks performed, benefits provided and grievances held with relation to the solution
provided. In addition to these interviews, the authors suggest that it may be helpful to
interview the management, support and training teams which engage with the users.
3.3.2 Data Challenges
At the core of visual analytics is the data itself, from which it can still be very difficult
to automatically derive semantics and reasoning. This occurs due to many reasons,
however, predominantly there is a reliance of automatic methods on training or previous
knowledge. Whilst this knowledge may be available, the overall performance of the
analysis is typically related to how closely the applied data relates to the data used at
the design or training stages. For a comprehensive discussion of the methods available,
the interested reader is directed to the book Data Mining: Practical machine learning
tools and techniques by Witten et al. [133].
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The quality of the available data is typically varied depending upon a number of factors,
and uncertainty can be a big issue for the analysis process, inherently limiting the
accuracy, coverage and trust in any visual analytics approach. Sacha et al. [109] discuss
the role of uncertainty, awareness and trust in visual analytics, providing an overview
of the effect along with guidelines for integrating uncertainty in the visual analytics
process. The authors suggest that users should be informed about any uncertainties
in the information in order to avoid falling into traps, and to do this they propose a
set of guidelines which are able to estimate the dynamics of the uncertainties in order
to quantify them. It is interesting that they suggest tutorials should be given to any
potential users, in order to describe the typical usage scenarios and limitations of the
system, and ultimately build trust in the approach.
Aside of the quality and semantics of data, it is also extremely important to under-
stand where data has come from and why it was output, a characteristic known as data
provenance which is discussed in detail by Buneman et al. [23]. Data provenance in
visualisation and analysis has many different types, for which an organisational frame-
work has been proposed by Ragan et al. [101]. In this framework, the authors suggest
there are five main types of provenance: Data, Visualisation, Interaction, Insight and
Rationale.
Primarily, the provenance of data is considered the most obvious, relating to the history
of the data and the modifications made along the way. For example, a user may wish
to merge, format or transform the data. The provenance of visualisation is the result
of user interaction, relating to the history of the visualisation states and the provided
views. The provenance of interaction therefore, is the history of the user’s interaction
and commands with relation to the system and the data. In terms of visual analytics we
are focused upon deriving insight and knowledge from data, therefore the provenance of
insight is the history of these derivations and the hypotheses leading to them. Finally,
the provenance of rational is closely coupled to the previous two forms, providing an
overall history of the reasoning used in the decision making processes, which ultimately
have lead the user to their interactions and insights.
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3.3.3 Scale/Complexity Challenges
The problems of scale and complexity are fast becoming two of the most discussed
areas in visual analytics and the related fields. Although datasets sizes are increasing
at a faster rate than ever before, this issue was forseen by Eick and Karr [34] and
Thomas and Cook [120] towards the beginning of visual analytics as a field in its own
right. As data sets become larger and more complex, it also becomes more challenging
to both analyse and visualise them, presenting issues for both automated analysis and
interactive visualisation. Furthermore, data streams now also produce their own data
which can exacerbate the scalability and complexity issues. Therefore, it is extremely
important for timely analysis of the data to be performed, with efficient and effective
methods for compression and feature extraction.
Zhang et al. [139], perform a comparative review of the state of art with regards to the
commercial systems available, outlining four key approaches which should be considered
in the future to tackle the problem of scale and complexity:
• Flexibility in data structure handling and visualisation methods,
• Ability for customisation of visualisation methods,
• Support for real-time analysis of data,
• Ability for predictive analysis.
The first two suggestions are made with the assumption that by providing a system
which is flexible and customisable, the system may be tailored to suit any future unseen
task or data. The final two suggestions rely on the assumption that if the data can
be analysed in real-time prior to storage and that predictions can be made, then the
overheads of storing and reading the data can be minimised.
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3.3.4 Implementation Challenges
When implementing a software system, it is important to clarify the problem for which it
will be designed to tackle. However, even this synthesis of problems can be very difficult
due to the fact that real-world applications often consist of a series of heterogeneous
problems, and the solution for a single application may not be easily transferable. In
order to tackle this problem, it is typically suggested to perform field studies to identify
to tasks and problems faced by the current analytics processes, as suggested by Kang
and Stasko [60]. Building upon this, Wang et al. [128] suggest a two-stage framework
in order to allow the results for an organisation (application) to generalise to others.
Assuming the problems and tasks have been identified, the development process may
now proceed. As a visual analytics tool is likely to consist of methods from multiple dis-
ciplines such as analytics, visualisation or data management, this can be an extremely
challenging task. Each of the component fields is likely to have their own requirements
and outputs, which in turn need to be integrated into the system, therefore further com-
plicating the overall process. Discussing this issue, Fekete [40] provides an overview of
the different component disciplines and their current status, in addition to the efforts
of the visual analytics community to integrate them. The author concludes that the
solution of these integration issues will allow visual analytics systems to become easier
to implement and as a result their use will become more widespread. Perhaps most in-
terestingly, they suggest that ultimately users will require the ability to trade accuracy
for time as the size of data increases.
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Finally, visual analytics systems require evaluation. One of the most important reasons
for evaluation is to position the visual analytics system in context of its ability to address
the other challenges (User, Data and Scale/Complexity). It is therefore suggested
that the evaluation should provide clear comparisons with previous methods, to assess
adequacy and provide an objective overview of the scenario to which the method may
be applied. A particularly interesting approach, suggested by Blascheck et al. [19], is
to capture data using questionnaires, interaction logs and modern technologies such as
eye tracking, before applying a visual analytics system to this data which is optimised
specifically for the evaluation process. Using this approach the analyst tasked with
reporting on the evaluation process is able to test theories, explore and extract insight
from the multiple data sources, rather than analysing one of the data sources at a time.
3.4 Applications of Visual Analytics
Data exists for all sectors of industry, for example security, medicine, finance or business,
each of which have their own unique requirements and characteristics. With the rise
of visual analytics there has been a blurring of the lines which separate these sectors
and whilst the systems are typically targeted to a single sector, they are required to
handle some of the intricacies which relate to the others. The following discussion aims
to provide an overview of notable visual analytics techniques, based broadly on their
target data and tasks, in order to highlight the similarities and differences that occur.
In today’s society there is a huge interest in social media and the insights which can
be gained from it. For example, Diakopoulos et al. [32] present a visual analytics tool
which is able to identify trends and opinions using social media data related to a current
event such as a televised debate. The outcome of this process is insight for a user such
as a journalist, which can in turn be used in order to form new media such as news
articles. Similarly, when a natural or man-made disaster occurs social media can often
provide insights such as the people, regions or infrastructure which have been affected
and the aftermath that occurs. MacEachren et al. [82] provide a web-based visual
analytics solution which leverages the data from twitter in order to allow an analyst to
explore the effects of events such as an earthquake.
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In addition to social media to record and track our lives, there is currently a reliance
on digital sensors to record all things physical, such as volcanic activity or the speed
of traffic. These data sources are capable of recording at extremely high resolutions,
24 hours a day, therefore providing vast amounts of data. For example, Andrienko
et al. [6] provide a visual analytics framework which is targeted towards the analysis
of movement data such as that provided by global positioning devices. It can also be
extremely useful to provide mechanisms to store, retrieve and analyse scientific data
such as the approach suggested by Bernard et al. [17] in their implementation of a
digital library for scientific data.
The understanding of textual data and linguistics is a highly popular field, because in
a similar way to how measurements of physical phenomena explain the world around
us, linguistics and textual documents explain our thoughts and intentions. Text Insight
via Automated Responsive Analytics (TIARA) proposed by Wei et al. [131] is a visual
analytics system designed to analyse and summarise textual information such as emails
or patient records. Firstly, the system summarises the documents into topics for which
the temporal evolution may be displayed. Then, through user interaction the analyst
is able to explore these topics with a direct link back to the original text. In terms of
linguistics, Rohrdantz et al. [107] propose a visual analytics approach to explore and
track the changes in word meaning.
Visual analytics ultimately aim to help the analysts to make decisions and gather
useful knowledge on a particular event or topic of study. For these reasons, they have
become a popular tool for businesses and individuals alike due in part to their flexibility
and suitability for the testing of hypotheses. For example, systems such as FinVis by
Rudolph et al. [108] provide the ability to analyse financial portfolios in order explore
risk, reward and the correlations within.
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Considering all things digital, there are vast amounts of personal and sensitive infor-
mation now stored in digital systems, which ultimately requires protecting. Related to
these are the visual analytics systems focused towards the field of cyber security, such
as SemanticPrism proposed by Chen et al. [27]. This system aims to provide insight
and analysis for the large, high-dimensional datasets which can be typical of cyber
security. Systems such as Proactive and rEactive attack and Response assessment for
Cyber Incidents using Visual AnaLytics (PERCIVAL) by Angelini et al. [8] provide the
ability to both monitor an attack in addition to the actions taken in an attempt to
prevent it. By providing the ability to analyse the problem from both sides, the system
is able to provide an overview of the possible evolution of the attack and the actions
that may be performed in order to mitigate it.
38 Chapter 3. Literature Review
3.5 Summary
To conclude, in this chapter a discussion of the scope, history, challenges and applica-
tions of visual analytics has been provided.
In particular, the differences between the terms “data”, “information” and “knowledge”
has been discussed, in order to clarify the purpose of visual analytics. Furthermore,
the history of visual analytics has been presented, with a focus on the shift in method-
ologies from confirmatory to exploratory data analysis and visual data mining to visual
analytics. With reference to the literature, a discussion of the main challenges for the
field has been presented, along with the suggestion of a four part model (User, Data,
Scalability/Complexity and Integration) for segmenting them. In addition, it is inter-
esting to note that their is a general consensus in the literature as to the challenges
that lie ahead. Finally, a brief overview of the applications for visual analytics has been
provided, alongside proposed systems, highlighting the multidisciplinary applicability
in addition to the similarities and differences that occur.
Chapter 4
Infrequent and Anomalous
Itemset Detection
4.1 Introduction
As discussed in Chapter 2, the problem of cyber security threat detection can be seg-
mented into two related, but distinct, problems - that of frequent pattern detection and
anomalous pattern detection. In terms of an anomaly, OED Online [91] provide the
definition of an “Irregularity, deviation from the common order, exceptional condition
or circumstance”. Therefore, in order to detect any anomaly, the first stage is to de-
scribe the normal records in the dataset. In performing this task, the aim is to create
a definition of the “common order” to which an anomaly may deviate. This, there-
fore, provides the basis of the relationship between frequent and anomalous pattern
detection.
With regards to infrequent and anomalous patterns, these can occur with three different
behavioural traits:
1. Point Anomalies — these are anomalous values or co-occurrences of values, cor-
responding to the features of the dataset, which occur infrequently and with no
temporal pattern within dataset.
2. Frequent Infrequent Anomalies — these are anomalous values or co-occurrences of
values, corresponding to the features of the dataset, which occur very infrequently
within the dataset, however, they occur with a regular temporal pattern.
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3. Infrequent Frequent Anomalies — these are anomalous values or co-occurrences
of values, corresponding to the features of the dataset, which occur frequently
within a particular time interval in the dataset, however, they occur infrequently
in the complete dataset.
In order to automatically describe the “common order”, the following chapter uses the
Apriori frequent itemset mining algorithm discussed in Section 4.3.1. Primarily, this
algorithm provides a set of frequent patterns within the data, which can give a good
indicator of that which is normal.
4.2 Background
4.2.1 Frequent Itemset Mining
The first widely accepted frequent pattern mining algorithm is the SETM algorithm
developed by Houtsma and Swami [52]. This works by creating an itemset and storing
the transaction ID in which it exists. At the end of the traversal through the data, the
support count is calculated by sorting and aggregating this list. The problem with this
approach is that for each candidate itemset, the algorithm stores all the transaction
IDs for which the itemset is present, thus using a lot of memory. It also requires sorting
in order to calculate the support for the candidate itemset.
The Apriori algorithm designed by Nichol et al. [89] in 1994 was designed to overcome
this problem. This algorithm uses a bottom up approach, designed to be used on a
database of transactions of items. Here only frequent subsets of itemsets are extended
in order to generate a candidate itemset which is then tested against the data to identify
whether it is suitably frequent in terms of a threshold value. Thus, as the algorithm
does not store the transaction IDs in which the candidate itemset is present (instead
it tests the candidate itemset against the data after generation), it does not require
as much memory. However, this approach is not without its own problems, as it still
generates a large number of candidate itemsets it can also be memory intensive.
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Park et al. [94] devised a hash based solution named the Direct Hashing and Pruning
(DHP) algorithm, building upon the original Apriori principle. This uses a hash table
on the first pass in order to determine the pairs which cannot possibly be frequent.
Then on the second pass it tests if each item and item combination are frequent; then
if so the relevant count is incremented or a new entry is created if it does not yet exist.
This algorithm outperforms Apriori when there are too many pairs of items to store
both the candidate pair and their counts in memory. However, this algorithm is more
suited towards finding frequent item pairs as opposed to longer itemsets.
There are many variations of the original Apriori algorithm. The Partition algorithm
by Savasere et al. [110] reads the dataset at most two times as opposed to the multiple
reads performed by traditional algorithms. In the first pass it divides the dataset into
non-overlapping partitions, in the second it evaluates the support for the itemsets and
evaluates large itemsets. The sampling approach by Toivonen [121] finds rules from a
random sample which hopefully represent the whole dataset and subsequently verifies
them. Dynamic itemset counting by Brin et al. [21] reduces the number of passes of
the data whilst also minimising the candidate itemsets.
A solution to the large number of candidate itemsets created by the Apriori algorithm
is the FP-growth algorithm designed by Han et al. [45]. This algorithm aims to be
an order of magnitude faster than the Apriori algorithm. The approach constructs an
extended prefix tree at the first pass, in which only frequent length-1 items have nodes.
The nodes of the tree are arranged such that more frequently occurring nodes have a
higher chance of sharing nodes. Patterns are then grown from this initial tree for each
node and a conditional FP-tree is constructed by searching for items co-occurring with
this node. The mining is then performed recursively using this tree.
One drawback of the FP-growth method is that when the database is large, it can be
difficult to create an FP-growth tree in main memory and thus the database may need
to be partitioned into smaller databases and mined individually.
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There are also many variations of the FP-growth algorithm. The depth-first generation
of frequent itemsets by Agarwal et al. [1] works by creating a lexicographic tree and
then traversing the tree in a depth-first search. At each node the support values of the
subset itemsets are calculated before moving to other nodes in the tree. This allows
the algorithm to mine for very long patterns when the support is set to a low value.
Hyper-structure mining of frequent patterns (H-Mine) by Pei et al. [97] works by util-
ising a novel hyper-linked data structure called a H-struct and then performing the
mining using the H-mine algorithm optimised for this structure. H-mine is able to
dynamically adjust the links of the structure within the mining process. This solution
is excellent for applications where memory is limited and can also precisely predict the
memory overhead required. It therefore runs efficiently in memory and with the aid of
database partitioning it is able to scale up to large databases.
The array-based implementation of a prefix-tree structure by Grahne and Zhu [44] aims
to reduce the traversal of FP-trees. This technique only needs to scan the FP-tree once
for each recursive call. They propose a new algorithm FP-growth* which uses this array
based implementation of the FP-tree. The benefits of this design are that it takes less
time to traverse the FP-trees and also works well when using sparse datasets.
Apriori and FP-growth both work with data in a horizontal format i.e. Transaction ID:
itemset. Data may also be presented in a vertical format, i.e. Item: Transaction ID
set and therefore there are solutions for mining this type of data. Zaki [138] designed
the Equivalence CLAss Transformation algorithm (Eclat) which is able to mine such
data. It first builds the transaction ID set of each item, and then frequent itemsets
are grown using the Apriori property. The intersection of the transaction ID sets and
the frequent itemsets is calculated and this process is repeated until no candidate or
frequent itemsets are left. The benefit of this method is that there is no need to scan
the database to calculate the support of the itemsets.
Similar work on mining vertical format datasets is the work by Holsheimer et al. [51]
which focused on data mining using the general purpose DataBase Management System
(DBMS).
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The Tree Projection Algorithm proposed by Agarwal et al. [2] is another method to
mine frequent itemsets from a large database. This method creates a lexicographic tree
of frequent itemsets and then obtains the support counts by projecting the transactions
onto the nodes of the tree. This method improves the performance of obtaining the
support count for the frequent itemsets. By using a top down approach, only transac-
tions which can possibly contain the specific itemset being counted are examined. This
method can reduce the communication required when used in a parallel implementation
as compared to the parallel implementation of the Apriori algorithm.
The basic principle of frequent itemset mining revolves around the fact that an itemset
can only be frequent if all of its subsets are also frequent. Traditional mining approaches
output every frequent itemset including all the subsets of the larger supersets. Therefore
for very large databases, large frequent itemsets will be created and in addition an
exponential number of subsets. This can make the results difficult to understand, and
also the mining can be difficult to perform as the scale of the data increases. This
led to the proposal of closed and maximal frequent itemset mining. A closed frequent
pattern is one which has no super pattern with the same support. On the other hand
a maximal pattern is one which has no super pattern which is frequent and of which it
is a subset. The main difference between a closed frequent pattern and a maximal one
is that, as the subset frequent patterns must have the same support as their supersets,
all the support information is present. A maximal frequent pattern set on the other
hand is more compact but does not usually contain the complete support information
of the subsets.
The A-Close algorithm, devised by Pasquier et al. [95], was the first of its kind to mine
for frequent closed itemsets. The key problem in mining for closed or maximal itemsets
is to determine whether a pattern is indeed closed or maximal. There are two ways in
which one can approach this, the first method is used by CHARM developed by Zaki
and Hsiao [137], in which they store the transaction ID list of a pattern and then index
the pattern by hashing these values. The alternative is used by CLOSET+ created by
Wang et al. [127], Ascending Frequency Ordered Prefix-Tree (AFOPT) created by Liu
et al. [78] and FPclose created by Grahne and Zhu [44]. These algorithms record the
patterns in a tree, in order to readily determine whether a pattern is closed or maximal.
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The first instance of maximal pattern mining was designed by Bayardo [15] in the form
of MaxMiner. This is again an Apriori based method and works by utilising superset
frequency pruning and subset infrequency pruning. Later Burdick et al. [24] proposed
the MAximal Frequent Itemset Algorithm (MAFIA), which uses vertical bitmaps in
order to compress the transaction ID list and improve the counting efficiency.
In contrast to frequent patterns which by definition dominate a dataset, rare patterns
are not easy to detect within visualisations of large multivariate datasets. This is due
to the fact that, for anomaly detection, the variation and size of datasets presents the
classical needle in a haystack problem - that is the anomalous data is masked by the
vast abundance of normal data. The following section provides a brief discussion on
the algorithmic techniques employed in the detection of anomalies. Specifically, the use
of data mining for the detection of anomalous values is discussed.
4.2.2 Anomaly Detection
Neural networks are a widely used technique in anomaly detection, in which the neural
network is built during training in order to describe a behaviour, and then used at
test time to classify incoming data. One example of this, is the work of Endler [37],
in which they are used to describe user behaviour with respect to a computer system.
They demonstrate that the neural network is able to effectively classify anomalies in
the test data, without having previously seen the full anomalous behaviour at the train-
ing stage. Ban [14] extend upon this approach, by instead using software behaviour
to create the neural network. They show that this method is able to detect anoma-
lies, despite evolving user behaviours, and whilst protecting individual user privacy.
Similarly, Antonie et al. [9] propose a neural network based method for classification,
demonstrating that it offers significantly improved accuracy when compared to existing
methods. In 2007, Hawkins et al. [47] proposed the use of Replicator Neural Networks
(RNNs) in order to calculate a measure of “outlyingness”, entitled the outlyingness
score, for data records. They demonstrate that this method is able to identify outliers,
without using the class labels, on two publicly available datasets and to a high degree
of accuracy.
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In recent times, data mining has become increasingly important in the detection of
anomalies due to the vast increase in dataset sizes. Data mining techniques are able
to quickly calculate the patterns and rules embedded within large datasets. In 1998,
Lee and Stolfo [74] incorporated data mining techniques, to build test patterns, for the
detection of anomalies. They demonstrate that this method is able to both reduce the
detection time and increase the accuracy in the detection of anomalies by an intrusion
detection system. Antonie et al. [9] demonstrate that association rule mining can be
used effectively for classification, as an alternative to neural networks, resulting in re-
duced training times. In 2002, Sequeira and Zaki [112] proposed the use of data mining
techniques in order to automatically build profiles of normal behaviour, against which
a dataset can be tested in order to detect abnormalities. They demonstrate reduced
training time and increased scalability when compared to other methods, with their
methodology able to detect abnormalities in real-time with reasonable accuracy. More
recently, Purarjomandlangrudi et al. [100] propose the use of data mining techniques in
order to build models, which can be used for the detection of anomalies in wind turbine
bearings at the early stages of their lifecycle. They demonstrate that this method is
able to detect anomalies with a high accuracy and using smaller datasets than previous
methods. In addition, they show that their method is able to detect defects at earlier
stages than previous methods, which is highly important within this field.
To improve upon this, Capozzoli et al. [25] propose to combine several data mining
techniques, in order to provide comprehensive detection of anomalies of differing be-
havioural traits. By applying this method to datasets which detail the energy consump-
tion within smart office buildings, they demonstrate that they are able to automatically
detect faults and abnormal energy consumption.
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4.3 Theory
4.3.1 Data Mining
Data mining is a technique used to automatically discover patterns within datasets.
Formally in the data mining domain, a pattern is known as an itemset I, with the
constituent values known as items i, i.e.:
I = {i1, i2, ..., in}, 0 < n ≤ Nf (4.1)
where in is the value v of a feature f , and I is a pattern corresponding to the co-
occurrences of items.
In this domain, a dataset is viewed as a collection of transactions, whereby each record
is a single transaction. Following on from Equation 4.1, a transaction is simply an
itemset I, consisting of n items i, as shown in equation 4.2:
tx = {i1, i2, ..., in} (4.2)
Here, tx is the x
th transaction in the dataset and in is the n
th item in the transaction.
Naturally, in order for an itemset I to be present in a transaction tx, it is a requirement
that I ⊂ tx.
Finally, the transaction set T in a dataset is defined as:
T = {t1, t2, ..., tNR} (4.3)
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For an example, consider Table 4.1:
Column
1 2 3
Row First Name Last Name Gender
1 Samantha Key Female
2 John Brewer Male
3 John Downing Male
Table 4.1: A simple dataset of people consisting of First Name, Last Name and Gender.
In this case, a transaction t is defined as a single row, for example t1 is row 1. The
transaction set is the collection of all transactions i.e. T = {t1, t2, t3}. A feature f in
the above example is a single column i.e. f1 is the first column, First Name . The
value v, of the feature f1, for t1, is therefore Samantha.
So, considering that an itemset I is a collection of one or more items, an example
itemset is the combination of the items John and Male, i.e.:
I = {John, Male}. (4.4)
As discussed in Section 2.2, a pattern is defined by the frequency at which it occurs
within the dataset. This frequency is known formally as the support supp(I) of the
itemset I in the dataset i.e.:
supp(I) =
CI
NR
(4.5)
where CI is the frequency of the itemset I in the dataset i.e. the number of transactions
within which the itemset is present.
Therefore, the support supp(I) for the itemset shown in Equation 4.4, is calculated as
supp(I) = 23 . This is because the combination of the items John and Male occurs in
2 out of a total of 3 transactions.
Frequent itemset mining is an algorithmic method, utilising the formalisation presented
in Equations 4.1 and 4.5, in order to automatically discover the co-occurrence of values.
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These values are considered frequent based upon a minimum support threshold provided
by the user.
4.3.2 Apriori Algorithm
In this thesis, the Apriori algorithm first proposed by Nichol et al. [89] in 1994, is used
in order to generate the list of frequent itemsets within the datasets.
This algorithm works using a bottom up approach, whereby itemsets are extended
by a single item at a time and tested against the list of transactions in the dataset.
Specifically, this algorithm first generates a list of length-1 itemsets, a process known
as candidate generation, and then tests these itemsets against the dataset to ascertain
their frequency in the dataset. If a length-1 itemset is sufficiently frequent - that is it
has a frequency higher than the user defined support threshold - it is then extended
by a single item in order to create a length-2 itemset. This list of length-2 itemsets is
once again tested against the dataset, and sufficiently frequent itemsets are extended to
length-3 and tested. This process continues until no further itemsets can be generated,
due to them containing unsuitably frequent subsets when compared with the support
threshold.
The Apriori algorithm uses a two-pass approach, whereby candidate itemsets are first
generated and subsequently the frequency of these itemsets is then calculated. It is
able to take advantage of the fact that for an itemset to be considered frequent, all
of its subsets must also be suitably frequent. This allows for the algorithm to stop
generating the extensions of a particular itemset once the current candidate for the
itemset in question is unsuitably frequent.
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Due to this rule, frequent itemset mining typically includes subsets of maximal itemsets,
where a maximal itemset is defined as a set of items to which there is no superset.
Maximal itemset mining is a variation on frequent itemset mining, which first calculates
the complete range of itemsets and then only selects the maximal itemsets to output
in the results, thus removing subsets. This is beneficial as it further filters the results
to reduce the number of itemsets returned. However, it must be remembered that all
subsets of the resulting patterns are also suitably frequent, although they may not share
the same support as the superset to which they belong.
Alternatively, closed frequent itemset mining is a variation on the traditional approach,
whereby an itemset is only returned if there is no superset with the same support. In
this case, all subsets of the returned itemsets are also suitably frequent, and they also
have the same support as the superset to which they belong.
In order to perform frequent itemset mining, the following chapters use the Apriori
implementation created by Borgelt [20].
4.3.3 Anomalous Record Detection Using Frequent Itemset Mining
In 2004, He et al. [48] proposed an outlier detection algorithm, shown in Algorithm
1, called Find Frequent Pattern Outlier Factor (FindFPOF). The proposed method
first performs frequent itemset mining in order to obtain a collection of patterns which
describe the majority of records. Subsequently, in order to discriminate anomalous
records, each record in the dataset is given an Frequent Pattern Outlier Factor (FPOF),
relative to the number of frequent patterns contained within the record. The dataset is
then thresholded relative to the FPOF of the records, to return the top n records and
their contradictory patterns, in ascending order of their FPOF value. The threshold for
the top n records, is a user defined threshold known as the top ratio. In their work, they
have compared the proposed method against existing methods using the Find Cluster-
Based Local Outlier Factor (FindCBLOF) proposed by He et al. [49], Recurrent Neural
Network (RNN) and K-Nearest Neighbours (KNN) algorithms, and have demonstrated
it outperforms these methods by discovering all the anomalies and providing less false
positives in the result set.
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The FindFPOF method works on the assumption that anomalous records are likely to
contain less highly frequent patterns than the normal majority of the dataset. This
assumption is a logical result of the definition of an anomaly, combined with the fact
that the records within the dataset are composed from a finite number of feature
vectors containing mutually exclusive values. Therefore, each anomalous value of a
feature will reduce the set of possible features for which normal values can be assigned.
Subsequently, this will reduce the set of possible matching frequent patterns, to only
those sets which do not contain the feature corresponding to the anomalous value.
In the following explanation, the terms FPOF and anomaly score are used interchange-
ably.
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Algorithm 1 FindFPOF(D, minsupport, FPOFthreshold)
Input: D, the database of records.
Input: minsupport, user defined threshold for the minimum mining support.
Input: FPOFthreshold, user defined threshold for the maximum FPOF score.
Output: FPOF values for all records in D.
Output: The collection of records with an FPOF score below the FPOFthreshold.
Mine the set of frequent patterns FPS(D,minsupport), in database D, using
minsupport
1: for all records t in D do
2: for all frequent pattern I in FPS(D,minsupport) do
3: if I ⊂ t then
4: FPOF (t) = FPOF (t) + supp(I)
5: end if
6: end for
7: return FPOF (t)
8: end for
Output the records in the ascending order of their FPOF values.
Stop when the FPOFthreshold is reached.
It is important to note, that He et al. [48] set the FPOFthreshold at a value which
will return the top n most anomalous records as requested by the user. However, in
this thesis, the FPOFthreshold directly corresponds to an FPOF value, returning
all records with a value less than the threshold.
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For example, the dataset described in Table 4.2, details the different Last Name values
belonging to a group of women which have the First Name value of Laura. Within
this dataset, there is one anomalous record containing the anomalous Gender value
of Male, highlighted in red. In reality, this is likely to be a data entry error by either
the test subjects or the entry clerk, and an analyst would wish to discover these errors
in order to correct them.
Row First Name Last Name Gender
1 Laura Watts Female
2 Laura Smith Female
3 Laura Jones Female
4 Laura Day Male
Table 4.2: An example dataset with four records containing the following features:
First Name, Last Name, Country and Gender. There is one anomalous record with the
anomalous gender of Male highlighted in red.
As a result of performing closed frequent itemset mining on this dataset, with a mini-
mum support value of 10% and a minimum itemset length of 2 items, a set of patterns
can be obtained which describes the 90% majority of the dataset. These patterns are
displayed in Table 4.3.
Pattern # Item Item Item Support (%)
1 Laura Female 75
2 Laura Watts Female 25
3 Laura Smith Female 25
4 Laura Jones Female 25
5 Laura Day Male 25
Table 4.3: The patterns discovered after performing closed frequent itemset mining,
with a minimum support of 10%, and a minimum itemset length of 2 items. There is
one length-2 and four length-3 itemsets returned.
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In Table 4.3, the first pattern Pattern : 1 is present in all records of the dataset except
for the anomalous record, as represented by the Support value of 75%. This is due
to the anomaly occurring in the Gender feature and thus, despite the fact Pattern :
1 describes the majority of the data, it cannot describe the anomalous record - as the
assigned Gender value of Male is mutually exclusive with the value of Female.
Through the exploitation of this phenomenon, each record can be scored relative to
the number of frequent patterns contained within. The majority of the data, which is
normal, will match the majority of the patterns and thus these records will be assigned
a high anomaly score. The minority (the anomalous records) will be assigned relatively
low anomaly scores. This is a consequence of the fact that they are not able to match
some of the frequent patterns, due to the anomalies contained.
To demonstrate this, by calculating an anomaly score for each record in the dataset
shown in Table 4.2, based upon the presence of the frequent patterns in Table 4.3, a
score for each record can be obtained. For example, Table 4.4 details the dataset in
addition to a new field Anomaly Score representing the calculated scores.
Row # Firstname Lastname Gender Anomaly Score
1 Laura Watts Female 2
2 Laura Smith Female 2
3 Laura Jones Female 2
4 Laura Day Male 1
Table 4.4: The example dataset with a score, the Anomaly Score, corresponding to the
number of matching frequent patterns for each record. It is clear the anomalous record
is assigned an anomaly score lower than that of the normal records.
In Table 4.4, it is clear that the anomalous record matches less of the frequent patterns
than the normal records. This occurs due to the fact that Pattern : 1 does not
provide a match with this record. Therefore, by exploiting this result and thresholding
the dataset to view only records with a Anomaly Score value less than 2, the dataset
can be automatically filtered to discover anomalous records.
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However, although this process works perfectly on this example dataset, in reality
datasets contain much more variation within fields and co-occurring fields, in addition
to being much larger in size. Therefore, due to the complexities of a larger dataset, the
output of the FindFPOF algorithm typically includes false positives which correspond
to normal records.
To demonstrate this behaviour, the FindFPOF algorithm has been applied to the syn-
thetic anomaly dataset (as described in Section 2.3.4) with a minimum support value
of 1%. Figure 4.1 shows the cumulative number of both anomalous and normal records,
as defined by the ground truth, against the anomaly score.
Figure 4.1: The cumulative distribution of anomalous and normal records, as defined
by the ground truth, plotted against the anomaly score assigned to the records of the
Synthetic dataset by the FindFPOF algorithm. The red line shows the anomaly score
threshold at which all 65 anomalous records are discovered by the FindFPOF algorithm.
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It is clear that after applying the FindFPOF algorithm, generally the normal records
receive higher anomaly scores than the anomalous records, and thus by thresholding
to output the low scoring records a user can retrieve anomalous records. However, in
order to retrieve all 65 embedded anomalous records, the user requires the anomaly
score threshold to be set at a high value, at which a large number of normal records
are output and thus the user is presented with a large number of false positives.
In addition to the normal records, the nature of the FindFPOF algorithm means that
the result set will always contain full potentially anomalous records, despite the fact that
typically only one or more features will cause the record to be an anomaly. In order
to combat this limitation, Section 4.4 describes a novel extension to the FindFPOF
algorithm.
4.4 Term Frequency Inverse Document Frequency
Filtering
The anomaly detection method discussed in Section 4.1 provides potentially anomalous
records to the user. In the following section, these potentially anomalous records are
formally defined as dAnom. However, in order to understand why these records are
anomalous, the user must explore and analyse the records manually. To overcome this
limitation, a modification on the classical Term Frequency Inverse Document Frequency
(TFIDF) algorithm, can be applied to the resulting set from the FindFPOF algorithm,
as a filtering criteria on the potentially anomalous records. TFIDF is the combination
of two methods:
1. Term Frequency (TF) - a form of term weighting for all terms in a given document,
first proposed by Luhn [81] in 1957,
2. Inverse Document Frequency (IDF) - a method proposed by Jones [59] in 1972.
This method modifies the term weight of a given term in a document, based upon
the frequency of the term in all documents in a document set.
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Specifically, given a term τ within a document δ, the term frequency tf(τ, δ) can be
defined as:
tf(τ, δ) = 0.5 + 0.5× freqτ,δ
max{freqτ ′,δ : τ ′ ∈ δ}
(4.6)
where freqτ,δ is the frequency of the term τ in the document δ, andmax{freqτ ′,δ : τ ′ ∈ δ}
is the maximum frequency of all terms in the document.
By using the frequency of a term in the document freqτ,δ, relative to the maximum
frequency of any term in the document, the term weight is not biased by the length of
the document.
Furthermore, the inverse document frequency idf(τ,∆) can be defined as:
idf(τ,∆) = log
N
1 + |{δ ∈ ∆ : τ ∈ δ}| (4.7)
where N is the total number of documents and ∆ is the complete set of all documents.
The TFIDF weight tfidf(τ, δ,∆) for a given term is therefore:
tfidf(τ, δ,∆) = tf(τ, δ)× idf(τ,∆) (4.8)
Although TFIDF weighting is usually applied to each document in a set of documents
in order to analyse term frequency, this is not dissimilar to the anomaly detection
scenario. In this scenario, the document δ is the the set of resulting records from the
FindFPOF algorithm, the set of all documents ∆ is the set of all records in the original
dataset and the term τ is the value of a feature within a record. Therefore in this case,
the TFIDF weighting can be used to weight the values of each feature, based upon
their frequency in the anomaly detection result set, and relative to their frequency in
the original dataset.
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For clarity, when applied to the values v, of an anomalous subset of records dAnom,
from a dataset D, the notation for the TFIDF algorithm becomes:
tfidf(v, dAnom, D) =
Term Frequency︷ ︸︸ ︷
0.5 + 0.5× freqv,dAnom
max{freqv′,dAnom : v′ ∈ dAnom}
×
Inverse Document Frequency︷ ︸︸ ︷
log
NR
1 + |{freqv,D}|
(4.9)
where NR is the total number of records in the dataset D.
In order to compensate for the distributions of the features within the dataset, Equation
4.9 can be modified such that the term frequency is calculated relative to the feature
to which the value belongs. Therefore, for the value v of a feature f , the distribution
compensated TFIDF (dc tfidf) is:
dc tfidf(v, dAnom, D) =
Term Frequency︷ ︸︸ ︷
0.5 + 0.5× freqv,dAnom
max{freqv′,dAnom∩f : v′ ∈ dAnom ∩ f}
×
Inverse Document Frequency︷ ︸︸ ︷
log
NR
1 + |{freqv,D}|
(4.10)
Using Equation 4.10, the records output from the FindFPOF algorithm, can be filtered
based upon the value of dc tfidf(v, dAnom, D) for the individual features within the
record. This feature based filtering allows the user to reduce the records output from the
FindFPOF algorithm, to potentially anomalous subsets, by removing normal items from
the records. For the following discussion, this hybrid algorithm is titled Discovering
Anomalous Terms Using Mining (DATUM).
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In the DATUM algorithm, a low value of dc tfidf(v, dAnom, D) corresponds to poten-
tially anomalous feature values. Therefore, by filtering the output of the FindFPOF to
remove features with a high dc tfidf(v, dAnom, D) value, the remaining feature patterns
correspond to the anomalous values contained within the records.
4.5 Experiments
In order to validate the anomaly detection method discussed in this chapter, both the
FindFPOF and the DATUM algorithms have been applied to two different datasets,
one real and one synthetic.
4.5.1 Wisconsin Breast Cancer Dataset
The Wisconsin Breast Cancer dataset, as detailed in Section 2.3.3, contains real data
in which the records of interest pertain to malignant tissue samples. The distribution
of this dataset has been modified to create a clear anomalous distribution of malignant
samples, following the experimental methods of He et al. [48] and Hawkins et al. [47].
The result consists of the complete set of benign records, totalling 444 records, plus
one in every six of the malignant records chosen at random totalling 39 records. This
dataset only contains ground truth at the record level, so for a fair comparison the
results on this dataset are limited to the performance of the anomaly detection methods
in identifying anomalous records.
Following the experimental procedure of He et al. [48], the FindFPOF algorithm has
been set to perform frequent itemset mining with a minimum support of 10% and a
maximum itemset length of 5 items. Due to the lack of the feature level ground truth,
the TFIDF filtering is set to remove a feature only if all other features in the record are
removed, i.e., the record is removed. In this manner, the TFIDF filtering is set to filter
normal records from the potentially anomalous result set of the FindFPOF algorithm.
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The graphs in Figure 4.2 show the results of the FindFPOF (yellow) and the DATUM
(blue) algorithms, when applied to the Wisconsin Breast Cancer dataset. The top
ratio is the threshold on the number of records to return (as discussed in Section 4.3.3).
There is one graph for each top ratio as specified in the experimental procedure of
He et al. [48]. These graphs show the number of anomalous records (true positives)
and the number of normal records (false postives) remaining in the output of the two
algorithms. For the FindFPOF method, there is only a single threshold - the top
ratio - and therefore a single point (yellow) is shown on each graph, for each top ratio
value. However, the DATUM algorithm takes two parameters - the top ratio and the
TFIDF threshold - and therefore for each graph (which corresponds to a single top
ratio threshold) a series of connected points (blue) are shown detailing the number of
anomalous and normal records output for different TFIDF thresholds.
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It is clear from the graphs in Figure 4.2, that in the worst case and for every top ratio
threshold, the DATUM algorithm is always as accurate as the FindFPOF algorithm.
However, prior to the discovery of all anomalous records (top ratio values 4 to 56
records), the DATUM algorithm can allow the user to sacrifice detection accuracy for
a reduction in the number of normal records. This is achieved through the use of the
TFIDF filtering and by setting a value less than 1 for the TFIDF threshold.
But, once all anomalies are discovered by the FindFPOF algorithm, at a top ratio of
64 records, the TFIDF filtering allows for a reduction in the number of normal records
with no reduction in the anomaly detection accuracy. Specifically, Figure 4.3 shows the
enlarged graph for the top ratio value of 64 records, and it is clear that a reduction
in the false positives of approximately 1% is possible through the use of the TFIDF
filtering.
Figure 4.3: The performance of the FindFPOF (yellow) and DATUM (blue) algorithms
on the Wisconsin Breast Cancer dataset, in terms of the percentage of remaining normal
and anomalous records, for the top ratio threshold of 64 records. At this threshold, the
FindFPOF algorithm detects all embedded anomalous records. It is clear that at this
top ratio, a reduction in false positives by approximately 1% can be achieved through
the use of the TFIDF thresholding.
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Furthermore, this ability to efficiently filter normal records without affecting the anomaly
detection accuracy, allows the user to more coarsely set the top ratio threshold. To
demonstrate this clearly, Figure 4.4 shows the enlarged graph for the top ratio value
of 100 records. At this top ratio, the TFIDF filtering allows a reduction in false pos-
itives of approximately 6.25% without any reduction in the number of true positives.
Therefore, a user can set the top ratio at a value corresponding to the upper limit with
regards to the number of records they are willing to analyse, with the ability to then
use the TFIDF thresholding to further reduce the number of records.
Figure 4.4: The performance of the FindFPOF (yellow) and DATUM (blue) algorithms
on the Wisconsin Breast Cancer dataset, in terms of the percentage of remaining normal
and anomalous records, for the top ratio threshold of 100 records. At this threshold,
the DATUM algorithm provides the ability to reduce the number of false positives by
approximately 6.25% when compared with the FindFPOF algorithm alone. It achieves
this without any reduction in the number of true positives.
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4.5.2 Synthetic Dataset
In contrast to the Wisconsin Breast Cancer dataset, the Synthetic dataset defined in
Section 2.3.4, contains ground truth at the feature level. In order to compare the
performance of the FindFPOF and the DATUM algorithms in identifying anomalous
features, this ground truth is used to determine the number of normal and anomalous
feature permutations of the two algorithms. By performing this analysis, the DATUM
algorithm can be validated against the objective for which it was designed, the discovery
of anomalous features. The FindFPOF algorithm has been set to perform frequent
itemset mining with a minimum support of 1%, allowing for a more comprehensive list
of normal patterns with which to score the records. The maximum itemset length has
been set to 5 items and once again the two algorithms have been tested across a range
of top ratio thresholds.
The results for both the FindFPOF (yellow) and the DATUM (blue) algorithms, are
shown in Figure 4.5. Due to the availability of the ground truth at the feature level,
these graphs show the number of anomalous (true positives) and the number of normal
(false postives) permutations of features remaining in the output of the two algorithms.
Once again, for the FindFPOF method, there is only a single threshold (the top ra-
tio) and therefore a single point (yellow) is shown on each graph, for each value of
this threshold. However, as discussed previously the DATUM algorithm takes two pa-
rameters (the top ratio and the TFIDF threshold), and so for each graph a series of
connected points (blue) are shown which correspond to the number of anomalous and
normal permutations of features output for different TFIDF thresholds.
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It is clear from the graphs in Figure 4.5 that the DATUM algorithm reduces the number
of normal permutations for every top ratio threshold, without any reduction in the
anomaly detection accuracy. For example, at the lowest top ratio threshold of 5 records,
the FindFPOF algorithm detects approximately 17% of the anomalous permutations
along with approximately 0.3% of the normal permutations. However, for the same
top ratio threshold, the DATUM algorithm detects the same number of anomalous
permutations, but outputs approximately 0% of the normal permutations. That is, it
outputs almost exclusively anomalous permutations of features, a result of the feature
level filtering provided by the TFIDF thresholding. This result is shown in Figure 4.6.
Figure 4.6: The performance of the FindFPOF (yellow) and DATUM (blue) algorithms
on the Synthetic dataset, in terms of the percentage of remaining normal and anoma-
lous feature permutations, for the top ratio threshold of 5 records. At this threshold,
the DATUM algorithm provides the ability to reduce the number of false positives
to approximately 0%, compared with approximately 0.3% output by the FindFPOF
algorithm alone, without any reduction in the number of true positives.
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As the top ratio increases, the effect of the TFIDF thresholding becomes more pro-
nounced, vastly reducing the number of normal permutations in the result set. For
example, at the top ratio threshold of 140 records, all the anomalous permutations are
detected by the FindFPOF algorithm. In this case, the TFIDF thresholding allows the
reduction in the number of false positives, from approximately 5.3% with the Find-
FPOF algorithm alone to approximately 1.3% with the DATUM algorithm. This is
achieved without any reduction in the number of true positives, as shown in Figure 4.7.
Figure 4.7: The performance of the FindFPOF (yellow) and DATUM (blue) algorithms
on the Synthetic dataset, in terms of the percentage of remaining normal and anomalous
feature permutations, for the top ratio threshold of 140 records. At this threshold,
the DATUM algorithm provides the ability to reduce the number of false positives
to approximately 1.3%, compared with approximately 5.3% output by the FindFPOF
algorithm alone. It achieves this without any reduction in the number of true positives.
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In reality, this would allow a human analyst to explore a result set consisting of purely
anomalous patterns as opposed to anomalous records which can still contain normal
feature values. Therefore, this removes the requirement for an analyst to identify the
behavioural model through which the anomaly presents itself, as the patterns can be
directly provided by the DATUM algorithm. In the cyber security scenario, this allows
the algorithm to directly present to the user possible signatures for the detection of
such anomalous behaviours.
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4.6 Summary
The FindFPOF algorithm proposed by He et al. [48] has been shown to outperform
other methods such as FindCBLOF, KNN and RNN, in the detection of anomalous
records. However, this method suffers from the inability to detect anomalies at the
feature level, subsequently providing the full anomalous records to the user. In a cyber
security dataset, with possibly millions of potentially anomalous records, this would
result in an overwhelming number of the records for a human to analyse.
In this chapter, a novel algorithm which scores the features of the dataset with respect
to the feature distributions, using TFIDF, has been proposed. The proposed algorithm,
DATUM, scores each feature in the output of the FindFPOF algorithm, based on the
relative frequency when compared to the full dataset. By performing this scoring
relative to each feature distribution, the algorithm is able to mitigate the inherent bias
caused by continuous or sparse feature distributions.
This algorithm has been tested on two different datasets, the Wisconsin Breast Can-
cer and a Synthetic dataset, successfully reducing the number of false positives at the
record level on both datasets. In addition, with a known ground truth at the feature
level, the algorithm has been proven to substantially reduce the number of normal fea-
tures from the anomalous records. This reduction, in both normal records and normal
features, occurs without any reduction in anomaly detection accuracy. Finally, in both
of these datasets, the DATUM algorithm has been shown to reduce the sensitivity of
the FindFPOF algorithm to the top ratio parameter.
Chapter 5
Frequent Itemset Detection
and Visualisation
In addition to the anomalous patterns discovered by the algorithm presented in Chapter
4, an analyst also requires the ability to detect frequent patterns within the data. As
discussed in the previous chapter, these frequent patterns describe the “common order”
and therefore the Apriori algorithm on which DATUM is based can be used. However,
due to the nature of frequent patterns, there is often a much higher abundance of them
and so careful consideration is required in terms of how to present them to the user. In
this chapter, a tool entitled Interactive Visual Analytics for Cyber Security (IVACS) is
presented, combining a PostgreSQL database, frequent itemset mining and interactive
visualisation to provide automated and comprehensible discovery and presentation of
frequent patterns.
Primarily, an indexed PostgreSQL database is used in order to store the large volume of
data and provide an efficient way to retrieve and search this data. This is then coupled
with frequent itemset mining in order to both automatically summarise and extract
frequent patterns from within the data. Finally, the resulting patterns and the original
raw data are then visualised simultaneously, in order to provide exploratory analysis of
the data from differing perspectives.
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5.1 Background
5.1.1 Visualisation
Visualisation is the process of providing a visible presentation of data and Liu et al.
[79] discuss the recent advances and challenges in this field. The classical approach to
visualisation is to use methods such as the line chart [46], bar chart [98], pie chart [99]
or histogram [96]. However, these methods whilst extremely efficient at displaying the
relationship between two or even three variables, are not so well suited to modern large
and multivariate datasets. These modern datasets, present two fundamental problems,
which are primarily born out of the advent of modern computing:
1. How to visualise datasets with a large number of records or samples,
2. How to visualise datasets with a large number of variables or dimensions.
To combat these problems, information visualisation is an extremely large and growing
field, which aims to discover new visualisation techniques for modern data. In addition
to helping to generate large multivariate datasets, modern day computers also provide
the ability for large scale and complex digital visualisation. Primarily, digital systems
have provided the ability to design more complex visualisations, due to high display
resolutions and interactivity. One of the most popular digital visualisation methods is
the pixel map, which is a space filling technique i.e. it partitions the full visualisation
display space.
In pixel mapping, the location of a single pixel on the display corresponds to a record
in the dataset, and the colour represents the specific value of a variable. For example,
Keim and Kriegel [63] used this method in their system VisDB in order to efficiently
display a high dimensional dataset, arranging and colouring the individual pixels as a
result of user queries. Another notable example of pixel mapping is the Pixel Carpet
visualisation, proposed by Landstorfer et al. [72], for multivariate datasets. In this
visualisation, they give three variables of a dataset their own pixels, stacked vertically.
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Horizontally, the visualisation follows the temporal order of the dataset, and allows for
the identification of temporal patterns.
However, datasets have continued to increase in size, and pixel mapping is only able to
display as many records as there are pixels in the display. Display resolutions have also
increased dramatically, although not at the same rate as dataset sizes, but there is a
point at which a pixel becomes so small that it is no longer perceivable. For this reason
it has become important to develop new methods for pixel mapping, such as the multi-
resolution pixel mapping approach proposed by Keim et al. [64], which incorporates
clustering techniques to reduce the complexity.
In terms of visualising large multivariate datasets, parallel coordinates popularised by
Inselberg [53] is a frequent method within the literature, which allows the visualisation
of high dimensional datasets in 2D. In parallel coordinates, N parallel axes are drawn
for the N variables within the dataset. Each of the parallel axes consists of a series of
tick marks which correspond to the possible values of the variable to which the axis
represents. In order to display a record in parallel coordinates, a polyline is drawn
which connects the values of the axes representing the variables in the dataset at the
values present in the record.
In addition to these methods, digital visualisation has allowed approaches to be easily
combined to form new techniques. For example, Keim [67] demonstrate the ability
combine pixel maps with a circular temporal glyph, in which each segment of the glyph
is itself a pixel map representing the values of the data items in that particular interval.
Furthermore, digital visualisations provide the ability to use complex color scales, in
order to highlight important data. In particular, with respect to pixel mapping, Oelke
et al. [92] suggest that visual boosting techniques involving colour, such as pixel halos
or contrast modification, can be applied to further highlight important pixels. However,
colour should be used carefully, in order to enhance and not detract from a visualisation
and the quote “avoiding catastrophe becomes the first principle in bringing color to
information: Above all, do no harm.” provided by Tufte [122], sums up this important
fact. Extensive research has been performed, such as the surveys by Rhyne [103] and
Silva et al. [115], with regards to the use of colour and its efficient use in visualisation.
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A single visualisation is fixed to representing a single perspective on the data, as de-
termined by the visualisation method chosen and the variables visualised. The field
of Coordinated and Multiple Views (CMV) aims to combat this limitation, through
the use of several interactive visualisation methods simultaneously, which are linked
through the relationships in the data and user interaction. The ideology behind this
field is that, whilst it can be a benefit that a user may know what they are looking for
in a visualisation, they can also be hindered by this knowledge. In order to prevent
this hindrance, CMVs allow a user to explore a visualisation interactively using their
current knowledge and insight, but at the same time other representations of the data
are provided and modified in order to provide additional insights. A review of the
state of the art and future directions in this field has been presented by Roberts [105],
in which a discussion of notable CMVs is provided such as cdv [33], Mondrian [119]
and CommonGIS [4]. There are many, often domain specific, CMV systems such as
PortVis proposed by McPherson et al. [87] for the detection of cyber security events
in relation to network traffic, the proposal by Keefe et al. [61] of a CMV system for
biomechanical motion data, UpSet proposed by Lex et al. [75] which allows the explo-
ration of intersecting sets or TelCoVis proposed by Wu et al. [135] for the exploration
of co-occurrences in urban human mobility using telco data.
Interaction allows the user to further explore, filter, modify and analyse the data pre-
sented in a visualisation, which can be particularly useful for large multivariate datasets
and CMVs. The following section discusses the interaction methods provided to users
within the individual visualisations and CMV systems presented in the literature.
5.1.2 Interaction
Interaction within CMVs is critical to their ability to help an analyst explore a dataset.
The three part model consisting of replace, replicate and overlay, as described by
Roberts [104], provides a good segmentation of the options available to a developer
in the creation of CMVs. In this, replacement is defined as the process of replacing the
old information in a visualisation with the new, on a parameter change. Replication is
the process of displaying the new information in additional windows or visualisations.
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Finally, overlay is the process of merging the new information with the old in the same
visualisation.
In terms of interaction methodologies, Kosara et al. [70] provide a discussion of the
methods available for individual visualisations and CMVs. The ability to zoom is a
technique in which an area of interest is magnified and may be implemented in a variety
of ways. The most obvious method is to simply redraw the visualisation by removing
all but the zoomed data, however this removes the context of the area of interest. In
order to maintain the context, distortion can be used with techniques such as: fisheye
views which are based upon a fisheye lens model [42], drawing in hyperbolic space
and projecting to euclidean space [71] or the perspective wall [83] in which there are
three rectangular regions - the central magnified region and two adjacent regions with
a decreasing magnification.
Filtering is another highly utilised technique, in which data is focused upon using
user interaction, resulting in a reduction in data visualised. For example, the magic
lenses proposed by Bier et al. [18], provides a zoomed, distorted view based upon
the region over which the mouse is focused. Some methods use relevance as opposed
to location, for example in tools such as: GeoSpace [80] which highlights important
locations on a geographic visualisation based upon a user query or Semantic Depth of
Field (SDOF) [69] which blurs objects based upon their relevance according to other
user interactions.
Extremely important to the use of CMVs is the method of brushing. Brushing is a
technique through which a user selects the items or area of interest using the mouse, in
order to highlight, focus, or remove the corresponding data. Typically this technique is
used with linking, the process through which CMVs connect multiple visualisations. For
example, Becker and Cleveland [16] discuss the use of a rectangular brush over a scatter
plot visualisation in order to highlight, shadow highlight, delete or label data. In their
implementation, several scatter plots which each display the data of two variables, are
linked and visualised in a matrix structure. The use of brushing allows them to interact
with one of these scatter plots and explore the underlying relationships corresponding
to the other variables.
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5.2 Design Considerations
As discussed in Chapter 1, current methods for the detection of cyber security threats
rely on knowledge of previous attacks. Whilst these signatures enable the automated
detection of known attacks, they are unsuitable for the detection of novel attacks or
variations of previous attacks. Typically, in order to detect novel attacks, an analyst will
manually explore the related datasets using visualisation alongside hypotheses gained
from previous knowledge. Therefore in order to provide a tool which is capable of
detecting both novel and known attacks, two key criteria must be met:
1. The tool should not use fixed signatures,
2. The tool should still allow manual exploration
In order to meet these two criteria, whilst automating the detection process and aiding
the analyst, the following design criteria are proposed:
1. The automatic extraction of patterns from the data will be performed using data
mining methodologies, specifically frequent itemset mining with a low support
threshold. This will enable a large number of patterns to be extracted in a short
space of time, in order to focus and direct an analyst’s exploration.
2. The raw data will be available in a coordinated manner, through the use of a
PostgreSQL database. This database will allow efficient querying and filtering of
the large datasets typical of cyber security.
3. The extracted patterns and the raw data will be presented to the analyst using
interactive visualisations which are simple and flexible, such that they are easily
interpretable even without expert knowledge.
4. Each of the visualisations will provide differing perspectives on the data, with co-
ordination between visualisations allowing for additional context to be provided.
This coordination will mean that interaction in any single visualisation will filter
and highlight the data in the other visualisations.
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5.3 Frequent Itemset Visualisation
In order to perform frequent itemset mining, the dataset is first exported into a sym-
bolised form using the PostgreSQL database. Then, using the Apriori algorithm as
discussed in Section 4.3.1, each temporal interval within the dataset is mined for max-
imal frequent itemsets using a user defined support threshold. Typically this support
threshold is set sufficiently low in order to detect a large number of frequent itemsets
to visualise. The temporal interval for the mining is defined by the user, however in the
following sections this interval set as hourly. Once the frequent itemsets have been ex-
tracted, the individual list of unique frequent items is determined. Furthermore, there
is a user defined threshold for the number of temporal intervals in which an itemset
must appear frequent in order to be included in the visualisations. This allows the user
to remove temporally sporadic itemsets.
The visualisation framework for the frequent itemsets discovered in the data mining
consists of four different visualisation methods in order to provide views of the data
from different perspectives. These are shown in subsections 5.3.1, 5.3.2, 5.3.3 and 5.3.4.
Each of these visualisations can, in addition to their position in the main window, be
maximised into separate windows. The visualisation methods are shown in Figure 5.1:
Figure 5.1: The four visualisation methods for the results of the frequent itemset min-
ing, showing the results for the VAST 2012 Firewall Logs dataset.
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5.3.1 Line Graph
Figure 5.2: The line graph visualisation, displaying the evolution in the frequency of
frequent itemsets over time. A single itemset is highlighted in green through user
interaction.
The line graph visualisation, shown above in Figure 5.2, contains a series of lines each
of which corresponds to a frequent itemset within the dataset. This is plotted with
the time interval on the x-axis and the itemset support on the y-axis. If an itemset
becomes insufficiently frequent within a time interval, the line is interpolated to join
the next available point for the itemset.
The user has several interaction methods available to explore this visualisation. By
hovering the mouse over a line in the graph, the user is able to highlight particular
lines and retrieve the itemset corresponding to the highlighted line along with the time
interval corresponding to the mouse location. This mouse interaction will also highlight
the individual items within other visualisations. Furthermore, any time segments in
the polar plot in which the itemset is present, will also be highlighted.
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In order to threshold, the user is able to draw a rectangle over the graph using the
mouse. Subsequently, the other frequent itemset visualisations will update to visualise
only items and itemsets which relate to those thresholded.
Finally, the user also has the ability to pan and zoom, for precise exploration.
5.3.2 Polar Plot
Figure 5.3: The polar plot visualisation, displaying the evolution of the number of
frequent itemsets over time, with a single time interval highlighted in green through
user interaction. A polar plot is provided for the morning and afternoon, such that the
plots have a similar format to a twelve hour clock for familiarity.
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The polar plot, as shown above in Figure 5.3, is a circular temporal glyph containing
several segments of equal angular width and variable length, which represent time
intervals within the dataset. The length of each segment is proportional to the number
of frequent itemsets present within the respective time interval and this provides an
easily interpretable method for a user to explore the evolution in the number of frequent
itemsets over time. The visualisation panel contains two polar plots, one to represent
the morning and one to represent the afternoon, such that each plot relates directly to
a standard twelve hour clock and is therefore instantly familiar to the user.
In order to discover information on the itemsets present within an interval, the user
is able to hover the mouse over a time segment to highlight it in green, and as a
result the timestamp and the average itemset frequency within the time interval will be
displayed. Furthermore, the user may choose to permanently highlight a time segment
through a mouse selection, resulting in the highlighting of the segment until the user
selects the same segment again. Due to the cross-linking of the visualisations in the
tool, this mouse interaction will in turn highlight any corresponding items within other
visualisations and corresponding itemsets within the line graph. Finally, the user is
able to switch between days in the dataset using the previous and next buttons.
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5.3.3 Bar Chart
Figure 5.4: The bar chart visualisation, displaying the total frequency within the
dataset for each of the frequent items. A single item is highlighted in green through
user interaction.
The bar chart, shown above in Figure 5.4, displays the frequency within the dataset
of each individual item discovered by mining, providing a very simple way for a user
to understand the distribution of the items within the dataset, and also discover other
frequently co-occurring items through interaction with the visualisation.
To perform this, the user is able to hover the mouse over a particular bar within
the visualisation, highlighting the bar in green and displaying the item and frequency.
Through this interaction, any related item or itemsets in the other visualisations will
be highlighted, in addition to any time segments in the polar plot which contain the
item. In order to permanently highlight an item, the user is able to click on a bar, thus
highlighting the item until they click on the bar a second time.
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5.3.4 Pixel Map
Figure 5.5: The pixel map visualisation, displaying the evolution in frequency of fre-
quent items over time intervals. A single item is highlighted in green by user interaction.
The pixel map, shown above in Figure 5.5, is a rectangle which is visually partitioned
in two-dimensions, to display the time interval index on the x-axis and frequent items
on the y-axis. This visualisation represents the relative frequency of an item (a row)
within a time interval (a column) in the dataset through the colour of each segment,
therefore providing a visual display of the evolution of the temporal frequency of items.
The frequency of items is visualised through a colour shade scale, whereby a darker
shade represents a higher frequency of the item.
In order to interact with this visualisation, the user is able to hover the mouse over a
row, in turn highlighting the row in green and providing the item name and the time
interval. As discussed previously this highlighting can be made permanent through
the use of a mouse click on a row in the visualisation. Furthermore, by highlighting
items in this visualisation, all related items and itemsets in other visualisations will be
highlighted, in addition to related time segments in the polar plot.
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5.4 Parallel Coordinate Visualisation
This section presents the visualisation of the raw data through the use of parallel
coordinates. In order to perform this, the dataset features and values are retrieved
directly from the PostgreSQL database.
5.4.1 Introduction to Parallel Coordinates
Parallel coordinates, first popularised by Inselberg [53] in 1985, are a widely utilised
method to visualise and analyse high dimensional multivariate datasets in a 2D space.
The core principle requires N parallel axes to be drawn for the N features in the dataset.
Each of the parallel axes consists of nodes corresponding to the unique values of the
features. A row in the dataset is visualised as a polyline connecting the nodes which
correspond to its values at the relevant parallel axes.
They have been applied to many tasks which require information visualisation, one of
the most notable being their use in the air traffic control system for conflict detection
and resolution by Inselberg [55]. Other applications include their use in intrusion
detection and network analysis by Axelsson [12], visual data mining and economics by
Inselberg [54] and process control and optimisation by Necoara and Clipici [88] to name
but a few.
The axis A is defined as the visual representation of a feature f , which is composed of
two endpoints EA, and the set of locations of the values v for the feature NA, where:
A = (EA, NA) (5.1)
EA = (sA, eA), sA, eA ∈ <2 (5.2)
NA = {nA1 , ..., nANv} (5.3)
where sA and eA are the start and end locations of the axis.
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The sequence of visible axes A is defined as:
A = (A1, ..., Ak) (5.4)
An axis Ai, i ∈ [1, k] and a single node on this axis nAij ∈ NAi may be selected for
example, as shown in Figure 5.6 below.
Figure 5.6: A visual representation of the parallel coordinates as defined in this section.
The red dashed box illustrates the collection of nodes L(nAij ) which connect to n
Ai
j .
For the purpose of the visualisation, nodes on neighbouring axes are linked by a line
segment if the pair of values they represent is present in the same record in the dataset.
The order of the parallel axes are important, and nodes are only linked to nodes from
immediately adjacent axes. Specifically, the set of nodes linked to node nAij is denoted
by L(nAij ) where if l ∈ L(nAij ), then l ∈ NAi+1 or l ∈ NAi−1 as shown in Figure 5.6.
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For example, Table 5.1 describes a simple dataset with 3 features: First Name , Last
Name and Gender . There are a total of 3 records with each row corresponding to
a single individual. These individuals share the same Last Name , however the other
two features (First Name and Gender) differ.
Row First Name Last Name Gender
1 Robert Smith Male
2 Claire Smith Female
3 Jack Smith Male
Table 5.1: A simple dataset of people, with three transactions, containing the following
features: First Name, Last Name and Gender.
Visualising this using the formulation previously described the sequence of visible axes
are: First Name , Last Name and Gender , and these are drawn as a set of parallel
axes. In order to visualise the dataset, it is a requirement that a node be drawn
for each possible value of a feature, on the respective feature axis. For example the
feature axis First Name will contain 3 nodes corresponding to the values Robert,
Claire and Jack. Finally, nodes are linked on neighbouring parallel axes, based upon
the corresponding values for the axes as detailed across the rows in the dataset. For
example, taking Row: 1 of the dataset, a line would be drawn between the nodes:
Robert from the First Name axis, Smith from the Last Name axis and Male
from the Gender axis. In this example, the common node of interest corresponds to
the value of Smith. This is shown in Figure 5.7.
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Figure 5.7: A parallel coordinate visualisation of the simple dataset in Table 5.1, with
nodes connected to the Last Name value Smith highlighted by the red dashed box.
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5.4.2 Implementation
The parallel coordinate visualisation provided by the tool is shown below in Figure 5.8.
To demonstrate the ability for the user to select a subset of features from the dataset,
the first five features are visualised.
Figure 5.8: The parallel coordinate visualisation of the first five features from the VAST
Challenge 2012 Firewall Log dataset (as discussed in Section 2.3.1). The feature value
Built on the Operation axis has been highlighted through user interaction.
In the parallel coordinate visualisation shown in Figure 5.8, the first five features of
the dataset are visualised as parallel vertical axes. Then, to represent the dataset, a
polyline is drawn for each record, connecting the values of the record features.
The user is able to interact directly with the parallel coordinate visualisation using the
mouse. Initially, as the mouse hovers over a feature node, the node and the feature
value are highlighted. Additionally, this information can be permanently highlighted
by clicking on the node. Upon highlighting the feature value, the frequent itemset visu-
alisations will be updated to highlight the matching items, itemsets and time segments.
Finally, in order to accommodate dataset changes, the user is also presented with the
option to update the dataset cache files, which will in turn retrieve the information
from the database.
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5.5 Textual Output
In addition to the visualisation methods discussed previously, the tool also provides two
additional textual outputs - a cross-linked output of the raw data in tabular format
and an output of the user interactions.
Figure 5.9: The record table displaying a subset of the records from the database which
match the highlighted values in the other visualisations.
The record table, shown above in Figure 5.9, displays a subset of the records within the
dataset. This is a tabular output of the raw dataset, which upon user interaction in
the other visualisation panels, will update to display relevant records which contain the
highlighted or thresholded items and itemsets. In addition to this, the user is able to
select a particular value within the record table, which will highlight any items or item-
sets in the frequent itemset visualisations. Furthermore, any selection within the record
table will also highlight the selected values on the parallel coordinate visualisation.
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Furthermore, the interaction output area shown in Figure 5.10, provides a textual log
of all user interactions. This log allows the user to retrace their steps and go back to
a previous point in their exploration, or to discover the actions leading towards the
current state of the tool. Furthermore, this area also provides the user with additional
information about their interactions, such as the items within highlighted itemsets.
Figure 5.10: The interaction output area which logs all user interactions and provides
a history should the user wish to retrace their steps. It also enables the user to gain
further information when interacting with the visualisations.
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5.6 Cross-Linked Visualisations
In order to identify further information relating to the underlying patterns, each of
the visualisations are cross-linked, forming the creation of a tool Interactive Visual
Analytics for Cyber Security (IVACS). This enables the ability for an analyst to visu-
alise patterns from differing perspectives, without losing the current context of their
exploration. The different components of this tool are illustrated in Figure 5.11:
Figure 5.11: The structure of IVACS consisting of a database backend for efficient
storage of data, frequent itemset mining for the discovery of frequent patterns and
interactive visualisations of both the raw data and the frequent patterns. The arrows
represent the flow of information between the different modules.
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The central interface through which the user is able to interact and perform their
exploration, is displayed in Figure 5.12.
Figure 5.12: The central interface containing the cross-linked visualisations, through
which the user is able to interact and perform their exploration. The dataset displayed
is the VAST 2012 Firewall Logs as discussed in Section 2.3.1. In the parallel coordinate
panel at the bottom, the first six axes have been selected.
In this interface, the user is able to highlight, select and threshold the data to be
displayed according to the interaction options offered by each visualisation. The cross-
linked visualisations allow this interactivity to be mirrored in each of the other visual-
isation methods, i.e. by highlighting the value of a particular field in the record table
shown in Figure 5.9, all other visualisations will be highlighted to display the same
data.
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Therefore, assuming the Protocol value of Transmission Control Protocol (TCP)
is highlighted, then the following will occur as displayed in Figure 5.13.
• Line Graph (Section 5.3.1) - the itemsets containing the Protocol value of TCP
will be highlighted,
• Polar Plot (Section 5.3.2) - the hours in which there is a record containing the
Protocol value of TCP will be highlighted,
• Pixel Map (Section 5.3.4) - if present, the row corresponding to the Protocol
value of TCP will be highlighted,
• Bar Chart (Section 5.3.3) - if present, the bar corresponding to the Protocol
value of TCP will be highlighted,
• Parallel Coordinate (Section 5.4) - the tick mark corresponding to the value of
TCP on the Protocol axis (if this axis is visualised), will be highlighted.
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Figure 5.13: The central interface in which the Protocol value of TCP, from the
VAST 2012 Firewall Logs (as discussed in Section 2.3.1), has been highlighted in the
record table. The corresponding values have been highlighted automatically in the
other visualisations due to the cross-linked structure.
Conversely, if the user wishes to highlight an itemset in the line graph or an hour in
the polar plot, then multiple items may be automatically highlighted in the pixel map
and bar chart dependent on their existence.
Through the use of thresholding, the user is able to filter the data displayed in other
visualisations aside from the parallel coordinate plot.
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5.7 Case Study
In order to validate and demonstrate the functionality of the system, the following study
considers the tasks set in mini challenge two of the VAST 2012 Challenge, specifically:
1. Identify noteworthy events within the firewall and IDS logs,
2. Identify the embedded security trend within the firewall and IDS logs,
3. Identify the root cause(s) and solution for the events identified.
From the initial state of the IVACS visualisation of the VAST 2012 Firewall Log dataset,
as shown in Figure 5.12, it is obvious that there is a sudden spike in itemset frequency
within the line graph. This is shown more clearly in Figure 5.14:
Figure 5.14: The line graph visualisation of the VAST 2012 Firewall Logs dataset, in
which the sudden spike in frequency of the itemsets is highlighted for this thesis by the
red dashed region.
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It can be reasonably assumed, that any consistently high frequency patterns are likely
to be related to normal behaviour, but to be sure of this, the data can be thresholded to
display only the items contained within these patterns. The result of this thresholding
is shown in Figure 5.15:
Figure 5.15: The results of thresholding based upon the high frequency itemsets of the
VAST 2012 Firewall Log dataset. The other visualisations have been filtered automat-
ically to display only the item contained within these high frequency itemsets.
Using mouse interaction, these items can be identified in the bar chart visualisation in
order to determine their exact values. It then becomes clear that there are two patterns,
relating to connections pertaining to normal web browsing on the Destination Port
of 80. The reason for the two patterns is due to the binary connection type, described
within this dataset by the Operation field. One pattern, referred to as Itemset 1,
corresponds to a connection being created (Operation: Built). The second pattern,
Itemset 2, corresponds to a connection being destroyed (Operation: Teardown).
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Once it has been determined that these high frequency patterns are related to normal
behaviour, these two patterns can be dismissed and the focus then shifts to the low
frequency itemsets. Therefore, the next logical avenue to explore is the relatively large
spike in itemset frequency, occurring within the low frequency collection of itemsets.
For clarity, this area has been highlighted for the purposes of this thesis, by the red
dashed region within Figure 5.16:
Figure 5.16: The line graph visualisation of the VAST 2012 Firewall Logs dataset,
in which the sudden spike in frequency of the collection of low frequency itemsets is
highlighted for this thesis in the red dashed region.
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There appears to be a single itemset causing this spike in frequency, referred to as
Itemset 3, which has been highlighted in Figure 5.17.
Figure 5.17: With the high frequency itemsets dismissed as normal behaviour, the next
avenue of exploration is the itemset with a high frequency spike within the consistently
low frequency collection of itemsets. This itemset, Itemset 3, has been highlighted
through mouse interaction.
By highlighting Itemset 3, only a subset of the items in the pixel map and bar chart are
highlighted, therefore it is clear that this itemset corresponds to a subset of the overall
items displayed. In addition, focusing upon the polar plot, it is apparent that Itemset
3 becomes suitably frequent - relative to the minimum support value of 1% - at 11PM
on 05-04-2012. Finally, the exact moment in which this spike in frequency occurs
can be determined by selecting the next day, Day 2 - 06-04-2012. This is shown in
Figure 5.18.
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Figure 5.18: The second day in the three day period over which this dataset was
captured. In this visualisation, the hours in which Itemset 3 is present are highlighted.
It is now apparent that Itemset 3 ramps up in frequency from 2PM on 06-04-2012 un-
til returning to its usual frequency at 6PM on 06-04-2012. Through cross-referencing
the items belonging to Itemset 1 and Itemset 2, with the items belonging to Itemset 3,
it can also be determined that they share some common normal items such as Opera-
tion: Teardown. It is these shared normal items which cause Itemset 1 and Itemset
2 to suddenly spike in frequency, simultaneously with Itemset 3, between the hours of
2PM and 6PM on 06-04-2012.
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More importantly, in order to discover the reason for the spike, the items which col-
lectively construct Itemset 3 need to be explored. This is achieved by thresholding to
show the single itemset. The result of this thresholding is displayed in Figure 5.19.
Figure 5.19: The result of thresholding the visualisations to display data pertaining to
Itemset 3.
Using the pixel map, two vertical white bands in the item frequency are immediately
visible, and these are points at which the constituent item frequencies are zero. At
these points in time, this itemset has a frequency of less than 1% in the whole dataset
and is not considered frequent by mining.
Now, focusing on this visualisation, it is the six darker rows at the top of the visuali-
sation which are of interest. As this visualisation ranks the items from top to bottom
in descending order of frequency, these rows correspond to high frequency behaviour.
Next, by highlighting these rows one at a time, it becomes clear that the first three rows
correspond to: Syslog Priority: Info, Protocol: TCP and Direction: Outbound,
i.e. these are normal items.
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However, the next three rows correspond to: Destination Service: 6667 TCP,
Destination Port: 6667 and Destination IP: 10.32.5.50/32. This information is
interesting as the port corresponds to Internet Relay Chat (IRC) communication which
is not allowed on the company network from which these logs originate. Additionally,
the IP address is an external IP address, therefore a device is communicating to the
outside network through IRC. By permanently highlighting these three items within
the pixel map, the bar chart visualisation now shows that they correspond to the lower
three bars, and have a low overall frequency in the dataset as a whole. This is shown
in Figure 5.20:
Figure 5.20: The rows from Itemset 3, corresponding to Destination Service:
6667 TCP, Destination Port: 6667 and Destination IP: 10.32.5.50/32, have
been permanently highlighted in the pixel map. It is clear from the bar chart that these
items have a low overall frequency in the dataset.
The next step in the analytical process is to discover why the items Destination
Port: 6667 and Destination Service: 6667 TCP have a higher frequency than
the item Destination IP: 10.32.5.50/32. So, by keeping the items Destination
Port: 6667 and Destination Service: 6667 TCP permanently highlighted, an
analyst can now explore if they are present within any other itemsets by using the line
graph visualisation. The results are shown in Figure 5.21.
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Figure 5.21: The line graph visualisation of itemset frequency vs. time, with the
items Destination Port: 6667 and Destination Service: 6667 TCP permanently
highlighted. It is apparent that there are two more itemsets, Itemset 4 and Itemset 5,
in which these items are present.
In this visualisation, there is now an additional two itemsets - Itemset 4 and Itemset 5 -
which have been permanently highlighted, due to the fact that the items Destination
Port: 6667 and Destination Service: 6667 TCP are present. Itemset 4 and
Itemset 5 do not contain the value of Destination IP: 10.32.5.50/32 discovered in
Itemset 3. Therefore, this is the underlying cause of the higher overall record frequency
for the items Destination Port: 6667 and Destination Service: 6667 TCP,
when compared to the item Destination IP: 10.32.5.50/32.
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In this procedure, the parallel coordinate visualisation and the record table have not
been explicitly utilised. These two visualisation methods are more readily suited to the
testing of pre-defined hypotheses developed by the user. For example, consider the case
where the user expects a single port to be the cause of the conspicuous behaviour. The
user would highlight this port in either of these two visualisations, and as a result could
instantly determine if this port was discovered within the frequent patterns resulting
from the data mining. Furthermore, these two visualisation methods provide context
to the user, through the ability to display additional feature values which may not
have been discovered in the data mining due to low overall frequency. Despite their
low overall frequency, these additional feature values may provide further insight to the
behaviours being investigated.
5.8 Experiments
In order to test the validity, performance and usability of the tool, user testing has been
performed with the VAST 2012 Firewall Logs dataset, as described in Section 2.3.1.
The user testing tasked five users with three simple tasks, as discussed in the following
sections.
5.8.1 Demographics
The users involved in the user testing were all undergraduate students, with basic
knowledge of Microsoft Excel. They were aged between 20-30 years old and consisted
of both genders, with the majority of participants being male. Furthermore, none of
the users had any experience in cyber security analysis or any prior knowledge of the
VAST challenges.
These users were chosen as they are representative of an educated, but inexperienced
user, with no prior knowledge of the solution to the discovery task.
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5.8.2 Task Design
For each of the following two stages of testing, the user was provided with a practice
session in which they were familiarised with the functions and methods required to
complete the tasks. These practice sessions utilised the same dataset in order to gain
familiarity with the data types, however, the users were tasked with discovering a range
of ports and IP addresses which do not overlap with the tasks below, in order to mitigate
against any learning effect.
Firstly, to provide a comparison with a manual method, each user was first asked to
perform the tasks using a Microsoft Excel spreadsheet containing the raw dataset in
tabular form. However, due to the limitations of Microsoft Excel, the full dataset could
not be loaded and subsequently an anonymised representative subset of the dataset,
consisting of 100,000 transactions (approximately 0.42% of the full dataset) was cre-
ated. In order to create a representative subset, the relative ratio of interesting data
to be discovered and uninteresting data to be ignored from the full raw dataset was
calculated. Using this ratio and the PostgreSQL database, an anonimised subset of
the data containing the same relative ratio of interesting data to be discovered and
uninteresting data to be ignored, but with only 100,000 transactions, was exported to
a comma separated value (CSV) file and provided to the user in a Microsoft Excel
spreadsheet.
Secondly, once the user had completed the testing with the manual method, they were
then asked to undertake the same tasks with the IVACS tool. For this stage of testing,
the IVACS tool utilised the full dataset of approximately 23,000,000 transactions. In
order to identify as many patterns as possible, the support for the frequent itemset
mining used in IVACS was set at 1%. The mining was performed on hourly intervals
of the data, set to only output maximal itemsets, and with any itemsets not present in
at least 5 hours discarded.
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The three tasks are as follows:
T1 - Find a list of unique destination IP addresses corresponding to the source and
destination ports: 21, 22, 23, 6667.
T2 - Find the total number of rows containing any one of the IP addresses discovered
in the first task.
T3 - Find the total number of rows containing one of the ports specified in the first
task.
In order to mitigate against any learning effects, the IP addresses to be discovered in
T1 for the Excel stage of testing, do not overlap with the IP addresses to be discovered
for the IVACS stage. Furthermore, due to the requirements to discover the number of
rows containing each IP address discovered (T2) and the number of rows for each port
(T3), the user is not informed as to the relative size of the data used for each stage of
testing. As the size of the datasets used in each stage is different, this ensures that the
user cannot simply calculate the number of rows for tasks T2 and T3 to be discovered
in the second stage.
Finally, in order to evaluate the reduction in user effort, the number of correct match-
ing results discovered by each user was recorded every 30 seconds. Furthermore, to
determine the reduction in temporal overhead, the total time to complete each task in
full was recorded.
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5.8.3 Results
The results for each user have been collated and the average across all users has been
calculated. The average time to task completion, measured from the start of each
testing stage and split between the stages of the testing, are presented in Figure 5.22.
Figure 5.22: The average time to task completion for the five users, separated by testing
stage. The average total completion time using Excel is 375s, however, using the IVACS
tool the tasks complete in a total average time of 235s.
For the manual Excel method, the total completion time is 375s, and it is clear each
task must be performed sequentially. For the IVACS tool, the total time to completion
is only 235s, which is a significant reduction of approximately 37%. Furthermore, tasks
1 and 3 are capable of being performed simultaneously in the IVACS tool. It is also
important to note that the testing for the IVACS tool utilises the complete dataset,
which is approximately 230 times larger than the representative dataset used for the
manual Excel testing. Therefore, this means that the user is able to analyse and explore
a much larger dataset, in less time, through the use of IVACS than is possible in the
manual method using an Excel spreadsheet.
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To explore the relationship between the physical effort exerted by the user and the
result of this effort, the average percentage of overall records retrieved by each user
is plotted against each 30 second interval, as shown in Figure 5.23. This graph also
displays the distribution between user interaction time it and database query time qt.
Figure 5.23: The overall completion percentage recorded over 30 second intervals. For
the IVACS method, tasks 1 and 3 occur simultaneously, requiring only two queries.
The completion time for the testing with the IVACS tool, is mostly due to database
queries.
It is clear from this graph, that the majority of the time taken for task completion
using the IVACS tool, is due to database queries which actually require no physical
user effort once initiated. However, when performing the tasks using Excel, each task
must be performed individually by the user.
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5.9 Summary
The current state of the art for the detection of cyber security datasets, typically
involves identifying records from a dataset, which match the behavioural patterns of
previous known threats and vulnerabilities. In order for this process to be successful, the
assumption is that any new attack will manifest with a behaviour similar to a previous
known attack or utilising a known vulnerability, therefore limiting the possibility of
detecting new attacks. To solve this problem, this chapter presents IVACS, a tool
comprising a database backend for storage of cyber security datasets, frequent itemset
mining for pattern detection and cross-linked visualisations for user exploration.
Through the use of a PostgreSQL database, IVACS is dataset generic, extremely flex-
ible, and can efficiently explore large datasets. By utilising frequent itemset mining
with an extremely low and variable support, IVACS provides a method for fast and au-
tomatic detection of frequent patterns in large datasets, without the use of behavioural
signatures from previous attacks. Finally, by visualising the resulting frequent pat-
terns, and the raw data, using multiple cross-linked interactive visualisation methods,
the tool can visually direct the user to abnormalities and interesting occurrences and
allow them to explore the related context. Furthermore, similar to current signature
based methods, IVACS also allows the user to search for known signatures through the
interactive visualisation interface.
IVACS has been tested using the Firewall Log dataset of the VAST 2012 challenge and
has been compared to a manual method using Microsoft Excel. The results of this
testing show that the tool allows the user to effectively discover the embedded attack,
in less time and with less physical user effort, than the manual method to which it
is compared. Furthermore, from the user testing, it is clear that the majority of the
time taken for the task when using IVACS is due to the database queries. This time
can be further reduced by implementing hardware and software improvements such as
utilising a cluster of more powerful machines. Finally, IVACS is able to support much
larger dataset sizes than the manual method to which it has been compared.
106 Chapter 5. Frequent Itemset Detection and Visualisation
Chapter 6
Force Directed Aggregated Paral-
lel Coordinates
6.1 Introduction
When applying parallel coordinates to large datasets, the size and variation in the data
typically results in extensive overplotting and the underlying patterns of interest are
obscured. In order to combat this problem, many techniques have been developed which
typically utilise user interaction or clustering in order to reduce or filter the data to a
more manageable size. Although these solutions do help with the reduction of visual
clutter, they usually do so at the expense of detail due to the inherent summarisation
of the data.
In this chapter a novel force directed implementation of parallel coordinates, entitled
Force Directed Aggregated Parallel Coordinates (FDAPC), is proposed in order to pro-
vide a dataset generic method without loss of information. This method implements
a PostgreSQL database for storage and retrieval of the data to be visualised, allowing
support for datasets of differing sizes with variables of differing datatypes. In addition,
through the efficient use of the OPEN Graphics Library (OpenGL), this parallel coordi-
nate implementation is able to visualise a large dataset in real-time. The force directed
layout is achieved by the modelling of polyline segments as springs using Hooke’s law.
This enables the visualisation to automatically reduce visual clutter and highlight clus-
ters within the data. Interaction methods allow the user to alter the parameters of the
modelling process and also interact with the data.
FDAPC develops upon the work from three main areas: force directed parallel coor-
dinates, edge bundling and parallel coordinate plots using histograms over the axis.
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Each of these areas aim to reduce the overplotting in parallel coordinates and help to
highlight clusters and interesting patterns. To do this, force directed parallel coordi-
nates is the field in which the parallel coordinate visualisation is modelled as a physical
system, from which the overall energy of the system is minimised. The field of edge
bundling in parallel coordinates visualises the inter-axis line segments as curves and
aims to minimise their curvature whilst maximising the parallelism of adjacent edges.
Finally, the use of histograms over the individual axes in parallel coordinates, aims to
provide summarisation of the axes at varying degrees of detail. A discussion of the
literature surrounding methods for combatting the issue of overplotting within parallel
coordinates is provided in the following section.
6.2 Background
In order to improve upon the initial parallel coordinate technique, many authors have
suggested methods, using both algorithms and human interaction, to reduce the in-
herent problem of visual clutter caused through overplotting within large datasets. A
particularly notable overview of parallel coordinates, including the current challenges
and guidelines for future research, is provided by Johansson and Forsell [58]. Common
methods for the reduction of visual clutter involve direct user interaction on the vi-
sualisation using techniques such as zooming, filtering or brushing, however there are
many other techniques proposed in the literature.
Primarily, clustering may be used to reduce visual clutter, typically performed by visual-
ising subsets of the data summarised by a common measure. For example, Ying-Huey
et al. [136] used hierarchical clustering to visualise the clusters as different coloured
graduated bands, in order to display the aggregation information for the different clus-
ters.
6.2. Background 109
Alternatively, Novotny [90] clusters the data and then visualises each cluster as a polyg-
onal area, whereby the opacity and texture of the polygon allows the user to differen-
tiate it from other clusters. Similarly, Andrienko and Andrienko [3] propose striped
envelopes and ellipse plots in order to explore the properties of subsets, whereby they
divide an axis into 10 regions of equal frequency. Alternative visualisation methods
can also be incorporated to show the distribution of subsets, such as the overlayed box
plots presented by Siirtola [114] or the overlayed histograms presented by Lee et al.
[73].
Furthermore, line density can be visualised directly within parallel coordinates, as op-
posed to binning the data upon an axis, as proposed by Wegman [130]. Building upon
this, Wegman and Luo [129] discuss using these parallel coordinate density plots for
cluster analysis. Similarly, Rodrigues et al. [106] propose using the frequency informa-
tion of the data in order to highlight regions of high frequency. Artero et al. [11] use
the computed density and frequency information to filter out data in order to remove
overplotting in parallel coordinates.
The above methods suffer from the loss of detail and context due to the summarisation
or filtering of the data. To improve upon this, hierarchical methods of visualisation can
be used whereby, depending on user interaction, the data can be plotted at multiple
resolutions - from individual records to abstracted clusters - as introduced by Ying-
Huey et al. [136]. Alternatively, Ellis and Dix [36] propose the Sampling Lens, a
focus and context technique, to sub-sample an area in the parallel coordinate plot and
consequently reduce clutter in high density areas. Whilst these approaches retain the
full detail and context at the highest resolution, they require the user to choose between
the reduction of visual clutter or the retention of detail, as such they are not a solution
to the problem.
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Alternative methods for the reduction of visual clutter rely upon modifying the visuali-
sation space to improve the layout of the graph and as such they retain the full detail of
the dataset. For example, Raidou et al. [102] propose to visually enhance parts of the
individual polyline segments depending on their slope. They overlay a small coloured
segment sharing the orientation of the original polyline segment, at a location between
the parallel axes relative to the value represented by the original segment. The use of
curves in parallel coordinates were first proposed by Theisel [118] in 2000. Due to the
nature of curves, the human eye is able to more easily detect small changes in their
shapes, allowing for more efficient use of the space between axes to encode information.
The extra space gained is used to plot additional axes to show further higher order
correlations between dataset features. Graham and Kennedy [43] use curves in parallel
coordinates to increase the traceability of line segments as they pass through an axis.
These methods do reduce visual clutter on smaller datasets, but for larger datasets
overplotting is still an issue and rendering curves is extremely slow.
Edge bundling is a method in which lines representing similar connections are pulled to-
gether. In order to perform edge bundling in parallel coordinates, curved line segments
are required. Zhou et al. [140] bundle the line segments by minimising their curva-
ture and maximising parallelism of adjacent edges. This technique is demonstrated to
effectively reduce the visual clutter and highlight patterns on small datasets. How-
ever, for larger datasets, it is computationally expensive due to the fact that a curve
is composed of a high number of smaller line segments, and as such it is extremely
slow. Furthermore, as the node order on an axis is fixed, the edges cannot move and
so for larger datasets overplotting is still a major problem. In contrast, McDonnell and
Mueller [86], first globally cluster the data based upon an single axis, and then render
the clusters as a series of semi-transparent polygons. They also propose the ability to
branch clusters in order to further reduce overplotting, and through the use of shadows
and color, improve the visibility of clusters. Improving upon this technique, Palmas
et al. [93] cluster the data on a per-axis basis, retaining the ability to identify clusters
on each axis. However, both of these techniques require clusters to be determined prior
to the edge bundling, and still suffer from extensive overplotting on larger datasets due
to the inability of nodes to move upon an axis.
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In order to enhance the interpretability of the parallel coordinate visualisation, Walker
et al. [126] model each line segment of the polyline as a spring and each axis as a solid
rod fixed on a pivot. This allows the axis to rotate based upon its connectivity to other
axes, and in some cases, invert should the most stable state direct it to do so. The
inversion and rotation of an axis does reduce overplotting, however it does not help
in cases where the axis is already positioned in its optimum rotated position and thus
depends highly on the initial visualisation of the data.
6.3 Theory
6.3.1 Hooke’s Law Modelling
In order to find the optimal position for a node nAij in the graph, as formalised in
Section 5.4.1, the connections between nodes of neighbouring axes are modelled as
springs using Hooke’s law with an assumed resting spring length of 0. The distance
d(nAij , l, t), between node l and node n
Ai
j at time t, can be defined as:
d(nAij , l, t) = ‖nAij − l‖
l − nAij
‖l − nAij ‖
(6.1)
Using this, the elastic potential energy ~E(nAij , l, t) in the spring of a connected node
l ∈ L(nAij ) at time t is:
~E(nAij , l, t) =
1
2
κd(nAij , l, t)
2 (6.2)
where κ is the spring constant set by the user.
The total elastic potential energy ~Efinal(n
Ai
j , t), at time t of node n
Ai
j , is the sum of
the elastic potential energies of the springs connected to it:
~Efinal(n
Ai
j , t) =
∑
l∈L(nAij )
~E(nAij , l, t) (6.3)
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Taking this further, at time t, the total energy E(t) in the graph is:
~E(t) =
k∑
i=1
Nv∑
j=1
~Efinal(n
Ai
j , t) (6.4)
6.3.2 Iterative Energy Minimisation
To minimise the total energy E(t) in the graph, an iterative procedure is required. This
implementation is described in Algorithm 2.
Algorithm 2 IterativeMinimisation(I, θ, κ, A)
Input: I, number of iterations.
Input: θ, damping factor.
Input: κ, spring constant.
Input: A, visible axes in the graph.
Output: νA, optimised positions of all nodes (graph).
1: for all iterations ι in I do
2: for all visible axes Ai in A do
3: for all nodes nAij in Ai do
4: ~F (nAij , l) = [] . Init. resolved forces array
5: for all connected nodes l in L(nAij ) do
6: ~F (nAij , l) ← HForce(nAij , l, κ) . Eq. 6.5
7: end for
8: ~Ffinal(n
Ai
j ) ← TForce(~F (nAij , l), θ) . Eq. 6.6
9: n′Aij ← DisplPos(nAij , ~Ffinal(nAij )) . Eq. 6.7
10: n′′Aij ← ConstPos(n′Aij , Ai) . Eq. 6.8
11: νA ← n′′Aij . Update graph positions
12: end for
13: end for
14: end for
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The first stage is to calculate the force acting on nAij due to a connected node l ∈ L(nAij ):
~F (nAij , l) = κ‖nAij − l‖
l − nAij
‖l − nAij ‖
(6.5)
Here the force ~F (nAij , l) is always in the direction away from n
Ai
j .
Therefore, the final displacement of nAij is determined by the sum of forces due to its
connected nodes L(nAij ):
~Ffinal(n
Ai
j ) = θ
∑
l∈L(nAij )
~F (nAij , l) (6.6)
where 0 ≤ θ ≤ 1 is a damping factor applied to the force, in order to prevent oscillation
and improve convergence time in the model.
Consequently, the displaced position of nAij due to the spring forces is as follows:
n′Aij = n
Ai
j +
~Ffinal(n
Ai
j ) (6.7)
Finally, it is a requirement that nAij be constrained to lie on Ai. To project the node
back on to the plane of the axis, the dot product of its position with the unit axis
direction vector ~Ai is calculated. Then this value is scaled by the axis direction vector
~Ai and offset from the start point of the axis sAi . This is shown visually in Figure 6.1.
It is achieved as follows:
n′′Aij = [(n
′Ai
j − sAi) · ~Ai] ~Ai + sAi (6.8)
Figure 6.1: The method to constrain the new node position n′Aij to the parallel axis
Ai. The unit axis direction vector ~Ai is shown by the red dashed arrow. The start, sAi ,
and end, eAi , points of the axis are also shown.
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This will then be the final updated position of nAij , i.e. n
Ai
j ⇐ n′′Aij .
An example of self-organisation of the nodes on the First Name axis of the dataset
described in Table 5.1, when visualised alongside the Last Name axis in parallel
coordinates, is shown in Figure 6.2. It is important to note that in this implementation,
the polyline transparency is set to a value less than 1, with additive alpha blending
enabled. This provides the user with a visual representation of the line density, whereby
the darker lines detail a higher density area. This is required due to the fact that
the self-organisation can cause multiple lines to converge to the same orientation and
position.
Figure 6.2: Visualisation of the First Name and Last Name features of the dataset
described in Table 5.1. The evolution of the positions and forces of nodes on the First
Name axis, as the self-organisation is performed, is shown for three states: initial,
intermediate and the stable state. The fact that the nodes on the First Name axis
have converged to the same position is visible through the higher alpha value of the
remaining visible polyline. This polyline is in fact the combination of the three polylines
from the initial state, with their alpha values blended additively.
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6.4 Implementation
This section describes the interface design, the theory behind the physical modelling
and the interaction methods available to the user for the force directed aggregated
parallel coordinate implementation. Figure 6.3 illustrates the different components of
the tool which are further described in the following subsections.
Figure 6.3: The structure of the tool detailing the database backend for efficient storage
of the data, the visualisation space and interaction methods. The arrows represent the
flow of information between the different modules.
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6.4.1 Interface Design
The backend to the interface comprises a PostgreSQL database containing the datasets.
This database provides efficient storage of large datasets, with the ability to query,
summarise and update the datasets easily.
Additionally, this implementation relies upon a permanent cache for each dataset, act-
ing as an intermediary storage mechanism, in order to counteract the constant temporal
overhead which inherently comes with any SQL query. This dataset cache allows the
interface to query the database for the dataset information only once per dataset, tak-
ing advantage of the fact that unless the dataset is modified, the relationships between
features of a record do not change. Therefore, once the cache files are created during
the initial execution of the tool for a particular dataset, no further database queries are
performed unless the dataset is modified.
The visualisation is rendered using OpenGL, which is able to draw millions of lines
in real-time. In order to draw the polyline segments and nodes, the axis and node
positions are calculated, in real-time, using Python. Through the use of a unified
storage container for the rendering of the visualisation, the interface is able to be both
fast and flexible. Furthermore, this flexibility allows the user to add, remove and modify
axes at will, in addition to changing the order of the axes if they so wish.
Finally, through the use of Python matrix operations, the self-organisation algorithm
discussed in Section 6.3.2 is able to calculate the spring forces acting on the axis nodes,
in real-time.
The visualisation space is shown in Region 3 of Figure 6.4.
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Figure 6.4: The visualisation space of the tool. Region 3 shows the visualisation area
with the parallel coordinate visualisation for three features of a dataset, visualised
through axes A, B and C . Region 1 shows the interaction options for modifying the
axis parameters and Region 2 shows the interaction options for the self-organisation of
nodes within the graph.
In order to explore and analyse the data, the user is presented with several interaction
methods. These interaction methods are split into three categories: Axis Settings,
Self-Organisation Parameters and Visualisation Interaction.
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6.4.2 Axis Settings
As discussed in Section 6.4.1, this implementation relies upon a dataset cache in order
to reduce the number of queries performed in the database. Therefore, in order to
accommodate dataset changes, the user is presented with the option to update the
dataset cache files for a particular axis through the Refresh Axis button.
In order to modify the location or rotation of the axis, the user is provided with two
buttons - Move Axis and Snap Axis. Once enabled, the Move Axis toggle button
will allow the user to drag the end points of the axis in order to both modify the axis
rotation and location - also updating axis node positions and connected line segments.
If desired, the Snap Axis button, allows the user to snap the axis rotation to the
nearest 15 degrees, in order to give a more precise angle of rotation.
The Hooke’s Law toggle button, allows the user the ability to enable/disable the
self-organisation algorithm for individual axes. This is particularly important, due to
the fact that at all times, there needs to be at least one axis for which self-organisation
is disabled in order to prevent all polylines converging to a single line in the centre of
the visualisation. Also, depending on the purpose of the analysis, a particular axis may
need to maintain its natural ordering for context.
However, after self-organisation, the system may reach a state with which nodes become
tightly packed resulting in inefficient use of visualisation space and the inability to see
any trends. For example, consider the case when the Protocol and Hour Of Day
features of the Firewall Logs dataset (as discussed in Section 2.3.1) are visualised. After
performing 50 iterations of the self-organisation algorithm to the nodes of the Hour
Of Day axis, with the nodes on the Protocol axis fixed in their natural ordering,
many nodes on the Hour Of Day axis converge to the same positions. Using mouse
interaction an analyst can determine that they are no longer in ascending numerical
order, as shown in Figure 6.5, however this is a time consuming process.
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Figure 6.5: The result of applying 50 iterations of the self-organisation algorithm to
nodes on the Hour Of Day axis, for the VAST 2012 Firewall Log dataset. Many
of the nodes on this axis converge to the same positions, resulting in overplotting and
inefficient use of visualisation space. The nodes on the Protocol axis are fixed in their
natural ordering, but the nodes on the Hour Of Day axis now have a new order.
On account of this inefficient use of the visualisation space, the Uniform Separa-
tion toggle button has been provided, which will evenly space axis nodes after self-
organisation. This separation can aid in the understanding of detected patterns, by
evenly spacing nodes whilst maintaining the order created by the self-organisation. For
example, Figure 6.6 shows the result of applying uniform separation, after 50 iterations
of the self-organisation algorithm, on the nodes of the Hour Of Day axis. Despite
the uniform separation of nodes on this axis, they have retained the order assigned to
them by the algorithm i.e., they are no longer in ascending numerical order.
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Figure 6.6: The result of applying uniform separation, in addition to performing 50
iterations of the self-organisation algorithm to the nodes of the Hour Of Day axis for
the VAST 2012 Firewall Log dataset. Despite the nodes now being uniformly separated,
they have retained their order as provided by the self-organisation algorithm.
After self-organisation has been performed, it may be useful to see how far axis nodes
have moved with respect to their original position. In order to view this, the Duplicate
Axis toggle button, is available to the user. This is only available for the first and the
last axis in the visualisation, as it would otherwise cause overplotting with intermediate
axes. Once selected, an additional axis is drawn with the original node locations,
alongside the selected axis. The line segments between the duplicate axis and the
original axis visualise the stress created due to the self-organisation or user interaction,
through their colour. The line colour between the duplicate and the original axis uses
a mapping whereby green = low stress, yellow = medium stress and red = high stress.
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For example, consider a dataset containing two features First Name and Last Name ,
which have a mostly one-to-one relationship, however with natural ordering this is not
immediately clear in a traditional parallel coordinate representation. This traditional
parallel coordinate representation of these features is shown in Figure 6.7.
Figure 6.7: The parallel coordinate visualisation of two features, First Name and
Last Name , from a dataset with a mostly one-to-one relationship. Due to the natural
ordering of the values of the features First Name and Last Name , this one-to-one
relationship is not immediately clear.
However, by performing the self-organisation, the nodes on the First Name axis can
be reorganised to a more optimal ordering. In order to see how much a node has moved,
Figure 6.8 shows the change in position and the stress created through self-organisation
of the nodes on the First Name axis by enabling the Duplicate Axis.
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Figure 6.8: The parallel coordinate visualisation of two features, First Name and
Last Name , from a dataset with a mostly one-to-one relationship. Self-organisation
has been performed to reorder the nodes on the First Name axis, and the duplicate
axis has been enabled in order to visualise the change in position of the nodes by this
algorithm. The colour of the polyline segments between the duplicate and the First
Name axes is a visual representation of the stress within these lines when modelled as
springs.
A useful visual tool is the ability to colour code a polyline based upon the value of a
particular feature through which it is connected. This ability is provided through the
Colour On Axis toggle button, and can be particularly useful in identifying clusters
relating to many-to-one relationships.
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Consider an example dataset with two features, Price and Price To 1 Significant
Figure , whereby Price To 1 Significant Figure is the numerical truncation of
the Price feature. Due to the truncation, this dataset contains several many-to-one
relationships. Figure 6.9 demonstrates the ability of the Colour On Axis function-
ality to visually show these relationships between these the two features in an easily
comprehensible way.
Figure 6.9: The parallel coordinate visualisation of two features, Price and Price To
1 Significant Feature , from a dataset with a several many-to-one relationships. The
left image displays the original parallel coordinate visualisation of these two features.
In the right image, the Colour On Axis functionality has been enabled for the Price To
1 Significant Feature axis, and this colour coding helps to distinguish the individual
many-to-one relationships present within the dataset.
Furthermore, in order to more easily distinguish highly connected nodes or the crossing
of line segments, the user is presented with a Line Transparency slider. This slider
adjusts the alpha value of the lines in the graph and, due to the additive blending
during rendering, causes line crossings and high density areas of the graph to appear
brighter.
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Figure 6.10 shows several parallel coordinate representations of two features of an ex-
ample dataset, Place and Price , with increasing line transparencies. The nodes with
higher connections are more distinguishable at a transparency setting of 0.30 as opposed
to the transparency setting of 0.60 or 1.0.
Figure 6.10: The parallel coordinate visualisation of two features of a dataset, Place
and Price . The line transparency settings of 0.30, 0.60 and 1.0 are shown from left
to right. Nodes with higher connections are more distinguishable at the lowest trans-
parency setting.
The above options are highlighted in Region 1 of Figure 6.4.
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6.4.3 Self-Organisation Parameters
In order to modify the strength of the Hooke’s law self-organisation, the user is pre-
sented with several parameters. The most important of which is the Number Of
Iterations slider, with which to select the number of iterations to be performed.
However, in addition to modifying the number of iterations, the user may also wish
to modify the stiffness of the modelled springs through adjustment of the Spring
Constant slider. Modification of the spring constant will in turn reduce or increase the
strength of the self-organisation per iteration. Furthermore, through the modification
of the Spring Damping slider, the user can dampen the effect of the self-organisation
per iteration.
Finally, the user is able to toggle the visualisation of line stress for the visible co-
occurrences using the Line Stress toggle button. This works in a similar way to
the line stress visualisation which is enabled on the selection of a duplicate axis, as
discussed in Section 6.4.2. However, in this case the line stress is displayed for all
polyline segments, between all visible axes. This functionality is particularly useful in
order to determine which connections are impacting the position of nodes more strongly.
These interaction methods are highlighted in Region 2 of Figure 6.4.
6.4.4 Visualisation Interaction
Within the visualisation space the user is able to interact directly with the visualisation.
The first method for interaction is through mouse movement over a node, which will in
turn highlight and identify the values of the other features of the dataset corresponding
to records containing the hovered value. Furthermore, the user is able to select a
particular node in order to permanently display this information.
The second method for user interaction within the graph is through a secondary click
and drag on a node, allowing the user to move the selected node to a new location. This
is particularly useful when a node is shadowed by neighbouring nodes, as it allows the
user to manually move the node to a part of the axis which is less crowded. Alternatively
the user can move neighbouring nodes away from a node of interest.
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These functionalities are demonstrated in Figure 6.11, whereby the features Place and
Price , of an example dataset are visualised and using the mouse methods described,
all other nodes have been relocated away from the highlighted Node Of Interest.
Figure 6.11: The parallel coordinate visualisation of two features, Place and Price , of
an example dataset. On the left image the Node Of Interest has been highlighted by
hovering the mouse over this node. By selecting and dragging the neighbouring nodes,
all nearby nodes have been relocated away from the Node Of Interest in order to
ensure it can be clearly seen.
6.5. Case Studies 127
6.5 Case Studies
In order to test and demonstrate the effectiveness of the Force Directed Aggregated
Parallel Coordinate implementation, the proposed tool has been tested against existing
work on the VAST 2012 Firewall Logs (Section 2.3.1), VAST 2012 IDS Logs (Section
2.3.1) and the VAST 2014 GPS Logs (Section 2.3.2).
6.5.1 VAST 2012 Firewall Logs Dataset
Initially, the fields Hour Of Day and Source IP are visualised ordered naturally
- that is ascending order for numerical values and alphabetical order for categorical
values.
In Figure 6.12a, the Hour Of Day and the Source IP fields are visualised using the
standard parallel coordinate representation. It is clear that due to the extensive over-
plotting, caused by records for the majority of Source IP addresses across all possible
hours in the day, no further information can be discovered using this visualisation.
Figure 6.12b, displays the same two fields visualised using the RadViz representation
proposed by Hoffman et al. [50]. This visualisation models each record as a free node
on a circle which is connected to a fixed node for each possible field using a spring.
The stiffness of each spring (the spring constant) is proportional to the value of that
particular node for the field to which the spring is connected. Whilst this visualisation
method is most suited to numerical data as displayed here, it also requires at least
three fields to be visualised in order to provide any useful insight. Therefore, for the
two fields visualised, it is clear than no information can be obtained about the clusters
within the data using this visualisation.
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Similar to Figure 6.12a, the Figures 6.12d and 6.12e display the data corresponding to
the Hour Of Day and the Source IP fields using parallel coordinates. However, the
force directed axis orientation method proposed by Walker et al. [126] has been used,
whereby the polylines connecting the axes are modelled as springs, and the axes are
free to rotate. In this figure, the Hour Of Day axis has been set to a fixed orientation
such that the axes do not rotate infinitely. This method produces two stable states for
the system, as shown, in which the Source IP axis oscillates between an angle of -45◦
and -225◦. From this result, it can be determined that there is neither a strong positive
or negative correlation between these two axes.
Finally, Figure 6.12c displays the Hour Of Day and the Source IP fields using the
proposed force directed aggregated parallel coordinate implementation as described in
this chapter. In this figure, the nodes on the Hour Of Day axis have been fixed in
order to prevent the nodes in the visualisation converging to create a single polyline
between the centre of the two axes. This figure displays the state at which the force
directed system is fully converged, that is the state at which the nodes reach a position
of equilibrium with regards to the springs which connect them to the neighbouring axes.
Is is immediately clear, that due to the free nature of the axis nodes, the overplotting
in the visualisation has been reduced. It is now apparent that there are four easily
visible clusters within the Source IP axis, which are named from Cluster 1 at the top
to Cluster 4 at the bottom.
In Cluster 1, by using the interactive brushing, it becomes apparent that there are a
large number of Source IP addresses - interpreted from the high density of connected
lines - for which there are records present at every Hour Of Day . In contrast, Cluster
2 details a smaller exclusive set of Source IP addresses for which there are records
present for the interval 18:00 to 01:00. The third cluster, Cluster 3, details a couple
of Source IP addresses for which there are records present within the firewall logs
between the hours of 17:00 and 19:00. Finally, Cluster 4 details a small exclusive set
of Source IP addresses for which there are records present between the hours of 18:00
and 00:00. In this visualisation, interactive brushing also allows the user to explore
the exact Source IP address corresponding to each cluster and focus the visualisation
on particular clusters.
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6.5.2 VAST 2012 IDS Logs Dataset
For this case study, four of the key fields are visualised, namely the Source Port ,
Source IP , Destination IP and Destination Port fields, ordered naturally.
Figure 6.13a displays the standard parallel coordinate representation of these four fields
of the dataset. Despite large areas of overplotting, it is possible in this visualisation
to determine some interesting phenomena within this dataset. For example, looking at
the Source IP axis, it can be seen that there is a range of numerically low Source
IP addresses for which there are records of connections to most of the Destination
IP addresses. Secondly, there is a large range of connections, containing most of the
Source IP addresses, to a single Destination IP address. Finally, there is a range
of numerically high Source IP addresses which appear to connect to a single Source
Port and Destination IP address. For the following discussion, these three clusters
are named from Cluster 1 at the top of the Source IP axis to Cluster 3 at the bottom.
By using interactive brushing, the user can determine that Cluster 1 is related to the
underlying attack which is present within the VAST 2012 Challenge. In this attack, a
series of Source IP addresses ranging from 10.32.5.51 to 10.32.5.59, connect to a
range of Destination IP addresses, but only a single Source Port (corresponding to
IRC communication). It is this single Source Port which is used as the exploitation
vector for the attack, which if closed would prevent the attack from occurring. Although
this behaviour is visible using interactive brushing, it is not immediately clear due to
the overplotting occurring within the visualisation.
In Figure 6.13b, the Source Port , Source IP , Destination IP and Destination
Port fields are visualised using the RadViz visualisation method [50]. These four fields
are all inherently numerical and as such match the use case for RadViz. It is clear
from this visualisation that there are indeed some patterns present within the data,
as is demonstrated by the appearance of lines and polygonal patterns between the
data points. However, RadViz is designed to identify the discriminating behaviours
of features between predefined classes within a dataset. Consequentially, as there are
no predefined classes in this use case, it is not possible to determine if there is any
discriminating behaviour for the classes.
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In Figures 6.13d and 6.13e, the four fields are visualised using the force directed axis
orientation based parallel coordinate implementation of Walker et al. [126]. In these
visualisations, the Source IP axis has been fixed in order to prevent the system
rotating indefinitely. Once again, the visualisation oscillates between two states, with
the axes at angles of -45◦ and -225◦ respectively. The oscillation between two states
informs the user that there is no strong correlation between any of the neighbouring
axes displayed. In Figure 6.13d, Cluster 2 is more easily visible at the expense of the
visibility of Cluster 3. Conversely, in Figure 6.13e, Cluster 3 is more easily visible at
the expense of Cluster 2. Whilst it is still possible to detect Cluster 1, 2 and 3, there is
no obvious overall improvement to the overplotting or the visibility of clusters within
this visualisation.
In the FDAPC Visualisation, shown in Figure 6.13c, it is unequivocally clear that
there is a significant reduction in overplotting. It is important to note, that in order
to prevent all nodes converging to a single position on the middle of each axis, the
Source IP axis nodes are fixed such that they are not modified by the algorithm.
In this visualisation, Cluster 1 is immediately visible and the connection to a single
vulnerable Source Port is now instantly visible. This information would therefore
immediately allow a network analyst to close this port and prevent further exploitation
of the network devices. In addition, by using interactive brushing on the outlying
Source Port , it becomes clear that these Source IP addresses also connect to a
single Destination IP address. This single Destination IP address, is exclusive of
all non-attack related Source IP addresses, a phenomenon which can be investigated
further by the network analyst. The underlying behaviour of Cluster 2 and Cluster 3
is now also visible, and it is clear that these clusters, along with Cluster 1, correspond
to mutually exclusive sets of records. Finally, there are additional clusters now visible
on the Source Port , Destination IP and Destination Port axes.
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6.5.3 VAST 2014 GPS Logs Dataset
This case study explores the relationship between three of the main features - Latitude
Eleven Meter , Fullname and Longitude Eleven Meter .
Figure 6.14a displays these three fields when visualised using a standard parallel co-
ordinate representation. In this visualisation, there is an extremely high amount of
overplotting due to most people visiting most of the locations. Therefore, this results
in the inability for an analyst to determine any further information.
When visualising the same three fields using RadViz [50], as in Figure 6.14b, the dis-
tribution of the points across the full visualisation space provides the same conclusion.
However, there is one clear line of points, between the Longitude Eleven Meter and
Latitude Eleven Meter fields, which stands out. But, as in Section 6.5.2, RadViz is
designed for predefined classes which are not present in this dataset. Therefore, there
is no way to determine if this phenomenon is a discriminator between classes, and this
visualisation does not help in identifying new clusters.
In the force directed axis orientation visualisation of these three fields [126], the Full-
name axis is fixed to prevent infinite rotation of the axes. As in the previous two
datasets, the visualisation oscillates between two states as shown in Figures 6.14d and
6.14e. From these two states, the user is informed that once again there is no strong
positive or negative correlation between the neighbouring axes. Aside from this, this
method provides no further information as to the underlying patterns within the data.
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In Figure 6.14c, the three axes have been visualised using the FDAPC visualisation
method described in this chapter. To prevent all nodes converging into the centre of
the axes, the node positions on the Fullname axis have been fixed. Once converged,
the visualisation is able to highlight several interesting clusters within the data, despite
the challenging nature of this dataset. There are two clear clusters on the Longitude
Eleven Meter axis, which correspond to only a handful of people, as detailed by
the number of connected polyline segments. Using interactive brushing, it becomes
apparent that these two clusters have four individuals in common, of which three are
the kidnappers and one is the victim, when compared to the known ground truth of the
challenge. On the Latitude Eleven Meter axis, there is one clear outlier, belonging
to a single individual and corresponding to a location to which no other person travels.
Although this appears as an outlier on the visualisation, it may be due to a benign
reason such as the location consisting of the individuals house, to which they have not
invited any colleagues in the period over which the logs were generated.
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6.5.4 Real-time Performance
The algorithm proposed has been implemented using Python and operates in real-time
on large datasets. Table 6.1 lists the average time per iteration and the time taken to
visual convergence for the three datasets discussed in Sections 6.5.1, 6.5.2 and 6.5.3.
Visual convergence is defined as the point at which the maximum displacement of any
node is less than 1 pixel, because at this point an analyst cannot perceive any further
change due to display resolution limitations.
These results are obtained using a desktop pc with a 2.6 GHz Intel Core i7 processor
and 8GB DDR3 RAM, and the algorithm is set to use a spring constant of 1 with no
spring damping.
Dataset Number of
Polyline Segments
Average
Iteration Time (s)
Time to Visual
Convergence (s)
Firewall 71,837 0.59 28.73
IDS 34,611 0.49 17.01
GPS 30,875 0.33 06.83
Table 6.1: The average iteration time and the time taken to visual convergence, when
applying the self-organisation algorithm to the three datasets setup as discussed in
Sections 6.5.1, 6.5.2 and 6.5.3. Visual convergence is the point at which the maximum
displacement of any node is less than 1 pixel. The parameters are set to a spring
constant of 1 and no spring damping.
As the visualisation is redrawn after every iteration, on average every 0.47s for the
datasets discussed, the user is able to see the self-organisation in action. The user
receives visual feedback in order to see the result of the self-organisation after every
iteration, and this allows for the early termination of the algorithm, should the user
decide that they can no longer perceive any change.
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In order to show the effect of the self-organisation on the nodes, Figure 6.15 displays
the maximum displacement of any node in pixels, against the time taken in seconds.
Figure 6.15: A graph of the maximum displacement of any node in pixels, against
the time taken in seconds, when applying the self-organisation algorithm to the three
datasets setup as discussed in Sections 6.5.1, 6.5.2 and 6.5.3. It is clear from this graph
that in just 4 seconds the maximum displacement of any node, for any of the three
datasets, is less than 20 pixels.
138 Chapter 6. Force Directed Aggregated Parallel Coordinates
6.6 Experiments
In addition to the case studies, a preliminary usability study has been performed on
the force directed aggregated parallel coordinates proposed in this chapter. In this,
four users were tasked with an exploration process, in which they were provided with
a parallel coordinate representation of a simple dataset.
6.6.1 Demographics
The users involved in the usability study were both professionals and postgraduate
students, aged between 20-65 years old. They consisted of three males and one female,
with no previous experience using parallel coordinates. Furthermore, no participants
had any prior knowledge of the VAST challenges or their related datasets.
These users were chosen as they are representative of an educated user, with no famil-
iarity or bias to either of the visualisation methods.
6.6.2 Task Design
Initially, as the users had no familiarity with parallel coordinates and in particular with
force directed aggregated parallel coordinates, they were provided with an introductory
discussion and demonstration. In this, an analysis of the parallel coordinate represen-
tation of the VAST 2014 Credit Card Usage dataset (discussed in Section 2.3.2) which
specifically utilised the force directed approach for answering several questions, was
performed. For simplification, as the testing was designed to assess the usability of the
force directed approach, the user was provided with the following interaction methods:
• Ability to select the axes and axis order to be visualised,
• Ability to fix an axis to disable the self-organisation of the axis nodes,
• Ability to choose the number of iterations of the self-organisation algorithm,
• Ability to hover over nodes in order to highlight and display the related labels
and connected polylines.
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Once familiar with the interface and the theory behind the force directed approach, the
users were presented with a previously unseen synthetic dataset, relating to the credit
card usage of a group of individuals. This dataset is described in Table 6.2:
Place Price (£) Full Name
Sainsburys 60 Claire
Sainsburys 80 Ben
Shell 40 Charlotte
Primark 25 Charlotte
Boots 5 Adam
Tesco 60 Maria
Greggs 7 Maria
Tesco 105 Charlotte
Tesco 100 Adam
Shell 75 Simon
Sainsburys 40 Simon
Table 6.2: The synthetic dataset, relating to the credit card usage of a group of individ-
uals, used for the usability testing of the force directed aggregated parallel coordinate
approach.
Initially, they were asked to answer a series of questions on this dataset using the force
directed approach to aid in the process:
1. Setup the axes in the order Place, Price, Full Name?
2. Rank the places in order of their typical cost (lowest to highest)?
3. Rank the people in order of their typical expenditure (lowest to highest)?
4. Which two places are most similar in terms of the range of total shopping cost?
These questions are designed to guide the user to use the force directed approach, in
order to discover the underlying trends and patterns within data.
140 Chapter 6. Force Directed Aggregated Parallel Coordinates
After completion of these questions, the users were then asked to perform a series of
tasks, and their opinions on the results were recorded:
1. Setup the axes in the order Place, Full Name?
2. With no fixed axes, run the self-organisation with 100 iterations. Is this easier to
analyse than before self-organisation (Step 1)?
3. Fixing the Full Name axis, run the self-organisation with 100 iterations. Is this
easier to analyse than with no fixed axes (Step 2)?
4. Now change the number of iterations to 10, what do you notice?
5. Comparing the results of Step 3 and Step 4, which provides a clearer view?
6. So overall in this task, would you choose to run 10 or 100 iterations?
These tasks are designed to discover the user opinions on the benefits provided by the
interaction options available to them. Throughout the stages of the testing, the users
were also observed in order to gain an insight into their approaches for completing the
tasks. After both stages were complete, they were then asked to fill out a survey in
order to retrieve their opinions on the force directed approach. This survey consisted of
a series of statements for which, using a 5-point Likert scale [77], the user could provide
their opinions.
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6.6.3 Results
In the first stage of the testing, the observations and results to the questions validated
that all users were able to effectively use the force directed approach in order to suc-
cessfully answer the questions. The results of the survey, completed after both stages,
are summarised in Table 6.3:
+ + + o - - -
Force Directed Parallel Coordinates
System is easy to use? 2 2
Technique is easy to understand? 3 1
Technique automatically uncovers
extra insights in the data?
2 2
There is analytical benefit from:
Watching the nodes move? 2 2
Modifying the number of iterations
manually?
4
The ability to fix an axis? 4
The ability to modify the axis order
and select the axes to visualise?
4
Overall:
Force directed aggregated parallel coordinates
are better than standard parallel coordinates?
4
Table 6.3: The statements and results of the usability survey performed on the force
directed aggregated parallel coordinates. The encodings are: Strongly Agree (+ +),
Agree (+), Neither Agree/Disagree (o), Disagree (-) and Strongly Disagree (- -).
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In addition to the results of the survey, it was particularly interesting to listen to
the participants feedback. On the whole, participants recognised that watching the
nodes move provided a visual representation of the workings of the self-organisation
algorithm. However, several participants commented that it would be useful to slow
down the movement of the nodes, such that they could see them move more clearly. This
is interesting, as the movement of the nodes is directly proportional to the iteration
time of the algorithm - specifically they move at high speed in this instance due to
the simplicity and low number of records in this dataset. This feedback suggests that
further research, in order to ensure that the movement time of nodes is not too fast to
be clearly seen, needs to be performed.
Secondly, participants agreed that the ability to choose both the axes to be displayed,
and the order in which they are displayed, was particularly useful. The participants
commented that there are occasions in which you are not interested in certain variables
and thus, if they were visualised anyway, they would complicate and detract from the
analytical process. By providing the ability to choose the axes to be visualised and the
order in which they are visualised, this problem is mitigated.
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6.7 Summary
In this chapter a novel force directed aggregated implementation of parallel coordinates
has been proposed. The system presented uses self-organisation of the graph through
the modelling of axis ticks as nodes and the polyline segments connecting them as
springs. Hooke’s law is then applied in order to minimise the polyline segment lengths
whilst constraining axis nodes to lie on the axis.
In addition to this, through user interaction several methods for interaction with the
graph are provided in order to both analyse and modify the visualisation and the self-
organisation parameters. Database connectivity allows the system to be dataset generic,
whilst the use of OpenGL and cache files, provides the ability for the visualisation to
run in real-time on datasets with over 23 million records.
This technique has been validated using three case studies, in order to test the system on
different datasets. Furthermore, the ability of the technique to reduce overplotting and
highlight clusters, when compared with existing methods, has be shown. Finally, these
results demonstrate that this method is capable of successfully highlighting clusters
related to the embedded attacks, within both the VAST 2012 IDS and VAST 2014
GPS datasets. In addition, the results of a preliminary usability study, demonstrate
that this approach is useful in automatically uncovering extra insights in the data.
As with other parallel coordinate techniques, this technique is reliant on an appropriate
axis order to be selected by the user. Furthermore, there is a requirement for the user
to select at least one axis to be fixed, such that all nodes in the visualisation do not
converge to the centres of their appropriate axes. The proposed technique is unsuitable
for fully connected parallel coordinate visualisations, as the ability of this method to
rearrange the nodes within the visualisation is limited by the connectivity of the graph.
Due to the iterative nature of the algorithm, as more axes are added, the ability of the
algorithm to rearrange the nodes is reduced on later axes.
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Chapter 7
Conclusions and Future Work
7.1 The Problem
Born out of the current “Information Age”, “Cyber Security” is the field of research
in which academic and industrial researchers attempt to detect and prevent threats
in the digital domain. This is an extremely important field of research, as a result
of the reliance of industries such as defence, medicine and even complete economies,
upon digital information and processing. In order to detect cyber security threats,
the current state of the art revolves around the use of signatures, which are known
behavioural patterns identified from previous attacks.
However, this signature based approach is incapable of detecting novel, or variations
of, attacks. Attacks by definition may not follow the exact behavioural patterns of
previous known attacks. In order to detect novel attacks, a methodology is required
which is capable of detecting patterns without knowledge of previous behavioural traits.
For the detection of patterns, there are two related but distinct categories: frequent
patterns and anomalous/infrequent patterns. In addition to the problems presented by
these distinct categories, the scale and complexity of cyber security datasets provide
further challenges.
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In order to tackle these issues, this thesis focused on the field of visual analytics and
the hypothesis for this work was presented in Chapter 1. As discussed in Chapter 3,
visual analytics aim to combine the use of automated analysis methods with interactive
visualisations. This combination of approaches forms a closed loop through which
the user selects data sets and attributes, creates hypotheses and visualisations, and
discovers insights and knowledge. By leveraging the power of computational analysis
and combining this with the exploratory analysis provided by the user, this approach
is able to combine the benefits from each.
7.2 Contributions
In Chapter 4 of this thesis, a novel algorithm named DATUM was presented, which
aimed to detect both anomalous and infrequent patterns within large data. This is
an extension of the FindFPOF algorithm, proposed by He et al. [48], which uses a
frequent itemset mining based approach to detect anomalous records. Specifically, a
set of patterns is discovered, using frequent itemset mining, which describe the normal
majority of records in the dataset. Then, traversing the dataset record by record, each
record is provided with a score detailing the number of frequent patterns present within
the record. This procedure provides each record with a score of normality, without using
prior knowledge. Finally, by filtering the dataset using this normality score to retrieve
a list of records with suitably low scores, a set of potentially anomalous records can
be discovered. However, this method is limited by its ability to only detect potentially
anomalous records. Applying this to cyber security datasets is likely to result in a large
number of multivariate records being presented to the analyst for further exploration.
The DATUM algorithm, provides the ability to detect potentially anomalous values
within a record. By applying a novel variation of the TFIDF algorithm, to the set of
potentially anomalous records, these records are filtered in the feature domain. This
algorithm takes account of each individual feature distribution, to mitigate any inherent
distribution bias, providing a score (the TFIDF score) for each feature in the set of
potentially anomalous records. By thresholding this result set, relative to the TFIDF
score, an analyst is able to filter potentially normal features from the result set.
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The DATUM algorithm has been validated on the Wisconsin Breast Cancer dataset
(Section 2.3.3) which is typically used within the literature, in addition to the Synthetic
dataset (Section 2.3.4). The results demonstrate that this algorithm provides two
significant benefits over the preceding work. Primarily, this algorithm is able to reduce
the number of false positives with respect to features, whilst maintaining the same
number of true positives. Furthermore, this algorithm has been shown to reduce the
sensitivity of the the FindFPOF algorithm to its top ratio parameter - the parameter
through which the user is able to select the number of records to output to the result set
of the FindFPOF algorithm. In reality, this algorithm allows the automated detection
of anomalous patterns (which can be used in future as signatures) from large datasets,
without any prior knowledge of the anomalous behaviour.
In order to detect frequent patterns within large datasets, the combination of visual-
isation and frequent itemset mining is utilised in this thesis. Specifically, in Chapter
5, a novel visual analytics tool named IVACS was presented, which allows for dataset
generic exploration. This tool provides a series of cross-linked visualisations of the re-
sults of a frequent itemset data mining algorithm. In particular, the Apriori algorithm
implementation proposed by Borgelt [20], first mines temporal intervals of the data
using an extremely low support threshold, in order to detect a collection of frequent
patterns for each interval. These frequent patterns, in addition to the individual com-
ponents of the patterns, are then visualised using a line chart, a polar plot, a pixel
map and a bar chart. Through the use of these four visualisation methods, the user
is provided with views of the data from differing perspectives. In addition, a textual
table and a parallel coordinate representation of the raw dataset is provided for context.
These visualisations are linked, with several integrated interaction methods - highlight,
zoom and filter - in addition to visualisation specific methods, such as the ability to
select the axes to visualise on the parallel coordinate visualisation. Interaction with
these cross-linked visualisations allows for exploration of the data and a history of the
user interaction is provided.
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IVACS has been validated using a case study, which focuses on the 2012 VAST Chal-
lenge discussed in Section 2.3.1. Specifically, the system has been shown to allow for
the discovery of the underlying cyber security attack embedded within the Firewall Log
dataset (Section 2.3.1). IVACS allows the analyst to detect the attack behaviour (which
can later be used to create a signature for future detection) without any prior knowl-
edge of the attack. Furthermore, IVACS has undergone user testing, with a comparison
against a manual method. The results demonstrate that IVACS is able to detect the
embedded security attack in less time and with less physical effort than the manual
method. In addition, through the use of a database backend, IVACS is able to cope
with much larger dataset sizes than the manual method to which it is compared.
Within IVACS, parallel coordinates were used for the display of the raw data due to
their ability to display large multivariate datasets in a 2D plane. However, they suffer
from the issue of visual clutter due to the high density of lines rendered when visualising
a large multivariate dataset. The challenges of reducing visual clutter and automatically
highlighting clusters in parallel coordinates have been areas of research for many years,
and in response many methods have been proposed in the literature. However, typically
these methods either do not scale to large datasets, or they summarise and cluster the
data which results in the loss of detail with respect to the dataset.
In Chapter 6, a novel force directed aggregated parallel coordinate (FDAPC) imple-
mentation was presented. This implementation models the polyline segments as springs
using Hooke’s law and the axis ticks as nodes, which are free to move along the plane
of the axis. Through a self-organisation algorithm, the parallel coordinate visualisation
can be reorganised in relation to the connectivity of the nodes, in order to both reduce
visual clutter and highlight clusters within the data. This algorithm operates on large
datasets in real-time, and through the use of a database backend, the implementation
is dataset agnostic.
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Finally, this implementation provides several of the common interaction methods from
the literature, such as: force directed axis rotation and the colouring of polyline seg-
ments with respect to a particular feature. In addition, several novel interaction meth-
ods are presented, which are useful with respect to the self-organisation algorithm, such
as: the ability to modify the Hooke’s law model parameters, the ability to uniformly sep-
arate nodes along an axis after self organisation and the ability to visualise a duplicate
axis to display the position from which the nodes have moved during self-organisation.
This force directed aggregated implementation of parallel coordinates has been tested
against existing work from the literature. It has been demonstrated using case stud-
ies on three datasets - the VAST 2012 Firewall logs (Section 2.3.1), the VAST 2012
IDS logs (Section 2.3.1) and the VAST 2014 GPS logs (Section 2.3.2) - to provide a
reduction in visual clutter compared to the existing methods in addition to the ability
to highlight additional clusters in the data. Furthermore, the use of FDAPC has been
demonstrated in two of the case studies to highlight clusters which correspond to the
underlying embedded attacks. In order to demonstrate the real-time ability of the al-
gorithm to rearrange nodes in large datasets, Section 6.5.4 provides an analysis of the
performance of the algorithm on the three studies presented. Finally, usability testing
was performed on the FDAPC implementation, in order to validate the proposed tool.
The results of the usability testing demonstrate the ability for the tool to aid an analyst
by automatically detecting insights in the data. Furthermore, the results of the survey
provided to participants in the usability testing demonstrate that FDAPC provides
additional benefits over the standard parallel coordinate visualisation.
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7.3 Reflection
The hypothesis presented at the beginning of this research suggested that a visual
analytics approach, combining interactive visualisation and data mining methodologies,
can provide the ability for automatic detection of cyber security attacks without the use
of signatures. Furthermore, this combination of methodologies can provide the ability
for the detection of novel attacks and the variations of current attacks, whilst reducing
the time required for the detection process.
When considering the toolset as a whole, the results presented demonstrate that a
visual analytics approach which combines data mining and interactive visualisation
methodologies, can provide the automatic detection of cyber security attacks without
signatures. However, it must be noted that whilst the results have demonstrated that
the toolset supports this hypothesis, the individual tools do not.
The first reason for this is that, whilst IVACS and FDAPC combine automatic analysis
methodologies with interactive visualisation therefore being categorised as visual ana-
lytics tools, the DATUM algorithm is a purely automated analytical approach which
cannot be categorised as such. From this research, it is not clear whether the DATUM
algorithm would benefit from the combination of interactive visualisation in order to
provide a visual analytics approach to anomaly detection.
Furthermore, whilst each of the three approaches presented in this thesis perform au-
tomatic detection of specific patterns within the data without prior knowledge, they
do not all utilise data mining methodologies in order to achieve this. Specifically, the
FDAPC tool implements a physical algorithm based upon Hooke’s law in order to de-
tect patterns representing clusters and outliers. However, it is conceivable that prior to
(or instead of) the Hooke’s law algorithm, the FDAPC tool could use data mining as a
first approach to filter and summarise the data. In particular, it would be interesting
to visualise the patterns exported as a result of frequent itemset mining using parallel
coordinates, in addition to seeing the effect of subsequently applying the Hooke’s law
algorithm which is integrated into FDAPC.
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The second part of the hypothesis considers the detection of novel and variations of
current attacks, alongside the time required for their detection. In all cases, when eval-
uating the approaches proposed in this thesis there has been no use of prior knowledge
and therefore, as a result, every pattern discovered through the application of the tools
to the datasets presented is considered novel. Due to the fact that not all of the datasets
used for validation were cyber security datasets, it is defined that a novel pattern is
only a novel attack if it matches the ground truth for the dataset. Therefore, using
this definition, the results demonstrate that each of the tools is able to discover some
if not all of the embedded attacks. Whilst these results do indeed validate that the
combination of methodologies can provide the ability for the detection of novel attacks
and the variations of current attacks, it does not suggest that the approaches detect
solely attacks and not false positives.
Finally, the second part of the hypothesis states that this combination of methodologies
is able to reduce the time required for the detection process. The results for the DATUM
and the IVACS tools do indeed demonstrate that these methods are able to provide a
quantifiable reduction in time for the detection of patterns. However, for the FDAPC
tool there is no indication as to whether this is the case.
From this hypothesis, two research objectives were specified in Chapter 1:
• To create a set of tools which are able to automatically detect both frequent and
anomalous patterns in data,
• To explore the use of visual analytics, combining visualisation and data mining
methodologies, in order to support the detection of these patterns without the
use of signatures.
It is clear from this discussion that the research presented in this thesis has achieved
these two objectives, and considering the toolset as a whole, does support the hypothesis
presented. However, when considering the tools individually, only the IVACS tool
independently supports the hypothesis.
152 Chapter 7. Conclusions and Future Work
7.4 Limitations and Future Work
To improve upon the research presented in this thesis, there are several suggestions for
future work. In contrast to visual analytics, an important limitation of the DATUM
algorithm is that it does not utilise the knowledge and insight of the user. Therefore,
in the short term, it would be beneficial to investigate whether there is any added value
in the combination of the DATUM algorithm and interactive visualisation, forming a
visual analytics tool. In order to explore this area, further research is required into
the use of visual analytics for anomalous pattern detection and it is suggested that
the DATUM algorithm is integrated into the IVACS tool. In this instance, it would be
particularly useful to allow the user to interact with the visualisations in order to modify
the parameters of the DATUM algorithm. For example, the system could pre-compute
several scenarios with different algorithmic parameters, subsequently presenting the
results in the form of visualisations to the user. At this stage it is then the user’s task
to interpret and analyse the results in order to choose the optimal parameter settings
for the task at hand. This approach would allow for a user in the loop, analytical
process for detecting anomalous patterns in large and complex data.
In order to explore whether there is any benefit in the combination of data mining
methodologies with interactive visualisation, the research in this thesis has specifically
explored the field of frequent itemset mining. This form of data mining has been used in
order to both describe normal behaviour (in the DATUM tool) and detect novel attacks
within large datasets (in the IVACS tool). However, this is not the only data mining
methodology available and as such these tools are inherently limited due to the use of a
single data mining approach. Therefore, looking further forward, a notable suggestion
for future work is to examine whether there is an optimal data mining methodology
for the detection of cyber security threats, and in addition, whether a combination of
methods may provide added benefit.
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In the long term, it appears from the literature that machine learning approaches
utilising evolving models of the real world, are likely to form a large part of our lives.
At the beginning of this thesis, it was stated that methods which utilise previous
knowledge such as signatures are unable to efficiently detect novel attacks. Whilst
this is true for hardcoded signatures, further research in the community is required to
determine if the same is true for models which are able to evolve with the real world.
To this end, it would be extremely interesting to explore whether there is added benefit
within the discipline of cyber security, for machine learning approaches which are able
to provide evolving models of the real world. For example, one may imagine a future in
which machine learning approaches can form complex models which would not suffer
from the limitations opposed by current signature based methods.
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