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Introduction
A disquieting set of evidence suggests that the relationship between a country's natural resource endowment and its long-term economic development is negative. More specifically, over the past 20 years a larger dependence on oil exports was on average associated with lower growth for oil-exporting countries ( Figure 1 ). This stylised fact is often described as resource curse, pointing at the paradox that countries rich in coveted natural resources may fare poorly in economic terms. A large body of theoretical literature suggests various channels towards this low-growth trap, ranging from structural factors such as a lack of innovation and productivity growth in the natural resource sector, institutional factors such as weak property rights in resource-rich economies, or else macroeconomic factors such as resource price fluctuations and their drag on economic and fiscal stability, sometimes exacerbated by an inappropriate exchange rate regime. However, empirical evidence on the drivers of the resource curse -in particular for large oil exporters such as Russia -is scarce. This paper provides a novel empirical analysis linking resource dependence of a country to its short-and long-term economic growth. It makes three contributions to the literature on resource curse. First, it assesses oil dependence in a comprehensive manner, taking into account the institutional and macroeconomic environment of oil exporting countries. In particular, the role of institutional quality, fiscal policy and the exchange rate regime for economic development are studied. Second, the paper analyses, within a common framework, both the short-and the long-term growth effect of oil dependence and of oil price shocks. The third contribution relates to the empirical approach: unlike most other papers, this paper uses panel data allowing for more robust estimation by better controlling for potential omitted variable bias, notably through the use of time and country fixed effects 2 .
The main results of the paper are:
 Oil dependence has a negative effect on the long run GDP per capita, confirming the resource curse hypothesis. A 10-percentage point increase in the oil export share is associated with a 7% lower GDP per capita in the long run. Furthermore, we provide some evidence for a nonlinear effect of the oil dependence: the higher oil dependence, the greater becomes its negative impact.  Mitigating the negative impact of oil dependence looks difficult. There is little evidence that, broadly speaking, higher quality institutions help avoid resource curse. More specifically, institutions seem to have a non-linear impact: a higher quality of institutions has a positive effect on GDP only when institutional quality is already high, but when quality is low the effect is negative.  A positive oil price shock has a significant positive short-term growth effect for oil exporters while an oil price decline has no effect. A 10% increase in the oil price would lead to a contemporary 0.27% rise in GDP per capita on average. Moreover and little surprisingly, the higher oil dependence, the more pronounced the effect of the shock. Oil price shocks seem to be partially offset by fiscal policies suggesting a kind of counter-cyclical stabilisation policy in place. In the long run, oil price shocks have no statistically significant effect on GDP.  Countries that allow their currencies to float gain more from a positive oil price shock in the short run, but in the long run a fixed exchange rate regime is associated with a higher GDP. One possible explanation is that countries which manage to sustain a fixed-exchange rate regime can successfully neutralize the impact of oil shocks on the economy, notably through the use of sovereign wealth or stabilisation funds.
The paper is organised as follows. Section 2 elaborates on the mechanisms linking oil dependence and economic development. Section 3 presents our econometric model, the data and discusses specification issues. Section 4 presents the results. Data sources are displayed in the Appendix.
Oil dependence: resource curse and oil price shocks
Resource curse
The term "resource curse", coined by Auty and Warhurst (1993) , refers to the paradox that in the long run, countries rich in natural resources perform worse economically than countries where natural resources are scarce. The literature has suggested numerous explanations to the resource curse phenomena 3 . First, high resource dependence results in crowding out of the tradable manufacturing sector, theoretically formalised by Matsuyama (1992) for the agricultural sector and extended by Sachs and Warner (1995) to the case of natural resources in general. In their framework, the economy has three sectors: a tradable resource sector, a tradable non-resource manufacturing sector and a non-traded sector. Only the manufacturing sector is assumed to innovate resulting in labour-augmenting technological change. The greater the natural resource endowment and the revenues that a country receives from it, the greater the domestic demand for non-traded sector goods. As these goods cannot be imported, their prices tend to rise which leads to a greater allocation of labour and capital to the non-traded sector, reducing the stock of labour and capital inputs available for manufacturing. As only the manufacturing sector is a locus of innovation and technological progress, higher resource dependence and in turn a smaller manufacturing sector dampen economic growth.
Second, rent-seeking behaviour in resource rich countries may weaken institutions such as property rights or political accountability which are believed to be fundamental to long term growth (Frankel, 2012) 4 . Figure 2 depicts this negative relationship between resource 3 See Frankel (2012) and Ross (2015) for a detailed overview. 4 The term « institutions » is used as in institutional economics, covering issues such as property rights, political accountability, judicial independence, democracy, political rights and civic liberties, etc.
dependence and a measure of institutional quality (here an index of judicial independence from Linzer & Staton, 2015) . Resource rents also free governments from the need to tax their citizens and thus from the need of accountability and ultimately democracy as a counterpart, known to have a positive long run impact on GDP (Acemoglu et al., 2014) . Resource rents may make authoritarian regimes more stable and durable. Andersen and Aslaksen (2013) find that wealth derived from natural resources affects political survival in intermediate and autocratic, but not in democratic, polities; and is associated with positive effects on the duration in political office. Some studies (Jensen and Wantchekon, 2004; Ross, 2012) find that the impact of oil on democracy is also conditional: oil stabilises democracies that are wealthy and have strong institutions, but brings down democracies that are poor or have weak institutions. Alternatively, bad institutions may themselves foster resource curse. Tornell and Lane (1999) argue that powerful groups compete for fiscal windfalls resulting from commodity booms, for instance. Countries with weak institutions suffer from a "voracity effect" of such competing groups and ultimately experience less growth. Mehlum et al. (2006) also find that the resource curse appears only with "grabber friendly" institutions, more prone to corruption, whereas natural resources with "producer friendly" institutions lead to higher long run wealth. Indeed Figure 3 suggests that the relationship between GDP growth and judicial independence is non-linear, becoming positive at relatively high levels of independence only. A possible explanation could be that improving the judicial system creates instability and uncertainty when judicial independence is still low. Wiens (2013) combines these two dimensions -initial quality of institutions and their link to natural resources -in a theoretical model and shows that the resource curse can be avoided if institutions to constrain the rulers' policy discretion are set prior to the onset of resource dependence. Otherwise, resource revenues are used to stabilise bad institutions. Third, resource wealth and attempts to control it may trigger conflicts and civil wars in countries with fragile institutions and limited democratic tradition. Some theories suggest that, in these cases, resource wealth may weaken states administratively and undermine their ability to prevent rebellions. Others focus on insurgents that could be incited to capture resource stocks to finance rebellions or establish an independent, often ethnically distinct state (Collier and Hoeffler, 1998) 5 .
Oil price volatility
The volatility of oil and other commodity prices are a major factor for a country falling prey to the resource curse (Figure 4 ). In particular, commodity price booms may induce the so-called Dutch disease which is a form of resource curse driven by the appreciation of the oil exporters' currency. Higher export revenues result in a higher demand for national currency and its appreciation if exchange rates are flexible. Alternatively, in the case of fixed exchange rates, higher commodity and budget revenues coupled with lower interest rates -to preserve the exchange rate parity -translate into higher wages and inflation. The real appreciation deteriorates competitiveness of non-commodity exports and profitability of the manufacturing sector, ultimately leading to a de-industrialisation of the economy. This latter reduces long-term growth if productivity growth is higher in the manufacturing sector than in the commodity and non-tradable sectors. The role of oil price fluctuations for growth are likely to depend on the wider macroeconomic framework. Short-term growth varies considerably across oil exporters despite a common shock -the decline in prices between 2013 and 2015 -, suggesting that some countries escape the consequences of oil price fluctuations more easily than others ( Figure 5 ). Fiscal policy might exacerbate or mitigate the impact of oil price shocks. Governments may, for instance, engage in a spending spree during a boom which may become unsustainable once commodity prices are down again. Arezki et al. (2011) indeed find that government spending in commodity-exporting countries is often pro-cyclical. When commodity prices burst, countries may also experience an abrupt depreciation of their currency and a surge in inflation leading to a fall in real revenues, consumption and investment. Other channels put the stress on a high commodity price volatility resulting in cyclical shifts of production factors across sectors, their imperfect utilisation due to temporary frictions and induced risks and transaction costs 6 . As such, our empirical approach will put some weight on the role of fiscal policy and exchange rate regimes for the transmission of oil price shocks on economic activity. 
Estimation strategy

Econometric model
The baseline equation is based on the standard neo-classical human capital augmented model of growth developed by Mankiw et al. (1992) . To disentangle short run and long run effects an Error Correction Model (ECM) augmented with contemporary first differences of explanatory variables and one lagged difference of the dependent variable -or equivalently an ARDL(2,1) -is used. The lag structure is chosen to minimise the Akaike Information Criterion, provided that the lag length is long enough to eliminate the serial correlation in the residuals. As shown in Pesaran (1997) , the advantage of ARDL or ECM is that regressors can be treated as strictly exogenous even if they are subject to the same shock as the dependent variable 7 .
Denoting X the variable of interest, the general model reads as follows:
7 See Pesaran (1997) for a mathematical proof. where GDP is the logarithm of real GDP per capita adjusted for PPP, INVESTMENT is the savings rate proxied by the ratio of gross fixed capital formation to GDP 8 , EDUCATION is educational attainment (average years of schooling) in the population over 15 years old, POPULATION is the population size (the logarithm of total population), CONTROLS is a set of control variables (detailed below), CONFLICT is a dummy for minor conflicts with more than 25 but less than 1000 battle deaths, αi and τt are country and year fixed effects respectively. Coefficient α1 to α5 represents the short run or contemporary effects. Long run effects are obtained by dividing the cointegrating equation coefficients b1 to b5 by -α0. Table 1 presents the results of Kao (1999) cointegration tests. Four of five tests reject the null hypothesis of no cointegration. The cointegration ensures that there is effectively a long run relationship between variables, the error term is stationary and t-stat are correct, which excludes the risk of spurious results in the panel time series. One drawback of using country fixed effects with a lagged dependent variable (as in the ECM case) is the presence of Nickell bias (Nickell, 1981) . The literature suggested the use of lagged differences as instruments (GMM estimator), but in the case of nonstationary variables (time series panel) this does not work well as the lagged differences are not valid instruments (Fuertes et al., 2010) . However, as shown in Beck and Katz (2011) , the fixed effect estimator performs relatively well with T=20 or more (as in our case) and the bias can be considered as negligible.
The robustness of the results to outliers could be a serious concern, as the sample contains very different countries with data of varying quality. To bypass this issue and check the robustness of the coefficients, all results are checked using robust regressions which are based on iterative weighted least squares and allow to weigh every observation dependent on its outlierness. The results of these regressions are qualitatively the same and can be obtained on request.
RESOURCE CURSE IN OIL EXPORTING COUNTRIES Unclassified
Data
The scarcity of reliable data for many oil exporting countries is one of the most constraining issues for empirical investigations. The data shortage is apparent in both the number of indicators and their availability across time and countries. This drastically limits the number of viable empirical approaches. The key variables, the dollar values of oil exports and imports of a country, are taken from the IMF World Economic Outlook (WEO) and are available from 1980 to 2012 yearly which therefore defines the time span of the sample 9 .
The following procedure is used to select relevant observations. The share of oil net exports in total exports -henceforth oil share, variable Share -is the measure of oil dependence for every country-year observation. The oil share in total exports (as opposed to the share in GDP) is used for several reasons. First, it helps avoid the problem of reverse causality as the dependent variable is GDP. Second, it reflects better the diversification of an economy as the export structure is often used as an indicator of complexity of an economy (Hausmann and Hidalgo, 2009 ). Third, it also better reflects the vulnerability to oil price volatility via the exchange rate channel: the greater the share of oil exports in total exports, the higher the volatility of total exports (in value) and thus the higher the exchange rate volatility 10 .
In addition to the annual oil share, the average oil share over the entire period for every country is computed for all countries with at least ten observations. Only country-year observations for which both the oil share is positive and the average oil share is greater than 5% are retained. Finally, a country-year observation is eliminated if a military conflict with a least 1000 battle deaths occurred or if inflation exceeds 100% since these very particular events would bias estimates. The final sample contains about 500 observations from 24 countries between 1982 and 2012. Figure 6 presents the oil dependence of these countries measured by the oil exports share in total exports for the last year available (2012) and the average over available years.
The dependent variable, real GDP per capita PPP adjusted, is computed based on real GDP data from the World Bank. The sources of other variables are listed in the Appendix. 9 The last available data is from IMF WEO 2013, April which also contains 5 year projections not included in our sample due to particularly strong volatility of oil price and trade values.
10 Consider two countries with the same oil exports to GDP ratios but different oil exports to total exports ratios. For instance, if oil exports to GDP ratio is equal to 10% in both countries, total exports to GDP ratio equals 15% and 30% in country A and B respectively, the oil exports to total exports ratios would be 67% (not diversified) and 33% (diversified) respectively. This would obviously imply very different impacts on exchange rate volatility. 
The drivers of the resource curse: empirical results
Resource dependence and growth
The following equation is estimated 11 to measure the impact of resource dependence: Table 2 presents the long run estimates for these regressions. The coefficients of the baseline regression including investment, education, population and a dummy for minor conflicts (column 1 "baseline") have the expected signs 12 , though education is insignificant likely due to the inclusion of country specific time trends which capture the slow and gradual impact of education on GDP 13 . The coefficient of the oil share (column 2 "share") is negative and significant at the 1% level, pointing at the prevalence of resource curse. The coefficient suggests that, ceteris paribus, a 10 percentage point increase in the oil share is associated with a 7% lower GDP per capita level in the long run 14 . To ensure that this result is not driven by a relevant but omitted variable, several robustness checks are carried out.
 The oil share could have a negative impact mechanically when total exports fall (and thus oil share increases) which would have a negative impact on GDP. This is controlled for by introducing total exports (value, real terms, PPP-adjusted) in the regression (column 3 "Exports"). The results still show a negative and significant impact of the oil share.  Countries with high resource dependence could also be less open, with barriers to trade negatively affecting GDP. However controlling for trade openness (column 4 "Trade") delivers similar results.  Another dimension of openness relates to capital controls: more resource dependent countries could impose more constraints on capital movements to limit impacts of oil price shocks. Using the Chin-Ito index of capital account openness (Chinn and Ito, 2006 ) still a significant negative impact of the oil share (column Capital) is found.  Finally, resource dependent countries could potentially suffer from inadequate monetary policies leading to higher inflation. Controlling for inflation (column Inflation) produces qualitatively the same result.  Finally, a potentially nonlinear impact of the oil share using a quadratic term (Share2) is examined. Results (columns "Nonlinear" and "Nonlin_Exp" controlling for exports) suggest that the negative impact of being an oil exporter becomes stronger when the oil share increases. 12 The results of the baseline regression without computing the long run effect are presented in the Appendix. Notably, the convergence coefficient of the lagged dependent variable is equal to -0.08 which implies a faster convergence process than the -0.02 suggested by the "iron law of convergence" (Barro and Sala-i-Martin, 1992) . This seems plausible as our sample mainly covers developing countries.
13 As our dependent variable is the first difference of the logarithm of GDP and thus the growth rate, including country fixed effects accounts for country specific linear time trends.
14 The dependent variable is in logarithm contrary to oil share which is in percentage points. Thus, to get the percentage variation in the dependent variable, the oil share coefficient must be multiplied by 100. Note: All the regressions include country fixed effects. P-values are displayed in brackets and based on robust standard errors. Example: a 10 percentage point increase in the share of oil exports (variable Share) is associated with a 7 percentage point lower long run GDP per capita (column Share).
Measuring the role of the quality of institutions for the resource curse proved difficult as few data prior to 1990 are available 15 . The ones finally used are 1) the political rights and civil liberty index from Freedom House, 2) "Polity IV" from the Center for Systemic Peace and 3) a global measure of judicial independence (Linzer and Staton, 2015) . All three take different aspects of institutional quality into account, which again allows checking the robustness of results. As noted in Acemoglu et al. (2015) , a sufficient number of lags of the dependent variable is needed in estimating institutions' impact on GDP as a recession often precedes a change in institutions, making the relationship endogenous. Our specifications include two lags of the dependent variable and additional lags do not qualitatively change the results found below. Note: All the regressions include country fixed effects. P-values are displayed in brackets and based on robust standard errors.
Institutional quality is negatively associated with growth, although most relationships are insignificant (Table 3) . When quadratic terms are used, as suggested by Figure 3 , the relationship becomes more significant (Table 4) : if institutional quality is very low, an increase tends to slow down growth even further, while if quality is already rather high, a further increase tends to spur growth. For instance, the impact of judicial independence becomes positive at 0.73, the indicator being bounded between 0 and 1
16
. Moreover, once exports and inflation are controlled for (columns Freedom2_a, Polity2_a and Judiciary2_a), the quadratic term becomes statistically significant at 1% and 10% for Polity and judicial independence respectively. Note: All the regressions include country fixed effects. P-values are displayed in brackets and based on robust standard errors.
A possible explanation for a non-linear relation between institutions and growth is potential instability and uncertainty triggered by more judicial independence at its low levels. For example, in resource rich countries, an autocratic regime that would loosen its control over the judiciary could typically face attempts of powerful groups to influence or corrupt the judiciary to get more power. This, in turn, could destabilize decision-making processes, induce more unpredictability and scare investors. There is no relevant variable and data to test this hypothesis unfortunately. Moreover, there is no evidence of a damaging impact of resource dependence on institutions: the coefficient of the oil share is practically unchanged whether institutions are part of the regressors or not (Table 3) . Note: All the regressions include country fixed effects. P-values are displayed in brackets and based on robust standard errors.
Finally, Table 5 presents the results of interaction of the oil share and institutions (columns Share_Free, Share_Pol and Share_Jud) to assess whether the impact of resource dependence relies on institutional quality. All three measures point to a stronger negative impact of the oil share when the institutional quality increases, though only a part of the results is significant. Furthermore, the inclusion of a quadratic term in column Share_Jud2 17 does not affect the interaction term coefficient which excludes the fact that the interaction term coefficient could be driven by omitted nonlinearities of the terms that are interacted or country slope heterogeneity.
Overall the results on institutional quality should be taken with caution as the sample is dominated by countries with bad institutions. To measure the impact of institutions appropriately requires a sample with a larger share of high quality institution countries and an alternative to the fixed effect estimators, to take into account the between countries variability in institutions. To partially bypass the last problem we also interact the oil share with an average instead of yearly value of institutional variable for every country, to preserve between country variability in institutions, though only for country averages over years. Results as portrayed in columns Avrg_Pol and Avrg_Jud do however not change qualitatively, and outlier-robust regressions confirm these findings too.
Finally, a possible explanation as to why higher oil dependence appears to have a more harmful effect in countries with better institutions could be linked to a variable that is positively affected by institutions and negatively affected by the oil dependence, such as the degree of competition in an economy 18 . If competition has a positive effect on GDP, the interaction term would capture the negative effect of oil dependence on competition which would explain the negative coefficient of the interaction term. Intuitively, countries with high quality institutions should feature stronger competition. Accordingly, increasing the weight and power of the oil sector would have a more harmful effect on competition and growth in countries with good institutions. Testing this hypothesis requires data that we were not able to find and is left for future research.
Oil price fluctuations
The impact of oil price fluctuations on short and long-term growth is analysed estimating the following equation: where OIL is the logarithm of the real average dollar price of the three benchmarks of oil (WTI, Brent and Dubai). We use internationally set dollar oil prices to preserve exogeneity of the oil price variable. This variable is common across countries and as a consequence time fixed effects cannot be used. Instead a dummy CRISIS for the year 2009 is introduced. As the impact of an oil price shock will typically be influenced by the fiscal response of governments, variables such as government consumption will be added, even if the latter is subject to the same shocks as GDP. In any case, we systematically present both regressions, with and without government consumption 19 . Table 6 displays the results for the oil price fluctuation regressions. In the baseline an oil price increase has a positive and significant effect on GDP in the short run and no significant effect in the long run 20 (column OIL), suggesting that an 10% increase in the oil price is associated with a contemporary 0.27% rise in GDP per capita. Controlling for government consumption (column Oil_Gov) yields a stronger result. As government consumption has a positive impact on GDP, this result -a greater oil price coefficient holding government consumption constant -points towards a kind of counter-cyclical fiscal policy: when the oil price rises, governments reduce spending 21 . Counter-cyclical fiscal policy could be explained by the prevalence of sovereign wealth funds in many countries to help counter oil price fluctuations (Table 16 in the Appendix). The degree of openness does not affect the results. Note: P-values are displayed in brackets and based on robust standard errors.
Exchange rates and inflation may play a role in the transmission of oil price shocks to economic activity. One of the potential channels in the case of an oil price fall is the contraction of real disposable income as the currency tends to depreciate and inflation to accelerate. We test this hypothesis by controlling for different exchange rates 22 (Table 7 , columns Forex, NEER, REER for nominal, nominal effective and real effective exchange rates respectively). Constraining the exchange rate to remain constant does not have great impact on the oil price coefficient. In fact, countries may experience large currency depreciations but with different consequences for inflation depending whether the depreciation is smooth or abrupt (Dabrowski, 2015) . Therefore, we control directly for inflation (Table 8, columns Infl and Infl_Gov) . Here again, the oil price coefficient hardly changes when we hold inflation constant (both with and without government consumption), clearly too little to consider inflation as an important channel. Note: All the regressions include a crisis dummy. P-values are displayed in brackets and based on robust standard errors. Note: All the regressions include a crisis dummy. P-values are displayed in brackets and based on robust standard errors.
The impact of the oil price shock could be substantially different subject to oil dependence. This is tested by interacting the oil price with the oil share in the following equation 23 : Table 9 presents the results. We explicitly compute the oil price impact at the minimum, mean and maximum values of oil share. The impact of an oil price shock first decreases with the oil share, but once government consumption is controlled for the impact becomes increasing as expected. This result also suggests that the more countries rely on oil exports, the more they use fiscal policies to smooth oil price fluctuations. We check again that our results are not driven by changes in capital account openness and assess potential exchange rate and inflation channels. The results are similar to those found previously. Following Mork et al. (1994) oil price changes are split into a positive (OILP) and negative (OILN) oil price change. As shown in Table 10 , the impact is in fact asymmetric: significantly positive in case of a positive shock and insignificant in case of a negative shock. It appears that on average, oil exporting countries are able to gain from oil price increases while neutralising the negative effects of oil price slumps. One could suspect an endogeneity problem: a major oil exporting country lowering the oil price by increasing its production could explain the insignificant coefficient of negative oil price shocks. We control for country oil production by introducing the logarithm of oil production (variable Production, columns Prod, Prod_Gov). The coefficients of OILP and OILN and their significance are qualitatively unchanged, however. Finally, the short run impact of a positive shock is greater when the exchange rate is allowed to float (comparing columns Forex and No_Forex), suggesting that countries should avoid pegging their currencies. Note: All the regressions include a crisis dummy. P-values are displayed in brackets and based on robust standard errors.
The role of the exchange rate regime
More than half of the country-observations in the sample have a form of fixed exchange rate (Table 11) . A vast literature discusses advantages and drawbacks of fixed and flexible exchange rate regimes, without reaching a consensus 24 . On the one hand, rapid adjustment to external shocks which avoids balance of payment crises and helps keep monetary autonomy are often seen as an advantage of a flexible exchange rate regime. On the other hand, high exchange rate volatility and inflation pass-through are the drawbacks, particularly for oil dependent countries. In developing countries, a fixed exchange rate regime may have the advantage of inflation anchoring and lower transaction costs of foreign trade as exchange rate volatility is absent. But it may also induce balance of payment crises and requires more active fiscal policies to counter external shocks. Source: Authors calculations based on Ghosh et al. (2015) .
We analyse the long run impact of exchange rate regimes using our baseline equation augmented with exchange rate regime dummies for crawling, managed and flexible regimes (variables Crawling, Managed and Flexible respectively) using the classification based on Ghosh et al. (2015) . Table 12 provides a quick overview of the distribution of exchange rate regimes by country (values 1, 2, 3, 4 for fixed, crawling, managed and flexible regimes respectively). Some countries -where the mean and standard deviation equal 1 and 0 respectively -effectively maintained a fixed exchange rate regime throughout the entire period. Source: Authors calculations based on Ghosh et al. (2015) .
Importantly, the exchange rate regime could endogenously change in the wake of an oil price shock when it becomes unsustainable. The depletion of foreign reserves to maintain the peg could lead to a balance of payment crisis and force abandoning the peg. In this regard, it is necessary to control for oil price shocks but also other types of global shocks. For this reason, we prefer to include year fixed effects instead of the oil price, which should still capture oil price shocks but also other shocks.
Results suggest that more flexible exchange rate regimes seem to have a negative impact on long run GDP for oil-exporting countries (Table 13) , although some coefficients are not significant. Controlling for government consumption, level of financial development, inflation, trade openness and oil dependence (columns Regime_Gov, Finance_Gov, Infl_Gov, Trade_Gov and Share_Gov respectively) hardly affects results. The finding may reflect that the economies of several well-performing oil exporters have been dollarized for long, which counts as a fixed-rate regime. Note: All the regressions include country fixed effects. P-values are displayed in brackets and based on robust standard errors.
There is a potential source of endogeneity in the exchange rate regime. A currency crisis and ensuing move from a pegged towards a flexible regime often occur months after the shock (typically the year after) when foreign reserves are depleted and the peg cannot be maintained any longer. A flexible exchange rate regime dummy could thus capture the effect of the preceding oil price slump 25 and including time fixed effects would not solve the problem as the shock occurs in t-1. To exclude this possibility, we also perform the same regressions with a contemporary and lagged oil price instead of time fixed effect. The results of these regressions confirm the previous finding: more flexible exchange rate regimes seem to be associated with a lower long run GDP per capita compared to the one achieved with the fixed exchange rate regime (Table 14) . The positive impact of fixed exchange rates for oil exporters could underlie the role of sovereign wealth or stabilisation funds. Most oil exporters have introduced national wealth funds which invest a part of oil revenues in foreign assets and draw down subject to substantial oil price shocks as in Russia. If these funds are large enough, they allow insulating the economy against oil price fluctuations and thus help avoid pressure on the exchange rate. By this token oil exporters can maintain a fixed exchange rate regime even in the long run without creating macroeconomic imbalances. Unfortunately we were not able to find detailed enough data on the behaviour of stabilisation funds to test this hypothesis, but we believe that the role of stabilisation funds and the rules for the use of oil revenues should be the focus of future research. Note: The coefficients are displayed without long run impact transformation. The regression includes country fixed effects. P-values are displayed in brackets and based on robust standard errors.
