Abstract
Introduction
Low bit-rate image compression is essential for the transmission and storage of digital images. A number of techniques for image coding have been proposed, and, due to some very attractive characteristics, the wavelet transform has proven to be very useful in this regard. Recently there has been a great deal of interest shown in wavelet transforms, especially in the field of image and video processing; this is due, in part, to their flexibility in representing image signals and the ability to adapt to human visual characteristics [1] . The Discrete Wavelet Transform has also been used in the most recent image compression standard, JPEG2000. The wavelet representation provides a multiresolution expression of a signal with localization in both time and frequency and, because this multiresolution analysis is very similar to the way in which the human visual system interprets images, it proves to be an efficient way to code image and video signals [2] .
There have been several wavelet filters proposed for applications in image processing. In this paper we will concentrate on the use of Daubechies Discrete Wavelets, which use irrational numbers in the formulation of the coefficients. Thus the use of any conventional number representation introduces approximation errors at the very beginning of the process. These errors propagate through the wavelet transform computation and degrade the quality of image reconstruction. In this paper, our aim is to eliminate these errors from the main computational part of the transform by the use of algebraic integer representation of the filter coefficients.
Algebraic integers
Algebraic integers are defined by real numbers that are roots of monic polynomials with integer coefficients [3] .
As an example, let denote a primitive 16th root of unity over the ring of complex numbers. A real number x in can be written in the form
The ring of all such elements is denoted by . If
, then is a root of the polynomial and the elements of have a polynomial form, where the relation is used to reduce
powers of above three. The elements of are used to process separately the real and imaginary part of . In summary, algebraic integers of an extension of degree n can be assumed to be of the form (2) where is called the algebraic-integer basis and the coefficients are integers.
The idea of using algebraic integers in DSP applications was first explored by Cozzens and Finkelstein [4] . In their work, the algebraic integer number representation, in which the signal sample is represented by a set of (typically four to eight) small integers, and combined with the Residue Number System (RNS) to produce processors composed of simple parallel channels [5] . In this procedure, the algebraic integer representation was used to approximate complex input signals.
Our group initially introduced algebraic integer coding to provide low complexity error-free computation of the DCT and IDCT [6] . More recently, the 'cas' function of the Discrete Hartley Transform [7] , was shown to be amenable to an algebraic integer encoding scheme. The application of the DCT transform is in the field of video compression for low bandwidth transmission, and so the extension of algebraic integer encoding to wavelet transforms is quite timely in this regard.
In order to better introduce the concept for error-free implementation of Daubechies wavelets, we will first provide a quick review of the use of Algebraic Integers for the Discrete Cosine Transform.
Discrete Cosine Transform (DCT)
We adopt the following definitions for the 1-D DCT and IDCT as shown in eqn. (3): (3) where is a real sequence of length N , and
The two dimensional DCT, used extensively in image processing, can be viewed as a simple extension of the one dimensional case.
The elements of the transform matrix for the DCT are real numbers of the form , where n is an integer. Rather than applying the classical procedure of using approximations to these elements, the algebraic integer encoding scheme processes numbers of this form using exact representations. The first non-zero angle for the 8 point DCT is . Denote and consider the polynomial expansion: (4) where a i are integers. This error-free representation is provided in Table 1 for , . The multiplication between a real number and any coefficient above can thus be implemented with at most 2 shifts and 1 addition. An important feature for any given cosine element, is that at least every other coefficient of the algebraic integer representation is zero. In order to simplify the final reconstruction, one has to choose the parameter with the smallest number of non-zero digits in its canonic-signed digit representation within the dynamic range given. For 8-bit and 16-bit dynamic range, turns out to be the best choice.
Discrete Wavelet Transform (DWT)
Wavelets are functions defined over a finite interval and having an average value of zero [8] . The basic idea of the wavelet transform is to represent any arbitrary function x(t) as a superposition of a set of such wavelets or basis functions. These basis functions or baby wavelets are obtained from a single prototype wavelet called the mother wavelet , (5) Here, = transition and = scaling. The basic idea of the multiresolution analysis of the DWT is to decompose the fundamental signal space into orthogonal subspaces.
That is:
where, and .
So, the DWT splits the original signal into a highpass and a low-pass signal, which corresponds to the subspaces and respectively. Then the low-pass signal is further split into a high-pass and a low-pass signal, which corresponds to the subspaces and respectively.
This splitting process iterates until the original signal space is decomposed into and . Figure 1 shows the 2-level decomposition of the Tree image. 
Algebraic integer (AI) encoding of Daubechies wavelets
There have been several wavelet filters, such as Haar, Symlets, Gaussian, Mexican hat etc., defined over the past few years for compression algorithms. Wavelets have also been proposed for lossless compression [9] . In this paper we will restrict ourselves to Daubechies wavelets. This class of wavelets includes members ranging from highly localized to highly smooth and also provides excellent performance in image compression applications [10] . Daubechies Then the low-pass filter is and the high-pass filter is . Daubechies coefficients range from Daubechies-2 (in short, DAUB2 which has 2 coefficients) to Daubechies-20 (DAUB20, 20 coefficients). Among them DAUB4 has been mostly used in image processing algorithms. The DAUB4 coefficients in closed form are as follows [8] : (7) 5.1. AI encoding of DAUB4 Taking a variable we can clearly express all the coefficients (scaled by ) of eqn. (7) as a first degree polynomial in z with integer coefficients, as follows:
b)
Now, consider the polynomial: where are integers. Then z corresponds to the following particular choice of : (0, 1). So for all the DAUB4 coefficients we have the exact codes given in Table 2 . By manipulating these polynomial representations of the coefficients, instead of approximate representations of the coefficients themselves, we have eliminated any errors in the calculations until the final reconstruction step. The input data of the corresponding pixels are coded with integers and the multiplications we require are very simple and, most importantly, parallel. In the worst case, we need1 addition/subtraction operation and no multiplications. Both forward and inverse mappings can be performed using the same polynomial expansion. Another representation of DAUB4 can be achieved using a 2nd degree polynomial, as given in eqn. (9) . (9) In this case the polynomial will be: (10) The exact codes of the coefficients are given in Table 3 . 
AI encoding of DAUB6
The same technique can also be applied for Daubechies-6 coefficients. DAUB6 coefficients in closed form are mapped as follows [9] . (11) Now considering , we will obtain the exact codes for DAUB6 coefficients (scaled by ) which are given in eqn. (12) and summarized in Table 4 .
The addition in this ring, , is componentwise and multiplication is equivalent to a polynomial multiplication modulo . For the final reconstruction we can use Horner's rule [12] . Then eqn. (10) can be rewritten as . ( 
12)
Here we see that, unlike the DCT, where we required a polynomial of degree 7 [6] , for the DWT we have a polynomial of only 2nd degree. In addition, the value of the coefficients are small; the largest coefficient for DAUB 4 is 1, and for DAUB 6, it is 30. So, in the worst case, we will need 2 additions / subtractions and 1 multiplication. Using a signed digit representation for the DAUB6 coefficients, no coefficient will require more than 2 non-zero digits. 
Final reconstruction step
For the computation of a two-dimensional DWT or IDWT, we need to recover the integer part of the result and the most significant bit of the fractional part, in order to allow correct rounding. Since the final result is in an error free format, we can easily estimate the precision we need to guarantee sufficient accuracy. As an example, if the input and output data are to be represented within16-bits, then the representation of z, as provided in eqn. (13) for DAUB4 and in eqn. (14) for DAUB6), (13) (14) is sufficient. Now, taking different bit-lengths, one can use Booth encoding and easily find the errors for different precisions. These signed-digit encoding errors for different word lengths are provided in Table 5 . 
Comparison study
To demonstrate the improvement in image reconstruction quality in terms of comparable hardware cost we will take a sample data input and use a DAUB4 wavelet transform. The processing steps consist of multiplying this data matrix with the DAUB4 forward transform matrix of (15) (using an assumption of periodicity [11] ). The structure of the matrix uses coefficients , , and as a smoothing filter and the coefficients , , and as a non-smoothing filter.
The DWT is invertible and orthogonal -the inverse transform, when viewed as a matrix, is simply the transpose of the forward transform matrix.
Using a fixed-point (FP) binary implementation, we will need 4 multiplications and 3 additions to compute each output data point (since, in (15), there are only 4 coefficients in each row and everything else is zero); but, using the algebraic integer (AI) representation (Table 3) , we will need only 1 multiplication and 6 additions. Using a full adder as the atom for the hardware cost, and making a simple assumption of a hardware cost of n for an n-bit word (this will be a best case comparison for the fixed-point binary implementation) the results are summarized in Table 6 for the standard "Lena" image, along with a measure of image reconstruction quality, Peak Signal-Noise Ratio (PSNR). Figure 2 plots the results from Table 6 to show the improvement in PSNR for both the FP and AI implementations as a function of hardware cost. The advantage of using the AI approach is clear.
An interesting comparison is to select similar hardware costs (here, hardware cost is measured in terms of adders) and then compare the reconstruction performance. An example of this is to select the 10-bit fixed point implementation and compare the results to that of the 18-bit DAUB4 algebraic integer implementation which have similar hardware costs. In this case the difference in the PSNR is almost 53 dB. Table 7 provides a hardware vs. performance cost comparison between a fixed-point and an algebraic integer DAUB6 implementation for the "Lena" image. In this case 
×10
2.02
we note that the performance difference is not as dramatic as for the DAUB4 case, but we still see an almost 20dB improvement for the 10-bit fixed point implementation. Overall, the DAUB6 will provide superior image reconstruction to DAUB4, and so this performance improvement is important. Figure 3 shows the image construction of the "Lena" image for a 8-bit fixed point vs. a 14-bit AI for DAUB4. In this experiment the original image was encoded using the DAUB4 wavelet transform and the decoded using the inverse transform. No compression was performed, so the image quality degradation is purely due to arithmetic quantization effects. The difference in PSNR is about 44dB (from Table 6 ) and the level of improvement is quite noticeable from the image reconstruction results. 
Conclusions
In this paper, we have proposed a new approach for the efficient and error-free computation of Daubechies wavelet transforms used in image processing applications. The approach is based on encoding the basis set using algebraic integers. The algebraic integer quantization not only reduces the number of arithmetic operations, but also reduces the dynamic range of the computations. The Final Reconstruction Step generates some rounding errors but these errors are only introduced at the end of the calculation, not distributed through the calculation, as is the case for a fixed-point binary implementation. We have shown that significant improvements are possible, for similar hardware costs, between a fixed-point binary and algebraic integer implementation. These improvements are demonstrated in an image reconstruction example of a 8-bit fixed-point binary vs. 14-bit algebraic integer implementation. 
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