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Abstract
There is no consensus among social scientists or policy makers on how the democratic 
properties of a political regime in a country affect the same country’s economic growth. The 
extremely complex phenomena of “political regimes” and “economic growth” are probably 
interrelated and connected in many different ways. If one wants to dig deep into the question 
of how democracy affects growth, one will have to reflect on arguments with genesis not 
only in different theoretical traditions, but also stemming from different subjects in the social 
sciences and humanities. The question of how democracy affects growth will depend among 
others on how one defines democracy; this study is relying on a relatively broad definition. 
The question can be broken further down into questions about which institutional or other 
aspects of democracy that affects growth. One can also ask through which channels, for 
example investments or technological change, growth is caused. The relationship under 
study is not independent of contextual matters, forcing a student of the subject to take 
historical, socio-structural and international conditions seriously. 
This study discusses the concept of democracy, different channels of growth and evaluates 
several theoretical arguments before presenting an empirical analysis. In the statistical part 
of the study, using OLS and WLS regression as well as a more advanced Pooled Cross-
Sectional - Time-Series analysis on large global country-samples from 1970 to 2000, 
democracy is found to be significantly growth enhancing given some specifications of 
variables, models, methods and samples. However, there is no necessary or even robust 
relationship between democracy and growth. Other specifications give non-significant 
results. The channels of growth and their relation to democracy are thereafter estimated 
empirically by the technique of growth accounting. Further, analysis of variation show that 
democracies vary substantially less in their growth performances than more authoritarian 
regimes. The effects of democratization and “autocratization” processes within countries are 
also studied, and are generally found not to affect growth systematically. The study 
examines three of the world’s recent economic success stories, Singapore, Botswana  and 
Mauritius, and tries to show how authoritarian traits of the regime in the first case, and 
democratic traits in the two latter, probably contributed to the growth of their respective 
economies. This seemingly contradiction disappears when taking into account the 
complexities and context-dependencies of the effect of political regime type on economic 
growth. 
                                              
1.0 Why write about the effect of political regime-
type on economic growth? 
In recent years, social scientists have been highlighting and strongly emphasizing the 
role of institutions in shaping social life, from political scientists and sociologists 
“bringing the state back in”, to economists (re-)discovering that the marketplace is 
embedded in an institutional context. Institutions matter, although they are not the 
only determinants of social outcomes. Peter Mair claims there has been a movement 
in the comparative politics literature away from politics as a dependent variable, 
towards politics as an independent variable, with researchers focusing on “outputs, or 
even simply the outcomes, of political processes and political institutions” 
(1998:321). This thesis can be viewed as a part of this broad and vast literature of the 
effects of politics, dealing with the broad institutional category of political regimes 
and its effect on economic growth.  
In order to give a satisfactory and reasoned answer to the question in the heading, one 
needs to establish the normative importance of the question, but also to legitimate that 
the study will positively contribute to shedding light on the way the relationship is 
structured1. I will view system of government in the light of the dominant 
categories of present day social science discourse, namely democratic and 
authoritarian regimes. This does not mean that I will have to dichotomize system of 
government in my discussion or in my empirical analysis, but it does mean that the 
discussion will be conceptually organized around certain traits associated with these 
two ideal-types.  
 
1 I will return to the question of causality in chapter 4.2.1. It here suffices to say that I will consequently use 
language such as “relationships between the variables” and “mechanisms”. Even though I personally believe in 
a metaphysical theory of causation that ascribes causality to be a relation between singular events, I find no 
contradiction between holding this view and to talk about the relation between more general concepts, as 
generalizations of types of events that falls under specific conceptual categories. Therefore this view of 
causality does in no way exclude the use of what some find to be “positivist” methodologies such as regression 
analysis and other quantitative techniques as epistemological tools. One only has to remember that these 
techniques are not intended to discover underlying “natural laws” of how political regimes relate to economic 
growth. 
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1.0.1 Why is the topic normatively important? 
I find the study of this relationship to be of immense normative importance, and this 
is the easier part of legitimating my study. Economic growth is directly related to 
material welfare, and even though critics point out the many problems that can be 
attributed to high-growth, “modern” society, I find material welfare as such to be 
important and valuable. Reducing poverty and increasing prosperity are at least 
intermediate aims that contribute to the possibilities of humans living happy lives. 
Economic growth, even if the benefits are often unequally distributed, is the most 
plausible long term solution in lifting the world’s poorer masses out of poverty, as 
well as increasing welfare for those already well off. 
The political, and civil, freedoms that follow democracy have been argued by 
different political philosophers such as Immanuel Kant, John Stuart Mill and John 
Rawls to be among the most important values for individuals and the societies they 
make up. Having the opportunity to join in on the collective decision making of ones 
society, and having the possibility to exercise civil liberties such as freedom of 
speech, many people in today’s world, including myself, find normatively valuable. 
Focusing too much on political rights and civil liberties, and the related concept of 
human rights has been attacked for being ethno centrist. These concepts are accused 
of being ideas particular for western culture disguised in universalistic clothes. 
However this “cultural critique” has been questioned on several grounds. Sen argues 
that these concepts are not as particular to “western” history as many people think 
(1999:231-248). Having a slightly universalistic inclination, I might add that the 
genesis of propositions and ideas is one thing, and different from the area in which 
the truth or “rightness” of these propositions and ideas do apply. That being said, I 
am of course aware of relative differences both in values and even interpretations of 
events, over different cultures.  
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I am not going to legitimate the above normative statements any further here2. I 
believe that a good case can be made for the virtues of material welfare and 
democracy independent of which of the main theories in ethics, utilitarian, 
deontological or virtue-based, one has as a reference point. Since these concepts are 
of obvious normative concern, the importance of clarifying the relationship between 
system of government and economic growth is clear. Especially if one does not put 
the normative importance of political rights and civil liberties categorically over the 
importance of economic welfare3, the positive description of the relationship under 
study will have policy-implications. It is easier to argue for the rightness of 
democratic institutions if they are compatible with economic growth. If there are 
trade offs between what I have argued to be two important normative concerns, the 
wished-for political system of government will possibly be more debatable. This 
problem might be especially relevant for relatively poor and “underdeveloped” 
societies, where the need for economic welfare improvements seem most obvious. 
Some heads of state for example have famously suggested that the most important 
freedom for impoverished populations is freedom from hunger and poverty rather 
than anything else. If empirical and theoretical considerations point to the 
compatibility of democracy and economic development, the case for democracy 
seems closed. If democracy on the contrary hampers growth, the floor is still open for 
debate on which system makes the “best” political regime type. 
I am in this thesis however not trying to make an argument about which type of 
political regime is considered the best one normatively. My aim is only to line out 
possible links between political regime type and economic growth, leaving the 
broader ethical evaluations here in this introductory chapter. Other aspects of political 
regimes as security and room for personal development will not be considered unless 
they are related to this narrower subject. It is important for me to stress that the 
 
2 See for example Sen (1999) for a well-argued normative analysis that can be regarded as back-up for my claims. 
3 For example John Rawls explicitly takes this position in “A Theory of Justice”, giving political and civil 
rights and liberties “lexical priority” over economic concerns. (1999:52-56) 
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intended purpose of this study is to describe positively any relation between system 
of governance and economic growth, trying to be unbiased in my investigation of 
empirical evidence. Much criticism has rightly been directed against academics that 
believe in value-free research and unbiasedness. I am not taking up this naïve 
position, but I believe that biasedness is a question of degree. Even if my inclination 
towards democracy and economic growth may affect my results, I can still 
deliberately try to let my normative underpinnings have as little effect as possible 
when I analyze. This position remind somewhat of Max Weber’s (Coser, 2004:219-
222), and like Weber pointed out, one remedy is to be strongly aware of ones own 
normative position in order to not let it unconsciously affect the research to an 
unnecessary degree. Even if I personally find that in “the best of all possible worlds” 
democracy and economic growth would go hand in hand, I will concentrate on this 
world. 
One might believe that such a general relationship which touches upon two of the 
main variables in social science, should be well understood and known by the major 
scholars of the research community. However, it seems easy to fall into simple 
conclusions that are not well founded in empirical evidence or even broad theoretical 
considerations. Chan (2002:10-35) argues that too many scholars and politicians have 
taken for granted the virtues of democracy, and a priori concluded that this system 
also trumps others when it comes to producing the best economic outcomes, perhaps 
transferring its superiority by induction from other fields where it is considered 
“best”. On the other side Halperin et al. (2005:1-9) claim they can notice a fashion 
within academia to too easily accept the opposite verdict, namely that authoritarian 
regimes produce the highest growth. These beliefs are based on thoughts about the 
benefits of “strong and stable” regimes, conducting a “politics of order”, as known 
from Samuel Huntington’s influential book written in 1968. Some also seem to 
conclude the general economic superiority of authoritarian regimes, based on 
important, but somewhat narrow, evidence from East-Asian countries in the latter 
decades. Surely, they say, China or Singapore would never have grown so fast, where 
they democratic, thereby disabling the technocratic elites to steer clear of popular, 
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growth-inhibiting demands. Others again seem to have bought the thesis that political 
regimes are irrelevant for growth, based on the lack of a significant regression 
coefficient, often citing not more than one such study. Even a distinguished and 
bright scholar as Ronald Inglehart concludes that “economic development leads to 
democracy, and not the other way around” (1997:184) on the basis of a study by 
Burkhart and Lewis Beck from three years earlier, thereby enabling him to exclude 
the option of this effect disturbing other relationships he is interested in. To make the 
case even worse, this study has later been questioned on methodological grounds 
(Beck, 2001:277). The mere number of “easy explanations” in the literature almost 
alone validates another study on the subject. 
Chan (2002:28) identifies these three abovementioned positions in the debate on 
whether democracy is good for development, namely “the all good things go 
together”-camp, the “trade-off”-camp and one camp that says that democracy doesn’t 
matter. These positions are all to be found both within academia and among 
politicians world over. In a recent academic study of the relationship Halperin et al., 
referring to the debate lined out above, argues that “[W]hich side wins the debate 
matters a lot” (2005:2). This is because the implications the outcome of the 
discussion will have for policy-makers and for the legitimacy of existing regimes. 
The political agenda is filled with issues that can be viewed in the light of this topic, 
and this shows the urgent relevance of clarifying the related matters in a systematic 
and valid fashion. Has, and will, the democratic election in January 2006 in Palestine 
of Hamas lead to even worse economic outcomes than if elections were not held, due 
to such factors as the withdrawal of international aid and increased conflict with 
Israel?  Will establishing democracy and increasing transparency in African 
governance increase growth over the long term in the world’s poorest region? Will 
China loose its economic momentum if the Communist Party were to loosen its grip 
on power? Even in Europe, the question was lately relevant when electorates in 
France and the Netherlands rejected the European constitutional draft. Exercising 
democratic rights when deciding the status of this supra-national document, the 
majority of voters in these countries rejected a proposed constitution that were seen 
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as necessary by many technocrats for future effective policy-making, and thereby 
probably also economic outcomes. Was this actually a clash between the cherished 
goals of democracy and economic growth? 
1.0.2 A small fish in a big pond. What can this study actually contribute 
with? 
 Much has already been written on how system of governance affects a country’s 
economic development, and a natural question is therefore what this study can 
contribute with. In addition this research has most often been inconclusive about the 
existence of a relationship, and those studies that in fact find what seems to be 
significant relationships are almost evenly split between those that assign 
democracies with growth enhancing capabilities, and those that hold autocracies’ 
advantages in fostering growth. In fact Przeworski  and Limongi summed up their 
“meta-study” of earlier cross-country empirical work on the topic by saying that 
“politics does matter, but “regimes” do not capture the relevant differences” 
(1993:65). They further stress the need to look for other analytical categories that can 
better explain differentials in growth performances between countries. Most social 
scientists would probably agree that “institutions” are of vital importance to growth, 
even though some academics have claimed the relative importance of other factors 
over institutional features to a country’s possibilities of development, such as climate 
and access to the sea (Sachs, 2001). However academics of different sorts have 
claimed the value of having “non-predatory institutions” (Hall and Jones, 1999), 
“non-extractive institutions” (Acemoglu et al, 2001), “transaction cost reducing 
institutions” (North, 1981 and 1990), “autonomous and embedded state institutions” 
(Evans, 1995) or generally speaking of “state capacity” as many political scientists do 
(for example Engelbret, 2000). Many distinguished academics however outright and 
explicitly denounce the developmental importance of both democratic and 
authoritarian regimes, taking a nihilistic position. (Inglehart, 1997 and Helpman, 
2004). Przeworski and co-authors wrote the most thorough study on the subject in 
2000, with the data-material ending in 1990. Concluding that regimes don’t matter, 
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they claim that “in omniscient retrospect the entire controversy seems to have been 
much ado about nothing” (Przeworski et al., 2000:178). For some, even without 
taking an explicit Hegelian approach as others famously did, history ended around the 
fall of the Berlin-wall. Universalism is still with us. 
This study is based upon a conviction that there is still much to elaborate upon when 
it comes to the relationship between regime and growth. Several different theoretical 
arguments are pointing both to the economic benefits and drawbacks with democratic 
regimes. Both system of government and economic growth are very complex 
phenomena, and I find it of great importance to be specific about which elements of 
political organization, institutions, rights and power structure, that is suggested to 
have causal effects. Also I will try to gain insights into which sources of growth, for 
example capital investment, composition of the labor force and technological change, 
that may be expected to be affected by political regime type. This is especially 
important, since much of the earlier literature is lacking somewhat in this type of 
conceptual clarification. Some research done by economists try to make some 
distinctions between which sources of growth that are affected by type of regime, but 
this literature lack in specifications concerning the independent variable, namely form 
of government and its connected institutions. One purpose of the thesis will be to 
combine some of the theories and insights about institutions in general, and those 
connected to democracy in particular, from political science, with “growth theory” 
and “development economics” from economics. Other research fields also bring 
important contributions to the understanding of the topic, and I hope that this study 
can fill a needed integrative role, knitting together different academic landscapes. I 
will be revising and evaluating some of the theoretical arguments on the topic, as well 
as presenting some arguments that are at least partly of my own making.  
I will also approach the topic by empirical investigation. I will briefly discuss the 
most important and thorough empirical studies that has already been undertaken, and 
thereafter seek to analyze how the relationship was structured, especially in the 
period  from 1970 to 2000 by applying several various statistical methodologies on 
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an extensive data set. This time period, or more precisely from the “oil crisis” and 
forward, showed a decrease in the average economic growth rate of countries 
compared with the previous twenty years, but an increase in the variation of 
countries’ growth rates (Helpman, 2004:1-8).  The perhaps greatest benefit from my 
statistical analysis will be the several nuances made on the general relationship 
between system of government and economic growth. This is due to moments like 
the several specifications of the independent variable, the controlling for different 
important prior variables, the specification of the more immediate causes of growth 
(intermediate variables), and the distinction between means and variances on the 
dependent variable. None of these distinctions can be said to be my own innovations, 
but the different moments draw on different literature both from political science and 
economics, and therefore the combination of some of these moments may result in 
relatively novel specifications. The thesis will also make a contribution to this field of 
research by going through a very extensive data set, including newer growth data. In 
addition this thesis will try to deal with some contextual matters concerning the 
relationship between government and growth, for example by investigating whether 
the relationship varies significantly between different regions and over decades. 
To get a better comprehension of the intricate relationship between regime and 
economic growth, I want to investigate specific countries in a closer and more 
detailed fashion. The experiences of Botswana, Mauritius and Singapore will be 
treated. This part of the thesis will be used to show how some of the theoretical 
arguments fits with empirical findings in a more contextualized and detailed way than 
the statistical study allows me to. One important contribution from the case-oriented 
studies is to better pinpoint the aspects of system of government which seem to be 
essential to the economic growth process. The statistical analysis operates with a very 
crude aggregate measure of the independent variable, and any attempt on analytically 
dissecting the different components and attributing them relative weight, will run into 
problems due to the fact that certain important features of democracy like degree of 
political rights and civil liberties are strongly correlated empirically. Of course, one 
will usually not escape this correlation problem in the study of concrete cases either, 
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even if it probably is possible to handpick a couple of strategic cases which have 
unusual combinations of scores on the different dimensions. Even though, a more 
qualitative orientation will hopefully, by a more “thick” and thorough investigation of 
empirical cases, allow me to bring forth suggestions to concrete institutional 
mechanisms that may have been of plausible relevance to the growth process. The 
generality of case-studies are often doubted, more in certain scientific circles than 
others. What can for example Singapore as a case teach us about the general relation 
between political regimes and economic performance variables as growth?  One 
argument against selecting Singapore as a case is that this small trading-centre and 
city-state in many ways are a quite unorthodox country, and that its economic growth 
experience is not possible to generalize. Other arguments of this kind can surely be 
made for almost any country handpicked for study. I will deal shortly with these 
types of arguments in 4.2, and partly give some concessions to them, but only to a 
certain extent. I will argue that the point of clean-cut empirical generalization is not 
the sole objective of my case-studies, since they also serve the purpose of 
highlighting and illuminating some theoretical arguments about the possible effects 
of political regime on growth. The question of generality is anyway dealt with in a 
very orderly fashion in the statistical analysis, and the statistical findings are better 
indicators of a cross-contextual relationship, if one dares to argue that such a thing 
exists, than any handpicked, single case study could be.  
Summing up, this study’s extremely ambitious aim is to integrate some of the 
stringency of economic analysis of growth processes with a deeper understanding of 
the functioning of political processes from political science, through theoretical 
considerations and empirical analyses of different sorts. The interactions of politics 
and economics are often difficult to catch, as students of diverse variants of “political 
economy” recognize. I hope to come some way in clarifying such interactions on the 
subject of political regime type’s effect on economic growth. 
1.0.3 Why is this topic so difficult? 
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The relationship between system of government and economic growth is one between 
two of the “grand variables” in the social sciences, and I consider it to be of the 
highest interest to clarify how they are empirically connected. As the substantial 
literature on political regimes, growth and their interconnections suggest, correlation 
between the phenomena we think of as political regimes and economic growth can 
arise because of several distinct processes. In general, correlation can arise between 
two types of events, let us call them A and B for convenience, because of three 
different causal structures. To be short, one can observe a correlation if events of type 
A in general cause events of type B, if B-events have a tendency to cause A-events, 
or if there is a prior, common phenomenon that causally affects both A-events and B-
events. This point is of extremely important relevance for this study. The ambition is 
to lay out how regime (A) in general, and under different more specific conditions, 
causally affects growth (B). Observing correlation between the phenomena will not 
straightforwardly clinch the case for any hypothesis about the economic effects of 
political regime type. For instance, Seymor Martin Lipset pointed out how economic 
welfare, which relates relatively directly to economic growth (B), affected the 
probability of having certain types of political regimes (A). Lipset claimed that “the 
more well-to-do a nation, the greater the chances that it will sustain democracy” 
(1959:75). According to Larry Diamond the empirical support for this proposition is 
“not only powerful and consistent but often literally overwhelming” (1992: 468)4. 
                                              
4 The literature on the determinants of democracy is enormous, and will not be surveyed in this study. To be balanced, there 
have been many critics of Lipset’s approach to explaining democracy. Some have accused Lipset for being to structuralist, 
not focusing enough on actors (Grugel, 2002:49-50). Others, like Guillermo O’Donnel (1973) in the seventies, have 
claimed that higher welfare might mean “more” authoritarian regimes in developing countries, referring especially to Latin 
America. He is arguing that the middle classes will prefer a “bureaucratic authoritarian” type of regime, which will better 
protect their interests. Ruetschmeyer et al. (1992) support Lipset in the proposition that richer, more “modernized” societies 
will have a higher probability of exhibiting democratic political regimes, but they disagree with Lipset over the channels 
the effect works through. Lipset (1959) focuses on the growing middle classes and education levels that accompanies 
modern societies, where Ruetschmeyer et al. emphasizes the decisive role of the growing, industrial working-class as a 
force of democratization. Whether Lipset offers the best or most nuanced explanation on the determinants of democracy or 
whether his intermediate variables are valid is actually rather irrelevant to this study. The important point for this study that 
tries to establish causation from regime to growth is the existence of an effect from income on regime, or from growth in 
itself, which will be treated later. If this effect is a real world phenomenon, it will influence the statistical properties of this 
analysis, and will have to be dealt with seriously. Some statistical studies in more recent years have also questioned the 
general correctness of the broader postulate that income level affects probability of exhibiting a specific regime type. One 
such study is Acemoglu et al. (2005), where the authors are using a “Fixed Effects” approach, which will be commented on 
and used later in this analysis. I will, for simplicity often refer to the Lipset-effect, when I talk about the phenomenon of 
income affecting regime in general. 
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This important insight should, needless to say, be kept in mind, when one wishes to 
study how regime causally effects growth. In addition, as methodologists point out in 
introductory courses, an empirically observed correlation can be a result of mere 
statistical chance. 
Second, “regime” and “growth” are themselves complex phenomena consisting of 
several dimensions, and are not easy to capture and define conceptually and 
especially empirically. The distinct aspects of the two concepts give rise to several 
possible linkages between the two broader phenomena. One of the most pressing 
issues when validating and measuring the effect of political regime on economic 
growth is the role of context. There is no reason whatsoever to a priori assume that 
one type of political regime will have the exact same effects in two societies that are 
spatially and/or temporally distinct, and with widely different characteristics on 
cultural, social and other structural aspects. Therefore, one needs to interpret talk of a 
relationship between the variables with a caution. The naïvistic positivist search for 
deterministic general relationship in the humanities and social sciences has by long 
been discredited, and the more loose interpretation of relationships as tendencies 
relating to certain “mechanisms” is as far as anyone goes in modern day social 
science. Discovering varieties and nuances in the relationship under study that can be 
explicitly related to differing contexts is one of the main aims of this thesis. 
Theoretical considerations, statistical methodologies and qualitative analysis will all 
be applied to illuminate these variations. 
 1.1 Research-questions and hypotheses. 
1.1.1 The broader question and the impossibility of simple answers 
Do democracies or authoritarian regimes grow faster? A quick look at the historical 
experiences shows that there are no clear cut and determinate answers. Figure 1.1 can 
serve as an illustration of four ideal-type categories of countries based on the two 
variables dichotomized. 
Figure 1.1: Different categories of countries 
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Graph 1.1 shows an empirical scatter plot over the countries in the sample that are to 
be analyzed in the statistical analysis later. They are grouped after this study’s main 
independent variable, degree of democracy, and dependent variable, economic 
growth.The time-space dimensions are relatively extensive, and therefore very little 
nuanced. The scatter plot only serves as a rough empirical categorization of countries. 
I must stress that this scatter plot shows correlation (of the mean values) only, and 
one should therefore be careful to make any rapid conclusions on the basis of it. 
Growth is operationalized as mean annual growth rate of GDP per capita from 1970-
2000 (growth7000), where data is collected from the Penn World Tables. Type of 
government (FHITOTAG) is specified as mean rating on the Freedom House Index, 
 which will be discussed in depth later, from 1972 to 2000, where political and civil 
liberties are given the same weight.  
It seems there are empirical examples that can be safely placed into each of the four 
idealized categories, even when one takes into consideration that different criterion 
for being a “democracy” or “thriving” may be applied. 
Figure 1.2: Regime type and growth characteristics for countries; average values 
for the three last decades of the twentieth century 
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1.1.2 Hypotheses 
One hypothesis about the relationship between system of government and economic 
growth is that authoritarian regimes lead to higher economic growth than their more 
democratic counterparts. This is believed by some to be valid at least for states that 
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exhibit low levels of economic development. Among others Amartya Sen has called 
this hypothesis the “Lee-thesis” (Sen, 1999:15), after the former Singaporean Prime 
Minister, Lee Kuan Yew, who explicitly pronounced this view. This is one of the 
more general hypotheses of the relationship between political regimes and economic 
growth, and it will explicitly be dealt with later. However, a survey of the literature 
on the topic makes it clear that there are several various hypotheses with different 
nuances that can be proposed about the relationship. When it comes down to the task 
of formulating concrete hypotheses, the methodologically most strict and “correct” 
way of doing this, especially in relation to a concrete statistical analysis, is 
formulating pairs of hypotheses ready for rigid statistical testing. One example 
concerning the general relationship between the level of democracy and economic 
growth might be: 
H0: There is no (linear) relationship between level of democracy and growth. 
Halt: There is a (linear) relationship between level of democracy and growth. 
Taking the “Humean leap” from correlation to causation, leads to the reformulation 
of this pair of hypothesis, given certain assumptions about causality: 
H0: The level of democracy does not affect growth (in a linear way). 
Halt: The level of democracy affects growth (in a linear way). 
I will not go about formulating all explicit pairs of hypothesis, ready for t-testing, but 
I will express some of the most relevant hypotheses for my thesis, consisting of 
different nuances over the relationship between system of government and economic 
growth. I could have formulated the hypotheses more loosely as questions. However, 
I want to indicate the expected directions and possible strengths of the relationships 
that one can deduce from some of the theoretical literature, by formulating the 
problems as “biased” hypotheses. The origins of the different hypotheses will not be 
mentioned here, but they will be dealt with more properly in the theoretical chapter, 
and reoccur on more solid foundations in 3.1.6. 
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*Democracy affects growth positively through accumulation of human capital and 
technological change. 
*Authoritarian rule affects growth positively through the accumulation of physical 
capital. 
*The relationship between government type and growth might vary across regions of 
the world. 
*Democracy is more conducive to economic growth when it comes to nations that 
exhibit a higher level of economic development. 
*Civil liberties are more important to growth performance than political rights. 
*Democratization processes affect economic growth. 
*Democracies are better at sustaining growth over long periods of time than are 
authoritarian regimes. 
*Large leaps in economic growth are more often found in authoritarian countries.  
*Authoritarian regimes as a group show greater variations in growth performance 
over different countries than do democratic countries. 
It would be very optimistic to believe that it is possible to give definite and 
unambiguous answers to the correctness of most of these hypotheses. However, one 
can by applying different methodologies, hope to make some suggestions to outlines 
of answers. Even if this was not the case for many of the hypotheses, stating them 
explicitly has a function because it helps in conceptual clarification by forcing 
through specifications of the relevant variables, their logically possible relations and 
under what different conditions these relations can occur. Though the hypotheses 
might look scattered and unsystematically derived, reflecting the wide-ranging 
theories and literature they are derived from, I find it useful to already here present 
them. The variety of hypotheses suggests the complexity of the issue. They will later 
be related more specifically to different theories, and even more importantly, many of 
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them will be operationalized and tested in the empirical section. The thematic will be 
studied in a wide manner, not being restricted by demands of relying on singular 
methodologies or theories. My approach is thematically and not methodologically 
driven, and this is a conscious choice. This of course makes extra demands to 
presentation, explication of assumptions and logical clarity. 
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2.0 Democracy: A theoretically and operationally 
troublesome concept? 
2.0.1 How to categorize political regimes 
Some words are used in many ways with different meanings. Regime is one of them. 
Even excluding the usage in the international relations literature, “political regime” is 
not an unambiguous concept. In a national context a political regime refers broadly to 
how politics is organized in a society; how collective decision making is administered 
and power is distributed. Still “regime” is being used with several distinguishable 
meanings (The American Heritage Dictionary, 2004). One broad definition sees 
regime as a prevailing social system, incorporating not only spheres that are 
traditionally conceptualized within the political by all social scientists. The narrowest 
definition sees regime as a particular government. In this thesis, regime will be used 
interchangeably with system of government, which is some kind of a middle-ground 
between the two former definitions. The want of researchers within the comparative 
politics tradition to make systematic comparisons between nations’ political 
structures and their effects, makes the need for conceptual clarification imminent. 
This clarification has often been somewhat lacking and a consequence might be that 
social scientists talk past each other when discussing the topic (Munck, 1996).  
The formal rules and guide-lines on how to define and thereafter address what are 
meant to be public issues, and the formal assignment of decision power is of course 
important aspects of a political regime. However the recent decades’ literature on 
institutions has stressed the importance of informal rules, norms and conventions. A 
regime is not only defined by its written constitution, but also its informal power 
structure, its practices and the actual functioning of political processes. This is a very 
important lesson to be born in mind when studying democracy empirically. This of 
course makes the task of delineating what a political regime is much harder, but that 
is in my view better than being forced to conduct less relevant studies. The task of 
conceptualizing and clarifying political regime will here be simplified. I will only 
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consider political regimes along one conceptual dimension, namely how 
democratic a system of government is to be considered. The degree of democracy 
a system of government in a particular country embodies is the important feature in 
this study, organizing the theoretical discussion and being the basis of empirical 
classification.  
There are many other ways to think and talk about political regimes. One can 
consider their relations to society; are they embedded in their surrounding society, 
and how autonomous are the political institutions? One might also consider the 
political regimes with regard to what outcomes they produce, instead of looking at 
formal and informal structures. One popular way to classify political regimes today, 
especially in policy circles, which is partly but not at all wholly overlapping with the 
democracy-authoritarian dimension, is by their degree of “good governance”. This is 
a term especially used in policy-circles such as the World Bank. The existence or lack 
of certain institutions like property rights, how institutions work, the degree of 
corruption being one example, and other more output-related traits of governance 
serve as the basis for categorization. The term risks being somewhat of a catch all 
phrase, lumping together any trait of government or any policy that is perceived to 
lead to positive outcomes, especially in the economic sphere. 
Historically, political theorists have also produced different ways of categorizing 
political regimes. Aristotle brought his interest for classification with him from 
botany and biology to the perhaps more messy sphere of politics. “Politics” (2000) 
was in many ways a book of political regime classification, and his main criterion for 
classification was first and foremost whether rule was “true” or “perverted”, relating 
to whether rule by law in the general interest occurred or not. Thereafter regimes 
were classified after the number of members in government (p.112-115). Democracy 
for Aristotle was perverted rule by the many (p.116), and the normative evaluation of 
such a regime in general was not positive, although maybe not as negative as Plato’s 
(2000) view of democracy. Machiavelli, building on Aristotle, divided political 
regimes in very much the same manner in the early 16  century (Malnes and th
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Midgaard, 1993:102). More recent attempts, in the last century, of conceptualising 
regimes include to which degree a regime was fascist (interesting cases for discussion 
could be the Eastern European monarchies in the 1920’s and 30’s or Salazar’s 
Portugal), or to which degree a regime was socialist (what about for example 
Nkrumah’s Ghana or post-independence India?). Today, the perhaps most popular 
way to classify a political regime is to decide to what extent it is “democratic”. 
Democracy is not a novel category, but after the main geopolitical event of late 20  
century, namely the fall of communism, interest in “democracy”, both in policy-
circles and academia flourished. A quick search in the database JSTOR, which covers 
the main scholarly journals in various fields, finds 685 articles with “democracy” in 
the title from 1990 and onward. That is a higher number than for the whole period 
from 1945 to 1990 (643)
th
5. When speaking about characteristics of a political regime 
in this thesis, I will if nothing else is indicated try to say something about to which 
degree a system of government can be considered democratic or authoritarian. 
Defining democracy and authoritarianism is therefore the conceptual clarification that 
is needed.
2.0.2 Conceptual issues; debates and definitions6 
To an extent, one only has to theorize about democracy in order to clarify the 
idealized categories under study, since authoritarian regimes often is considered the 
anti-thesis of democracy, or more precisely a regime lacking the properties associated 
with democracy. One is thereby lumping together in one category such different 
empirical regimes as communist, neo-patrimonial African ones and the East-Asian 
autocracies. Like all other crude generalizations, the inclusion of such distinct 
                                              
5 There is however an enormous methodological problem here: Some journals have not been published during 
the whole period from 1945, and the intensity of publication and number of articles might also have changed 
systematically. As a comparative check, the relatively time-invariant word “and” appears 545 033 times in 
titles from 1945 to 1990, and only 221 914 times after 1990. This strengthens the case for “democracy” being 
in fashion. The discrepancy becomes even stronger when restricting the search to journals in economics, 
history, political science and sociology, where “ands” from 1945 to 1990 outnumbers the later period’s by 
almost 3 to 1. 
6 Some parts of this chapter draw on Knutsen (2005). 
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political regimes under one main heading comes with some advantages as well as 
some obvious disadvantages. Operating on this high level of generality allows me to 
isolate some of the characteristics that are thought to be distinguishing features of 
what I consider to be “democracy”, and contrast “democratic” countries with a group 
of countries where these features are lacking, or exist to a lesser degree. However 
there will be nuances lost in the characterizations of regimes, especially in the 
statistical part of the study where the measure of regime is constructed to capture 
“degree of democracy”. What really lies behind the category of “authoritarian 
regimes” besides their common characteristics, and the empirical traits of different 
historical systems of government will be better, but not adequately, treated in section 
5.3. Operating on a high level of generality has its costs in form of loss of validity. 
 The definition of democracy is contested both on the theoretical level, and when it 
comes down to finding a viable operational definition. Even if one settles for the 
classification of government based on “degree of democracy”, as I intend to do in this 
thesis, conceptual clarification is not straightforward since one has to wrestle with 
differing theoretical understandings and definitions of what the term “democracy” 
really contains. The ancient Greeks’, for example Aristotle’s, of the concept differed 
from today’s use (Malnes and Midgaard, 1993:51). Jean Jacques Rousseau (2001) 
famously denounced all forms of indirect representation when the collective “will of 
the people” were to be translated into policy. Other conceptions of democracy have 
included the Marxist notion of “real democracy” focusing to a larger degree on 
societal power-relations and economic structures than the “super-structural” 
institutions of for example elections. Nevertheless, as Larry Diamond points out, 
today’s use of “democracy” focuses more strictly on political matters, leaving out 
social and economic components from the definition of democracy itself (1999:8)  
“Liberal” democratic theory has often conceptualized democracy as a specific set of 
institutions. There has however been a strong degree of disagreement in the literature 
of democracy, which particular institutions that were to be included in such a list. 
One stance is the minimalist, focusing narrowly on elections as the defining 
characteristic of democracy. Joseph Schumpeter (1976) viewed democracy as an 
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institutional arrangement that was supposed to secure competition between elites in 
the contest for political power7. One of the modern day scholars that have been active 
in the research on democracy’s effect on growth, Adam Przeworski, is also one of the 
most vocal and explicit defenders of a minimalist definition of democracy (see for 
example Przeworski et al., 2000:13-35). The main argument for choosing such a 
definition is the need for conceptual clarity and to move beyond “intuition” towards 
stringent empirical measurement. The conceptual definition is therefore chosen to a 
certain degree on the basis that it is easy to operationalize. This conception is not far 
from the one brought forward by Schumpeter in his classical work from over 60 years 
ago. Democracy is straightforwardly conceptualized as a regime in which “those who 
govern are selected through contested elections”. (Przeworski et al., 2000:15) 
Many have argued that the equation of democracy and elections make for a “fallacy 
of electoralism8” (Diamond, 1999:9). Multiparty elections, it is argued, is by far a 
sufficient condition for democratic rule. Aiming broader, many researchers view not 
only the functioning of “free and fair elections”, but also civil liberties as minimum 
requirements for a democratic system of government. These types of institutionalist 
definitions of democracy therefore do not only include “purely” political institutions 
like rules regarding organization of the legislature and the executive. They also 
contain considerations about institutions connected more to society in general, like 
the rules concerning freedom of speech, freedom of association, freedom of 
movement and right to alternative sources of information. These are said to be 
necessary complements to the more political institutions, in order for democracy to 
function properly. One is maybe, by making this remark removing oneself a bit from 
the elite oriented definition given by Schumpeter, which is focusing on the selection 
of ruling elites.  
 
7 “[T]he democratic method is that institutional arrangement for arriving at political decisions in which 
individuals acquire the power to decide by means of a competitive struggle for the people’s 
vote.”(Schumpeter,1976:269). 
8 Larry Diamond credits the phrase to Terry Lynn Karl. 
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Others have argued for a less formalistic and more substantial definition of 
“democracy”9. The proponents of this view argue that institutions in themselves do 
not make or equate with democracy. These institutions only contribute to democracy 
as long as they are enhancing an underlying and less formal concept. “The core idea 
of democracy is that of popular rule or popular control over collective decision 
making”, according to David Beetham (1999:90), and I will follow him on this, using 
Beetham’s definition of democracy as the conceptual basis for classification of 
political regime in this study. I am therefore relating authoritarian governments to the 
lack of popular control over collective decision making. The ability of the people10 to 
exercise control over the decision making that establishes the rules and policies that 
regulate and direct the public sphere of society is the distinguishing characteristic of 
democracy. In the eyes of some, this definition has an advantage over the more 
institutionally based definitions, since it does not miss “the political reality behind the 
formal and observable structures of government” (Grugel, 2002:22) in the same way. 
This seems especially relevant when conducting broad studies of political regimes 
that not only treat OECD countries. Some parts of the “Africanist” literature have 
been especially vary of focusing to much on formal political structures when 
understanding politics and policy formation in African countries. The official 
institutions of the African state has been characterized as a “theatre state” by William 
                                              
9 Just to clarify, substantial democracy does not imply much about the economic and more general societal 
conditions in a nation. The concept is focused on political democracy, and must be distinguished from the 
much broader Marxist and other “radical” conceptions of democracy. There can however be convincingly 
argued that a minimum level of economic needs have to be met, in order for an individual to function as an 
independent, rational participant in political processes. The question of power is also an interesting one. 
Although much suggests that economic and political power are in many circumstances empirically connected, 
many argue that they can at least be distinguished on a conceptual level. See Beetham (1999) for an interesting 
discussion on the delineation of democracy with respect to the economic sphere. According to Törnquist 
(2005) Beetham has later revised his views on the line between democracy and “economic rights”, but 
logically this might not be too important, since the arguments in themselves still stand. 
10 Arend Lijphart (1999) has pointed to the different interpretations of what rule by and for “the people” really 
means. He contrasts “the majoritarian model of democracy” where it is equated with the rule by and for a 
majority, over 50%, of the population, and “the consensual model f democracy” where the same concept is 
interpreted as the rule by and for “as many people as possible” (p.2). Defining and delineating what a 
collective will is, is anyway highly problematic, as recognized by public choice theorists such as Kenneth 
Arrow (Østerud, 1996:176-177). This will however not be treated as an issue in this thesis, and further 
elaboration of collective “wills and preferences” will not be done. 
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Reno, leaving the real formulation of allocational and distributional policies to the 
informal ”shadow-state” (Clapham,1996:249-256). Chabal and Daloz also claim that 
“the state in Africa was never properly institutionalized” (1999:4), and they speak 
generally about “the informalization of African politics”. This point to the importance 
of taking informal structures that are not captured by written law and constitution 
seriously in a study, which sample consists of approximately one third African states. 
Looking at the existence of institutions only, also leads one to overlook the actors’ 
actual capacity to make use of the very institutions11. This point seems especially 
worth remembering for countries that have populaces that are generally poor and not 
well educated. Political disillusionment and perceptions of distance to the political 
elite, in Western Europe and North America might possibly also point to the problem 
of equating popular control over politics with the existence of “democratic” 
institutions, also in these developed societies?  
Having good institutions on paper does not automatically lead to popular control over 
politics, although they often help. The distribution of power and the actual workings 
of the institutions are crucial aspects. Taking account of such factors as military 
involvement in political affairs seems important due to the historical experiences in 
for example Latin American countries, but also countries such as Nigeria, Pakistan 
and Turkey, at different points in time in these nations’ modern history. Of course, an 
abolition of elections following a military coup will show up also in a minimalist, 
institutional definition of democracy, but more subtle influences, such as elected 
politicians and large social groups restraining their voices and policy options due to a 
possible military takeover will not necessarily be relevant to such a definition. They 
will, on the contrary, be relevant for the substantially oriented democracy definition 
given by Beetham. Another area where discrepancy in the evaluation of democracy 
might occur is the subject of “clientilism” in politics. Although elections occur in for 
 
11 I credit this point to Olle Törnquist, Professor in Political Science at the University of Oslo, who stressed it during 
lectures in a course on politics in developing countries (STV 4344), spring 2005. 
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example the Philippines, there are serious concerns about the autonomy with which 
the poor peasantry express their political preferences in these elections (Sidel, 1999)  
Even though having been criticized by some for being too obsessed with concrete 
“western” institutions, Robert Dahl in his classic work “Polyarchy” reserves the term 
“democracy” for “a political system one of the characteristics of which is the quality 
of being completely responsive to all its citizens” (1971:2). Dahl draws what I find to 
be a critical distinction between the ideational concept of democracy, and the 
empirical “real world systems” that are at least coming close to exhibiting a high 
degree of many of the traits that can be associated with the concept of democracy 
(1971:8). According to Dahl, these traits may be organized along the two dimensions 
of public contestation, meaning degree of organized contestation of political power 
through free and fair elections, and participation, meaning the degree to which all 
adults are allowed to vote and seek offices12. Traits associated with high scores along 
these two dimensions could however not function properly without the underlying 
existence of civil liberties in their respective societies (Diamond, 1999:8). Dahl tried 
to introduce the term “polyarchies” to refer to these empirical systems in the name of 
analytical clarity, but the term never substituted “democracies” in the academic 
world, or other forums, in a broad fashion.  
Figure 2.1: Robert Dahl’s two dimensions of political regimes and empirical 
regime classifications13
                                              
12 The list of particular “institutional guarantees” which Dahl claims are especially relevant to the proper functioning of 
democracy are 1) Freedom to form and join organizations, 2) Freedom of expression, 3) Right to vote, 4) Eligibility for 
public office, 5) Right of political leaders to compete for support, 6) Alternative sources of information, 7) Free and fair 
elections and 8) Institutions for making government policies depend on votes and other expressions of preference. (Dahl, 
1971:3) 
13 This drawing resembles two drawings in Dahl (1971:6-7). 
  
Substantially oriented definitions of democracy have been criticized for being too 
diffuse and too difficult to use when it comes down to empirical measurement and 
testing, as was noted in the discussion of Przeworski’s definition of democracy14. 
There is an oddity in this critique as I see it. Letting the possible operational 
definition steer the theoretical concept, seems like a variant of the “if you can’t count 
it, it doesn’t count” argument that many economists are so fond of. Claiming that a 
concept is hard to measure (epistemologically), does not however make the notion of 
the concept disappear (ontologically). If there are good conceptual reasons for 
arguing that democracy is rule of the people, and that it has to be conceptualized in a 
broad way, one cannot take such shortcuts in the name of reliability of 
measurement15. I find it a far better approach to rather have imperfect and imprecise 
                                              
14 Schumpeter’s critique of what he calls “The Classical Doctrine of Democracy (1976:250-68), is in many 
ways similar to the one presented by Przeworski and colleagues, and other “minimalists” of today. 
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15 Larry Diamond eloquently puts it this way: “The question of how extensive liberty must be before a political 
system can be termed a liberal democracy is a normative and philosophical one. The key distinction is whether 
the political process centres on elections or whether it encompasses a much broader and more continuous play 
of interest articulation, representation and contestation” (1999:14). In other words, viewing other factors than 
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operationalizations and explicitly admit and discuss their shortcomings. John 
Maynard Keynes once said that it’s better to be imprecisely correct than precisely 
wrong. Anyway, the concept of a contested election is not as straightforward as one 
might first think, once one starts to ponder the question about what real contestation 
actually means16. Taking the substantial definition of democracy seriously and 
operationalizing thereafter, leads me to take a very different approach to the 
conceptualisation and measurement of political regimes, than among others 
Przeworski et al. (2000), which is probably the most famous cross-national study of 
the relationship between regimes and economic growth and development in later 
years. 
Does choice of theoretical definition of democracy have possible consequences for 
the further analysis? First of all, proponents of a substantial definition of democracy 
like David Beetham does agree that some institutions are much better at securing 
popular participation in collective decision making than others. Indeed Beetham goes 
lengths to show how certain political rights and civil liberties are inherent to the 
concept of democracy (1999). The concrete organisational embodiment of these 
rights and liberties however can vary from society to society. 
Figure 2.2: Beetham’s proposed relations between rights and democracy17
                                                                                                                                           
elections as critical to policy formation, naturally leads one to adopt a broader view of democracy than the 
minimalist. 
16 Relying also here on strict empirical criterions, such as the “alternation rule”, leads Przeworski et al. for 
example to categorize Botswana as a dictatorship (2000:23-26), which to put it mildly is a debatable choice.  
17 This drawing resembles one from Beetham (1999:94). Note that Beetham maybe operates with a more 
narrow definition of institutions than me, separating human rights categorically from political institutions. 
Without further debate whether there can be a logical mix of the individualist concept of rights and institutions, 
for example defined as the “laws, informal rules, and conventions that give a durable structure to social 
interaction among the members of a population” (Bowles, 2004:47-48), I will argue that empirically 
institutions at least determine the possibility for individuals to exercise these rights, such as freedom of speech. 
In this respect, I will sometimes be speaking of the degree of freedom of speech in a political regime as an 
institutional matter. 
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 I will argue that it is to a certain degree possible to keep what I find to be the strong 
conceptual advantages of a substantial definition of democracy even when combining 
with the practical advantages of an institutionally based definition. Drawing a clear 
distinction between theoretical and operationalizational definitions18, one can 
conceptualize democracy as “popular control over collective decision making”, not 
limiting oneself theoretically to talking about elections and other institutions per se, 
but still use concrete institutions in an operational definition. In order to seek a 
comparison of a factor over many countries, you have to be able to track down values 
empirically. Even though existence and possibly perceived functioning of certain 
political institutions are imperfect measures of “people power”, they can still function 
as indicators. The thought is that these institutions are highly correlated with the 
underlying concept of democracy, although the institutions themselves are not 
identical to the concept of democracy. There will be elements of democracy that such 
an operationalization does not capture, although the most important point in a 
statistical study is that these unmeasured dimensions do not systematically deviate 
from the dimensions included in the operationalization. If informal structures, not 
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captured by an institutionally based definition, mean a lot to the existence of 
                                              
18 See for example Adcock and Collier (2001) for a fine discussion on the general distinction. 
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It seems clear to me however that an operationalization of a substantial democracy-
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This study will therefore take Beetham’s definition of democracy as a theoretical 
 of 
                                             
”democracy”, then the definition will be functioning most properly if these in
structures are strongly, positively correlated with the relevant institutions. If they are 
uncorrelated, then the indicator-estimations will be loaded with a strong degree of 
uncertainty. They will be directly misleading, when used in a statistical analysis, if 
they are negatively correlated. This is however a rather implausible scenario, 
suggesting that the power of the demos in collective decision making will be 
systematically negatively related to elections, formal guarantees of freedom of
and so on.  
definition has to rest on a broad set of institutions, rights and liberties. Rejecting 
operational definitions based only on the existence or absence of elections, as use
the study by Przeworski et al. (2000), this thesis goes against one important book-
length study on the relationship between democracy and economic development. 
Having a broad notion of what a democracy is binds me to not accept narrow 
measures of it. For people to influence politics sufficiently, more than the poss
to put their votes in ballot-boxes is generally needed. As pointed out by numerous 
theorists on the subject, the ability to openly formulate and express preferences and
views, having multiple bases of power19, making political competition more than a 
formal opportunity, and being able to hold public officials accountable through othe
channels than an election every fourth or fifth year is crucial to real control by the 
people over collective decision making. 
point of departure, and then further insist that this does not imply the impossibility
broad comparisons of political regimes on a cross-country basis. As will be explained 
in the next section, my operational definition is to a certain degree institutionally 
based, creating the conditions of transparency and clarity that is needed from an 
 
19 The degree to which democracies are either empirically connected with institutional checks on powers, and 
decentralization of decision making, or if these traits actually are to be considered a part of the analytic concept of 
democracy itself will be further elaborated upon in argument VII and IX in chapter 3.0. 
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se it 
For clarity, an ideal type authoritarian regime is a regime where only a minimal part 
empirical indicator. However it does not fall into a “fallacy of formalism”, becau
is also trying to capture how the institutions and rights connected to them play out in 
real life. Balancing the ideals of comparative measurability and validity brings me to 
some kind of middle ground. 
of a population, the extreme case being one person, has power over political decision 
making. A more troublesome question is how to conceptualize and categorize 
societies, where there can be said to exist a general lack of collective decision m
at all. Anarchy is difficult to fit into this scheme, but if there exists no general 
collective decision-making, then the populace certainly falls far short of having
control over the political process. If no rules for collective matters exist, then the 
populace can not have designed these rules. Anarchy I will argue, can therefore no
be understood as democracy, even though some philosophers and writers like 
Bakunin has romanticized anarchy as the true form of a emancipatory regime. 
lack of popular control over collective decision making in territories plagued by 
anarchy, leads me to vaguely suggest that these countries should be understood a
opposite of democracy, and therefore along my one-dimensional classification 
scheme be placed at the more authoritarian end of the spectrum. I see the strong
counterargument however, that anarchy is a form of non-government, and therefo
should not be classified after this dimension at all, but be treated as a “missing-
category” in the conceptual categorization scheme. 
aking 
 any 
t 
The 
s the 
 
re 
Empirically, I think the argu
can be made that many of the states characterized as anarchies, “failed-states” or 
whatever chosen wording, like Somalia or the Democratic Republic of Congo, ha
been characterized not only by a lacking capable state, but also by militia-fractions 
taking control over certain territories. Since these organizations are often highly 
hierarchical, and they design what could be interpreted as the few “rules and poli
that exist in their respective territories, I think this reinforces the argument of 
anarchical conditions being classified as undemocratic. As we will se in the ne
chapter, different democracy-indicators operationalize anarchy very differently 
ment 
ve 
cies” 
xt 
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When one speaks about “democracy” and its effects in general, one has to be clear 
about the specific meaning of the concept. As Inglehart (1997:164) has pointed out, 
one has to distinguish between level of democracy, democratization and stability of 
democracy. The first one will be the main specification of the independent variable in 
this analysis, but the second will also be used in empirical testing. I am tempted to 
coin the phrase “autocratization” for what is to be considered the reverse process of 
democratization; when a country is going from a more democratic regime to a more 
authoritarian. The concept is thereby capturing as different processes as gradual 
consolidation of power by incumbents and military coups. I will not explicitly 
analyze the impacts of stability of a regime in this thesis. This is of course not only 
important when thinking coherently about political regimes and their nature, for their 
own sake, but also because it matters when it comes to determining effects. The 
effects of “level” of democracy, democratization or autocratization, and the length of 
a time-period under which a certain regime stably has kept its characteristics, 
probably affects economic growth in different ways. 
The need to differentiate between different types of democratic institutions and 
arrangements, and investigating the different outcomes related to each type, is of 
course also present. Actually, much of the discipline of comparative politics treat 
these type of issues, asking research questions: What are the effects, also macro-
economically, of having a proportional instead of “first past the post” electoral 
system, and what are the consequences of having either a parliamentarian a semi-
presidential or presidential system. Are Latin America’s bad growth performances, as 
some have suggested (Persson and Tabellini, 2003:2), a result of the presidential 
system many of these countries exhibit? The economists Torsten Persson and Guido 
Tabellini (2003) recently devoted a book to the issue of empirically studying the 
economic effects of constitutions and other political arrangements, based on the 
experiences of democracies only, finding several strong results. As we can see from 
my data also, there is variation among democracies when it comes to growth 
performances. Some of the variation might be due to factors such as the institutional 
and political factors Persson and Tabellini treat. However, this is not the focus of this 
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study. I take a more simplified approach, not explicitly differentiating in most cases 
between different types of democratic organization concepts, as long as they do not 
touch upon the differences that fall under “degree of democracy” as defined this 
chapter. 
2.0.3 Operationalizing democracy 
The want to study patterns in effects related to political regimes over big samples of 
countries, makes it necessary to operationalize system of government with 
quantitative indicators. Choosing quantifiable indicators means synthesizing deep 
descriptions of how political regimes are structured and how they are working, down 
to simple numbers. This reduces the amount of information enormously. Even if 
imperfect and crude, this operation is a necessary one if one wants to make 
comparisons over many countries by statistical techniques like regression analysis.   
My favored operational measure for “degree of democracy” will be the Freedom 
House Index (FHI)20. The index is also known as Gastil’s index, after its originator. 
This operational variable scores countries after a scale ranging from 1 to 7 (where 1 is 
most democratic) on two dimensions: political rights and civil liberties21. In the 
words of Freedom House political rights "enable people to participate freely in the 
political process, including through the right to vote and stand for public office, and 
elect representatives who have a decisive impact on policies and are accountable to 
the electorate. Civil liberties allow for the freedom of expression and belief, 
associational and organizational rights, rule of law, and personal autonomy without 
interference from the state”. Both categories when operationalized represent indexes 
                                              
20 I am not alone in using this measure. Larry Diamond calls it the “best available empirical indicator of liberal 
democracy” (1999:12). Some other famous studies in economics and political science which have made use of 
the FHI, are for example Barro (1991), Inglehart (1997) and Bratton and van de Walle (1997). 
21 There appears one problem when trying to score countries on the FHI in the early 1980’s. One survey Freedom House 
made with adjacent data-collection, covered a total of 19months, and this is the 1981-82 survey. Several surveys following 
this one then covered an extra month or two, until one year was “eaten up”, and Freedom House then continued issuing 
surveys and data on a twelve month basis. The 29 years from 1972 through 2000, is therefore covered by only 28 surveys. I 
solve this problem by ascribing both the years 1981 and 1982 with numbers from the 1981-1982 survey, and letting the 
following surveys cover their “main year”. 
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constructed from large subsets of indicators22. The FHI-numbers are available from 
1972 and onward. If I speak generally about a FHI-score in the text below, not 
referring specifically to civil liberties or political rights, I refer to the aggregated FHI-
index I have constructed by summing the “CL” and “PR”-components and then 
dividing by two. Civil liberties and political rights are therefore counted as equally 
important in the empirical operationalizations of democracy most used in this study. 
The FHI is largely based on the presence or absence of different institutions, but it 
also tries to incorporate the day to day functioning of these institutions. In its own 
words, Freedom House tries to measure “the real-world rights and freedoms enjoyed 
by individuals” (Freedom House, 2004:1) Therefore this operationalization is not 
only valid for institutional definitions of democracy, but, I would argue, also for the 
more substantial concepts in line with the definition given by Beetham. However, the 
presence or absence of certain institutions remains core even to the Freedom House 
Index; dominating the check list of questions on especially political rights. Even 
though the actual functioning of these rights and liberties are the pronounced 
objective of measure, the presence or absence of certain institutions, often associated 
with traditional, western “polyarchies” seem to weigh heavily in the evaluation. One 
is therefore balancing on a knifes-edge between universalism and “western cultural 
imperialism”, even though Freedom House claims it does not “maintain a culture 
bound view of freedom” (2005a:1). 
In addition to the pros connected to relatively validly capturing my conceptual 
definition of democracy, the FHI has an additional advantageous property compared 
to the purely election-based indicators used by Przeworski et al. (2000). Przeworski 
and his co-authors argue that democracy is not a matter of degree, but rather an 
“either you have it or you don’t” matter (2000:14-18). The authors actually view the 
 
22 Freedom House bases its ratings primarily on a list of 25 questions, ten on political rights related issues, and fifteen on 
civil liberties (For the full list of questions and the rating process, see Freedom House 2005a:5-8). The ten political rights 
questions are divided further into three groups: Questions on A) the electoral process, B) political pluralism and 
participation, and C) functioning of government. The civil liberties questions are partitioned into four more specific 
categories: D) freedom of expression and belief, E) associational and organizational rights, F) rule of law, and G) personal 
autonomy and individual rights. 
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concept of an “intermediate category” for cases not clearly democratic or 
authoritarian as “ludicrous”, and they further state that “[I]f we cannot classify some 
cases given our rules, all this means is that we either have unclear rules or have 
insufficient information to apply them” (Przeworski et al., 2000:57). I find this 
argument rather implausible, based on my conceptualization of democracy. It seems 
clear to me that democracy as popular control over collective decision making is a 
question of degrees. The grey zones are empirically dominating, and the blacks and 
whites can only be viewed as ideal types23.  
Dividing political and civil rights and liberties into seven categories, makes the 
aggregate score a variable with fourteen possible values, capturing the variances in 
degree of popular control in a much more nuanced way than a dichotomized measure 
as “does free and fair elections exist?”24 This is highly relevant to the research 
question. One obvious reason is that the FHI contains more information than 
dichotomous measures. But there are also more subtle reasons. If the property of a 
regime can be characterized in a gradual and divided manner, there is no reason to 
expect an increase in the degree of popular control over politics will be associated 
with the same effects on growth independent of which level of democracy one 
already has. Barro (1991 and 1997) claims, using the FHI, that the relationship 
between democracy and growth is curvilinear. This will not be detected when using 
dichotomized variables. 
Democratization will be operationalized as (a negative) change in FHI over a period 
of time, and autocratization as a positive. However, as we will see later, other 
 
23 Name one empirical case where either all people exert the same influence on political matters, or one case 
where one man made all rules and decisions! Even if the legislation is relatively concentrated in an absolutist 
manner, students of public policy love pointing out that implementation of the same laws is a whole other 
thing. This aspect of politics tends to decentralize power over the actual policy-making.  
24 There exist even more nuanced and refined instruments for deciding the degree of democracy in a society. Some authors 
operate with a check-list of up to 85 questions, and Törnquist in his study of Indonesian democracy operates with 40 
questions of different aspects of democracy (Törnquist, 2005: 9-10). These indicators also put much weight on the informal 
structures and the actual workings of the political processes. The problem is however how to make these relatively 
subjective indexes comparable over countries, since the making of questions even explicitly in some cases are made to 
reflect concrete contexts (Törnquist, 2005: 10). In any case, the lack of broad cross-national data on these indexes makes 
them unusable for this study. 
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operationalizational variables are used when it comes to the analysis in 5.1.4 on the 
economic effects of regime changes. 
Validity problems 
One validity problem regarding operationalization of the democracy variable is that 
the Freedom House Index could be subject to systematic measurement error. Since 
the criteria that are used for scoring this variable by their nature are relatively 
subjective, there might be biases in the measuring of the variable. The FHI tries to 
capture the functioning and substantive presence of certain rights and institutions, not 
relying only on formalistic criteria. To which degree was for example the latest 
election free and fair? Even though there might be hope that the approximate placing 
of countries on the scale would be open for relatively inter-subjective agreement, the 
more specific placing on the seven-point scale is probably open for some degree of 
interpersonal variation and subjective interpretation. This has also traditionally been 
one of the critiques of the index, and should be taken seriously. Statistically, the 
degree of subjectivism would not pose other problems to analysis other than 
increasing uncertainty in the estimates, if the measurement errors are unsystematic or 
unbiased. This would of course be unwanted on reliability grounds, but not critical to 
the use of the index. As the argumentation in the above section tried to establish, it is 
way better to inaccurately measure something relevant than to either measure 
something irrelevant or not measuring it at all25. 
One effect that might be present is that the countries with “good outcomes” such as 
high growth tend to be given a biased value on their institutional variable as well. 
More explicitly, it means giving wealthy or rapid-growing countries a more “positive 
evaluation” on the FHI, that means more democratic for the democracy enthusiasts in 
Freedom House, than they ceteris paribus would have been evaluated as. Such a 
                                              
25 Researchers that claim that only qualitative methodology will do in these complex areas, should remember that claiming 
a country is “undemocratic”, “relatively democratic”, “have some traits of democracy” or that they are “democracies”, is 
also a kind of way to “measure” democracy with words. 
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“positive-bias” effect would be expected on the basis of general cognitive 
associational mechanisms psychologists would recognize. It is impossible to measure 
such an effect, or argue decisively for its existence. If it exists it will inflate the 
measured relationship in such a way that democracies probably would be associated 
with better growth performances than the “real” relationship. Anyway, since the 
scoring of the FHI is grounded on (at least) to a certain extent relatively precise (and 
many) criteria, such an effect is improbable to be very large, but it is plausible to 
think that it might give a one-point effect for certain cases. 
It is worth keeping in mind when trying to quantify a phenomenon like political 
regime, that some dimensions and facets are easier to quantify than others. The 
presence or absence of concrete institutions is perhaps easier to empirically verify and 
measure than for example the dispersion and structuring of power in a society, which 
by its nature is difficult to address empirically. This leads not only to less inter-
subjective validity for some indicators of dimensions of political regimes, but maybe 
also to the undesirable outcome that these aspects are given less weight, because they 
are more difficult to handle for the researchers working with the topic. Keeping this 
possible bias in mind when reading “democracy-numbers” like the ones from FHI is 
worthwhile. There is of course a big problem of giving comparative values on 
empirical institutional systems after “the degree of democracy”, since there are many 
variants and facets of institutional arrangements. Another curiosity with the FHI, is 
that the “well-functioning” democracies, mainly in the Western world, are given the 
highest score of 1, and all other countries are then in a way compared against these 
empirical systems. E.g. one scores a 2 in civil liberties when a country lacks the same 
press-freedom as Western democracies. This aspect to a certain extent contradicts 
with the thought incorporated in a substantial definition of democracy, where 
“democracy” is an (unreachable) ideal case of popular determination of public affairs, 
which empirical systems of government strive after. 
Another problem with the Freedom House Index is that the index really only is a 
variable with an ordinal, and not cardinal, measurement level. If being 
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methodologically stringent it is not complying with the conditions for a regression 
analysis. It is of course by nature hard to answer the question if a decrease from 7 to 6 
covers of the same degree of democratization as a movement from 3 to 2 or 2 to 1, 
even if there is a one-point movement in all cases. One connected problem is pointed 
to by Diamond (1999:285). He claims there is reason to believe the scoring on the 
index has become somewhat stricter over time, making it problematic to compare 
scores across long time periods. This will be a problem especially for the 
interpretation of my later Pooled Cross-sectional – Times series analysis using 
country-years as units, covering a sample that stretches from 1972 through 2000. 
The biggest problem with using the FHI as an operationalizations as I see it, is the 
fact that Freedom House actually seek to evaluate the rights and freedoms individuals 
can enjoy in their respective countries, and therefore cast the net too broad regarding 
some societal aspects in relation to the conceptual definition of democracy even as I 
have defined it here. More precisely, Freedom House also incorporates in their 
evaluation not only how governments affect these “freedoms”, but also how other 
non-state actors influence individuals’ ability to exercise them. Therefore, large scale 
violence, massive corruption and other factors influence the measured value on the 
index. It is not that these type of social phenomena are unrelated to system of 
government, but I would claim that they have to be distinguished from the concept of 
democracy (or authoritarianism) analytically, and rather bee seen as causes or effects 
of political system variables. The division line is not clear cut, as I explored in my 
discussion of anarchy. However, these latter elements here pointed to seem to be 
outside the scope of my political regime concept. Therefore, FHI is an imperfect 
operationalization of democracy. Even worse, this will have systematic implications 
for the relationship under study, since social outcomes generally disruptive for 
economic activity, like violence and instability, are by definition connected to the 
operationalization of political regime type in a certain way. Generally, these traits 
will tend to be related to ceteris paribus higher scores on the FHI, meaning more 
authoritarian in my use of the FHI as an operationalization of democracy. Therefore 
there will probably be a bias in my later results towards more positive economic 
  37
effects from democracy, since these traits not directly incorporated in my political 
regime concept, tend to give high (more authoritarian) FHI-values and bad 
macroeconomic outcomes. 
Despite these deficiencies, I will choose to run with the FHI as my favored 
operationalization in stead of more formalistic democracy-measures. Saying it 
crudely, I have prioritized in a way that makes me “capture too much” in stead of 
“too little” when trying to measure political regime type. 
Alternative operationalizations 
There are of course other plausible operationalizations of democracy. On the back of 
their minimalist theoretical definition, Przeworski et al. for example classifies a 
regime as democratic if it passes three general rules: the executive must be selected, 
the legislature must be selected and there must be more than one party. In addition 
there is a more complex “alternation rule” (2000:28-29). As mentioned before, this 
ends in a dichotomous regime variable, where democracy and dictatorship are the two 
values. This quite different operationalization is very highly correlated with the FHI 
(93,2%), leading Przeworski et al. to suggest that “[D]ifferent views of democracy, 
including those that entail highly subjective judgements, yield a robust classification” 
(p.57). Diamond, however, claims that due to the rise of a divergence between “the 
formal properties and liberal substance of democracy” (1999:286), the correlation 
between formal measures and measures like the FHI has decreased in the 1990’s. 
Another much used measure of political regime characteristics related to degree of 
democracy is the 21-point scaled variable, in the “Polity” data sets. I will use the 
Polity IV data set’s version. The score on this index, which I will refer to as the 
“Polity index”, goes from a low of -10, most authoritarian, to a high of +10, most 
democratic. The index is actually an aggregate of two separate indexes in the Polity 
data set, which the makers of Polity themselves have done. This measure goes 
beyond electoral competitiveness, including measures of institutional checks on the 
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power of the executive, but does not incorporate civil liberties (Diamond, 
1999:286)26. This makes it broader than the minimalist definition discussed, but 
definitely more narrow than the FHI. These polity-indicators will be used as a check 
on robustness of the relationship between democracy and growth. If there is a high 
degree of resemblance in the relationship found when using different indicators, there 
is less reason to believe that the results are driven by specific properties on the 
indicators themselves, instead of the underlying concepts. 
As table 2.1 shows, there is a strong correlation between the mean polity scores in a 
decade and the mean FHI scores. As one might have expected the correlation is 
strongest with FHI’s political rights dimension, since polity explicitly narrows itself 
to capturing this dimension. However, the correlation with the civil liberties 
dimension is also very high, indicating that empirically, political rights and civil 
liberties tend to go hand in hand. The correlation between the PR and CL dimensions 
is therefore also very high on the FHI.27
Table 2.1: Correlations between mean variable score in decade and average 
polity score in decade
Decade FHI-PR FHI-CL FHI-aggregated
1970s -0,92 -0,88 -0,91
1980s -0,94 -0,92 -0,94
1990s -0,93 -0,87 -0,92
 
One difference that should be noted between the FHI and Polity-data, is that countries 
thrown into anarchy, such as Congo under the civil war and Somalia over the last 
                                              
26 See the Polity IV manual for a thorough introduction of what is and is not incorporated in the different variables to be 
found in the Polity dataset. This variable is as mentioned constructed in the polity data set by combining two variables 
ranging from 0 to +10,  where “autoc”, which measures the degree of “institutional autocracy”, is subtracted from “democ” 
which measures degree of “institutional democracy” (Marshall and Jaggers, 2002:12-15). 
 
27 The correlations are 0.94 in the 1970’s, 0,96 in the 1980’s and 0,95 in the 1990’s, exceeding even the high correlations 
observed between the different parts of the FHI and polity-variable. 
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fifteen years will typically score a 7, which is the most autocratic score on the FHI, 
but get a 0, which is a medium value on the Polity times-series data. The decision by 
the makers of the Polity data set can of course be defended by saying that anarchy is 
no particular type of regime, but rather an absence of political government, and 
should therefore neither get a democratic nor an authoritarian score, choosing to put it 
on an arbitrary medium value. However, using Beetham’s definition actively, one can 
say that lack of popular control over politics and decision making on important is low 
under anarchical conditions, as argued for above. This corresponds better with the 
FHI-operationalization of political regimes, driven by its focus on rights and liberties. 
These rights and liberties are to a large degree often lacking in a society thrown into 
anarchy. These operationalizational issues can have impact on the empirical analysis, 
since these societies often are the ones exhibiting the worst economic outcomes. This 
biases the Polity indicator in disfavor of democracy when it comes to economic 
growth, compared to the FHI. Controls can however be made in the empirical 
chapter, by excluding these countries from the analysis and check if the results are 
diverging from the situation where they are included. 
The polity data set is covering a wide range of indicators on political issues, also 
trying to evaluate the “beginnings” and “deaths” of a given regime in a country28. It 
is of course often very problematic to define if a regime change has actually 
happened, and especially when the change actually took place. Transitions between 
regimes can take years, and need not be a linear and straightforward process, as 
observers of regime changes often stress (Carothers, 2002). Anyway, if one wishes to 
use statistical generalization-techniques on these complex historical phenomena, 
simplification is a necessary evil. Instead of trying to classify when a regime change 
has appeared myself, I will in chapter 5.1.4, on the effects of regime changes, rely on 
the work of the constructors of the Polity data set, who probably possess superior 
historical knowledge of the many cases considered. Further properties and problems 
 
28 Polity tries to single out stringent criteria for these happenings. For the closer discussion, see Marshall and Jaggers 
(2002: 17-18). 
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with the classifications will be discussed in chapter 5.1.4. This being said, I will not 
deal with all types of regime changes. Only those who relate to substantial changes 
on my underlying democracy-authoritarian dimension will be singled out and studied 
further. This means that for example the change from the fourth to the fifth French 
republic will not be relevant for this study; neither will the overthrow of the Shah in 
the Iranian revolution, which replaced one authoritarian government type with 
another, even though these regimes differ in many other aspects. I will also use the 
polity definitions of when a country is thrown into anarchy, and when a country is 
subject to foreign intervention. These variables will sometimes be used as appropriate 
control variables. 
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2.1 Economic growth: What is it? What are its 
more immediate sources, and how to 
measure it? 
2.1.1 Economic growth; definition and measurement 
Dealing with empirical investigation of the relationship between as complicated 
macro-phenomena as system of government and economic performance; one has to 
be very conscious and careful about the concrete specifications of the variables. I 
have already on the conceptual level narrowed the focus by choosing not 
“development” in general but “economic growth” as the dependent variable of 
choice. In this way I hope to avoid not only some methodological problems, but also 
some theoretical problems concerning the concept of “development”, by being more 
analytically specific. Broader measures of development have been popular in some 
circles, focusing also on other aspects of “life quality” such as educational levels and 
life expectancy. The Human Development Index constructed by the UN is one 
example of an attempt to measure development in a broader sense than just increases 
in overall production. There are reasons to believe that other aspects of such a 
“development-concept” is more strongly related to democracy than the narrow 
measure of GDP (Halperin et al., 2005), but this is not the subject of my study. 
However, I recognize that the income or production level is part of broader societal 
structure, and that change in income level might be seen as part of development 
according to most definitions of the latter concept. When theorizing and discussing, I 
will not always be as analytically specific as in the more stringent analysis, and I will 
sometimes talk about a certain variable leading to “development”. When this is the 
case, there is an underlying assumption present that the factor also leads to increasing 
values on this thesis’ dependent variable, namely economic growth.  
I have also chosen to focus the study on income growth and not income level. One 
criticism could be that broad regression based studies of growth in general are 
misplaced since economic growth varies too much for many countries over time and 
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have a too large random component. Therefore one could argue that growth rates are 
unfit for systematic, scientific studies. Would it not be better then to focus on 
differences in welfare levels, which are much more stable over time? There are 
however large methodological problems connected to studying variation in welfare 
levels as well. Relating welfare levels to political regime would have much more 
serious problems with the issue of reversed causation, due to the Lipset effect. Deep 
historical factors can also have contributed to the relative welfare and political system 
of for example Western countries, and would be even harder to control for in such an 
analysis. Most important is it that the question of welfare and political regime is 
actually a totally different research question, and I have focused on explaining growth 
in welfare, and not welfare in itself. Anyway, the determining factors of economic 
growth are not at all as totally unsystematic and random as one might induce based 
on the passage. Some of these factors, including institutional variables, and factors 
relating to investment, schooling and technological change will be dealt with later. 
Additionally, the law of large numbers will mitigate the effect of some countries 
having relatively random variations in growth rates over for example decades. 
Equatorial Guinea was a top performer in the 1990’s, in stark contrast to the dismal 
performance in the earlier decade, perhaps without substantial underlying factors 
causing the change. Nevertheless, other countries fluctuate differently, and many 
countries show systematic and stable growth rates. 
“Economic growth” in a geographic area is defined as the increase in the aggregate 
level of production in a given period of time, usually a year. Alternatively one could 
substitute the word production with income29. Measuring overall production in a 
society is not an easy task, and much effort devoted all over the world in different 
national statistical agencies to the construction of the most common empirical 
 
29 In a closed economy, total production equals total income per definition. However, a distinction can be made in an open 
economy. If foreign investors invest in your country, they will probably claim some of the production in the country as 
their income. Alternatively, if a country’s population invests abroad to a large extent, the country’s total income will 
probably exceed its production. I will not make this distinction in my thesis. Operationally, one separates between GDP 
(Gross Domestic Product) and GNP (Gross National Product). The former captures a country’s production and the latter its 
total income. These are extremely highly correlated empirically, and for most countries the measures deviate by relatively 
small amounts. I will use GDP, the most conventional measure, which is better capturing domestic production. 
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measure of output, namely the Gross Domestic Product (GDP). Measurement of the 
GDP is guided by specific international guidelines, and therefore bears the virtue of 
being relatively comparable over countries. When we speak of growth in general, 
most people talk about the growth rate, which is the percentage change in output 
from last year. I will follow this tradition, and I generally mean growth-rate, if 
writing “growth” and nothing else is specified. When I speak of economic growth 
later in the analysis, I will most often talk about economic growth per capita, and not 
for the economy as a total, if nothing else is explicated. Of course, a growth in US per 
capita GDP of ten percent, approximately brings an income increase of 4000$, 
whereas the same increase in Afghanistan brings something around 50$ extra to the 
average annual pay check. Therefore, one could question the usefulness of measuring 
growth in growth rates. There are theoretical reasons linked to economic growth 
theory and the theoretical concept of “steady states” that count in favor of measuring 
growth in rates and not absolutely (Barro and Sala-i-Martin, 2004), as well as some 
empirical reasons connected to the stable growth rates over longer time periods in the 
US and some other OECD-countries. However the strongest reason is probably more 
pragmatic, related to the lack of an obvious alternative. Measuring absolute growth 
would be very problematic if wanting to further infer something about general 
welfare improvements, or changes in structural properties of the economy. Due to 
what economists would have called “declining marginal utility” the 50$ that might 
actually be a contribution to the material welfare of an average Afghan would be 
irrelevant for the average American. If considering the 4000$ per capita increase, it 
would of course be a welcome contribution to the wealth of America, but it would be 
almost an economic revolution to Afghan society, both on the production as well as 
the income side. 
2.1.2 Measurement problems 
One big problem with GDP as an operational definition is that it does not account for 
production in all sectors of the economy. It leaves out for example housework and 
activities in the informal parts of the economy, among others “black market” trade. 
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This is problematic especially for the validity of inter-state comparisons of income 
levels, since there are huge differences between economies when it comes down to 
the size of the informal sectors of the economy. Some countries in Africa are 
estimated to have a very large proportion of economic activity in the informal part of 
the economy (Clapham, 1996:72). This makes GDP a less valid measure for 
production, since it does not capture this activity. 
The “Penn World Tables” is a well known source for economic indicators like GDP 
and price level. I will use this source for collecting my concrete GDP-data. Data are 
available in the time-span from 1950 to 2000 for some countries, but data for some 
years, especially the 50`s and the 60`s are lacking for others. When I have 
constructed the ten year averages that are much used in my later analysis, I have 
included countries that have growth-data for more than or equal to seven years in the 
relevant decade. Missing data makes the computed numbers less valid measures for 
average growth rates, especially if there is some kind of selection bias regarding 
which years one measures GDP. But I considered inclusiveness and size of sample as 
so important that the criterion for being assigned with values for average growth rates 
were not set strict. 
Another question that arises when one wants to compare GDP-data both over time-
periods and across countries is how to control for the price level. One usually wishes 
to asses “real-GDP”, the level of production in itself, not influenced by the arbitrary 
price level of the products and services in a society at a given point in time. There are 
two ways of controlling for the price. One is a “chained series”- approach where the 
different statistical agencies pick a basis year in a given economy, and tries to control 
for the inflation by the so-called GDP-deflator. Saying it simple, all nominal GDP-
levels are converted to real GDP by using the price level from the basis-year. The 
second approach uses the concept of Purchasing Power Parity (PPP), where the price 
level in one specific country at a particular moment of time is induced from the price 
of a selected basket of goods. This basket of goods is composed such that it is 
possible to use it in a vast number of countries. One thereby finds each country’s real 
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GDP by dividing the nominal GDP on the price level induced from the basket. 
Different data sources use different ways of controlling for price level. The Penn 
World Tables, present GDP-numbers deflated by both type of indexes (Heston et al., 
2002). When using these data, I will use the PPP-approach. In my opinion, this 
approach makes it possible to compare national income levels in a more valid way. 
Prices in developing countries, especially in the “non-tradable sectors” of the 
economy, are systematically lower than in richer countries. If I were to use other 
approaches than the PPP-approach, I would therefore underestimate the standard of 
living for the people in these countries. If services like hair-dressing, even if 
controlled for “quality”, is cheaper in Ghana than in Norway, then this is relevant to 
control for when trying to measure “real” production and income. When referring 
numbers of GDP-levels in the text, I will use real-GDP numbers from the PWT. 
These data are PPP-controlled, and the GDP-level will be measured in 1996-dollars, 
which is the “base-year” used by PWT. 
The World Bank (WB) data I will also use in some of the analyses are based on the 
chained-series approach only (World Bank, 2005 and 2006). This is less problematic 
when estimating growth than when estimating income levels. If relative price levels 
are stable over countries, then the PPP and chained series approaches will find the 
same growth rates, if all other factors are the same. When using income level as a 
control variable in the WB-analysis, I will have to use the data from the Bank in order 
to conduct the analysis with all the relevant countries. When looking at differences 
between countries in income, the WB uses exchange rates in stead of a price basket. 
2.1.3 Sources of growth 
When I talk about the more immediate sources of economic growth, I will because of 
presentational clarification and because of the use of variables that are to come in the 
following statistical analysis, draw on the so-called “neo-classical” economic growth 
theory. Ever since Solow formulated his parsimonious and later famous model for 
economic growth (1956), economists have focused on a very narrow range of 
variables when they try to explain long-term economic growth. They are often 
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drawing on a “macro production function-approach”; it sees the economy as one 
large firm, producing output, using some very general categories of inputs, and a 
certain (quantified) level of technology. This technology level describes how 
effectively the economy transforms the inputs to output. This approach are making 
heroic simplifications like assuming only one sector, homogeneous quality of capital 
and perfect markets30, to name a few examples. One type of neo-classical model, 
used for the purpose of this analysis read: 
1) Y = F(K, L, H, A)= KαHβ(AL) 1-α-β  
This formula says that output, Y, is a function of physical capital, K, labor, L, human 
capital, H, and the technology level, A. The more specific functional form chosen is a 
Cobb-Douglas production function. This model is similar to one used in Mankiw et 
al. (1992), and resembles Solow’s original very closely, with the exception that 
human capital is added as an input. There are of course many other ways to classify 
the immediate sources of growth or, as many would call it, types of growth. The 
economic historian Joel Mokyr, for example, identifies four distinct processes 
through which growth can occur. One being investment (“Solowian growth”), the 
second being commercial expansion by increasing partition of labor and then trade 
(“Smithian growth”). Mokyr thirdly points to growth that occurs through scale 
effects31. The fourth process that leads to growth is technological change 
(“Schumpeterian growth”) (1990:4-6). 
Solow’s original work highlighted the role of investment in physical capital for 
economic growth, but also the role of changes in demographic factors that again 
 
30 This includes a perfect labour market, which means that unemployment is non-existent in such a model. 
Increasing employment the Keynesian way is therefore no option as a growth enhancing policy in this neo-
classical framework, which of course is a drawback for these types of models, especially over shorter time 
periods. 
31 This has by assumption been excluded in the simpler Solowian-type growth models that assume constant 
returns to scale. Mathematically this is secured through operating with functional forms that are so-called 
“homogeneous of degree 1”, implying that the exponents in a Cobb-Douglas function must add to 1. From 
equation 1) we see that α + β + (1- α – β) = 1. 
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affects labor. When it comes to physical investments, the basic thought is that a 
laborer endowed with large quantities of machinery and equipment produce more 
effectively than a laborer lacking the same means of production. However, 
interpreting the investment component in a wider manner, one also has to take into 
considerations the amount of infrastructure, such as roads and ports, per worker. 
Economists often stress that in a closed economy, savings will equal investments. In 
an open economy, this need not be the case at least for shorter time-periods. In a 
“globalized world”, where international investment flows are substantial, this point 
has to be born in mind when analyzing growth. Investments in physical capital, and 
not savings per se, is relevant for growth, and even though these are empirically 
highly correlated (Feldstein and Horioka, 1980), investment and not savings ratios 
will be the most valid measure for this study. I do not separate between public and 
private investment in the empirical analysis.  
In Solow’s model, a high rate of population growth was bad for economic growth per 
capita, since this meant that the existing investment capital had to be spread more 
thinly among a bigger workforce. However there also exist theoretical reasons for 
why population growth can exert positive influences on the economy, through the 
creation of bigger markets and also increasing the number of brains that can come up 
with new ideas for technological development (Romer, 1990). One also has to make a 
distinction between production per capita and per laborer, which introduces the 
concept of labor participation ratio. This ratio is defined as the number of workers 
divided on the total number of the working age population, and it varies to a certain 
degree over countries and time. It is common to say that production per capita better 
captures the average welfare in an economy, while the production per worker 
measure better captures efficiency. In this study I will operate with per capita 
measures if nothing else is mentioned, thereby focusing on the more welfare related 
issues. This means that how a country utilizes its potential workforce also is captured. 
If a large segment of the population is working, per capita GDP will be higher with 
the same per worker GDP, than if the workforce were a smaller share of the 
population. Institutional effects that change the level of employment will therefore 
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also be captured by the capita measures, and this suits the analysis well, as this is a 
very relevant economic aspect of a society’s functioning. Returning to the 
“efficiency-measure” GDP per worker, this is a somewhat imperfect measure of 
efficiency, and production per working hour would have been a much more valid 
measure. These numbers are however unavailable as comparable, cross-national data. 
This could have made differences to measured efficiency, as working hours vary 
greatly among countries. One interesting comparison often made, is that France’s 
GDP is at American levels, when measuring it per working hour. This means French 
workers are as effective as American’s, but spend “more time in the ski-slopes”, 
which is a favorite saying of the magazine “The Economist” (The Economist, 2004b). 
Perhaps as relevant is the gradual reduction of average working hours, which at least 
many industrialized countries have experienced. In general: Average working hours 
might vary over space and time. What could have been interesting for the subject of 
the study is whether workers in democracies work fewer hours, due to for example 
stronger labor movements, better protected workers rights, and the power to this 
group due to its share numbers, in an election based political system. If this 
hypothesis is correct, this would imply that labor in democracies are relatively more 
effective than the aggregate numbers used in this study, and others, suggest. 
However, data on working hours is hard to come by for most countries. 
For the last fifteen years or so, human capital and technology, have been in the 
forefront of growth related research (Fagerberg, 1987 and 1994, Romer 1990, Aghion 
and Howitt, 1992 and Mankiw et al, 1992 are some central references).  The concepts 
of human capital and technology level, are maybe not as straightforward as physical 
capital and labor-force, and might need some clarification. Human capital refers to 
the knowledge, abilities and skills embedded in concrete producing individuals in the 
economy. Economists like to think of these skills and abilities as a kind of capital that 
individuals use time and resources to build up in order to later enhance their 
productive capabilities. Not only skills and capabilities learnt at school or in the work 
place are relevant, but also other capabilities like the physical health of the 
workforce.    
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Technological development is assumed to be the most important factor behind growth 
in the recent historical experiences of developed countries, but has according to some 
researchers been less important for post-WWII growth in many, but not all, 
developing countries (World Bank 1993:53-55). Joel Mokyr cites another economic 
historian in writing that “technical change is like God. It is much discussed, 
worshipped by some, rejected by others, but little understood.” (Brown cited in 
Mokyr (1990:6)). Technology in any case has to be considered a theoretical construct 
that includes a vast range of phenomena. The most general way of defining 
technology is “how inputs are transformed to output”, and this encapsulates for 
example both how complex machinery work, and how co-operative working 
processes between individuals are institutionally organized32. A more precise 
definition of technological progress, is “any change in the application of information 
to the production process in such a way as to increase efficiency, resulting either in 
the production of a given output with fewer resources (i.e., lower costs), or the 
production of better or new products” (Mokyr,1990:6). This definition is in the spirit 
of the simple definition of technology given above, but more refined and precise, 
partly since it is considering not technological level but progress. There is a long-
going debate over the concept of technology and the nature and causes of 
technological change in the economy (Fagerberg, 2002). Whereas neo-classical 
economists, operating with aggregate output models, have conceptualized 
technological change very much with quantitative measures that can be related to the 
“fewer resources” part of Mokyr’s definition, Joseph Schumpeter strongly 
emphasized the qualitative nature of technological change, which is captured by the 
“better or new products” part of Mokyr’s definition. The main story for Schumpeter 
was the evolutionary character of the economy, which impulses was the “new 
 
32 This last point is extremely important, since the broad concept of technology here differs from the one often used in 
common language where technology is often equated with steam engines, microchips or advanced fighter jets. The focus on 
technological progress here incorporates also such elements as the development of centralized factory production, the 
development of the assembly line, the development of large scale corporations in the global economy as an offspring of US 
corporate organization culture, the spread of Japanese “lean production” techniques, or the rise of what Zeitlin and Hirst 
(1997) refer to as “flexible specialization” production techniques. According to some academics like Avner Greif (1993) 
organizational issues regarding economic activities as trade are probably at least as important, as the more “material” 
advances that we often narrowly conceptualize as “technological advances”. 
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consumers’ goods, the new methods of production or transportation, the new markets, 
the new forms of industrial organization” (1975:83) (emphasis added).33 Evolutionary 
economists as Fagerberg have been embracing this conceptualization of technological 
change, stressing the qualitative aspects of technological change (2002b), and 
reminding quantitatively oriented researchers about the role of detailed historical 
knowledge when understanding technological change (p.21). It is hard not to agree 
with these well-founded analyses of the nature of technological change, and detailed 
close up studies of such processes must take the qualitative and historical aspects 
seriously. When I revert to a mathematical conception of technological change in my 
statistical study later, it is only as a rough measure of societies’ technological change. 
If one wants to use statistical analysis of cross country relationships, one has to have 
quantitative measures. Therefore growth accounting will be used in lack of better 
alternatives34. The estimated technological change component from this analysis will 
be referred to as “Multi Factor Productivity” (MFP). The properties of the MFP will 
be dealt with in 4.0.7, but I can already here note that it is supposed to measure the 
economic growth that is related to changes in the “broad technology” concept here 
presented. The MFP is calculated as a residual, when growth effects of increases in 
the different inputs are accounted for. Needless to say, this contributes to a host of 
methodological problems. These problems will be presented in 4.0.7. I will here only 
shortly argue for the choice of this measure before returning to some conceptual 
problems related to separating technology from other economic factors. 
When trying to measure innovation in a society by quantitative studies today, 
economists and others have been using a wide array of proxies, including number of 
patents, research spending as percentage of GDP, number of articles in scientific 
journals and number of researchers in the population (Smith, 2005). None of the 
 
33 In danger of misrepresenting Schumpeter, this citation actually is more narrowly used by Schumpeter in the discussion of 
the driving impulses of capitalism, but the point can be generalized I think to technological change, and thereby economic 
change, in general. 
34 There are alternative ways of trying to measure technological change, but this is in any case a very troublesome concept 
to measure. Smith (2005) gives a short presentation of the alternatives, and I will try out some alternative measures in the 
empirical analysis in 5.1.7 of the 1990’s. 
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above-mentioned instruments are even close to being perfect, and they illustrate the 
difficulty of measuring technology and its rate of change. I will stick with the MFP, 
even though it has very serious biases and short-comings, of two reasons. First of all, 
my sample consists of largely developing nations, and national research as percentage 
of GDP, for example might not capture the level or change of technology in the same 
way as it might do for more developed countries on the “technological frontier”. Few 
countries, not even rich western ones (Chang, 2002 and 2003) have had economic 
growth driven by internal technological innovations alone. Adoption and local 
encompassing of externally developed techniques of production has been the main 
story from 19th century industrializing continental Europe to the Asian miracles of the 
post world war era, although Fagerberg and Verspagen (2002) claim that internally 
produced innovations have been a more important factor for richer countries in recent 
years. The other proxies can hardly take into account the diffusion of foreign 
technologies in the same way as the MFP. As mentioned several times, I want to 
capture technological change in a broad way, also looking to organizational changes 
and the like, and this might not be captured by research articles or research spending, 
although they might be correlated. Some authors (Smith, 2005) see the spread of 
detailed innovation studies as the savior of technology measurement, and this is a 
fascinating option when data can be gathered in a broad fashion and made available 
for social scientists and others on a broad scale, making large nation-sample 
comparisons possible. As the discussion on democracy also showed, the distinction 
between concept and operationalization is crucial. 
The profession of neo-classical economics tries to draw a conceptually clear line 
between human capital type of knowledge and skills, which they define as “entities” 
embodied in actual individuals and therefore have rivalrous properties35, and 
technology which is seen to be the common pool of human knowledge that exerts 
non-rivalrous properties. This distinction, especially the definition of technology as a 
 
35 An object with rivalrous properties is an object which, if used by one person, exhibit decreased possible 
utility of use by another person. 
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phenomenon that has nonrivalrous properties, has been criticized thoroughly by the 
“neo-Schumpeterians”. Technology is in this tradition not conceptualized as a 
common pool of ideas ready for use in whatever society and setting that wants to and 
has legal access to it. Technology has a strong tacit component embodied, that makes 
transfer of it over different contexts more difficult than what the neo-classical 
conception might suggest (Fagerberg, 2002b). In addition, the ability to produce new 
technologies, absorb existing technologies and put them to productive use are in large 
degree dependent on the surrounding societal structures and conditions. I find this 
critique to be very valid, and it is much better argued than the more “by-assumption” 
foundations of neo-classical conceptions of technology36. The relationship between 
technological change and economic growth is however generally assumed to be 
positive by all researchers of the field, independent of school of thought37
To sum it up: according to neo-classical economic theory economic growth can 
originate from four more immediate sources, namely increases in labor force, 
physical capital, human capital or technology level. Other categorizations are as seen 
available, and are in some contexts perhaps conceptually more fruitful. One reason 
why I have chosen to emphasize this particular categorization is the empirical 
advantages connected to the method called growth accounting, which draws upon this 
type of theory and models. Using this neo-classical tool does not necessarily mean 
taking a superfluous conceptual stance towards technology. Growth accounting seeks 
to give rough empirical estimates of how much of economic growth can be attributed 
to the different factors discussed here in a given spatial-temporal context.  
 
36 However, I wonder whether some of the disagreement over the nature of technology is stemming at least partly from the 
fact that neo-classical economists try to make a strong conceptual schism between human capital and technology, which is 
not easy to follow up when it comes to empirical delineation of economic phenomena. These economists thereby put for 
example tacit skills, which are, at least, empirically connected to technology, in the conceptual sack of human capital. If 
this is the case, then the disagreement over the conceptualization of technology is at least partly lingual, if everyone accepts 
that the empirical delineation of technology and certain skills and knowledge connected to its use is not clear cut, or even 
possible. 
37 Interestingly enough, there are some claims of an empirically observed slowdown in economic growth with the 
introduction of new and path breaking technologies in the initial phases of diffusion of the technology into different spheres 
of the economy. There are several mechanisms that are proposed in order to explain the phenomenon, related to factors 
such as early inefficient use, workers needing time to adapt and lack of complementarities to the technology in production 
processes early on (Helpman, 2004: 51-54).  
 Hall and Jones (1999) among others argue that institutions for a host of reasons are 
likely to exert effect on all of the factors presented in this chapter, and thereby be a 
very important determinant of economic growth. Figure 2.3 gives an illustration of 
their argument. 
Figure 2.3: Hall and Jones’ modeled relation between institutions and economic 
outcome 
Inputs (K, L, H) 
Institutions   
(political, 
economic, 
social) 
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In the words of Elhanan Helpman “institutions affect the incentives to innovate and to 
develop new technologies, the incentives to reorganize production and distribution in 
order to exploit new opportunities, and the incentives to accumulate physical and 
human capital. For these reasons institutions are more fundamental determinants of 
economic growth than R&D or capital accumulation, physical or human” (2004:139). 
This thesis take the same approach, namely that institutions are decisive for growth. It 
further narrows the view to the category of political regime types. The follow-up 
questions are then why, how much, and in what ways this concept, which at least to a 
large degree is institutionally connected, is important for growth? 
Technology level 
Output 
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3.0 Theoretical arguments: Why democracies grow 
faster, and why they don`t. 
The academic debate about differing effects from different systems of government 
has a long historical tradition. Even though almost 2500 years old, some of the 
thoughts presented already in Aristotle’s ”Politics”(2000) are relevant for the present 
day discussion about which modes of governing are most conductive to economic 
growth. British enlightenment philosophers discussed possible effects of extending 
the franchise, and Karl Marx dwelled on the contradiction between “real democracy” 
and capitalism. Some of the arguments in the heated debate over the economic 
benefits and drawbacks of communist and fascist regimes in the 1920’s and 30’s can 
also be transferred to the present context, and given new clothes.  
3.0.1 The vices and virtues of academic diversity 
The fact that arguments and debates are scattered not over just an extensive time-
period, but also over several academic disciplines like political science, economics, 
sociology, area studies, history and even philosophy, makes collecting them and 
accounting for them quite a task. Even more difficult is it to categorize, evaluate and 
weigh the arguments, since the arguments draw on very different theoretical 
backgrounds, have points of departure in different levels of analysis, and are often 
expressed in what Thomas Kuhn (1996) would have referred to as “incommensurable 
theoretical languages”. If one tries to be eclectic and collect points and thoughts from 
different disciplines and theoretical positions, a lack of overarching theoretical 
framework will be an obvious implication. One cannot then as often in for example 
microeconomic theorizing, make determinate empirical implications about the 
direction and strength of a relationship by straightforward logical deduction. I hope to 
come some way in specifying, categorizing, comparing and evaluating the validity of 
several distinct arguments. This thesis does not however have the intention of boiling 
the arguments presented down to one logical coherent model. Eclecticism will to a 
certain degree trump parsimony. One of the main reasons why I choose to prioritize 
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this way, is what I see as a need to bring together insights from many sectors of 
academia, each studying the same topic, but obviously not always being aware of, or 
deliberately neglecting, what other disciplinary approaches are “discovering”. 
Political regime types and economic growth are as mentioned extremely complex 
phenomena, they are related to a host of variables in various societal spheres, and the 
effect from system of government on growth might depend on the social context in 
which the political institutions and the economy are embedded. Therefore an 
inclusive discussion is needed. Even economic growth in itself is not properly 
understood according to one of the most distinguished scholars on economic change 
and institutions, claiming that “[U]nderstanding is a necessary prerequisite missing in 
the economist’s rush to model economic growth and change. We are a long way from 
completely understanding the process” (North, 2005:ix). This is why a wide net has 
to be cast. 
The theoretical discussion will mainly be written in a language as general as possible, 
but not even this chapter will be clinically free of empirical considerations. The 
American philosopher W.V. Quine argued very convincingly that it is logically 
impossible to determinately separate statements about the empirical realm from 
propositions about the theoretical field (1953). Knutsen (2004b) argued that even if 
Quine is wrong, and the “logical positivists” right on philosophical grounds, research 
in social science will very likely be pervaded by blurred distinctions between theory 
and empirics. A less pretentious reason for having empirical material in this section is 
that selected empirical examples often will illuminate the theoretical points in a better 
way than would else have been possible. Anyway, this part is supposed to be the 
more theoretical of the thesis, leaving a systematic and rigorous treatment of 
empirical material for later chapters. 
3.0.2  Important specifications when theorizing 
The difficulty of being specific enough seems evident when surveying the theoretical 
arguments on how a democracy or a relatively authoritarian regime might possibly 
affect economic growth processes. For a student of recent growth theories within 
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economics, the question of how democracy affects economic growth, can be specified 
to some extent by asking how democracy affects certain factors, such as investment, 
human capital and technological change, which are widely believed to contribute to 
economic growth. I will in some places try to use these nuances when looking at the 
different arguments, recognizing that to a large extent the question of which system 
of government is better at producing high economic growth is to a large extent 
hinging on the questions about which type of government is best at securing capital 
accumulation, increasing education and stimulating technological change. It is 
however important to notice that there are large differences even within what is often 
considered to be a homogeneous economist camp, on the question of the relative 
importance of these factors. The more neo-classically oriented economists swear to 
the importance of traditional factors such as capital investment, but also stress the 
importance of human capital. Mankiw, Romer and Weil (1992) try to show that an 
augmented version of Robert Solow’s model from 1956 can explain the empirical 
data, not leaving much room for the technological factor. Other economist’s such as 
the World Bank’s William Easterly have defied what Easterly calls “capital 
fundamentalism” (2002:47). In his empirical survey of the post world war economic 
development in “the tropics”, he points to what he finds to be the great disparity 
between the predicted growth on the basis of classical explanatory variables of 
growth such as capital, education and population growth, and the actual, empirical 
experiences. Paraphrasing Bill Clinton’s election slogan of the early nineties, Easterly 
claims to have the obvious answer to what drives growth processes: “It’s technology 
stupid!” (2002:51). As discussed in 2.1.3, the clear division lines assumed by some 
economists between capital, physical and human, and level of technology are 
extremely unclear empirically, and possibly outright misleading analytically. The 
categories will despite this point be used here, because I think they will bring some 
needed clarity and structure to the subject discussed. I will however on several 
occasions go far outside the limits of these narrow concepts, since I recognize the 
complex and many-faceted nature of economic growth processes. 
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As should be known now, from chapter 2.0, delineating political regime type is not 
easy, and I wound up with a relatively complex definition of my independent variable 
of choice. Political institutions as free and fair elections, the existence of an 
autonomous judiciary, civil liberties like freedom of expression and association, as 
well as aspects of power-distribution, are all relevant to my classification of political 
regime type. They are at least empirical structures that will tend to relate to the 
requirements posted in the analytical definition of democracy as popular control over 
collective decision making. Therefore one will have to be nuanced when speaking of 
an effect from a political regime. Some arguments might relate to the existence or 
absence of elections, where the populace might throw out an incumbent government. 
Other arguments might relate to civil liberties, yet others to checks and balances of 
power. Being precise about which aspects of government are considered relevant 
might take theoretical deliberation a step further towards a better clarification of the 
relationship between political regimes and economic growth.  
General structure of arguments 
Some of the arguments under will be partially overlapping. They are not completely 
separable conceptually due among others to the diversity of the theories and subjects 
they are drawn from. I fear that repetition of some points will be inevitable, but to the 
interested reader, all arguments present an idea about a possible channel that might 
link political regime type variation and variation in economic growth performances. 
The relation between the arguments will be better sorted out in chapter 3.1, after 
having been presented individually here. There are however some general traits to the 
arguments: Often, the argumentation will claim that a political regime type is 
favorable to economic growth because it increases the possibility of having a 
phenomena X, or more of X, and X is beneficial for economic growth. The argument 
will therefore consist of two main links. 
Figure 3.1: Links and intermediate variables; a general and simplified model of 
causal mechanisms 
 Political 
regime type 
X Economic 
growth 
Link 1  Link 2 
 
Often the phenomena X is related especially to one of the sources of growth 
presented in 2.1.3, and this will then be sought specified. Since these variables, 
physical capital and technological change being two examples, have already been 
treated with respect to how they relate to growth, “Link 2” will often only consider 
how X is related to investment in physical capital or technological change, leaving 
the rest of the argument implicit. Similarly, if there is a specific component of a 
regime type like selection mechanism for leaders that is especially relevant, this 
component will be isolated. The further connection to “democracy” has already been 
treated, or is considered obvious. Some places I will make an exception, especially in 
argument VII) where the relationship between democracy and certain institutional 
features like separation of powers and general checks and balances mechanisms are 
treated more in depth. The relationship between democracy and power distribution in 
general is a complicated issue, which will be brought up in diverse contexts. 
3.0.3 Arguments 
I) Authoritarian regimes and political stability 
Thomas Hobbes (1996) famously made the case for authoritarian rule by a strong 
leader, or a small group, in the 17th century, by pointing to the horrific consequences 
the lack of such a leader would cause. The calls for a consistent, directed and strong 
government have not died out38, and many authors link these properties to an 
                                              
38 Consider for example the arguments presented by the Belarusian present government and its supporters that Belarus 
thanks to its authoritarian regime is an “island of stability” in the post-soviet chaos surrounding it, and that absence of 
terrorism and war is due to the country’s regime and president. (The Economist, 2006a) 
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authoritarian type of government. Not only when it comes to basic security needs, but 
also when it comes to inducing economic growth in a society, are the arguments of 
strong, autonomous and directed rule looming large.  
Using general terms like stability makes the need for further precision urgent. In this 
and the next argument I will use the term stability (political and societal) in a way 
that is meant to refer to a general societal condition of calm, that is absence of riots, 
unrest, violence and even civil war. I will not use the term, if nothing else is 
specified, to refer to the number of years a regime has existed, even though the two 
empirically are often, but not always, connected. Other places in this thesis, this latter 
concept is referred to as “regime stability”.  
Political stability is crucial to the economy. If a society is in upheaval, or if violence, 
crime, riots or general instability plagues it, investment, production and the efficiency 
of markets will also be affected. Investors might for example be scared to invest due 
to general insecurity and losses related to violence. Basic infrastructure might also 
shut down. The needed institutional framework, both with regard to political 
decision-making and property rights related institutions, which paves the ground for 
complex economic transactions, might also be harmed in such a society. The 
argument that political and societal instability harms the economy seems irrefutable. 
Samuel Huntington wrote his book “Politics and Order in Changing Societies” in the 
late 1960’s. The primary thesis of his book is that the violence and instability that 
plagued African, Asian and Latin American societies in the period from ca 1955 and 
onward was in large part due to “rapid social change and the rapid mobilization of 
new groups into politics coupled with the slow development of political institutions” 
(Huntington, 1968:4). New and untested political institutions meeting large and fast-
scale change in societal and economic structures, as well as mass-participation of 
large segments of the population, made for more than these societies and their young 
institutions could handle over a short period of time. As Stein Rokkan (1987) pointed 
out, state and nation building was a long and time-consuming process in Western 
Europe, with a gradual introduction of different population groups into politics. The 
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ideal case in this respect is Britain, where democratization was a process that took 
centuries. Abrupt transitions and rapid democratization often meant chaos and 
institutional collapse, according to Huntington. This again destroyed the 
opportunities for economic development. The solution for poor developing countries 
according to Huntington would be for example a dominant political party 
alternatively a military regime, leading a “one-party” state, which could unify and 
stabilize the nation, before one should start considering democracy as the political 
regime of choice.  
Supporters of this view would probably say “I’ve told you so”, when looking at the 
chaos that has followed the abrupt regime transition from Saddam Hussein’s sectarian 
regime, to democracy from 2003 onwards. If the different groups in that or any other 
country can’t make up their minds about what should be the general underlying rules 
of the political game, or even who is to be part of the nation, then how can they 
guarantee political stability, and how can they legislate and implement general 
development enhancing policies? Stability and gradualism is hailed as virtues when it 
comes to bringing development, and a society with a given set of institutions, should 
not try to push democratization until societal structures and institutions have evolved 
and matured to the point where a democratized political process is no longer threat to 
societal stability. In an “immature” society with “immature” institutions, democracy 
can lead to the sectarian rallying of groups, quarreling over the rules of the political 
game. Superior and preferable is the leadership under a “strong leader” who can unite 
and guide the nation, as well as guarantee domestic security through using a vast 
range of means in order to achieve this predominant societal aim. The implication is 
that in “underdeveloped societies”, democracy can harm growth substantially through 
increased political instability.  
The argument is as mentioned not dead whether in academia or in policy circles 
today. Yoweri Museveni (1995), the president of Uganda, has explicitly pronounced 
the view that democracy the western way, especially with its system of political 
parties might be extremely harmful to African countries at the present state of affairs. 
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An electoral system with competing parties will degenerate into ethnic conflict, since 
parties will probably mobilize around ethnicity or region. These societies are not 
being sufficiently structurally differentiated to have party-systems based on among 
others class, as the party-systems have to a large degree been in Europe, according to 
Museveni. The preferred solution to Museveni is the broad and unitary national 
coalition, like the NRM he leads, not necessarily scoring as high on traditional 
evaluations of a regime’s degree of democracy. Many other leaders have historically 
also legitimated their authoritarian power position with the stability they impose on 
society, like for example some of the many military governments of Latin America in 
the 1960’s and 70’s.  
II) Democracy as an instrument of conflict solving 
Arend Lijphart (1999) makes the argument that particular democratic structures he 
refers to as connected to “consensual democracy” have contributed to the relative 
political stability and good macroeconomic performance of the very societies that 
exhibit these structures. The point is that inclusion of broad groups in democratic 
processes leads to institutions and policies that reflect the interest of large segments 
of the population, and is eatable for all the larger groups, whether they are based on 
class, industry, or probably even more relevant, ethnicity, region or language. If one 
can find a broad political consensus, or at least bargain an agreement that no major 
part has an interest of breaching, the probability of keeping a stable security 
environment that again lays the foundation for economic activity. The argument can 
be extended to some degree to democracies in general, but is probably dependent on 
the interaction and congruence of social structures and political institutions. The more 
generalized point is that democracy reduces broad social grievances, by including 
large segments of the population in policy making. Idealized, different groups engage 
in discussion, negotiation and argumentation, rather than picking up arms, when it 
comes to securing that their interests are being pursued. The channeling of conflict 
through institutional means is one way to provide political stability. I have here taken 
a kind of implicit “rational choice” approach based on interests and how democracy 
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can function as a mean for achieving broad goals. I will very shortly also sketch up 
other factors that might contribute to reduced possibility of social instability under 
democracy. First, democracy is thought to increase equality not only in the political, 
but also in the economic sphere through pressures of redistribution and equal 
economic opportunities, as will be discussed in argument X). If equality along 
different social dimensions generally leads to fewer social grievances, it might reduce 
the possibility of protests, riots and revolutions. An egalitarian society is probably 
also a more stable society. Second, as will be discussed in argument VI), democracy 
as a political regime is perceived by many to have an inherent legitimacy. This might 
again lead to the population being content with the regime, and therefore not 
engaging in activities to overthrow it by violent means. If everybody accepts the 
concept of democracy as the source of legitimate rules for the political game, then 
society will benefit because of broad political and maybe also social stability. As 
mentioned above, stability in type of political regime is probably empirically 
connected to general social stability as defined in argument I. This is further of 
utmost importance to the economic activities of society, and we have therefore 
identified a possible channel, through which democracy can contribute to growth. 
The argument above saw democracy as a bargaining device and an instrument for 
solving potential, latent or existing conflicts of interest. If democratic institutions are 
not working in this way, the argument that democracy can work as a societal 
stabilizer in certain situations falls apart. A “majoritarian system”, where the majority 
of the population rules through its chosen representatives (Lijphart, 1999:2), might 
work if groups that are excluded from political power at present might eye a 
relatively large probability of ending up in government after next election or at least 
in the foreseeable future. If not these groups probably need other channels through 
which they can affect political decision making. Constantly ending up as a loser 
without political influence over the collective rules that actually guide the society one 
lives in can create discontent and unrest. This might lead to violent actions due to 
general dissatisfaction with the existing system, or even because of an intention of 
replacing the regime with a new and better one from the actor’s or group’s point of 
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view. The conflict solving capabilities of democracy are therefore institutionally 
dependent. They are also dependent probably on the existing degree of conflict 
within the society. If the parts are not even on speaking terms, then the probability of 
reaching a democratically produced consensus might be small. Game theorists would 
say that if the acceptance sets of the two parties are not overlapping, then a bargain 
will be impossible. Also, the efficiency of democracy as a bargaining instrument 
might depend on the level of development, or the potential economic benefits to 
parties in general. In a rich society there are more resources to be distributed, and 
“losers” in one area of the “grand social contract”, might more easily be compensated 
in other areas if there are resources to distribute.   
Therefore, the ability of democracies to work as stabilizers is generally context 
dependent, and the argument does not necessarily counter argument I) made above 
that autocracy better stabilizes societies. The discussion on this general topic will be 
taken further in 3.1.1., but one hypothesis could be that a country with a low level of 
development, as well as a high degree and intensity of internal conflict, might be 
better suited for an authoritarian leader to stabilize, than a relatively rich 
(heterogeneous) country with low level of initial conflict. Another important factor 
could be whether a country already has a democratic history, which might make 
democracy easier to establish. These hypothesis are however tentative, and not very 
specific. The main point is that which type of political regime that best stabilizes 
society is not given once and for all, but depends upon context. This insight will be 
important to understanding why both the democracy of Mauritius and the relatively 
authoritarian regime of Lee Kuan Yew in Singapore developed as they did in chapters 
5.3.1 and 5.3.2.  
III) Authoritarianism increases investment 
The perhaps most used argument by proponents of the economic benefits of 
authoritarianism is the argument that democracy is vulnerable to pressures for mass 
consumption, and thereby reduced investment. As seen in chapter 2.1.3, investment 
has traditionally been viewed as one of the most important sources of economic 
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growth, and if democracy undermines investment in capital and infra-structure, then 
this political regime type will be harmful to growth. According to Przeworski and 
Limongi (1993:54) the argument was first introduced in modern times by Walter 
Galenson and Karl de Schweinitz already in 1959. Samuel Huntington (1968) 
famously also argued for a connection between authoritarianism and investment eight 
years later. There are varieties over the theme, but the core of the argument is 
relatively simple to comprehend for students of politics. One underlying assumption 
is that the populace is rather short-sighted and wants immediate welfare through 
consuming the economy’s output rather than investing it. Democratic politicians will 
be under constant pressure to redistribute resources towards consumption for the 
population, since the consumers are also voters. These voters will punish their 
politicians the next time they go to the ballot box if the consumers’ expectations of 
immediate welfare are not met. The welfare of the coming generations is not expected 
to be as highly valued by the present electorate as its own consumption today.  
There are two main channels through which democracy blows up immediate 
consumption, which again reduces savings directly and thereby inhibits investment39. 
One is general redistribution of economic means, through national budgets. Taxing 
the rich, who are generally expected to invest a higher proportion of their income 
(Keynes, 1997:96-98), or reducing public investment, combined with direct 
redistribution of money to the relatively poor majority, or alternatively increasing 
public consumption which benefits the broader populace, are expected political 
actions. Ever since the Romans introduced their “circus and bread” policy, 
redistribution of economic means for short-sighted consumption among the masses 
has been well-known policy. Even though the Roman Empire by modern standards 
never was a democracy, there is reason to believe that the pressure from the populace 
 
39 In a closed economy, economists point to the fact that savings will equal investments. However, one should probably 
think that in a world with globalized financial markets, national investments could at least in the short term be decoupled 
from national savings. Feldstein and Horioka (1980) famously investigated the issue empirically, and they conclude that 
there is a strong correlation between national savings and national investments. They suggest a host of reasons for this 
correlation. It should be mentioned that the study by now is approximately a quarter of a century old, and even if it is still 
much cited by economists, changes in the correlation can not be excluded. 
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on the politicians to do this type of redistribution at least is more consistently present 
in democracies, because of the existence of the relatively direct link between 
population and politicians that elections represent. Pressure for increased 
redistribution and public consumption is for example well known in democratic 
Norway, where certain political parties have advocated increased use of Norwegian 
oil-money to immediate consumption, especially public consumption like for 
example health care expenditures. This might have led government politicians in 
recent years to bend the self-imposed rules on restricting the use of such money, in 
order to not lose votes in coming elections.  
One other channel, which is especially relevant when choosing a democracy 
definition that includes civil liberties, is the increased consumption that follows 
higher wages in democracies. The right of association, which includes the right to 
form collective labor organizations, is often counted as one of the core civil liberties. 
The right for workers to organize collectively in the labor market typically increase 
their bargaining powers, and thereby their pay-check. Dani Rodrik (1998) has 
empirically estimated a positive relationship between democracy and wages. Since 
workers are assumed to consume a higher proportion of their income when compared 
to relatively wealthy capital owners, the aggregate consumption share will increase 
when transferring resources from capitalists to workers.  
Empirically, some of the highest savings and investment rates have been found in 
authoritarian regimes. The ability to curb consumption in society and channel 
economic resources to investment purposes were very much present in the former 
Soviet Union where investment rates for example jumped from an already high 35% 
in 1928 to an extreme 48% in 1937 (Przeworski and Limongi, 1993:54). Resources 
were invested in heavy industry like steel and machinery, on the expense of 
consumption among the population. One can generalize the argument on 
authoritarian regimes superior ability to canalize resources to investment, by saying 
that these regimes “are better able to marshal the limited resources available and 
direct them towards productive activities that will increase economic output” 
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(Halperin et al., 2005:3). This is partly due to the way they are politically organized, 
disconnected from pressures from the short-sighted populaces. Active political 
engineering, by tampering with investment rates, is supposed to overcome the 
collective task of producing the relevant society’s economic development. 
There are actually some economic reasons to believe that the relevance of the general 
argument presented above is not loosing strength with the development of the modern 
international economy. Robert Gilpin among others (2001:106-107) is suggesting that 
the world economy has been heading in a direction where economies of scale are 
becoming more and more relevant. “Modern” industries such as aerospace industry, 
pharmaceutical industry and the production of computer software are of a nature that 
allows for only a few big firms to dominate the market, because of the existence of 
scale economics. It might be crucial to development to have a national champion 
within one of these industries that are assumed to produce both high value-added as 
well as large externalities that affect the rest of the economy positively, due among 
others to the knowledge-based character in these industries. Most of these big firms 
are placed within the large and rich (as well as democratic) countries, like the US, 
Japan, and European countries. As taught in introductory economic courses, one of 
the sources of economics of scale is substantial initial investment, which leads to 
large fixed costs. In other words, a developing country that wishes to have a national 
champion within one of the “economics of scale industries”, would need a firm, 
national or private, that would be able to establish an enormous, initial amount of 
start-up capital, in order to compete with the large European, American and Japanese 
firms that have evolved historically into industrial leaders (of course with substantial 
governmental financial help in many circumstances, like Airbus and Boeing). This is 
especially difficult for initially poorer countries since the existence of available 
capital is scarcer here. The potential abilities of an authoritarian regime to collect and 
coordinate capital for investment, discussed over, will thereby be extra valuable. 
Empirically, the Korean “Chaebol”, the large business-conglomerates like the 
Hyundai and Samsung corporations, the Korean economy is so famous for, grew up 
under just such conditions. The availability of cheap, abundant capital was one of the 
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virtuous features of the South Korean economy, which the Chaebols benefited from. 
In Korea, but also in other East Asian countries, capital was provided among others 
from massive household savings channeled through large national banks. It must be 
said however that across the Sea of Japan, the same thing was happening in 
democratic Japan, a little earlier and parallel. Government policies that secured cheap 
and abundant capital, contributed to the growth of the Japanese “Keiretsu”, to 
become among the largest industrial-financial complexes in the world. However, the 
large industrial-financial conglomerates in Japan were a product of the earlier 
authoritarian Meiji-period, which saw Japan develop into a military-economic 
powerhouse. The American occupation-power after 1945 split up the conglomerates 
by force, and the post 1953-events were more of a partial reemergence of the Keiretsu 
than an emergence (Aschehoug and Gyldendal, 1997). Especially by incorporating 
both industrial production companies with large investment banks, these type of 
corporations provided plentiful, stable and secure investment capital to production. 
A slight extension of this argument leads us to see that if authoritarian regimes 
increase savings rates, they might actually alter the technological change process in 
sectors where large R&D investments are needed, like the aerospace industry and 
other sectors mentioned above. The traditional emphasis on how authoritarian 
regimes might actually increase investment through higher savings will then in a 
world were sectors with large research costs are important perhaps turn into an 
argument why authoritarianism might through at least one channel be conductive to 
technological innovation. Elhanan Helpman points to how “[E]conomies with higher 
savings rates grow faster because they allocate (endogenously) more resources to 
inventive activities”(2004:45) in Paul Romer’s famous and widely celebrated model 
of economic growth from 1990, contrasted with for example Solow’s traditional 
model where savings rate did not affect technology. 
There are many qualifications to the argument. First of all, one has to assume both 
that democratic elites in general are very responsive to public pressure, and that 
authoritarian regimes are not. Both are questionable. At least since Robert Michels 
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wrote about the “iron law of oligarchy” (Østerud, 1996:187-188), there has been 
awareness that elite control can be present in what are seemingly democratic 
organizations and institutions. The lack of responsiveness from democratically 
elected elites is seen as a widespread concern in for example today’s Indonesia 
(Törnquist, 2005). Even more interesting is the point that authoritarian regimes need 
not be much insulated from public pressure. The example from the Roman Empire 
above is obvious. Leaders that fear a revolution might be in a more pressured 
situation than ones facing elections, and might therefore give in to popular demands. 
Indeed, neo-patrimonial regimes in Africa and other places are distinguished partly 
by the personal, and informal, connections from the political elites via vertical 
networks, which extend down to significant parts of a country’s population. (Medard, 
1996) Pressure for the distribution of resources, with immediate consumption as an 
end aim, might work perfectly well through these channels, without formal elections 
as an instrument. Possibilities of food riots or the personal prestige and power that 
follow direct hand-outs of resources, like Robert Mugabe’s party’s personal handout 
of food to groups that support it in Zimbabwe, can make authoritarian regimes 
postpone investments and increase consumption, as well as any democracy. The 
relevant variable it has been argued is not the degree of democratic traits a regime 
exhibits, but its degree of autonomy, like among others the American sociologist 
Peter Evans (1995) has stressed. 
It must be said however, that even if authoritarianism and autonomy to make 
decisions insulated from popular pressures are not the same, the existence of elections 
probably often affect the degree of autonomy a regime has, negatively. It can be 
viewed as a kind of ceteris paribus argument. If everything else is equal, and you 
introduce elections to a country, the government will become less autonomous 
because of the one extra channel of influence the public gains. Therefore the 
argument presented, even though not being a necessary one, still holds in many 
concrete contexts. Democracy will tend to produce less autonomous regimes. 
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Second, the channeling of investment needs to go into productive projects that 
actually enhance long term growth. An “artificially high” investment rate might lead 
to rather unproductive investments. The Soviet Union experienced a growth spurt in 
the 1930’s, but the relative efficiency of the steel plants and similar, have been 
questioned. Pet projects that demanded large resources, but failed in bringing fruits 
are plentiful in recent economic history. Both heavy-industry production plants, 
energy projects like big dams, misplaced infrastructure40 and beautiful buildings like 
the enormous cathedral in Yamoussoukro, Cote d’ Ivoire, have all to often demanded 
more resources than they have returned in economic value. To be short, the extra 
investment that authoritarian regimes might generate has to be productive in order for 
the argument to hold. 
IV) Authoritarianism and autonomy of the state from interest groups 
There is another argument that is normally considered to be in favor of authoritarian 
rule, that is somewhat related to III) Authoritarian regimes are prone to bring faster 
development because they are better insulated from the demands of interest groups. 
These demands are viewed as expression of particularistic interests that do not 
necessarily serve the economy as a whole well. Both arguments draw on the relative 
autonomy and insulation of the ruling politicians from surrounding society, leaving 
the leaders a larger space to maneuver in, free from the wants and pressures of 
different groups of societal actors. The former argument centered on autonomy from 
the populace in general, and this argument will center on autonomy from certain 
economic interest groups. If authoritarian regimes in addition have better capacity for 
legislating and implementing their autonomously developed “developmentalist” 
policies as well, due to their hierarchical structure and fewer bindings than you might 
find in a constitutional democracy, then a strong argument in favor of authoritarian 
                                              
40 I have myself been driving along what is probably Indonesia’s best road on the island of Bali. The problem was however 
that my bus was about the only vehicle occupying the road. The four lane road was built in order to provide Suharto with a 
nice access to his relatively isolated palace on the island. Some miles further south in the Balinese capital of Denpasar and 
especially in the crowded tourist town of Kuta, roads are most often more narrow, and walking generally outpaces taxi-
driving during much of the day. 
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regimes can be put forward. Authoritarian regimes will better be able to facilitate a 
coherent, broad, and non-particularistic development strategy due to their superior 
state autonomy. As we saw above, authoritarian rule did not necessarily mean greater 
state autonomy, but the argument can at least be that an authoritarian regime type 
ceteris paribus in many cases facilitate for this autonomy. However the governments 
ability to formulate and drive through policies independent of pressure from other 
societal groups depend of a host of other factors, like the structure of the bureaucratic 
apparatus, which properties often have deep historical roots. 
Leaving behind the broader question of what makes for an autonomous state, just 
assuming the link between authoritarianism and autonomy of state, the argument has 
been made that authoritarianism is better for growth. The reason, as described above, 
is that authoritarian rule allows leaders to frame coherent and efficient development 
policies, independent of interest groups, such as particular business groups or labor 
organizations, allowing them to take the nations best and not only these groups’ 
interests into account. Well established and powerful groups that are most likely to 
have good connections to the political establishment, is at the same time often the 
very groups that have most to lose from the changing of a society’s economic 
structures. Having a foot on the political break pedal, allow these groups to keep the 
economic status quo with regard to for example production structures, distribution of 
land or degree of protection from international trade. If “what is good for General 
Motors” not necessarily “is good for America”, democracies might have a problem if 
the political elites are not insulated from these type of influential groups. This general 
argument was proposed by Mancur Olson (1982) who saw lobbying and interest 
group pressure as difficult obstacles for democracy to overcome. “Successful” 
economic policy making would in such a context be problematic. One of Olson’s 
most important points was that countries with a long democratic history, and thereby 
also a long history of freedom of association, had the interest groups that were 
deepest entrenched in the political power structures of society. These groups often 
fought for status quo, and were therefore often hostile to societal change for example 
in industrial organization. In addition to the negative efficiency effects related to 
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general market power these groups often contributed to, they hindered economic 
growth through slowing the adoption of new technologies. Economies are dynamic 
systems, and the fight for status quo might harm growth considerably. The argument 
is therefore urgent when it comes to the introduction of broad reforms of the 
economy with regard to different markets, be it for example labor- or capital markets. 
It is however also relevant, as argued above, when it comes to trade protection or the 
subsidizing of older industries, which are possibly kept alive at the expense of other 
parts of the economy. Autocratic regimes are assumed to be able to take political 
action that benefits the nation defined in a broad way, and also base their policies on 
a longer time horizon, focusing on the “long term” developmental outcomes.  
Georg Sørensen (1998:82-84) points to how the Costa Rican democracy have been 
based on a pact among the major economic interests at the elite level, balancing off 
the interests of agrarian and industrial elites as well as members of the state 
bureaucracies’. The consequence is a lack of reform or development in any of the 
sectors. “Radical social programs of structural change have been avoided, as have 
economic policies that could pose a serious threat to any elite faction” (Sørensen, 
1998:83). The economic growth achievements have been ordinary according to 
Sørensen; although other welfare achievements connected to health and education 
have been more impressive. The role of French and German labor opposition that 
have in many respects blocked reform of the labor market in the 1990’s can also be 
viewed in this light. Most economists agree that these potential reforms towards more 
“flexible” labor markets at least would speed economic growth, although other and 
more negative social consequences might follow such reform. Norwegian farmers’ 
interests might also be hindering the movement of scarce labor to more effective 
sectors, by regulating international trade in agricultural products in such a way that 
relatively uncompetitive Norwegian agricultural production is kept well and alive.  
These examples show how interest groups empirically have blocked policies that 
might have been growth enhancing in their respective democracies. Paul Pierson 
claims that it is “one of the few basic axioms of political science that concentrated 
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groups will generally be advantaged over diffuse ones” (1998:552). It is not 
implausible to think that had these countries been ideal technocracies, ruling on the 
behalf of broad popular interest, but at the same time being insulated from popular 
pressure, the policies would have been different. In the words of Halperin et al. “by 
banishing politics from its economic policy-making, an authoritarian government is 
able to focus on the bigger picture” (2005:4). The argument however relies on the 
nature of the counterfactual regimes the countries would have been equipped with, 
and the policies they would have promoted. 
Empirically, differences in the autonomy of the state is suggested to have made a 
contribution to the diverging development paths of Latin America and East and 
Southeast Asia in the recent decades, although there are many factors that have to be 
accounted for in a broad and comprehensive comparison of these regions’ 
performances (Hveem, 1996:269-271). The state and regimes in Asia are suggested to 
have been more autonomous from particularistic interest groups, and these countries 
have also been the more successful, economically.  Some authors point especially to 
the suppression of labor rights in Asia, as an important factor in for example 
attracting investment from abroad. However, both this particular policy, and the 
general autonomy of state also have flip-sides. This will be elaborated upon in 
arguments VI) on legitimacy and reform, VII) on checks and balances and XX) on 
behavioral assumptions on social actors. 
V) Democracy and the difficulty of reform 
Another argument of the virtues of authoritarianism is the one used by among others 
Adolf Hitler, that democracy by nature is slow, indecisive and incoherent when it 
comes to important decision making, such as reforms. In order to get necessary 
policy-reforms one needs to rely on the strong and united leadership that can be 
provided by an authoritarian system. The case can be made that developmentally 
oriented authoritarian regimes have a larger set of instruments and a broader menu of 
alternative actions when it comes to introducing reforms. The careful and 
cumbersome democratic process with in built institutional checks and the 
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representation of many different interests, of which some might be opposed to 
structural economic changes, make rapid reform problematic in a democracy. There 
is reason to believe that driving substantial reform by a democratic process might 
require support for the reform of much more than a majority of the population 
(Piersson, 1998:553-558). This will be the case, especially if constitutional issues are 
involved. The authoritarian regime can if it will to a greater extent ignore these 
interests, goes the argument, since it for example is not dependent on reelection. The 
autocrat might, even though this is as we will se later strongly debatable, also have a 
broader definition of national interest, where a democratically elected leader might be 
responsive first and foremost to his voters.  
Secondly, the autocrat perhaps also has a longer time horizon and is probably sitting 
in power-positions longer than a democratically elected government can hope for. 
This has been empirically estimated to be probable, especially if the autocrat has 
already consolidated his rule over a minimum time period of approximately five years 
(Przeworski et al., 2000:123-124). Economic reforms and development policies in 
general are often thought to function in the same manner as psycho-therapy, namely 
painful and troublesome in the beginning, before the fruits start coming after a while. 
Therefore, the ability to plan and implement reforms over a longer period of time is 
crucial. Having coherent plans that are phased in the right order and tempo and 
general security connected to the full implementation of reform plans, might also be 
important for the long term policies’ or reform’s effectiveness. Insecurity related to 
possible changes of government, and thereby sometimes reversal of reform in the 
near future will plague reforming democracies. Chalmers Johnson (1987) is one of 
the many observers that point to the importance of the long time horizon of the 
authoritarian leaders, and also their bureaucracies, as an important aspect of 
explaining East Asian countries’ growth, using South Korea and Taiwan as two 
empirical examples. The randomness of democratic policy making, especially if there 
is steadily a shifting majority that alternate on governing, where the sides have quite 
different policies can be viewed as a danger to reform and consistent economic policy 
making in general. Median voter mechanisms as emphasized by Downs (Østerud, 
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1996:257), and broader consensus-arrangements like Lijphart (1999) stresses, will 
however counter the variability of policy in democracies.  
There is another, but related, factor that points to the possibly more progressive 
nature of autocracies, if ruled by an enlightened ruler, or a well educated and 
impartial technocratic-bureaucratic elite. Taking a skeptical, some would say realistic 
view, of the attitudes and cognitive abilities of the population in general, the need for 
a great man, or a selected few, in order to propel the society into modernity and 
prosperity is urgent. The man in the street is seen as unknowing, conservative and 
easily led by pure popular demagogy. Many people are afraid of the unknown, 
change, and often prefer the status quo, as psychologists very well know. If these 
attitudes take root and become the guiding lines of economic policy, the dynamism of 
the economy could very soon suffer. History has not been without its foresighted 
rulers that took initiative and led their countries into modernizing reforms that 
probably were pretty uncommon to most of their country’s population. Peter the 
Great is a prominent example. Napoleon also looked at himself as a rationalizing 
influence, spreading the enlightenment ideals of the French revolution to the rest of 
Europe.  
The point made above is especially relevant to the introduction of economic reforms, 
for example in the labor market. Economists generally prefer what they call more 
“flexible” labor markets than actually exists in much of Central and Western Europe 
today, but reform of these markets, even though seen as necessary by many 
politicians and technocrats are made extremely difficult due to popular resistance. 
Whether this is based on rational interest of the groups potentially touched by such 
reform, or at least partially because of more psychological factors such as fear of the 
uncommon shall be left aside. The point is anyway that popular resistance blocks 
what might have been growth enhancing reforms, and therefore democracy in this 
respect is possibly reducing growth through this channel, even though these types of 
labor markets exhibit other virtuous traits such as high real wages for the workers and 
job security. An authoritarian regime with concentration of power in the hands of a 
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foresighted and developmentally oriented leader might lay the ground for effective 
introduction of coherent reform that is based on a broad definition of national interest 
over a longer time horizon. There exist fewer institutional checks, less insecurity 
regarding duration of the policies and there is potentially less power given to 
conservative forces in such a regime when compared to a typical democracy. The 
foresighted politician can function as the “political entrepreneur” Joseph Schumpeter 
(1976) emphasized, without having to relate to the voter’s embracement of his 
“product”.  Authoritarianism might therefore given the validity of the assumptions 
made, have advantages when it comes to development processes. 
VI) Democracy, legitimacy and embeddedness in society. 
Arend Lijphart contrasting majoritarian and consensual democracies in his book from 
1999 makes an argument about how the legitimacy of a regime in large segments of 
the population affects the efficiency of implementation of policies and broad reforms. 
(259-260). Even though this argument is made to contrast two ideal-types of 
democracies by Lijphart, I think the properties of the argument can be transferred and 
applied in this context as well. 
Although some authors separate between different types of legitimacy into for 
example “procedural” and “outcome-related” types of legitimacy, only the first one is 
directly relevant for this argument. The second type is often connected to economic 
performance, and thereby among others to the dependent variable of this thesis. If I 
were to incorporate this type of legitimacy, I could have become prey to circular 
reasoning. Legitimacy, when used in this argument, is the perceived legitimacy of the 
type of regime in itself, excluding analytically the legitimacy stemming from 
economic performance. One could therefore perhaps speak of a concept of “intrinsic 
legitimacy”. 
Regimes that are viewed as legitimate within broad segments of the population have a 
much better chance of successfully implementing of reforms that are austere in the 
short term, but maybe growth enhancing in the long run. Using a somewhat opaque 
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definition of legitimacy and questionable operationalization of the concept, Friedrich 
Engelbret (2000) tries to show how state legitimacy is the by far most important 
factor for explaining variation in economic outcomes among African states. Being 
fair, Engelbret does not actually look at the legitimacy of regimes per se, but at the 
legitimacy of the state, which is a much broader concept (p.4). He also defines 
legitimacy in connection with the evolvement of institutional structures over 
historical time, where long and non-imposed (from the outside) development 
trajectories of institutions and borders are good for the state’s legitimacy. The 
legitimacy of a particular political regime is probably also effecting a country’s 
economic performance. I will try to line out an argument below: 
There are good reasons for believing that the legitimacy of policy affects the 
effectiveness of the very same policy. Obvious examples are when policies that are 
broadly viewed as illegitimate spark protests and riots that crumble the economy. But 
less dramatic examples may be relevant. Group feeling and being part of a common 
good can be strong motivating forces for human behavior, and thereby also 
effectiveness in economic production. Politicians at least have believed this 
empirically, using collective arguments in the attempt to increase production, thereby 
implicitly relying on the legitimacy of the collective mission, of which the political 
regime is often an integral part. Building a great society has been tried used as work 
motivation in democratic regimes such as the US, but even more obvious in the old 
Soviet Union, with its collective production goals and Nazi-era Germany with its 
ambitious agenda. 
Of course one has to analytically distinguish between the legitimacy of a political 
regime and concrete policies that it legislate and implement. However one has to 
suspect there is a general link between the legitimacy of a regime and its policies, 
both affecting each other probably. The interesting mechanism here is the one going 
from the general legitimacy of a regime to the perceived legitimacy of concrete 
policies, initiatives and reform attempts. Schumpeter stressed the entrepreneurial role 
of politicians, presenting complex packages of policies before an electorate that in no 
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sense had prior very well-defined and strong outlined preferences over the more 
detailed outlines of politics. At least the electorate lacked a possibility of shaping 
policies themselves (1976:282-283). Politics is not always about capturing the 
already well-defined preferences of the electorate in a “Downsian” way. The prior 
popular knowledge of how complex reforms work might often be slim. As 
sociologists and more constructivist political science scholars would acknowledge, 
politics is often as much about preference shaping and making, and knowledge 
creation. In addition politics is about defining the relevant issues for political 
discussion. The power of making or setting the agenda was widely recognized by 
students of power in the 1960’s and 1970’s (Østerud, 1996:40-41). 
Although viewed from the eyes of a Western pro-democrat, there seem to be few 
general alternatives to democracy in today’s world when it comes to being a 
legitimacy-basis of a political regime. Francis Fukuyama makes this point claiming 
that today “the only serious source of legitimacy is democracy” (2005:35). A lot of 
people seriously have to believe this, judging on the outcries for democracy in places 
as different as Nepal, Ukraine and Zimbabwe. Like many political philosophers have 
pointed out, democracy has a non-arbitrary argument supporting it, referring to the 
autonomy of peoples to decide their respective collective matters for themselves. 
“God is dead” in most places as an underlying legitimacy-basis of political power, 
once used both for Chinese emperor and European absolute monarchs. So are the 
proposed goals of creating a great “Third Reich” or establishing an order of “World 
Communism”. Self-determination of the people is the argument that seems to catch 
on in many circles as the legitimate one when deciding which type of regime is to 
rule a state. The economic and social historian John Ward in a study of Latin 
American development since 1945, claims that the Latin American military regimes’ 
“basic weakness lay in their lack of sufficient legitimacy” (1997:59). Since 
democracies have other sources of legitimacy they draw upon, one might suspect that 
democracies also might survive economic crisis easier, and provide needed stability 
in the phase of short-term economic hardship due to their legitimacy. Przeworski et al 
(2000:106-117) does however not find empirical support for this claim.  
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In short: democracies in contrast to many an authoritarian regime are viewed as 
legitimate independent of the consequences they produce. The argument then goes 
that if legitimacy for the regime affects the legitimacy of its policies, and the 
legitimacy of policies again is important for the policies’ efficient implementation, 
then democracies will ceteris paribus be more growth enhancing than authoritarian 
regimes, since they are viewed as more legitimate within broad segments of the 
population.   
Generalizing a bit, one could say that the implementation of policies and reforms are 
made easier in democracies because the legitimacy of the regime in the eyes of the 
population creates the possibility of improved links between the regime and society 
in general. If government is not perceived as a foreign element, but more of an 
integrated part of society, there will be some positive economic effects resulting from 
this embeddedness of government in society. In the words of Peter Evans “[T]he idea 
that states operate most effectively when their connections to society are minimized is 
no more plausible than the idea that markets operate in isolation from other social 
ties. Just as in reality markets work only if they are “embedded” in other forms of 
social relations, it seems likely that states must be “embedded” in order to be 
effective” (1995:41). If one tends to view national development as a “joint project”, 
then the government needs deep ties with other social groups outside of the core 
central state institutions. Even if the autonomy of the government discussed in the 
previous arguments is important in many respects, one has to separate the “benefits of 
insulation from the costs of isolation” (Evans, 1995:41). Communication might flow 
more easily, and a less command-oriented and more voluntary and reciprocal form of 
collective problem solving might reduce general costs and difficulties in policy 
implementation. Additionally, knowledge about functioning, specifics and problems 
of local society might flow better to government from other parts of society, like 
organizations or even individuals. In a democracy, this allows for more contextually 
adapted policy formulation, and the risk of making general policy mistakes might 
decrease. The anticipated superior general embeddedness of democratic regimes in 
society is not only caused by its greater legitimacy in the population, but also because 
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the more inclusive and participatory approach taken by democracies in general. As 
discussed earlier in 2.0.2, and elaborated upon in argument VII) and IX) popular 
control over collective decision making at least empirically, but possibly also 
analytically, demands decentralization of politics. This increases network-building 
and contacts between society and government. 
Legitimacy of a political regime might almost needless to say also be important in 
avoiding political turbulence, and even dramatic events like civil war and revolution. 
This point is therefore a strong counterargument to I) on the superiority of 
authoritarianism in bringing stability. I do not follow this further, since the main line 
of reasoning has already partially been captured in argument II) on democracy as a 
conflict-solving instrument, without necessarily having mentioned the word 
legitimacy in that context. The point that the perceived legitimacy of a regime might 
contribute to societal stability is neither an argument that demands too many 
cognitive leaps to catch, and I will therefore rest the case here, without introduction 
of further evidence. 
VII) “Throw out the rascals”; elections, and other institutional checks on power 
As Francis Fukuyama writes, democratic regimes have some “institutional checks 
against the worst forms of incompetence or rapacity: Bad leaders can be voted out of 
office” (2005:37). Political scientists are no strangers to issues of power, and much 
has been written about how strong centralization of power might lead to enormous 
risks, both in the national and international context. It is important to take account of 
the fact that strong concentration of power might lead to the possibilities of abuse of 
the same power. Unchecked powers might lead to potentially disastrous 
consequences if the powers are used in given ways by the group or individual that 
possesses them. If you have a wide range of instruments at your disposal, and also a 
general ability to change the environment in which you live, then you can make 
faster, wider and more dramatic changes to your surroundings. These changes can 
potentially be both very positive and negative to a given phenomena like for example 
economic growth. In the section on democracy and reform, I argued that 
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authoritarianism might be advantageous to pushing growth enhancing reforms, due to 
its fewer institutional checks, lower responsiveness to outside pressures and longer 
time horizon. The very same factors might also be applied in an argument that says 
that authoritarianism might potentially lead to disastrous outcomes. If an autocrat 
decides to follow policies that actually are destructive for the economy, over an 
extended period of time, then he faces fewer obstacles in introducing these policies 
than a democratically elected leader. The latter has to face new elections in a few 
years time, in addition to having institutional checks on his exercise of power. In this 
regard, democracy is to be seen as a kind of safety net, which insures a nation against 
policies with negative consequences for the general public over a longer time span. A 
shrinking economy has to be regarded such a negative consequence. There are three 
elements that contribute to democracy functioning as a safety net, and I will review 
them after turn. 
Democratic leaders face re-election after a limited period of time: One of the best 
arguments for democracy’s positive effect on growth is the “negative” power that 
populaces have under this regime type. Given a well-functioning election-system and 
some freedom of information, they have the ability to throw out of office leaders who 
are either incompetent, or that deliberately have followed policies that are clearly 
destructive to vital goals of the populace, for example the economy. Due to this 
electoral option, one need not withstand bad economic policies for more than a period 
of four or five years before getting the option to change course by picking new 
leaders. Elections can provide a fresh start for a nation, also in getting development 
started. In chapter 5.3.2 we will see that the 1982 elections in Mauritius can be 
interpreted as such an event.  
Democracies are more responsive to the wider public’s preferences: Equally 
important to the point above, is the linking of policies to the general national 
preference due to among others elections. As seen above, electorates can throw out 
their leaders in the next election. Rational politicians would however already see this 
option at the beginning of their period. Given that they have preferences for staying 
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in power, and that policies are observable to the public, these leaders will adjust their 
policies to fit the public’s wishes. This will reduce the possibility of leaders following 
policies that are not economically benefiting the public, but perhaps their own bank 
accounts. Kleptocracy, where small elites legislate and push policies that are 
beneficial to themselves, but impoverishing the economy, will be harder to sustain 
under a democracy. Would Louis XIV’s astonishing castle in Versailles, which 
demanded up to 30 000 laborers at most and cost a substantial amount of French GDP 
to build over an extended period of time (Palmer et al.:2002:174) have been possible 
to build under a democratic regime? 
Democracies, at least often empirically, incorporate institutional separation of 
powers, which lead to checks and balances: Montesquieu is the name that most 
rapidly comes to mind when thinking about constitutionally arranged checks on 
concentrated power. In his famous passage “On the Constitution of England” 
(1989:156-166), he praises the institutional separation of the different functions and 
powers of government. Other philosophers were even earlier highlighting the 
beneficial attributes of institutional separation of powers, like John Locke did in his 
“Second Treatise of Government” (1988). The main line of thought is that separating 
powers leads to no institution or group of actors completely dominating others, and 
this again leads to disastrous laws or policies having a lower probability of being 
implemented. If the king can not raise taxes against the will of parliament, then the 
taxes will not be raised, and if an independent judiciary finds a law passed by 
parliament to be unconstitutional, then the law will be nullified in democratic 
regimes. There is no necessity that authoritarian regimes where small segments of the 
population engage in collective decision making, are avoid of power separating 
mechanisms. The English Constitutional Monarchy, which Montesquieu spoke so 
warmly about, can not be considered a democracy in the modern use of the term. 
Although one could argue that these mechanisms made England more democratic, 
since they at least secured the inclusion of some parts of the population in policy 
making, however small. These population groups would counterfactually not have 
been engaging in national politics if Parliament had been abolished, and an absolute 
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monarch was supposed to legislate and execute laws alone. Historically, what could 
be interpreted as “Constitutional monarchies” have also existed in various other parts 
of the world outside Europe, such as the Ashanti-Kingdom in present day Ghana and 
Buganda with its core in present day Uganda, where the power of the king was 
restricted through certain institutional arrangements (Simensen, 1995:91). The 
possibility of “tyranny of the majority”, where a majority without constrains imposes 
its decisions on minorities is also investigated in the political theoretical literature. 
There are also empirical examples that can back up these types of mechanisms, like 
ill-treatment of indigenous people from Norway to the US.  
However, as Larry Diamond (1999) claims, there has at least been a tendency 
towards empirical marriage between popular rule and the “checks and balances” 
institutional features promoted by the enlightenment philosophers. “Liberal 
democracy” is the term used by Diamond and others for this system of government, 
and is often interchangeably used in meaning with the term “democracy”. Robert 
Dahl (1971) pointed to the need to make a separation between empirical regimes 
exhibiting certain traits, and the theoretical concept of democracy. I try to follow this 
distinction in the thesis, although it is often difficult to keep clear when discussing. 
As I pointed out in 2.0.2, my substantial democracy definition also probably 
analytically implies some kind of power dispersion. There is also reason to believe 
that egalitarian control over collective decision making probably necessitates some 
institutional mechanisms to provide and withhold this power dispersion. 
Aggregations of preferences to a collective will is, as earlier pointed out, an 
improbable option at least in practice, but also in theory as Kenneth Arrow’s works 
and Condorcet’s paradox earlier showed (Østerud, 1996:176-77). In order to secure 
that everyone gets a saying, one cannot therefore rely on completely centralized 
mechanisms. Democracy implies decentralization of power and decision making 
capacity, since the aggregated “Rousseauian popular will” is hard to determine. Even 
if it were determinable, there is no guarantee that a centralized power would follow it, 
and dispersion of authority is a better way of securing that different actors can have a 
political voice.  
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However, as Lijphart (1999:1) among others have noted there is a large degree of 
ambiguity in the expression “government by (and for) the people”, and this results in 
different empirical institutional embodiments. The link between the “liberal” and 
“democracy” parts of “liberal democracy” and their contribution to the definitional 
features of democracy as given here is a large and very difficult question theoretically 
(See for example Diamond (1999) and Grugel (2002) for different discussions). 
Historically, I think one could argue that varieties of the institutional mechanisms 
pointed to by Locke and Montesquieu, in separating legislative, executive and also 
judiciary powers from one another has provided the by far most successful solutions 
to the general problem of restraining concentrated power, most often in the form of a 
dominant executive power. Therefore I will from now on argue as these institutional 
checks are a property of democracy. Although theoretically ambivalent, I think these 
checks can be justified as a part of democracy by my choice of a relatively broad 
definition. These features often go empirically together with popular rule. I don’t 
think that this correlation is a coincidence, and it is neither exclusively a result of a 
particular “Western tradition”. If these features is not a definitional feature of 
democracy, then at least the demand on popular control over decision making, 
because of among other a natural tendency for human beings to “will power” and use 
powers in their own narrow interest if unchecked, tend to necessitate these types of 
institutional solutions in order to hinder rule by the elected few. Otherwise, other 
ingenious and undiscovered solutions have to be found. 
This makes democracies with separation of powers conservative organisms, in the 
sense that dramatic renewal of policies and laws are more difficult, than if power 
were to be more concentrated. Earlier, “reform” was assumed to often be positive for 
growth, but this need of course not be so, naturally depending on the content of the 
reform. Institutional checks on power can mean a more cumbersome implementing of 
growth enhancing reform, but it might also mean increased chances of stopping 
disastrous policies before they are put to life. 
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Another separation of powers that might be as important to the economy as the 
abovementioned classical tri-partition of legislative, executive and judiciary, is the 
separation of administration from politicians; the separation of bureaucracy from 
legislators and ministers. The importance of an independent and relatively 
autonomous Weberian bureaucratic apparatus on growth might be a thesis in itself, 
but its positive effects will here only be postulated. Democratic elections with 
constantly changing of political leaders and ministers mean that these leaders have 
less time to make tight personal bonds with the bureaucracy, ceteris paribus leading 
to the bureaucracy being more independent from politicians. This leads to an 
additional check on power through clearer separation between politics and 
administration. The argument will be left hanging in the air, but this might be an 
interesting mechanism that can deter leaders from driving through policies that are 
personally enriching, but more dubious for national economic wealth. 
Combining the argument of reform and the argument of democracy as a safety net, 
leads one to the implication that democracies are expected to show lower variation in 
growth performance as a group than more authoritarian regimes. Since the unchecked 
powers of authoritarian leaders can be used both to promote growth enhancing 
policies that are not always open to democracies, like I later on will argue was the 
case in Singapore, and to ravage an economy by for example leading it into a war that 
the population did not wish for41, or by insisting on the society returning to pre-
modern times like Pol Pot wanted in Cambodia. Needless to say, killing large 
segments of the population and stigmatizing everybody with an education is not 
actually going to boost the economy. Other examples are not lacking. Mobutu’s 
policies in Zaire, that were designed to enrich his inner circle, consisting of a few 
hundred people, and made himself the third richest man in the world 
(Sørensen,1998:80), were not enhancing growth. Sørensen calls the Mobutu regime 
the clearest example of an “authoritarian state elite enrichment regime” (1998:80). 
 
41 A pondering question is for example whether a democratic Eritrea would have engaged in war with its much bigger 
neighbor Ethiopia? In any case, when armed conflict is first obvious, populations tend to gather around the cause of their 
nations’ victory. 
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The destruction of secure property rights through acting kleptocratic on one’s on 
behalf, like Mobutu did, would be probably impossible in a viable democracy over an 
extended period of time. 
Using an analogy from John Rawls (1999) famous thought-experiment, risk-averse 
individuals would under a “veal of uncertainty” choose democracies also if the 
evaluation was based on purely economic measures42. To make the point simpler: 
Being averse to economic risk, an individual not knowing the concrete economic 
consequences of his or her political regime, would choose a democracy. The reason is 
that these regimes are expected to much less likely face economic disaster, even if 
implementing the most growth enhancing policies might be more difficult within this 
system as well. The argument is strengthened because of the generally more 
egalitarian properties of democracies’ income distributions also within the national 
economy (Burkhart, 1997). 
The drawing under should not be interpreted to literally, especially regarding the 
ranking of effects on growth. I am not for example suggesting seriously that a general 
property rights regime and educational spending are less growth enhancing than 
forced mass investments in heavy industry. I am just trying to suggest that 
authoritarian regimes in general have some policy options that democracies might be 
unable to perform, because of certain obstacles. Some of these might be adding to 
economic growth, and some might inhibit economic growth and development 
Figure 3.2: Political regime type and possible policy options 
                                              
42 Individuals using Rawls’ “maximin-strategy” of electing institutional systems, or any other risk-averse strategy would 
probably lead to choosing a democratic system on the basis of its economic properties. To be precise, Rawls main argument 
for choosing a democratic system in “A theory of justice” is primarily based on the existence of political and civil rights 
and liberties. The purpose here was only to use this way of thinking analogously when deliberating about the pure 
economic consequences of political regime types.  
 Authoritarian policy options 
Forced mass investment in heavy industry through curbing consumption 
  Supression of  labor rights in order to attract investment 
 
 
 
 
 
 
Investing in large prestige projects and buildings 
 Transferring national resources to private Swiss bank accounts 
Sending all intellectuals to forced labor in agriculture 
Democratic policy options 
      Growth enhancing rapid and wide-ranging land reform 
Establishing a well-functioning property rights system 
 Spending on education and health care  
Enforcing general taxation and redistribution 
 
Good for 
growth 
Bad for 
growth 
 
One should not overdo this point, however, since many policy options that are growth 
enhancing and inhibiting are open to both authoritarian regimes and democracies in 
certain contexts. As Chang (2002) points out in his historical study of development 
processes, almost all highly developed countries have at a given point in history used 
a wide array of both industrial and trade policies that contributed to development. 
Both democratic countries like the US and post world war II Japan, as well as more 
authoritarian South Korea and Taiwan in the 1970’s and 1980’s used a diverse and 
extensive arsenal of policies that resemble each other, even though there were some 
differences in the preferred mix of policy instruments. 
VIII) Democracy, property rights, free markets and other economic institutions 
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Central in the discussion on the beneficial developmental properties of the different 
political regime-types, is how they relate to certain economic institutions, property 
rights being the key institutional aspect of focus. In much economic literature, the 
existence of a well-functioning system of property rights, and the secure and 
predictable enforcement of them is seen as maybe the most basic building block of a 
complex economy, where people are to invest, work and trade with each other on an 
extensive scale. Lacking the guaranteed right to the fruits of these activities, 
incentive-driven actors will decline to perform them. As long as man is driven, at 
least partly, by self-interest, not reaching for example the high Marxian ideals of man 
in the socialist stages of history, property rights will be crucial to developing high-
income, modern economies. One line of thought, with roots in 19th century 
philosophy43, is that the large groups that will be allowed power with the introduction 
of democracy are hostile to the continued existence of the present system of property 
rights. Empirically, I don’t think there is one modern example of a society where the 
median income is higher than the average, implying that the majority of population 
often has a disproportional small share of the society’s income. Thereby, the 
incentive of redistributing property rights for a majority of the population, like 
parceling out large private estates or introducing substantial additional taxes on the 
rich, will be existent (Acemoglu and Robinson, 2006). This is connected to increasing 
economic insecurity, and therefore reduced capital investments, investments in 
technological development and the like, and thereby reduced economic growth.  
One other argument that draws the opposite conclusion, namely that political 
democracy is more conducive to a well established system of property rights, can 
very well be illustrated by the writings of economic historian Douglass C. North. The 
first insight is that systems of well established property rights does not come by 
themselves, but “depend on a much more complex institutional structure that makes 
possible the specification and enforcement of property rights” (North, 2000:49). 
 
43 Karl Marx, of course easily comes to mind, but also British political philosophers like John Stuart Mill were discussing 
the economic effects of the extension of the franchise to the working classes of the population. 
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There are some substantial underlying reasons why autocratic regimes where power 
is concentrated in a small ruling elite, or in the hands of a single person, are prone to 
establish inefficient structures of property rights. Concentration of power implies the 
“opportunity for individuals with superior coercive power to enforce the rules to their 
advantage, regardless of their effects on efficiency” (North, 2000:50). There are two 
main reasons for this outcome, according to North. First of all, potential revenue may 
be greater for the ruler with a non-efficient property rights regime. Outright 
confiscation and arbitrary handling of matters regarding property are not uncommon 
in history. This is not an accident, since the incentives for rulers to implement this 
kind of policy are often present. As political scientists would be eager to point out, 
material wealth is surely not the only goal of political rulers. The search for power is 
an immense driving force of human nature, being both a mean for prosperity and 
other sought after aims, as well as an ultimate aim in itself. North points to how 
tampering with property rights may increase the probability of rulers staying in 
power. These rulers’ basis of power might rest on powerful groups that do not see a 
system of well defined property rights in their interest. In general, grabbing resources 
might be the only way to consolidate a personal rule, playing the “patron” by 
constantly trickling money and goods down to important “clients”. 
There are however many academics who are critical to the idea that democracy in 
general is beneficial to property rights, and thereby by further assumption to 
economic growth. According to Przeworski and Limongi “[T]he idea that democracy 
protects property rights is a recent innovation, and we think a far-fetched one” 
(1993:52). The authors point to the historical debate that raged on universal suffrage 
and its consequences in 19th century Europe. The general view was then that a further 
democratization of the European political systems would lead to the erosion of 
existing property rights and threaten the economy. The poor and underprivileged, but 
numerous, working class was expected to use new-won political power to wreck 
havoc on the existing capitalist system, and perhaps abolish the system of private 
property rights altogether. Karl Marx is of course famous for proposing the 
incompatibility between political power to the working classes and other poor who 
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made up a demographic majority, and the capitalist system with private ownership of 
production means. But the argument had a much broader audience, both in academia 
and in general public debate. Przeworski and Limongi criticize among others North 
for not being able to clearly provide “a link between property rights and democracy” 
(1993:52). North is, according to the authors, forgetting that an autocratic ruler is not 
necessarily the only threat to property, but that also impoverished workers and 
landless peasants can provide such a threat. Would not for example democratization 
in Middle Eastern countries probably lead to alteration of property; for example in 
relation to the right to revenues and benefits from oil production?  
I must however add to this argument that every alteration of an existing system of 
property does not necessarily have the same effects on economic growth, as well as 
other socio-structural variables. For example, as Mancur Olson points out 
“uncoordinated competitive theft” has much worse consequences than regular 
taxation on the economy (1993:568). Even though Olson sees the first alternative 
connected to general anarchy, some of the most unsystematic and apparently 
destructive actions towards property rights and the economy in general have been 
made under authoritarian rule, Africa after decolonization alone providing examples 
enough to back up the claim. Olson actually acknowledges this himself claiming that 
“the examples of confiscation, repudiated loans, debased coinages, and inflated 
currencies perpetrated by monarchs and dictators over the course of history are 
almost beyond counting”(1993:571). On reason according to Olson is that the 
autocrat often has no incentive to consider the future of the country’s economy 
(which in a democracy could have been provided by the link of electorates re-electing 
their leader dependent on economic performance, as discussed earlier). The policies 
introduced by an autocratic leader in this situation could resemble the outcomes that 
would have been expected under anarchy. Or as Olson would say: the actions of the 
“stationary bandit” would resemble those of “roving bandits”. If egalitarian pressures 
in a democracy mean coordinated land reform or predictable taxation, this alteration 
of property rights would not have the same effects as confiscation or hyper-inflation 
(which works perfectly as an instrument of confiscation of property for an indebted 
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government, through eliminating nominal government debt at the expense of private 
capital holders’ savings). 
Empirically however, some of the governments that have been most obsessed with 
providing predictable and stable property rights have been authoritarian, like 
Singapore or Pinochet’s Chile. The basis for generalization is however very weak. 
Indeed, citing an earlier study by Robert Barro, Przeworski and his co-authors claim 
that in addition to the two above-mentioned authoritarian regimes, only South Korea 
was the recent empirical experience of an authoritarian country that was not hostile to 
property rights (2000:211). The relationship between democracy and property rights 
seem to be dependent upon several factors like how the property was divided in the 
first place, the shape of the general social structure, what the incentives of the 
potential autocratic ruler would look like, what kind of democratic majority could be 
expected, and what institutional checks that would be placed on alteration of property 
under whatever regime holding power.  
The argument that tries to establish the connection between democracy and property 
rights has been sought widened and generalized by some authors. This literature 44 is 
often talking about a possible relationship between political freedom and economic 
freedom. Political freedom can probably best be identified with democracy broadly 
defined, but economic freedom is perhaps an even more troublesome concept? 
According to De Haan and Sturm (2003:563), Gwartney et al. (1996) defines 
individuals as having economic freedom when “(a) property they acquire without the 
use of force, fraud, or theft is protected from physical invasions by others, and (b) 
they are free to use, exchange, or give their property to another as long as their 
actions do not violate the identical rights of others”. Freedom in the economic sphere 
is related to the opportunity for economic actors like consumers and firms to act and 
make economic transactions without being subject to strong regulation, be it in the 
national or international sphere. Important parts of the concept relate to for example 
 
44 See for example De Haan and Sturm (2003). 
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the degree of free markets and openness to international trade. The argument on a 
positive relation between political and economic freedom builds on power relations, 
and how a decentralization of power in the political and economic sphere reinforces 
each other. A monopolization of political power conducted by an authoritarian leader 
might also give him immense powers in the economic sphere, leading to possible 
monopolization and control over economic activities like production and 
international. These controls and powers in the economic sphere are again assumed to 
harm the economy. Another related argument is that the “same emphasis on 
individual rights that is necessary to lasting democracy is also necessary for secure 
rights to both property and the enforcement contracts” (Olson, 1993:574), and one 
might add the enactment of economic autonomy for individual actors in general. 
There is however reason for suspicion against assuming the general validity of this 
argument in the more general case, as it was under the more narrow discussion of 
property rights. Assuming that electorates always would vote for freer markets, void 
of political regulation, or always be open for international trade is far fetched. The 
analytic separation of economic and political liberalism is one thing, but there might 
not even be reason to think that they are generally empirically connected. History 
shows some counter examples. The newly elected Bolivian president Evo Morales 
won elections partly on promises of nationalization of natural gas production 
facilities in that country, and he followed up some months later on May 1st by 
nationalizing the gas-production facilities of among others Brazilian firm Petrobras 
(The Economist, 2006d). National protectionism as a potential answer to the 
development of the international economy, with a growing China and India in the 
manufacturing and service sectors respectively, is also looming large in broad 
population segments in North America and Europe. 
Another point worth mentioning is that these different economic freedoms, are not 
necessarily always growth enhancing. Chang (2002 and 2003) has tried to show how 
policies deliberately designed to break with the mantras of free trade and unregulated 
markets have been successfully deployed to promote economic growth and 
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development in many countries. Chang also questions the unequivocal praise of the 
role of property rights in economic development. This goes especially for intellectual 
property rights (IPR). Deliberately neglecting and not respecting patents and IPR, 
especially for foreign inventions, have been crucial to development strategies for 
“latecomers” historically in Western Europe and America. Actually, one of the 
richest countries in the world, Switzerland, did not have any law on IPR at all until 
1888, and not a general one until 1907, thriving on the adoption of German and 
other’s inventions in such sectors as the chemical and pharmaceutical industry 
(Chang, 2003:503-506).  
Strategic trade theory, existence of economies of scale and other factors also point in 
the direction that maximizing the so-called “economic freedoms” is not always 
beneficial (Gilpin, 2001). I am not going into the deep discussion here on the effects 
of freer markets versus government regulation on economic development here, but I 
will just mention that the effect of a potential deregulation of markets would depend 
on the surrounding societal conditions. Equally important is it to consider to how 
strong a degree a market is deregulated (depth), and especially in which economic 
sphere the deregulation is made (scope). Is deregulation for example as well suited 
for both an industrial goods market and for the national railway system?  
Empirically some economists have found general, but not necessary, positive 
relationships both between democracy and economic freedom, and between 
economic freedom and growth. Using a sample containing developing countries, De 
Haan and Sturm found that “increases in economic freedom between 1975 and 1990 
are to some extent caused by the level of political freedom” (2003:559). Elhanan 
Helpman has surveyed the empirical literature on the effects of property rights on 
income, and concludes that countries with stronger protection of property rights have 
a higher income per capita (2004:126-7), although the dependent variable here is not 
economic growth. Using income as a variable might mean you capture also a reverse 
effect from income on the “quality of institutions”. Fredrik Carlsson and Susanna 
Lundström (2001) have argued strongly that one needs to be much more analytically 
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precise when talking about “economic freedom”, and in their study they decompose 
the concept into its main parts. There are very divergent effects between the different 
components and growth. Whereas “Legal Structure and Security of Private 
Ownership” is found to have a positive and “robust” effect on growth, the “Freedom 
to Trade with Foreigners” actually has a negative effect. The use of markets is 
estimated to have a positive effect, but is not found to be “robust” in the analysis, 
meaning that he results are sensitive to different choices of sample, 
operationalizations and other methodological factors. 
Summing up, the arguments presented above from among others Douglass C. North 
on the relation between democracy on the one hand and the existence of property 
rights and a decentralized market economy on the second, look convincing. However, 
the further discussion showed that this relation does not necessarily hold in all 
contexts, and you can in some cases have a democracy or democratization that 
actually give substantial reduction in what economists refer to as “economic 
freedom”. Both a kleptocratic authoritarian ruler and a democracy with strong 
populist pressures might have an inherent tendency towards a continuously changing 
system of property-arrangement in their respective economies. Other rearrangements 
of property are not nearly as disruptive. Therefore, one also has to take into account 
the nature of instability in property rights arrangements, when discussing. Popular 
pressure can lead to strong regulation of markets and international trade. These 
policies might further reduce growth, but this need not be the case either. 
Government regulation of markets, for example, can be very positive for economic 
production as for example the large economic literature on “market failures” suggest, 
even though some ideologically oriented economists suggest otherwise. Since both 
democracy’s effect on property rights and free markets are slightly unclear, and that 
further deregulation of an economy does not always lead to increased economic 
performance, this channel from political regime type on economic growth is generally 
inconclusive. The best ways of dealing with this issue is probably by relating the 
  94
argument to concrete national-historical contexts, asking whether a democratization 
of a given country would alter its basic economic institutions, and in what way45. 
Further one could ask whether this potential alteration would be expected to have 
beneficial growth effects in this concrete economy. If I were forced to make a 
generalized suggestion however, related to a hypothetical “average case”, the 
theoretical and empirical weights point to the benefits of democracy on growth, 
through the channel of establishing economic institutions like property rights and 
open markets. 
IX) Authoritarianism, centralization and “picking winners” 
The issue of centralization in decision making authority might be connected to 
democracy. Like the “horizontal” aspects of power dispersion that was discussed in 
VII), the more “vertical” dispersion of authority and power can be argued, at least 
empirically but probably also analytically46, to be a trait that varies over political 
regime types. More specifically, the decision authority dispersion and power 
decentralization is expected to often follow democratic institutions, since the idea of 
popular control over decision making might require the delegation of authority to 
people close to the issue under discussion, who are also often the people touched by 
the practical decisions. The definition might also imply giving decision and 
implementation authority to different people in different situations. If one is assuming 
the validity of the postulate that democracies are more decentralized versions of 
                                              
45 There are of course several interesting empirical examples, but one case of relatively well-ordered and in other ways 
clever transition was the Czechoslovakian experience in the early nineties. Vouchers were handed out to the population 
with partial ownership rights to the old state-owned utilities and companies. See Blanchard (2000:465) for a short 
description. 
46 Consider for example the logical opportunity of a mere aggregation of individual preferences to determinate collective 
wills, and further implementation from a central (elected) leader. As earlier mentioned, Arrow and others have shown the 
difficulties of these prospects (Østerud, 1996:176-177). In addition, there are the practical difficulties of processing 
information to central organs as well as securing efficient implementation from central actors. Thereby, the actual working 
of democracy in my opinion at least to a certain degree has to rely on decentralization of decision making power. For any 
argument relating to democracy and decentralization to apply however, decentralization need not be accepted by the reader 
as a definitional property of democracy as long as they are empirically connected. 
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government47, then arguments about the properties of centralized versus 
decentralized systems in general is applicable also to the distinction between 
democracy and autocracy. Of course, speaking of decentralization of politics is rather 
unspecific analytically, since one can separate between different types of 
decentralization. (Nordholt, 2004:34). One can for example shave decentralization in 
the form of delegation of specific tasks from the central policy makers to lower levels 
in the decision making hierarch, be it local policy makers, specific bureaus or others. 
One can also have a more general deconcentration of power to make decisions, or the 
even stronger form of decentralization of state power which is known as devolution. 
This last concept is used when state governments transfer political power to regions 
and regional institutions. In the following, I will not be too specific of which type of 
decentralization I am speaking of, but the two first are the most relevant for the 
coming discussion. The lack of analytical rigor is of course a drawback, but I think 
that the argument can be related mostly to decentralization of decision making, 
thereby leading the concept of deconcentration to be the most relevant. I will neither 
distinguish at all times whether I am talking of regional decentralization, 
decentralization of tasks to lower levels in a bureaucracy or other types of 
decentralization of projects. To a large degree, these distinctions will for this 
particular purpose not be sufficiently relevant to complicate the argument by 
distinguishing analytically at all times between types of decentralization of authority. 
I will then also be able to skip a larger debate on the pros and cons of for example 
federalism, which would be a thesis in itself. 
Based on a formalized, mathematical framework, Raaj Kumar Sah and Joseph Stiglitz 
(1986) have proposed an interesting analysis with important implications on the 
different properties of centralized and decentralized institutional systems, which they 
call “hierarchies” and “polyarchies” respectively. First and foremost, their apparatus 
of analysis were meant to be used to contrast the dynamic properties of market and 
 
47 This is of course a too strong assumption if one wants a necessary connection. Examples of relatively centralized 
democracies like post-WWII France, as well as existence of local governing bodies with decision power in authoritarian 
countries, like in present day-China, exist. 
 bureaucratically based economies, but the framework can according to the authors 
also be used to contrast alternative political structures (1986:726). Polyarchial 
institutions have the property that several decision makers can undertake projects and 
try out ideas independently of other decision makers, whereas in hierarchical 
institutions there are only a few central decision makers. In the last case, other 
individuals and groups only support and contribute in the centralized decision making 
process. The differences in organization can be illustrated graphically, as in figure 3.3 
which resembles figure 1 and 2 in Sah and Stiglitz (1986:718). A and B are 
institutional screens on alternative proposed projects. The screens separate between 
the projects that are allowed to be realized and those that are placed forever in the 
dustbin. 
Figure 3.3: Decision making structure in “polyarchies” and “hierarchies”: 
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As Sah and Stiglitz point out, if the actors of the real world had perfect information 
and foresight as properties, there would have been no big difference between 
hierarchies and polyarchies with regard to economic outcomes. “Good” projects 
would have been selected, and projects not contributing to economic income in a way 
that exceeded the total costs connected to it, would have been left unrealized. An 
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underlying assumption is that policy-makers in both circumstances have the same 
motivations, which simplified here, might mean to maximize future economic income 
for the whole economy. 
However, economic actors and politicians evaluating potential projects base their 
decisions on biased information. They select and process information in given ways, 
and are generally prone to make mistakes. This leads to both the unwanted result that 
some beneficial projects are left unrealized, and that some bad projects are realized. If 
we for a minute assume that we have the same politicians and bureaucrats48 
evaluating incoming ideas for economic projects to potentially be given 
governmental support or even be publicly produced, in a polyarchial and a 
hierarchical government structure, then polyarchies would make more of the second 
mistake, and hierarchies more of the first. In a polyarchy, more projects, both bad and 
good, are able to pass through the screens and be realized in the economy due to the 
plurality of possible acceptance points for potential projects. Under a hierarchical 
system, more of the “good” projects are left unrealized, as well as more of the “bad”. 
This is due to the placing of bureaucratic screens in series, which forces each project 
to have to pass a “double test”, in order to be accepted (given the assumption of two 
bureaucratic offices like in the drawing, but the argument is of course generalizable to 
“n” offices). The result is therefore that even with the same personnel and with 
identical ways of evaluating projects, different outcomes will materialize in 
polyarchies and hierarchies due to their different institutional structure49. Which of 
the two institutional structures that is actually best for economic development 
according to this theory, is then dependant upon which factor is most crucial: 
 
48 In Sah and Stiglitz formal framework, this means that the different bureaucrats have the same a priori probability of 
accepting a good project, P1, and the bureaucrats also operate with identical probabilities between them of accepting a 
“bad” project, P2. The bureaucrats in the different regime types evaluate projects in similar ways. This does not imply 
however that P1 equals P2. Good projects hopefully have a higher probability of being accepted! 
49 The assumption of homogeneous agents is of course an important one, and does not hold in real life contexts. If 
decentralization leads to decision making powers being given to institutions with weak administrative capacity or lack of 
qualified personnel, the argument is altered in favour of centralized decision making. Nordholt (2004, 38) mentions this as 
one possible explanation to why “the results of decentralization overall are disappointing and far behind initial 
expectations” in post-colonial states. This is a very important point to be born in mind, and more realistic assumptions of 
both institutions and actors will be needed to make this section more than a sketch of a theoretical argument. 
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Avoiding bad projects being chosen, or avoiding good projects being left unrealized? 
If avoiding bad projects is the most important, then hierarchy is the better system 
with its serial placing of multiple screening points. If realizing good projects is the 
essential way of achieving development, then polyarchy will outperform the other 
alternative. Which of the two is better therefore depends on several contextual factors 
like how large the proportion of “good projects and ideas” is.  
Coupled with the assumption that democracy better resembles polyarchy as here 
described, and authoritarian regimes hierarchy, we now have a general argument 
concerning under which situations the different regime types do better. Evolutionary 
economics points to the superior virtues in the long run of allowing multiple 
alternatives, in order to promote variety and thereby growth by learning (Verspagen, 
2005), which would in this context imply the superiority of democracy. One can 
probably link this argument with the argument to be presented in XV) on the virtues 
of freedom of speech in promoting variety of ideas and thereby technological change 
into a “pluralistic-evolutionary” argument on how democracy is conductive to 
economic growth. Nevertheless, it is difficult to weigh the importance of this factor 
against the need to curb governmental spending on wasteful projects50. This might be 
especially important in countries with scarce capital and difficulties related to 
collecting taxes in a non-distortionary way51.  
This argument on the growth effects of democracy might possibly go either way, but 
the case for plurality look convincing to some observers. Some of these express a 
general mistrust in government’s ability to “pick winners”, be it by supporting a few 
specific industries or engaging in concrete R&D projects (Stiglitz, 1997:423-425). 
Fueled by such examples as generally misguided attempts of achieving economic 
development through supporting industries engaged in “import substitution” 
 
50 This is particularly relevant for the argument if more projects realized also mean a larger total bill. This need not be the 
case, depending on the size of the projects. 
51 We must not forget, that the institutional capacity of taxation is lacking in some countries, even today, leaving 
distortionary but “easy” sources of state income like customs revenue left as the plausible option. See Clapham (1996:67-
72) for a discussion of sources of revenue for the African state as an interesting illustration. 
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production in Latin America in the 1960’s and 70’s, or the construction of large dam-
projects like the highly inefficient Volta-project in Ghana. Concentrated attempts of 
selectively using government fiscal expenses on a narrow range of projects are 
conceived as a secure way of wasting development opportunities. The spreading of 
government expenses on several projects would probably be better according to this 
view, since this at least by chance will lead to some successful projects going 
through. Governments are advised to not put all their money on one horse. As 
Friedrich von Hayek would have viewed it, there is much more knowledge embodied 
in wider society than any individual, be it bureaucrat or ruler, could ever possess. 
Therefore, restricting options from the political side could be fatal to the economy, no 
matter which intentions or self-confidence the politicians possess. Much better in 
general to “make as much use as possible of the spontaneous forces of society” (Von 
Hayek, 1994:21) and at least not concentrate options in the economic sphere to a few 
selected projects. If human cognition can not identify the superior economic options, 
then it is better to be pluralist, and rely on mere statistical laws. Coupling the Sah-
Stiglitz theory of polyarchy and hierarchy with the “Hayekian” arguments presented, 
as well as assuming the more polyarchial nature of democracy, leads to the 
conclusion that democracies are growth enhancing. Note that the argument here does 
not necessarily try to relate democracy and market economy, but merely the number 
of different projects and ideas followed up, supported directly or indirectly or 
undertaken by government at different levels. If, as argued by Douglass C. North 
(1990, 2000) and others that there might be a tendency for democracy to go together 
with market economy, then the pluralist nature of the argument will become even 
clearer. The skeptics of governmental intervention would probably only be negative 
towards the polyarchial alternative if the numerous projects also meant bigger overall 
government budgets, and thereby possibly a crowding-out of the assumed more 
pluralistic private sector. 
Sadly, the argument above on the uncertainty of policy making and the virtuosity of 
“putting the eggs in different baskets” contra the notion of a need for centralized 
guiding of economic projects, often quickly degenerate into an over-simplified debate 
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on what sort of economic organization type is superior; whether one should 
“substitute planning for competition” (Von Hayek, 1994:49)”, or vice versa. If so, 
one is not recognizing the complementarities of these ways of “doing” economic 
production and transactions. Additionally, as Peter Evans noted these “[S]terile 
debates about “how much” states intervene have to be replaced with arguments about 
different kinds of involvement and their effects” (1995:10). A more appropriate 
question than “how much?”, according to Evans, is “what kind?”. It is very hard to 
disagree with the points made by Evans. Nevertheless, even if one goes beyond 
simple analyses of “how much” states should involve in and try to steer economic 
activity, there are probably genuine disagreements between analysts and others about 
the general ability of states and governments to improve upon a relatively laissez 
faire oriented economy. The skeptics’ argument was presented above. To be precise, 
we were initially not talking about the relation between state and market, but 
democracy and pluralism of decision making. However, the economic mechanisms 
working, described by Sah and Stiglitz, are to a certain degree analogue with the 
stress here being placed on the effects of pluralism and dynamics. 
Many different camps strongly disagree with the skeptical attitude towards central 
government ability to identify and implement “winning projects”. They are thereby 
replacing the focus on pluralism with a stress on the need for deliberate, coordinated 
and focused government initiatives. If the ability of government to pick winners is 
better than outlined by the skeptics, then the argument above is not necessarily valid. 
Many see a selective and strong government focus as a needed prerequisite for 
development, for example by protecting still unproductive “infant industries”, which 
later on maybe will prove to be substantial contributors to national wealth. Ha-Joon 
Chang (2002) tries to show how more or less all developed countries have used 
different kinds of “industrial policies”, using state resources and capabilities 
selectively in order to promote certain chosen sectors of the economy, and eventually 
often succeeded. Peter Evans (1995) studied how among others South Korea 
promoted new entrepreneurial groups (“midwifery”) and then later actively supported 
these groups (“husbandry”) in the IT-sector. State involvement’s success is however, 
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as Evans claims, highly dependent upon the characteristics of states and state-society 
relations.  
Some development economists and others were, and are, focusing more on extensive 
market failures, especially in developing countries, like the existence of different 
sources of externalities and lack of public good-type infrastructure, or poverty-traps 
like the ones described by Gunnar Myrdal (1957), where low savings and investment 
and general poverty strengthen each other in a circular and cumulative manner. These 
academics tend to see the achievement of a decent growth process as more of a 
problem of establishing a coordinated collective effort. Such an effort is needed in 
order to bring the economy on a self-sustaining development path (Gilpin, 2001:306-
9). This might lead to the need for centralized investment projects in big 
infrastructure and industrial facilities and capital equipment. Some of these types of 
projects have cost-structures that indicate the inefficiency of running more than one 
of each type of project in an economy. In other words, they have the properties of 
what economists call natural monopolies. Centralization will therefore be needed 
because of pure efficiency reasons. If this is the generally right perspective on what 
causes development, then it might imply a more positive view of centralization, and 
thereby tilt the Sah-Stiglitz argument in favor of hierarchical structures. If these last 
points are regarded as the most important, they imply that it is better to bet on a few 
winners, rather than spreading the eggs in many baskets. This again might imply that 
democracies need not be favorable to growth. 
X) Democracy and egalitarianism 
On a recent journey in Western Africa, crossing the border between democratic 
Ghana and authoritarian Togo, I noticed one interesting difference. Where the roads 
in the capital of democratic Ghana, Accra were filled with cars, mostly old trucks and 
smaller cheap vehicles, the “boulevards” in the Togolese capital of Lomé had lots of 
space to offer. Clearly, the share of car-driving Togolese citizens seemed to be lower 
than the share of Ghanaians. However, I have never seen more Mercedeses or BMWs 
in any developing country capital before than I did in Lomé. The number of these 
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cars certainly had to outnumber that in Accra, not only as a share of cars, but 
probably also in total. Whereas the Togolese elite, connected to the family and 
partners of President Eyadema or the economic aristocracy of the Lebanese Diaspora 
so visual in the country, had their Mercedeses, there were obviously not so many 
others that were able to afford cars. Whereas even though the share of ordinary 
Ghanaians with cars was small according to western standards, it was comparatively 
higher than in the neighbouring country to the east. This empirical claim is less than 
stringent, and the generalization potential is dubious. However, I use it as a 
suggestive illustration of a more general point: Income distribution is generally much 
more egalitarian in democracies than in authoritarian countries.  
Boix’ (2003) study on democracy and egalitarianism concludes that equality 
increases the chances of a country becoming democratic. However, the empirically 
observed correlation between democracy and income equality (Burkhart, 1997)52 is 
also to a large degree probably due to democracy increasing the probability of 
egalitarian economic outcomes. One empirical study concluded in a somewhat 
nuanced way that for “those countries lowest on the democratic totem pole, the 
prospects are quite good that initial democratization efforts will serve at first to 
increase income inequality. Yet countries can later look forward to increasing income 
equality as they further democratize” (Burkhart, 1997: 160-161). One important 
reason why democracies might produce more egalitarian outcomes is that the 
combination of one man-one vote and the freedom for population groups to organize, 
lead to redistribution towards a more egalitarian outcome than the initial one, in 
democracies. If economic resources tend to accumulate within a small elite after 
economic transactions have been committed, then the mass of poorer people are 
expected in their own self-interest, to use among others their electoral powers to push 
for redistributive policies. As will be mentioned in argument XI) on human capital, a 
 
52 A quick correlation analysis based on the average aggregated FHI over the time period from 1990 to 2000 for democracy 
and the most recent Gini-coefficients, collected from the World Bank’s World Development Indicators, show that the 
bivariate correlation is 0,16 with a p-value of  0,07 for the 123 countries having data. When controlling for income-levels 
based on Penn World Tables data (GDP in 1990 is chosen as indicator), the regression coefficient for democracy is 1,3, 
now being significant at the 5% level with a p-value of 0,03. 
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tendency for democracies to provide for example better general schooling and other 
public services might also be viewed as parts of a bigger redistributive strategy, not 
allowing social inequalities to strengthen even further by for example restricting 
access to schools to children of the more well-off.  
Also other studies support the claim that democracy is good for an egalitarian 
distribution of the fruits of production. The perhaps most important factor 
contributing to an egalitarian distribution of resources is the share of production paid 
out as wages; income not going into the pockets of capital owners. Dani Rodrik 
concludes his study of the issue by saying that empirical analysis “strongly suggest 
that democratic institutions tend to be friendly to labor: they are associated with 
higher wages and a larger factor share in manufacturing” (1998:24). As mentioned 
before, the right of association, which includes the right for workers to organize 
collectively, is an integral part of a wide democracy-concept, and is one important 
reason why wages tend to be higher in democracies. 
What is then the effect of egalitarianism on the economy? Like so often in this thesis, 
the question has to be answered with an: “it depends”. Economists have traditionally 
been claiming that there often is a trade off between redistributive aims and 
efficiency aims. The implications are that redistribution might affect growth 
negatively. The reason is the famous mechanism so often stressed in microeconomic 
courses that economic actions should be paid according to their marginal product. If a 
factor of production, like capital, is not paid in accordance with its contribution to 
social productivity, it will not be supplied in a sufficient manner. Redistribution from 
capital to labor, or other types of redistribution might therefore make the production 
and mix of production factors inefficient. One common specification of the argument 
is that high capital taxation leads to lower investment and capital flight. One 
economic counterargument is that this reasoning depends on the assumption of the 
existence of initially perfect markets. This is of course not the case in many 
occasions, for example if there is so-called “market power”, where certain actors have 
  104
an ability to influence prices. The two most relevant examples of actors with market 
power are capital owners in the labor market and big firms in the product markets.  
Independent of the above reasoning, increased equality might reduce growth through 
another channel. If rich capital owners, or rich people in general, consume a smaller 
share of their income, then a redistribution of income to laborers, or poor people in 
general, will increase a countries aggregate consumption, reduce investment and 
thereby growth.  
There are also general reasons why more rather than less egalitarian distributive 
outcomes are conductive to growth. First of all, as noted in argument II) on 
democracy, conflict solving and stability, very inegalitarian societies might breed 
social and political unrest that again might trig riots, revolutions and even anarchy, 
which would be destructive for the economy. This potential mechanism works 
against argument I), which is claiming that authoritarianism is securing societal 
stability. Secondly, redistribution through general possibilities for accumulation of 
human capital via education and good health also has possible strong effects on 
productivity, as will be discussed specifically in XI). Thirdly there is an effect 
stressed by students of asymmetrical information in credit markets: Poor people can 
not generally finance potentially productive projects because of their lack of 
collateral as a guarantee to banks, which cannot always easily see the potential of the 
projects. The economy thereby looses the potential beneficial projects and business 
ideas that are generated in very poor segments of society.  
Most importantly, inegalitarianism is not always best conceived as a result which has 
historically followed from a market system where all actors participated on an equal 
footing. Meritocracy and equality of opportunities are not guaranteed in most 
societies and probably especially not in authoritarian regimes, where opportunities in 
the economic sphere, like the opportunity to lead a big state utility, often depend on 
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political connections53. If in an authoritarian country, the opportunity to fill the most 
important jobs both in the administration, for example the finance ministry, and in big 
national business, is limited to a narrow group, then the most qualified personnel 
surely does not occupy all the vital positions. This type of inegalitarianism might be 
of great concern for the development of a poor country, which because of generally 
low education and brain drain to richer countries might already have a general lack of 
qualified human resources. The main point, acknowledged by the French 
revolutionaries, is that the bigger pool you select your potential performers from, the 
bigger the possibility of securing a decent performance. Meritocracy has economic 
effects. Stanley Engerman and Kenneth Sokoloff (1994) make similar points when 
they claim in a well-argued article that differences in equality, in a wide sense, might 
have been a major factor behind the divergent development paths of North and South 
American countries; the latter being far more inegalitarian in opportunities and 
outcomes than the former54. They suggest that “greater equality in wealth, human 
capital and political power might have predisposed the United States and Canada 
toward earlier realization of sustained economic growth” (1994:Abstract). Of course, 
it would be far-fetched to claim that equality of opportunity is guaranteed by 
democracy as a political regime type. This is clearly shown in section 5.3.2, 
discussing the social structure in the Mauritian economy. One should not 
overestimate the actual powers of electorates to achieve redistribution. Democratic 
institutions might rather in some situations be used as an instrument in clientilistic 
practices, and thereby keeping inegalitarian social structures alive. This possible 
mechanism has been suggested by Joseph T. Sidel (1999) in his works on politics in 
the Philippines. The argument is however that democracy often reduces these types of 
inequality, even though not necessarily. 
 
53 This follows from the assumed power concentration in authoritarian regimes, and the more personal mode of government 
that often, but not always, follows. 
54 It should be said that Engerman and Sokolof are trying to dig even deeper in the causal hierarchy, using “initial factor 
endowments, such as abundance of land, existence of indigenous population, soil and climate as factors that predispose for 
certain institutional outcomes and thereby also economic performance in the longer run. 
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As argued in VIII), democratic pressures might force through redistribution, by the 
alteration of property rights. This might happen through a one-time systemic change 
that establishes a new and hopefully more equal distribution of general property. A 
one time redistribution of property might not have as adverse effects on for example 
future investments as a continuous threat of property-changes, for example through 
expropriation, which increases economic uncertainty in the relevant country. The 
handout of vouchers to the people that indicated part ownership in earlier state-owned 
factories, in Czechoslovakia after the collapse of the communist regime is one 
empirical example of a not necessarily growth-adverse alteration of property rights. 
However, also rather authoritarian regimes have proved themselves capable of 
making egalitarian rearrangements of property, for example in Taiwan, were land-
reforms were conducted in the late 1940’s and 1950’s where such measures as 
restricting the allowed rent paid from sharecroppers to landowners to not exceed 
37,5% of total yields and the sale of cheap public land to farmers. A total of139 688 
farming families purchased this type of public land in the time-span from 1948 to 
1958 (Tang, 1989:138). In the case of Taiwan, these redistributive measures are often 
used in explaining the island’s rapid growth in the following decades. 
Egalitarianism might have different effects on growth, dependant on what we refer to 
(for example equality in opportunities and/or outcomes), but also dependant on the 
social context we operate within. I follow Engerman and Sokolof however in the 
claim that the type of inequality we see in Latin American countries, both regarding 
lack of opportunities for large segments of the population and an inegalitarian 
distribution of outcomes that often has contributed to social unrest, is not beneficial 
for economic growth. The point is often made that some of the richest countries in the 
world, the Nordic, are also among the worlds most egalitarian, implying that 
substantive redistribution not necessarily is all out destructive for a market economy. 
In an empirical cross country study, Robert Barro (2000) found that inequality had a 
negative effect on poorer countries’ growth, and a weak positive effect on the growth 
rates of richer countries. These findings fit well with the existence of different 
theoretical mechanism pointing both ways, suggesting that the negative effects of 
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inequality like instability, lack of meritocracy and human capital is strongest at work 
in developing countries, whereas the effects of decreasing traditional market 
efficiency through for example taxation might be more at work in developed 
countries. 
XI) Democracy enhances human capital 
One argument is that the egalitarian pressures within a democracy will be positive for 
the accumulation of human capital through an education system that provides good 
education for broad segments of the population, as well as good general health care. 
Empirically, democracies invest more in their human resources, both when it comes 
to education and health care (Sen, 1999), one significant exception among 
authoritarian countries being Communist regimes. Education and health care are 
relatively practical and visual societal features, which concern most people in 
everyday life. Education and health are often described as basic needs that are highly 
valued by most people. Since the existence or lack of these features are also relatively 
easy to measure in practice, in contrast to for example functioning of macro-
economic policy making or the property rights regime, they will be relatively easy to 
voice and press demands for, in a political process. In other words, there are reasons 
to believe that education and health care are of interest to the broader population, and 
that these concerns will be relatively easy to explicate when it comes to making 
concrete political demands (“We want more clinics and schools!”). This means that 
one would expect more and better education and health care in democracies, which 
are assumed more responsive, as earlier discussed, to public preferences and concerns 
than authoritarian regimes. Additionally the want of equality is a recognized driving 
force for human behavior. Even though one can highlight the negative consequences 
of this drive for equality55, it might also have positive results. Two of the most 
important factors that can secure a more equal distribution of opportunities 
                                              
55 Alexis de Tocqueville for example famously analyzed possible contradictions between the want of equality and freedom 
(Malnes and Midgaard, 1993:223-224). 
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economically are a broad and inclusive national system of education and a general 
system of health care that secures basic health needs in the population. Some 
economists have appreciated this point and made formal theoretical models where 
egalitarian pressures related to democracy affects economic growth through 
increasing public education, which is seen as a kind of redistribution (Saint-Paul and 
Verdier, 1993). Examples of, on aggregate, relatively well off authoritarian societies 
that are still lacking in generally wide-spread education are the Middle-eastern oil 
producers, although there are also examples of authoritarian regimes posting 
excellent school systems, such as the earlier Eastern European communist regimes, as 
well as the East Asian Tigers’ educational systems.  
Health care and education are however not only important for general life quality and 
equality, they are also enhancing the individuals productive capabilities as discussed 
in 2.1.3. This view of education and health care as human capital stresses that 
production is not only dependent on technology, investment and raw labor, but also 
on the quality of the labor. If also democracy enhances the accumulation of human 
capital, then alteration of human capital is a channel through which democracy as a 
political regime type spurs economic growth. Empirical studies done by economists 
have tended to support the positive role of human capital for economic performance 
(Barro, 1991, Mankiw, Romer and Weil, 1992), but also here there are skeptics. Bills 
and Klenow (2000) claim that there are no significant effects from schooling on 
growth, and that most of the observed correlation, that is anyway small according to 
their data, can be ascribed common, prior variables as well as an effect from growth 
on schooling.  
It must be noted however that the concept of human capital refers to the skills and 
qualities of the labor force, and is not equivalent to years of schooling, which is often 
used as an operationalization. Five years on a “Madras”, learning the Koran by heart, 
will probably not affect your economic producing capabilities in the same way as the 
same amount of years spent studying engineering, although economic aspects are of 
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course not the only aspects of education. Productive skills and economically relevant 
qualities in the workforce are hard to measure directly. 
XII) Democracy enhances social capital 
Another argument can be related to the concept of “social capital” which is 
considered to capture interpersonal bonds between individuals in an economy. Being 
more specific, Robert Putnam defines social capital as “features of social 
organization, such as trust, norms and networks that can improve the efficiency of 
society by facilitating coordinated actions” (Putnam, 1993:167). As I have stressed 
earlier, a modern economy is a complex social network, where individuals, firms and 
other actors interact often in an impersonal manner. Traditionally, the role of a well 
functioning legal framework that reduces uncertainty, mitigate opportunities for 
fraudulent behavior and set common standards for complex transactions, has been 
stressed. Recently however, the roles of trust and norms in facilitating economic 
transactions, cooperation and interaction have been highlighted by academics. There 
are many reasons for this. First of all, written contracts can not possibly specify all 
obligations and rights that follow economic transactions (Bowles, 2004:236-237). 
There are simply too many factors to take into consideration, and this leaves room for 
shirking and cheating. Secondly, an economy where everything is subject to a 
juridical paper mill will be a slow going and non-dynamic social structure. In the 
workplace, in the market and elsewhere, small actions and transactions need to be 
made without reverting to formal rules or procedures. Thirdly, an economy where 
trust and norm-following runs high is an economy where resources can be invested in 
productive capacity, instead of in fences, security guards and lawyers. Even though a 
well functioning economy craves a legal framework as its backbone, social capital 
works like “oil in the machinery”, to use a metaphor. A high level of trust is further 
thought to be beneficial for the smooth and efficient functioning of an economy, due 
partly to reduction of uncertainty and a greater will to engage in long-term economic 
contracts. 
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Empirically, Robert Putnam (1993) has tried to establish variation in social capital 
due to different historical experiences as the main factor behind the substantial 
variation in performances between Italian regions, among others in the economic 
sphere. A cross-country study by Knack and Keefer (2003) shows that differences in 
social capital also influence national variation in economic growth. The authors 
conclude that “trust and civic cooperation have significant impacts on aggregate 
economic activity” (2003: 279).  
Mutual trust between people is an essential ingredient in the concept of social capital. 
One argument goes that democracy is well suited to bring forward such trust, because 
of the political experiences with power-sharing and alternating of political positions 
between different groups. Historical experiences of dealing with broader groups of 
the population, the incorporation of “democratic norms” such as non-violent and 
often consensual solving of collective problems, the norms of cooperation and the 
norms of respect for individuals that again might be affected by guaranteed political 
rights and civil liberties for all, can all possibly be related to democracy as a political 
regime type. These norms and attitudes might spill over from the political to the 
social and economic sphere, enabling trustful and cooperative behavior also here. 
Social capital might be important for “making democracy work” (Putnam, 1993), but 
a “working democracy” might also positively affect social capital and thereby 
economic performance. One should of course not overdo the importance of 
democracy on social capital. As Putnam suggested, the explanatory factors of degree 
of social capital have deep historical roots. The factors that might affect it the most 
are perhaps probably to be found in the civic sphere, where people interact on a daily 
basis. Cultural factors might also spill in on for example degree of trust. Politics is 
reserved mainly for elites, be it in an autocracy or a democracy, and trust in 
politicians is not the same as trust in a more generalized fashion, towards the man on 
the street. However, “cooperative norms”, ways of solving problems and interaction 
procedures might spill over from politics to society in general through learning 
mechanisms. Liv Tørres (2005) has pointed to how civil society and organizations 
might function as a “democracy school”. I propose a potential effect also in the 
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reverse direction, from cooperation and peaceful problem solving in politics, to 
cooperation in society more in general, even though the mechanisms are theoretically 
vague, and surely empirically unfounded56. Learning of norms and changing of 
attitudes is of course a time consuming process. Democratization would probably 
never lead to a fast change of norms and attitudes, but the best one could hope for is 
that it would kick off a long and slow cognitive process in the minds of the populace. 
Another weak effect might be increased trust and better ability to cooperate in 
collective problem solving in democracies, because of the more egalitarian properties 
of these regimes. Samuel Bowles (2005:165-166) describes how mutual trust is more 
easily established in relative homogeneous groups, and thereby better enables these 
groups to solve problems resembling the famous “Prisoner’s Dilemma” situation, 
which many social scientists claim is a relevant analogy for many different sorts of 
collective problems. Cooperation was in these types of experiments much more 
difficult to achieve in groups with large differences in wealth levels (Bowles, 
2004:166). 
 To sum it up: There might be a small positive effect on growth from democracy, due 
to higher expected social capital in these countries.   
XIII) Democracy reduces corruption 
International organizations like the World Bank and IMF have lately been focusing 
on what is considered a hindrance to economic development in many parts of the 
world, namely corruption. Even though some academics have argued that corruption 
in some cases actually may not be inhibiting macro-economic performance57, I 
                                              
56 The main problem is measuring social capital, as some critics have suggested. The most acknowledged operationalization 
in cross-country studies is some form of index based on question about general trust and cooperative norms (mainly in 
situations that resemble a “prisoner’s dilemma game”), from the World Values Survey (Knack and Keefer, 2003). This is 
very problematic if one wishes to test the potential existence of social capital as an intermediate variable between regime 
type and growth, since by far most of the countries in the WVS are democracies. For statistical purposes therefore, the 
sample is not fit for testing and generalizing in this thesis due to the limited number of autocracies. 
57 Huntington (1968) for example noted how corruption might work as a piece-rate payment to bureaucrats, enhancing their 
working spirit and increasing their incentives to do an effective job. 
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believe it is relatively uncontroversial to claim that corruption in general is inhibiting 
development and economic growth, in addition to often reducing economic equality. 
To use the language of economists: the possibility of income from corruption diverts 
resources in the economy form productive to predatory activities. Why would a bright 
minded Nigerian or Angolan equipped with the right social connections want to start 
business, from an economic point of view, when he could be a government official in 
the oil industry? From an investor’s point of view, corruption also raises costs of 
investing in an economy, as well as insecurity, since corruption activities often are 
secretive and opaque. The costs can come in the form of direct money paid, but also 
as “red tape” if efforts or waiting time in order to invest or start business are large. 
Javier de Soto and his colleagues made a famous experiment where they measured 
waiting time as well as number of regulations and bribes they had to deal with when 
starting a small, fictive garment factory at the outskirts of Lima in Peru (1989). 
Meeting diverse official requirements took in total almost 300 days of work, and ten 
bribes were requested. Two of these bribes were paid after the payments were found 
absolutely necessary in order to continue the business (1989:133-172). One does not 
need much imagination to see how these circumstances could discourage potential 
Peruvian entrepreneurs. 
If corruption then is an evil for general economic development, it would be 
interesting to see how political regime type potentially might affect it. My hypothesis 
is that democracy, defined broadly, generally will reduce corruption, due to the 
existence of press freedom as well as general openness and transparency in politics 
and society. Using the state apparatus for personal enrichment is in most countries 
considered illegal. Even if the Weberian distinction between person and position is 
not respected de facto in all places, it is even in strongly personalized countries a 
formally cherished principle. Robert Jackson talks about the “shadow state” and the 
“theatre state” in Africa, where the latter is the formal state institutions although not 
necessarily the main political scene (Clapham, 1996:249-256). “Even” in these 
countries with a de facto larger mix of person and politics than is custom in Western 
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countries, does corruption scandals arouse public anger and becomes an object of 
scrutiny in democracies, as recent events in Kenya and Nigeria has shown. 
Democracy can then contribute to reducing “illegal corruption” by allowing for freer 
investigation by media and others of suspect behavior by politicians and bureaucrats. 
Just allowing for free and open debate can contribute to putting the spotlight on the 
issue of corruption, making general society more aware of it and the problematic 
consequences that follow. Further, corrupt officials and politicians might then be 
taken to court, and potentially corrupt bureaucrats and leaders might think twice in 
the future before demanding or taking bribes in fear of being discovered. Nigeria 
might be one empirical example that has maybe seen a reduction in corruption, albeit 
from an extreme level, after democratizing and focusing on the issue through public 
discourse. The election channel might also be effective in curbing corruption. Corrupt 
practices are not generally popular, and if found out will be one way of reducing the 
chances of incumbents being reelected58. There are therefore reasons to believe that 
democracy will reduce corruption, ceteris paribus, and thereby through this channel 
burst macroeconomic performance. 
Corruption is however hard to measure, and it can be difficult to test the hypothesis 
deduced above, empirically. Especially problematic is it that the most used indicator 
on corruption, the Corruption Perception Index from Transparency International, is 
based on different actors’ perception of corruption in an economy. This can lead to 
systematic measurement biases, since the same openness, debate and media-
investigation that might reduce corruption, actually increases the awareness of people 
about existing corruption and thereby possibly increases the perceived corruption in 
society, although it is actually falling59. If a general perception of corruption is for 
 
58 An interesting counter argument is that re-election might depend on campaign financing, and this might increase the 
incentive to be corrupt among power seeking politicians. 
59 I credit this point to Karl Ove Moene at the Department of Economics, University of Oslo, who stressed it in a lecture on 
corruption under a course on institutions and economic systems, ECON 4921, fall 2005. 
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example reducing foreign direct investment, this “perception-effect” is not totally 
irrelevant for economic growth. 
XIV) Democracy decentralizes corruption 
One argument that strongly counters the favorable effect from democracy via 
corruption on growth presented in XIII), is partly drawing on insights presented by 
Shleifer and Vishny (1993). The key to the argument is to differentiate between 
different types of corruption, related to their degree of centralization. The main point 
is that under certain regimes, like ex-Soviet’s communist and Marcos’ autocratic 
regime in the Philippines, corruption was highly centralized. Corruption were 
controlled to a large degree by the central government, and thereby much easier to 
predict and calculate than if strongly decentralized. This has enormous implications 
for certainty of costs, and possibly also total costs when it comes to investing in 
economic activity60. If democratization means decentralization of power and decision 
making ability in political and economic matters, possibly increasing the number of 
decisions taken at the local level as well, then democratization might also mean more 
decentralized corruption. Possibly, this could damage the economy by increasing 
corruption in general, and uncertainty regarding the size and number of bribes, 
scaring of potential investors. Centralized corruption, which size is a priori 
approximately known to investors, works almost like a tax economically. Taking 
Soviet as an example, Shleifer and Vishny describes how “bribes were channeled 
through local Communist party offices. Any deviation from the agreed-upon pattern 
of corruption would be penalized by the party bureaucracy, so few deviations 
occurred. Once a bribe was paid, the buyer got full property rights over the set of 
government goods that he bought. (Shleifer and Vishny, 1993:605). This type of 
corruption is less harmful than when an undeterminable number of small bribes are to 
be expected. The authors contrast the Soviet case with cases like post-Communist 
                                              
60 For a convincing formal model-oriented argument on why decentralized corruption is expected to be more costly than 
centralized corruption to the economy, see Shleifer and Vishny (1993:600-611) 
  115
Russia and India where “[D]ifferent ministries, agencies and levels of local 
government all set their own bribes independently in an attempt to maximize their 
own revenue”(1993:605). This section therefore qualifies what seemed to be an 
unambiguous positive growth effect of democracy through corruption reduction, 
treated in the section above. 
XV) Democracy facilitates innovation and diffusion of new technologies 
One important argument that surprisingly lacks an explicit and stringent variant in the 
literature is the argument that democracy fosters growth through technological 
development. This argument is of utmost importance to investigate, not at least since 
technological change, trough innovation and imitation, is seen by many to be the 
most important factor behind economic growth over the long run. Traditionally, the 
emphasis in “neo-classical” economics has been on investment-driven growth and not 
on growth driven by technological change. There has, as dealt with in 2.1.3, been a 
change in recent years in mainstream economics, shifting the focus in the direction of 
technological factors (Romer, 1990, Grossman and Helpman, 1991 and Aghion and 
Howitt 1992 are the classic references regarding this shift). However, this literature is 
not focusing especially on the inter-linkages between society and technological 
change, or the more socio-structural conditions that might be the most conductive to 
technological innovation and imitation. In stead, the focus has been on more 
traditional “economic categories” such as patent protection, size of the economy or 
degree of competition in markets.  
Away from mainstream economics, neo-Schumpeterian economists and political 
economists have been focusing more on the preconditions for technological 
development and diffusion. Moses Abramowitz, for example, talked about a society’s 
general “social capacity”, indicating that certain societal contexts were generally 
more hospitable to these technological change processes (Gilpin, 2001:142). Some 
countries have a social structure that allows them to absorb the knowledge that again 
enables them to develop. Technology is not, as often modeled in mainstream 
economics, a good free to be exploited by anybody with a legal right to do so. The 
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functioning of technologies in complex economic processes depends on the 
capabilities of actors, as well as the structure of society and the institutions governing 
society. 
I will argue that especially “freedom of speech” is important in determining the rate 
of diffusion of domestically created ideas and foreign-innovated technologies to the 
domestic economy. This structural trait, allowing for a general free and open 
exchange of information and debate will have effects not only in the political but also 
economic sphere. In the next argument, XVI), I will make a somewhat related 
argument, but I will then be taking a more actor oriented perspective. I will in XVI) 
try to argue that especially civil liberties, through affecting the psychological 
properties of a state’s individuals and thereby the populations creative potential, will 
make an impact on the ability of the economy to create or adopt new technology, 
including organizational techniques. 
In the words of Halperin et al. democracies “realize superior developmental 
performance because they tend to be more adaptable” (2005:14). They view 
democracies as “learning organizations”, where the individuals in the relevant society 
are engaged in the gathering of new information, debate, adjusting positions and 
revising pre-existing knowledge. Evaluating old ways of doing things as well as 
achieving progress in different aspects of society by trial and error are important 
dynamic features. Being more specific, it is the civil liberties part of the democracy 
concept that is especially relevant for these processes. The possibility of participating 
in a free and open debate where different views meet is both a way of ridding the 
society of unfounded knowledge, as well as comparing different ways of doing 
things. If there for example exist several ways of organizing a work process in the 
bureaucracy, democracy with its focus of presenting alternative views and open 
debate will hopefully increase the chances of a more efficient method winning out61.  
 
61 This need not mean that the “optimal” or most efficient process is winning out, due to a host of factors relating among 
others to human cognitive and behavioral characteristics, as March and Olsen (1976) pointed out. 
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The fields of economics and politics are not empirically separate, and the introduction 
of free debate, competition of alternative views and habits of adaptability might spill 
over from the political sphere of society into the economic. According to some 
proponents of democracy a common mindset in this type of regime is: “If something 
isn’t working, you change it, and if something is working you do more of it” 
(Halperin et al, 2005:14). Trial and error is significant in societal processes in 
general, and economic processes especially. Openness to new ways of doing things 
and changing of old established habits, will contribute to what Joseph Schumpeter 
(1976) called “creative destruction”, speeding up the process of technological change 
and thereby increasing economic growth. Openness to new and alternative 
information both domestic and international, free speech, and broad acceptance of 
alternative methods of doing things make for a dynamic learning economy, where 
new techniques are developed and implemented. Even more importantly, effective 
foreign technologies might possibly be more freely observed, accepted and if needed 
fitted to the local context. 
The most famous example of an authoritarian regime possibly leading its country into 
technological and economic stagnation because of the institutional freezing of old 
habits, organization techniques and technologies, is imperial China. The country 
experienced a dramatic relative economic decline compared to the more dynamic 
Western economies in the centuries leading up to 1800, and further on. These 
developments have spurred a large and fascinating literature among economic 
historians on the comparative development processes of these parts of the world in 
the relevant time-period. Some economic historians point to the nature of the old 
Chinese empire, with its concentration of power and its extremely closed nature. The 
political leaders were deliberately neglecting and often even outlawing62 new and 
 
62 A letter from the Chinese Emperor Ch’ien Lung to George III of “the eager to trade” England in 1793, I think almost 
better than anything else illustrates the point that authoritarian rule and power concentration can be obstructive to 
technological diffusion of foreign ideas. The Chinese emperor claimed, after noting the “lonely remoteness” of the British 
Isles which were “cut off from the world by intervening wastes of sea”, that the “Celestial Empire possesses all things in 
abundance. We have no need for barbarian products” (Ch’ien Lung cited in Murphey, 2000:245).  This needed not have 
been detrimental to the economy, were it not for the emperor actually having a large degree of decision power on the issue. 
In a more polyarchial setting, such attitudes possessed by certain individuals would have not had the same consequences. 
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more effective organization techniques and production technologies, thereby leading 
China into economic stagnation, and even decline. This was especially the case for 
foreign produced ideas, which were a priori considered as “barbaric”63. David Landes 
(1998) is one eminent economic historian who has written well about the relative 
Chinese decline, but he also likes to point to differences in culture and social 
conditions, which are probably very relevant, as well as the structuring of political 
power when explaining the long economic and technological demise of the empire 
versus the newer European nation-states. In another book, Landes  writes that the 
Chinese “were wont to look at the rest of the world as a barbarian wasteland, with 
nothing to offer but tribute; and even the obvious lead of Western technology in the 
modern period was insufficient to disabuse them of this crippling self-sufficiency” 
(2003:28). This general perception would probably not have been as destroying to the 
economy, if it had dominated within the elite or even broader segments of society in a 
relatively pluralist structured society where these new technologies could have found 
foothold other places in the economy. If much more efficient, the technology would 
be expected to win out in the longer run, because of among others superior profits 
generated. However, Chinese dealing with foreigners and their uncommon ideas in 
this authoritarian society “always ran the risk of being denounced, or worse, as a 
traitor” (Landes, 2003:28). 
The ancient Chinese experience can not be directly transferred and applied when 
analyzing most authoritarian countries in today’s context. But it is an extreme 
illustration of how power concentration, closure of debate, and lack of free floating 
information might mean a loss of dynamism in technological change processes, 
thereby strangling economic development. The main morale of the story is that 
freedom of speech and other features related to democracy allows “assessing and 
disseminating ideas from abroad, discourages insular thinking and stimulates 
 
63 Not all historians participating in this debate on the relative rise of the West, with industrialization as the main economic 
driving force, and the relative decline of China, agree on the importance of institutions, culture and social structures in the 
comparative divergence of development paths. Kenneth Pomeranz famous book “The Great Divergence” (2000) stresses a 
wide range of factors, also including world demand patterns, the existence of vital natural resources, like coal, and the 
nature of accessibility to these resources, when explaining the divergent development patterns. 
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vigorous debate” (Halperin et al., 2005:13). These factors better enhance multiple 
alternatives to chose between also in economic processes. Additionally, if debate is to 
some extent resembling a free “Habermasian” discourse, the best way, or other decent 
alternative ways, of doing things might succeed due to perceived superiority as 
alternatives presented in the free and informed debate. “Communicative rationality” 
can hopefully also exist in the economic sphere, even though this was probably not 
what Habermas had in mind when using the term, analyzing among others ethical 
issues (Habermas, 1990). John Stuart Mill noted almost 150 years ago, referring to 
the often well meant political suppression of anticipated wrong ideas, that “the 
opinion which it is attempted to suppress by authority may possibly be true. Those 
who desire to suppress it, of course, deny its truth; but they are not infallible” 
(1974:77). Allowing for open and free discussion opens up for these possibly “true” 
opinions, effective technologies, or rational ways of organizing diverse processes, to 
be evaluated by more than a handful of persons, thereby better enabling the possible 
diffusion of these techniques and ideas into the economy.  
If generally effective techniques will diffuse into the economy through adoption and 
learning, diversity of ideas and ways of doing things can do nothing but good in the 
long run. The neo-Schumpeterian branch of economics has strongly stressed the 
importance of variation and introduction of novel ideas into the economy. According 
to Bart Verspagen the evolution that characterizes a dynamic economy according to 
this approach “is the outcome of a constant interaction between variety and selection” 
(2005:496). Selection over time reduces variety due to the assumption that the more 
efficient techniques are adopted through learning or through “victory in the 
marketplace”, competing out more inefficient methods of production. In order to keep 
up variety in the economy, one therefore needs a steady introduction of novel ideas. 
As mentioned, economic evolution is dependent on variety in the first place. This 
leads to the insight of evolutionary economists that “aggregate economic 
performance in evolutionary economics relies on two forces: selection and generation 
of novelty” (Verspagen, 2005: 496). Freedom of speech and open idea-exchange, as I 
see it, enhance both these two virtuous traits, as the introduction of new ideas, either 
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from abroad or from local entrepreneurs, and learning processes in the economic 
sphere, relies on the possibility of collecting and processing information in a wide 
and relatively unrestricted manner. The economic processes that shapes the dynamics, 
and thereby long-term performance, of an economy, is reliant on a broad pool of 
ideas and the possibility of actors to learn freely about the ideas available.  
These arguments would not be directly relatable to traditional neo-classical economic 
analysis, since it typically a priori assumes full information, or alternatively so-called 
“weak uncertainty” where all alternatives are known and have a priori probabilities of 
appearing, combined with calculating “unbounded” rational behavior. Thereby talk 
about selection through time and introduction of novel, unknown ideas are not easily 
captured within this framework. By relying on less unrealistic assumptions of human 
behavior, like the “bounded rational” actor proposed by Herbert Simon (1978), 
evolutionary economists open up for the interesting questions on how knowledge 
might actually diffuse in economies over time, and what effects this diffusion of 
efficient ideas and production techniques have. This again, as we here have seen, 
leads to the interesting question of what freedom of speech, discussion and press 
might mean for technological change, and thereby economic growth. 
I think the direction of this argument is holding, but there are serious questions about 
the strength and thereby relevance of this mechanism. The argumentation partly 
hinges on the assumption I asserted earlier that the political and economic fields are 
inseparable. Even though there are large areas of overlap between these societal 
spheres, information and learning in the marketplace is not identical with openness of 
political debate and the freedom to voice political opinion. The evolutionary 
economists referred to above is generally talking about “the imitation of 
technologies”, and this can of course also be done in a society where the space for 
political debate is limited. This is particularly the case if the relevant government is 
trying hard to establish a pluralistic marketplace, and separate political 
authoritarianism from economic concentration and control. The Southeast Asian 
countries, Chile under Pinochet and Communist China might be empirical examples. 
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However, if the spheres of economy and politics are somehow connected this will not 
be straightforward and easy. The Chinese control and censorship of certain websites, 
out of political reasons, might hinder information flow and use of communication 
technologies that could have given economic benefits. The argument presented in 
VIII) hinted to that although political and economic liberalism is not necessary 
connected as Chan (2002) argues, there might be a tendency for these two to go 
together, due to factors argued for by for example Douglass C. North (1991, 2000). 
Pluralism in political debate might to a certain degree affect pluralism and free idea 
exchange in the economic sphere. 
XVI) “The Millian argument”: How democracy might affect cognitive capabilities 
Historians on ancient Greece and Rome have been emphasizing the inefficient 
properties of slavery as a production system, with relatively low production per slave. 
Economists would at once point to the incentive problems facing such a system, 
where economic actors are not reaping the benefits of their productive actions. 
However there is another argument, which can be generalized into an argument on 
how lack of personal freedoms and rights negatively affect individuals’ productive 
capacities. I will call this the “Millian argument” after John Stuart Mill who made 
many points that can be related to the argument presented here in his seminal work 
“On Liberty” back in 185964. The argument here tries to connect democracy to 
economic growth through how personal freedoms shape individuals into more 
capable, creative, autonomous and imaginative beings and thereby increase 
technological change, which is probably the most important determinant of long-term 
growth. The argument therefore parts from for example standard economic theory 
that often postulates homogeneous actors. This type of theory is not treating 
differences and development in personal properties, and thereby not capturing the 
effects variation in these properties might have. As David Hume once noted, all 
                                              
64 Mill himself was more focused on the broad issues of “personal development” than economic consequences of freedom 
of speech and the like. Nevertheless, I will extend the argument, and connect it with an argument of what drives 
technological change. 
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sciences “are in some measure dependent on the science of Man” (1969:42). This 
thesis recognizes that the same individuals who make up the economy also have 
effects on the economy’s overall macro-properties, for example the economy’s 
technological level.  
Going back to old Greek philosophy, the focus was placed on personal attributes and 
development, also connecting the possibility of exhibiting what was considered the 
most virtuous human qualities to personal freedom. The consensus of the day was 
that for example unfree slaves could not have the same opportunities for deep 
contemplation and rational thought. John Stuart Mill picked up on this line of thought 
in “On Liberty”. According to one interpreter of Mill’s writings “the impassioned 
defence in On Liberty of free and open debate for mental development is well known 
and justly celebrated” (Donner, 1998:275). This might be so to students of 
philosophy and political theory, but linking this type of reasoning to economic 
developmental issues is not very common as far as I know. Probably, this is due 
among others to the invoking of factors that are difficult to measure empirically and 
also uncommon to most development specialists, who are usually considering more 
traditional economic and political factors rather than psychological. To Mill, the 
stifling of debate and the intellectual conformism that followed strong limitations in 
the freedom of speech were evils in themselves, but he also considers the 
consequences that might follow for wider society. According to Mill “the price paid 
for such intellectual pacification is the sacrifice of the entire moral courage of human 
mind” (1974:94), leading to an environment where conform behavior dominates, and 
where new lines of thoughts, alternative ways of doing things and intellectual 
experimentation would suffer. What is generally interesting from an economic 
perspective is that these last properties of human cognition and behavior are the ones 
widely thought to be necessary to create an environment for invention, technological 
innovation and economic dynamism in general. Nothing could be more destructive to 
a dynamic innovation-based economy, than the propensity to act conform, be it on the 
basis of historical precedents, or by following a single present example.  
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As noted in the previous argument, XV), evolutionary economists have stated that 
novelty and variety is necessary to create economic dynamism. If lack of freedom of 
speech kills both variety and novelty, or one of them, then this feature of 
authoritarian government is destructive for long term economic growth. The 
argument is of course not a necessary one. Authoritarian regimes like the ex-Soviet, 
Singapore and China can by other means, like investing in large scale research 
programs and R&D-intensive sectors in general as discussed shortly in III), try to 
keep up a vital and dynamic R&D sector. The fact that political and social views are 
much more often prone to censorship than practical research in new technology and 
natural sciences is also an important point to remember. Of course there can in some 
cases be scientific innovations that are deemed unwanted out of political reasons also. 
However, Mill among others, was focusing on how the stifling of debate in any area, 
also the social and political, would influence the general intellectual climate, and also 
the breathing of intellectual talent. This goes not only for the top researchers, but also 
the general population, which is also extremely important to economic development, 
as the literature on human capital stresses. In the words of Mill there may be “great 
individual thinkers in a general atmosphere of mental slavery. But there never has 
been, nor ever will be, in that atmosphere an intellectually active people” (1974:95). 
Especially, Mill focuses on the role of free speech in inducing the learning of the 
value of rational argument, pushing away more prejudicial attitudes and placing 
instead what Max Weber would have called the rationalization of the social sphere, 
which again is one of the driving mentalities behind a modern, dynamic economy. 
Another possibly less important mechanism that can be related to the freedom of 
speech and how it affects creative talent in the economy, is that people who value 
their freedom of speech and the ability to freely explore interesting and 
unconventional options might actually desert authoritarian countries, where these 
opportunities are severely limited, These people might also be silenced or 
alternatively driven out of the country because of their dissident views. The most 
famous case of authoritarian regimes driving out brain-power is the flight of Jewish 
researchers from Nazi-Germany to the US and other countries. Other cases relating 
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more directly to the want of expression of individual opinion and dissent, more than 
fleeing for one’s life, include Soviet, Hungarian and Czech “brains” leaving for the 
West under the cold war. The value placed on these rights might be highly valued by 
exercisers of an activity, research, which is to a large degree built on the ability to 
discuss and present critique freely in order to make collective progress. 
This latter argument, XVI), relates directly to individuals and their abilities, not being 
a structural argument like XV), which also tried to link democracy with growth 
through technological change. Nevertheless, they point in the same direction, 
mutually reinforcing the case for democracy, although they are analytically distinct. 
XV) points to how freedom of speech especially makes for a society that is more 
open to new ideas, including new technologies and ideas, either domestically 
produced or foreign. The same mechanism also allows more people into idea creation 
and production processes in general, not leaving these domains to entrenched elites. 
Thereby the statistical chance of landing the next great idea, an assembly line, a 
combustion engine or a micro-chip, increases. Argument XVI), as has been stressed 
relates to the capabilities of each and every individual. Actually, there are two links 
between development of personal capabilities and efficiency: One is related to how 
capable people better produces new ideas and technologies. Another is how capable 
people better utilizes already existing production techniques in effective economic 
production. The argument thereby touches upon factors economists would have 
recognized as technological and human capital related issues. 
The two arguments XV) and XVI) that link democracy and technological progress, 
can be presented, since I operate with a rather broad definition of democracy, as 
presented in chapter 2. Because the arguments rest mainly on the existence of civil 
liberties, they hinge on democracy incorporating also this dimension. As I argued 
earlier the case for this type of definition is strong. I do not want to narrow the scope 
to how elections affect growth, but to study how democracy as a political regime 
affects economic growth. The arguments presented, especially XVI), are partially 
new, relatively non-stringent, unconventional and difficult to test empirically. 
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However, they nonetheless present possible channels from democracy on long term 
economic growth. 
XVII) The “Democratic Peace” and economic performance 
Political scientists have a tradition of sharing the workload by separating between 
comparative politics and international politics. The “inside-outside” metaphor, as it 
was labeled by R.B.J. Walker (Bøås and Dokken, 2002:28) has become one of the 
stronger analytical distinctions in social science, separating between what is 
happening within a state, and what happens between states. Differences in 
explanations and theoretical frameworks regarding national and international events 
are sometimes very valid due among others to the lack of a central government in the 
international sphere. However, taking the extreme position of claiming that 
international relations and internal features like system of government are totally 
disconnected, is a luxury only introductory courses and textbooks that (misre-)present 
Kenneth Waltz’ views65 on international relations can take. International factors can 
be relevant when it comes to how the type of regime a nation exhibits influences the 
same nation’s economy. Even if one does not see the two following arguments as the 
primary and most important ones, they look highly relevant for the topic, and as we 
shall see, might have had increasing importance over time. 
Nothing can potentially be more destructive for a country’s economy than war. Even 
though there have been some countries that economically benefited from war, such as 
the US in the Second World War, and quite a few important innovations can be 
ascribed war related research, war in general destroys capital, infrastructure, human 
resources, and breaks down the social framework for production, trade and 
investment.  
                                              
65 When I claim that Kenneth Waltz is often misrepresented, it is because when reading Waltz, he clearly stresses the role 
and nature of theory in science. His short article “Evaluating Theories” from 1997 is very instructive. The main point is the 
general scientific insight that theory seeks not to explain every important aspect of phenomena, but highlights certain 
features. Not every critique of Waltz’ theories seem to acknowledge this point. 
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How type of regime influences the probability of engaging in war, is therefore of 
relevance to this thesis. Immanuel Kant famously introduced the hypothesis that was 
later to be developed into the “democratic peace”-thesis, namely that democracy’s 
because of certain reasons don’t go to war with each other.66 If right, in a world that 
has seen an increasing number of democracies over the years, and where most of the 
more powerful and richer countries of the world are democratic, this can be of 
significance to the relationship between democracy and growth. A variant of this 
argument is that if waging war against a country by bigger powers is at least partially 
due to and legitimated by the autocratic nature of this country’s regime, as it was in 
the case of Iraq some years ago, an autocratic regime will have bigger chances of 
hosting the scenario of an intervention. In a world of increasingly many democracies, 
argument XVII) might become an even more important factor. Cordial relations with 
both your relatively small neighbor, and with the bigger powers, both possibly being 
democracies, can be crucial also for the economy, since economic performance is 
dependent upon security factors. 
According to Halperin et al. democracies in recent years empirically engaged in 
fewer conflicts overall, and the “democratic peace” argument therefore can be 
generalized to democracies fighting fewer wars overall (2005:94-96). They have also 
checked the relationship between democratizing countries and conflict in the 1990’s 
and they find that East Asia is the only region in the world where rates of conflict 
overall has been higher among democratizing countries than in other countries 
(2005:100-102). 
XVIII) Participation in the international economic system 
“Conditionality” has been a buzzword in policy circles relating to issues of 
international aid and loans in the last decades. If the possibility of getting 
development aid or assistance in the form of international loans depends on certain 
                                              
66 I will not go into this extensive literature here, but only cover the general hypothesis briefly without trying to explain the 
underlying reasons further, which in any case has been very problematic to the proponents of the democratic peace thesis. 
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institutional features, then these features will impact economic performance via the 
availability of financial resources that can be invested in capital projects and 
infrastructure in the economy. Even though the economic credentials of development 
aid have been doubted by many, one can not neglect the economic relevance in all 
potential contexts. The East Asian growth miracles have by some been partially 
credited the generous US aid that flowed into these countries after the end of World 
War II.  
In the post Cold War world, the conditionality of aid has shifted from allegiance to 
one of the geopolitical blocks, to existence of “good governance”, human rights 
protection and democratic institutions. If a country is perceived as democratic by the 
international community, then its possibilities to capital access will in today’s context 
generally be increased, ceteris paribus. Geopolitical and strategic considerations 
among donor and lender countries have of course not disappeared, and many 
authoritarian countries still receive aid. However, there are cases where for example 
aid-generosity is conditioned on factors relating to their regime type. According to 
Ellen Hauser two visible cases were “donor threats of conditionality on Kenya in 
1991 and Malawi in 1992. Donors suspended or froze aid to the two countries in an 
attempt to force the governments to implement political reform” (Hauser, 1999:622). 
Economic sanctions have also been applied on the basis of authoritarian traits of a 
regime. Myanmar’s military junta is being boycotted much because of it’s strangling 
of democratic opposition. Other countries under economic sanctions from at least one 
of the world’s major economic powers include the authoritarian countries of Iran, 
Sudan and Zimbabwe67. The participation in important international bodies might 
also be dependent upon the degree of democracy a country exhibits. Membership in 
the European Union is perhaps the clearest example, where the EU has set clear 
 
67 A very curious and interesting example, where actually democratic traits of a country can be said to have led to negative 
economic consequences via economic sanctions from actors in third countries, is the recent “Muhammad cartoons episode”, 
where Muslim populations and some governments boycotted Danish goods, because of what many see as the exercise of 
freedom of speech and press, which I have earlier argued to be integral parts of democracy. This example is however rather 
special, and the general examples point to the possibility of experiencing economic sanctions hinging positively on the 
degree of authoritarianism, much because of how the world’s international and economic order is structured today, where 
both democratic countries and ideals dominate the most important international arenas. 
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criterions concerning respect for democratic standards and practices in national 
institutions, for becoming part of the club. This has been a very important incentive 
for eastern and central European countries to democratize. Both political participation 
but also economic fruits because of the inclusion in the inner market have been 
carrots for driving democratic reform. Democracy is here a precondition for among 
others participation in a supranational institution that allow for free trade within one 
of the world’s biggest markets. Had some of these countries counterfactually chosen 
not to democratize, the economic consequences could have been formidable because 
of the missed trade and investment opportunities, even though some have questioned 
the actual benefits of such foreign direct investment. Another factor is that engaging 
in the global trade and investment networks not only have these direct effects on 
growth, but also a more indirect effect through attaining at least the opportunity to see 
inward diffusion of foreign invented technologies potentially following foreign trade 
and investment. Technological diffusion is deemed to be one of the most important 
factors behind economic growth (Helpman, 2004:60-64). 
I selected some empirical illustrations to illuminate the point that political regime 
type might have economic consequences because of how the countries are acted upon 
by other countries and international actors, on the basis of how these actors perceive 
them. Both the dominating ideals and powers of today’s world are democratic, and 
after 1990 democracy has been an important issue on the international political 
agenda. If being an authoritarian regime leads to reduced aid, lack of loans, sanctions, 
exclusion from international economic organizations or even invasion, then these are 
effects that come from the interplay of the international political context and the 
regime type of the country. Not being a democracy might be harmful to a country’s 
economy because of how other actors act upon you.  
However, as realist scholars on international politics would point out, it is important 
to qualify this argument. Democracy has stood high as an ideal in international 
discourse, but the ideals are not always coherently followed when it comes down to 
concrete, practical politics. The most famous “counter examples” to the presented 
  129
argument are how the authoritarian nature of Saudi Arabia haven’t stopped 
Americans from buying its oil, or how Europeans still trade with the emerging 
economic superpower of China, despite the authoritarian character of Chinese politics 
and lack of human rights protection in the country. These examples do not however 
exclude the possibility that traits of a regime might actually have the above outlined 
kind of effects in some cases. Norms and ideals are certainly not the only driving 
force of foreign politics, but they can not a priori be excluded either. 
XIX) Democracy and the incongruence between politics and culture, society and 
history. 
A somewhat unclear and diffuse argument on why democracy is unhealthy to 
economic growth draws on the incongruence that will appear between political 
institutions and society if democracy is introduced in places where democracy has no 
historical roots. The argument goes that institutions and thoughts, originating and 
designed for a different (Western) context will not fit when imposed in places like 
China, Russia or Africa. These institutions and political ideas do not reflect the 
surrounding social structure, and this make them unable to handle the problems of the 
relevant society. The results are these institutions lack of capability when it comes to 
producing appropriate policies; also for economic development purposes. Asian 
authoritarian leaders have for example spoken loudly about “Asian values”, arguing 
based for example on Confucian tradition that their societies are better fit for 
hierarchical rule. (See for example Sen (1999: 231-238 and 244-248) and Sikorski 
(1996)) African leaders have spoken out against “divisive” party politics that drive 
artificial and dangerous wedges into some African societies. Ugandan president 
Yoweri Museveni has explicitly charged party politics of being unfit to African 
societies, based on the social structures and history of the continent, which are 
diverging substantially from European structures and experiences (1995). Arguing 
that parties is a particular form, rather than the substance of democracy, he concludes 
that trying to impose parties on a society that is not “based on” classes, but in stead 
ethnicity, religion or geography, would be dangerously destabilizing to society. 
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According to Museveni, by introducing party-politics in such a context, one could be 
risking civil war or de-fragmentation of the country. He further claims that freedom 
of association will contribute to society organizing along ethnic, religious and 
regional lines, deepening existing cleavages instead of unifying the nation. In certain 
parts of the world, according to Museveni, freedom of association would be like 
“pouring water onto burning oil” (1995:87). Even Russian president Vladimir Putin 
has lately warned “the West” not to impose its version of democracy on other states, 
among them Russia. Of course, one should always be vary when more or less 
authoritarian leaders make arguments about why democratization might be bad for 
their society. Alternative motivations behind making such an argument might be 
strongly present. There is however still reason to investigate the content of the 
argument, and it has to be said that there are academics and others also supporting 
this line of thought. 
How could such institutional incongruence with society hurt the economy? First and 
foremost, one channel outlined seems to connect political and societal instability, 
with democracy leading to havoc, factionalism and fighting in stead of policy 
making. The appropriate political culture, defined as “attitudes, values, beliefs, and 
orientations that individuals in a society hold regarding their political system” (The 
Nelson Political Science Glossary), is not present in all societies for democracy to 
guarantee stability, or more correctly the political culture is different than the one 
needed for functioning democracy. Relating the fit of democracy to a society’s 
political culture, makes for explanations that relate to individuals’ attitudes, beliefs 
and behavior, exemplified historically by such claims as “the Russian peasant” being 
unfit for self-rule because of the special conditions of the Russian agricultural class 
(Palmer et al., 2002:531). Another related argument about the unfitness of society to 
embrace democracy relates to the need for a minimum level of economic 
development for it to function satisfactory. This argument is overlapping with 
argument I) on democracy and stability, so I will leave it here with an empirical 
consideration. Democracy is clearly much more unstable in poorer countries 
(Przeworski et al., 2000:88-106), but minimum levels of economic development are 
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not necessary in order for democracy to function at least somewhat properly as India 
has shown for decades, and as some poor African countries like Benin have shown 
after the early 1990’s. 
I cannot possibly treat this type of argument with enough respect on the short space 
provided. Much of the reason is of course that the argument is dividable into 
historical-cultural and economic developmental variants, as well as being given 
different clothes for the distinct geographical areas it is applied within. However, I 
want to make one general analytical distinction that I think is crucial. The distinction 
is one stressed already in chapter 2, namely between the concrete institutions 
embodied in Western countries, although these vary substantially as students of 
comparative politics would know, and what I would argue is the much more general 
concept of democracy. Democracy is neither restrained to the electoral “first past the 
post system” combined with “parliamentarism” that we find in Britain, nor the checks 
and balances oriented presidential system of the US. Democracy is the concept of 
popular rule, or popular control over collective decision making, which is to establish 
the rules and policies that govern society. There are of course many ways to 
accomplish at least a partial fit with the definitional properties of democracy, and this 
means that adaptation of institutional structure to surrounding context is possible. The 
critique presented above of “democratic imperialism” is more relevant in cases such 
as the 19th century establishment of Latin American political institutions, which often 
took the form of almost “Xeroxing” the American constitution of 1787, before 
placing it in a different societal context. Some authors have blamed this move that 
among others brought “presidentialism” to Latin America, for some of the troubles 
also in economic development that this continent has later faced (Persson and 
Tabellini, 2003:2). If carefully adopting the principle of popular rule to local 
conditions, one practical example being the existence of minorities and their need for 
representation, then this political regime type might work better in many contexts 
than critiques initially think. Some authors have suggested that the most pressing 
issue when designing new institutions in some countries is that the new governing 
system can be able to bridge differences and accommodate cooperation between 
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groups that are generally hostile to each other, often because of historical experiences 
(Peters, 1999:93).  
It should be acknowledged however that democracy as a big social experiment might 
take time to adopt and find its way of working, as almost any big social reform. Some 
economic and social conditions might also make the life of a democracy more 
troublesome than others. Putnam (1993) even showed that this was the case within 
countries when exploring the differences in the workings of democracy, studying the 
differences between Italian regions.  
There is also a danger of becoming to relativist when stressing the need for 
contextual adaptation of democratic institutions. Even though there are varieties of 
institutional organizations that can be considered democratic, not all institutional set 
up can be considered to contribute to achieving the ideal of democracy. Take for 
example the discussion of the appropriateness of party politics in Africa. Proponents 
of “African traditionalism” point to the democratic qualities of consensus policies 
established through collective gatherings related to for example village or tribe. As 
any public debate however, also these types of meetings can fall far short of an ideal 
“Habermasian discourse”, where everybody participates on a free and equal footing, 
and the best argument wins the debate at the end of the day. Tribal leaders or other 
groups or individuals with political or economic bases of power might dominate both 
agenda-setting, debate and also outcomes by threat of power-usage for example 
through withdrawal of resources. Pure rhetoric might also lead participants of the 
debates. Political parties can in such a context function as protectors of individual and 
group interest, leaving multiple forums open for formulation of separate policy 
alternatives. Consensus is not always achievable in politics. As political scientists are 
vary off, some questions and social issues have character of interest conflict, leaving 
an aggregation of interest and weighing of votes as the only way of accomplishing 
political solution. Not all social issues are “zero-sum games” or even “mixed-sum 
games”, but denying their existence would be rather naive. 
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The section above has presented an argument that democracy might inhibit growth 
through its incongruence with surrounding society causing instability and 
inappropriate politics. Samuel Huntington (1997) famously tried to make the case 
that certain parts of the world exhibited cultures that were incompatible with 
democracy, which is to be considered an offshoot from “Western Civilization”. 
Amartya Sen (1999) among others would strongly disagree with Huntington on this 
point. The merit of the argument presented above is hard to evaluate. 
XX) A realistic treatment of leaders’ and electorates’ motivation and behavior; the 
human factor 
As many observers have pointed out, the benevolent social planner that economists 
often postulate in their analyses is invalid as a description of actual politicians. 
Aristotle (2000) long ago noted that in the best of all cases, an enlightened ruler 
would provide the perfect form of government. However, he argued, one has to 
separate the best government in an ideal case from what will be the best form of 
government in most practical cases. Many of the arguments that are presented as 
points in favor of authoritarian rule, take a rather skeptical view of what is considered 
a short-sighted and ignorant demos, but takes a to naive position towards both the 
abilities, knowledge and not the least altruism of many an autocrat. This is not a 
trivial point. Even though the focus placed on the “rent-seeking politician” by many 
public choice theorists has been exaggerated, the point that politicians act at least 
sometimes in self-interest is an almost evident fact. That this self-interest might also 
lead to actions performed by rulers not contributing to the “common good” of their 
respective societies, even according to the most far-fetched interpretations of this 
concept, is also relatively evident. Corruption scandals are common in most 
countries, and if one needs extreme examples of self-interested autocrats, Nero, Louis 
XIV and Mobutu Sese Seko provide one from each their different epoch. If 
concentrating power in the hands of a few persons, then the attitudes, motivations, 
interest and abilities of these persons will be of the greatest importance.  
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An Aristotelian type of enlightened ruler could provide the right policy framework 
with a decent mix of reliance on free markets and government control of economic 
activity in certain areas, provide societal stability, establish a functioning property 
rights system, invest in research activities and open up for foreign technologies, build 
schools as well as providing cheap capital for investment. However a self interested 
leader not bearing the virtuous moral traits so highly valued by ancient Greek 
philosophers, could find the “social good” to be less relevant than his own welfare, 
and some of these indicated policies thought to be good  for growth might conflict 
with the interest of the ruler or ruling elite. Actually, if development is conductive to 
democracy through certain channels, like for example the growth of a well educated 
middle class, and the rulers are aware of this, then they have a perverse interest in 
inhibiting economic growth, assumed that staying in power is an important aim for 
the ruler. The contrary example is however contexts where the self-interest of the 
ruling elite is linked through certain channels to the economic development of the 
society over which they rule. One empirical example could be Taiwan, where the 
ruling elite saw it as necessary to make Taiwan into an economic powerhouse in 
order for the island to remain de facto independent not being swallowed by mainland-
China, thereby enabling the leaders to stay in power. In other contexts however, this 
kind of link is non-existent. As Olson et al. (2003) argues there is not necessarily any 
need for the “good ruler” to have well developed moral qualities. 
Pointing to self interest and being aware of who are possible rational actors behind 
policy initiatives is one thing. Other more complex cognitive and general 
psychological traits of authoritarian rulers are another thing. Altruism and self-
interest are not exhausting the options when it comes to driving forces of human 
behavior. Systematic misjudgment of the world and antipathy towards parts of the 
population might be examples of two such traits that empirically manifest themselves 
in many cases. Another line of development famous from history is the autocrat that 
becomes increasingly isolated from the surrounding society, turning into a pure 
narcissist as time passes (Hitler’s last months are probably a good example). 
Sometimes, rulers are classified as psychopaths (Stalin often receives this 
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characteristic) or just generally incompetent. No general theory can predict with 
certainty the personal traits and driving forces of behavior that are to historically 
manifest in every concrete case, but we can at least say that neither altruism nor even 
rational self interest coupled with unbiasedly processed information of society are 
always the realized options empirically. 
The belief in disinterested rulers or technocrats in general is not dead however. 
Central bank independence was the macroeconomic policy-fashion of the nineties 
and early years of this millennium, building on the belief that small groups of 
economists disenfranchised from government circles would make better monetary 
policies than elected officials, “even” in the OECD-countries. Non-elected economic 
policy experts in the IMF and World Bank have also been given the role of 
implementing economic policy reforms in third world countries. Elitism has a long 
history as an idea, dating at least back to Plato’s Republic. Being unrealistic about the 
values, knowledge and abilities of elites is not a luxury that can be afforded in this 
study. According to Sah and Stiglitz there is a general view that a “decentralized 
system’s performance is less sensitive to the quality of key decision makers” 
(1986:726). The existence of a developmentally oriented leader would be of critical 
importance to an authoritarian nation, but even this would not be sufficient because 
this leader need not only “will” development, but also have the cognitive abilities to 
perform the correct policies and have the means to make development actually 
happen. 
Having a too positive view of the knowledge and capabilities of the demos is of 
course also a possible trap. Democracy theorists and rational choice inclined 
economists alike might both fall into it. As empirical studies show, politics is a 
marginal part of most people’s daily lives (Inglehart, 1997:207), and their cognitive 
abilities in this sphere might be limited. Economic relationships and mechanisms 
might seem at least as distant to most people sitting outside the ivory tower of 
academia as politics. Not everybody is as optimistic as the revolutionaries of the early 
French revolution who posted notes on public buildings, explaining the economic 
  136
                                             
laws of the free market to a raging crowd of Parisians, who were experiencing steeply 
increasing food prices (most of the posters were of course torn down, and price 
controls were soon reestablished!)68. The main point is that one in any case has to 
approach the real life decision makers of political-economic processes with non-
trivialized descriptions. Being aware that the counterfactual alternative to a 
democracy might not be an enlightened Aristotelian ruler or a benevolent social 
planner, or that the alternative to a sitting autocratic regime might not be an 
enlightened and farsighted populace, ready to vote in decent leaders, support 
important reforms or growth enhancing policies, might alter the score-sheet of many 
arguments. Populism is often referred to as a problematic aspect of many 
democracies both in the developed and developing world, pointing to what many 
view as short-sighted and ignorant populaces easily lead by demagogues. Ever since 
Plato with disgust noted these aspects of Athenian democracy, it has often been used 
as a political argument for authoritarianism. 
 
68 I was not able to find the reference to this particular historical incident, of which I am sure to have read about. 
Nevertheless, it can be read as an interesting anecdote, independent of its truth-value. The general argument presented 
stands anyway. 
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3.1 Conceptual systematization and discussion 
of the arguments in order to derive 
empirical implications. 
3.1.1 Categorization, discussion and evaluation of the arguments. 
As understood from the previous chapter the relationship between democracy and 
economic growth is not assumed to be straightforward and unambiguous. Georg 
Sørensen (1992, 1998) has suggested a strategy of differentiating further between 
regimes, moving somewhat away from the conceptual dichotomization of democracy 
and authoritarian regime, by operating with more precise classificatory ideal-types as 
“elite-dominated democracies”, “mass-dominated democracies”, “authoritarian 
developmentalist regimes”, “authoritarian growth regimes” and “authoritarian state 
elite enrichment regimes”. I have in stead tried to analytically differentiate different 
traits that I claim can be associated with democracy. The “anti-thesis” to democracy, 
authoritarianism, will then logically be associated with the lack of these traits. I have 
then tried to connect these traits or the lack of them to developmental issues. 
Synthesizing the effects of democracy on economic growth will be a much harder 
task than the analytically dissection performed in the previous chapter. 
Given the different theoretical backgrounds of the many arguments presented in the 
previous section, making them compatible and ready for comparative evaluation 
might seem impossible. Some of the arguments might also, at least at first glance, 
seem to contradict each other. I believe that making implicit theoretical and other 
unspoken assumptions explicit is one of the main keys if one wants to go beyond the 
mere listing of arguments. Being precise about the different conditions that need to 
hold, does not only help us in solving “illusory contradictions” and opening up for 
understanding across theoretical fields and methodological schools. It also prepares 
the ground for specifying in which empirical contexts the different theoretical 
arguments are most relevant. 
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Institutional and other economists have tried to establish common theoretical 
concepts that can steer cognition and debate over broader developmental issues. 
Coming as no surprise, these academics take the “rational actor” as a point of 
departure. According to one leading scholar “[A]n emerging consensus among 
development and growth economists views good governance as a prerequisite to 
sustained increases in living standards. The difference between developmental 
success and failure in this view has little to do with natural resource availability, 
climate, foreign aid or luck. It is, rather, largely a function of whether incentives 
within a given society steer wealth-maximizing individuals toward producing new 
wealth or toward diverting it from others.” (Knack, 2003:1) (Emphasis in original). 
Will rational actors within a specific institutional setting choose to engage in 
economic production or will they rather use their time and abilities in activities that 
seek to redistribute income from goods produced by others into their own pockets? 
This is the essential question that will determine whether a society is economically 
thriving, according to these economists. 
I find this framework very interesting, its explanatory power should not be 
overlooked, and it has the virtue of establishing a coherent framework for a broad 
range of developmental issues, using only a few concepts. Even though this type of 
reasoning has been and will be used, if not always explicitly, in this thesis as well, it 
leaves much wanting. The rational pursuit of self-interest in an institutional context, 
both among leaders and politicians as well as the broader populace is central to this 
thesis, but it does not have an explanatory monopoly. Many empirical cases do not 
automatically fit this framework, or at least the framework has to be further specified 
to fit concrete historical contexts. What is to be considered “predation”, for example, 
and how does the institutional framework actually place incentives for actors to act in 
this fashion? I am also interested in other type of mechanisms, sometimes talking 
about the shaping of cognitive capabilities, like in the “Millian argument”, argument 
XVI) from 3.0.3. Sometimes, I neglect actors to a certain extent in the explanations, 
relating to macro-phenomena only. How does political regime affect other institutions 
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like markets or economic macro-outcomes? These are questions sought answered, 
sometimes without explicit reference to actors. 
Table 3.1.1 gives a very simplified and informative listing and recapitulation of the 
twenty arguments I presented in chapter 3.0.3.  
Table 3.1.1: An overview of the twenty arguments 
Argument Democracy’s effect
Overlapping 
arguments 
Contrasting 
arguments 
I) Authoritarian regimes provide 
political and social stability, 
through “strong” leadership. 
Negative, especially in 
poor developing 
countries.  XIX)  II), VII), X) 
 II) Democracy provides the 
institutions for solving social 
conflict. 
Positive, if proper 
context.  VII), X)  I), XIX) 
 III) Authoritarian regimes can force 
through reduced consumption and 
thereby increase investment. Negative.  IV), V)  VIII), XIII) 
 IV) Authoritarian regimes can have 
a larger degree of autonomy from 
particularistic interest groups. 
Negative, if link 
between autonomy and 
authoritarianism holds.  III),V)   
 V) Democracy makes it harder for 
politicians to push through 
contested, but growth-enhancing, 
reforms. 
Negative, if short-
sighted populace and 
developmentally 
oriented leader.  IV),V)  VI),VII) 
 VI) Democracy might make 
implementation of reform, and 
policies in general, easier, due to 
the regimes general legitimacy. 
Positive, if authoritarian 
regime does not have 
other basis of legitimacy.  II)  V) 
 VII) Democracy provides more 
checks on power through 
elections and other institutions, and 
thereby reduces the possibility of 
disastrous policies. 
Positive when stopping 
bad policies and power 
abuse, although 
negative if related to 
argument V).  IX),XX)  V) 
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 VIII) There is a relation, however 
ambiguous, between political 
regime type and vital economic 
institutions like system of property 
rights, markets and free trade. 
By many viewed as 
positive, since they 
claim that democracy 
goes together with these 
institutions. Others say 
the relation, and thereby 
the effect, is ambiguous  VII),IX), XIII)   
IX) Authoritarian regimes increases 
centralization of decision making 
and thereby reduces the number of 
alternative economic projects, both 
good and bad, undertaken 
Ambiguous; positive if 
pluralism is important. 
Negative if avoiding bad 
project is more 
important. Depends on 
questionable 
assumption of link 
between centralization 
and authoritarianism.  VII),VIII)   
X) Democracy increases equality 
in society.  
Ambiguous, but 
probably positive in most 
empirical cases.   XI),XII)   
XI) Democracy enhances human 
capital. Positive  X)   
XII) Democracy enhances social 
capital. 
Positive, but link 
between democracy and 
social capital is weakly 
argued for.  X)   
XIII) Democracy reduces 
corruption.  Positive.   XIV)  
XIV) Democracy decentralizes 
corruption. Probably negative.    XIII) 
XV) Certain traits related to 
democracy are good for 
technological innovation and 
diffusion. Positive.  IX), XVI)   
XVI) Civil liberties are important for 
cognitive development in the 
populace, and thereby economic 
productivity. 
Positive, but the 
argument is somewhat 
non-stringent and hard 
to test.  IX), XVII)   
XVII) “The democratic peace” 
can be related to economic 
development, since wars are 
generally economically destructive. 
Positive, if the context is 
a world of democracies 
and the “democratic 
peace” mechanism 
works also in such a 
world.  XVIII)   
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XVIII) Participation and place in the 
international political-economic 
system might depend on national 
political regime type. 
Positive, given the 
structuring of today’s 
international power 
relations and 
international institutions.  XVII)   
XIX) Democracy is unfit in certain 
countries, because of historical, 
cultural or social factors. 
Negative, if 
incongruence of 
institutions and society 
means instability and 
unfitting policies.  I)  II), VI) 
XX) The realization that both 
leaders and populaces can be 
driven by different motives, 
attitudes and perceptions is 
important for the expected effect of 
political regime type. 
Ambiguous, but this 
argument qualifies 
especially some of the 
arguments in favour of 
authoritarianism like III), 
IV) and V).  VII)   
 
As you might see from table 3.1.1 and induce from the discussion in 3.0.3, there is no 
a priori conclusion on how political regime type affects economic growth based on 
theory alone. First of all “theory” is not a very specific choice of wording in this case, 
since 3.0.3 actually consists of a lump of arguments deduced from several theoretical 
schools of thought, and sometimes being even less strictly deduced, relating to 
general assumptions of human behaviour and maybe some empirical examples. 
Second, different arguments point in different directions when it comes to the effects 
of democracy on growth. Third, some general arguments themselves are 
inconclusive, and might point in any direction, depending for example on the social 
or historical context they are applied within. However, logical indecisiveness on the 
part of the direction and strength of the overall effect does not force us to stop short 
here. Solving apparent contradictions between arguments, suggesting the validity of 
arguments in different contexts and relating them more precisely to the concepts of 
democracy and economic growth are interesting theoretically. These exercises are 
also important because one can thereby deduce better founded empirical implications, 
ready for testing against historical data. 
The arguments presented above can be classified in many different ways. First of all, 
it is possible to try to relate the arguments to the sphere of social life which the “X”, 
the channel that transmits the effect from political regime on economic growth, is 
most likely to be conceptualized under. For example, some arguments are more 
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“political”, like the argument of stability, or the argument of institutional checks, and 
some are more “economic” like the argument of increased investment and the 
property rights argument. Of course, these types of distinctions are so unclear and 
prone to subjective evaluations, that they probably end up claiming almost 
tautologically that “political” arguments are conceived to be areas traditionally 
studied by political scientists, “economic” as studied by economists and so on and so 
forth. What is interesting about these distinctions however is that it makes it easier to 
relate arguments to each other in hierarchies of causality. This thesis tries to establish 
links from a political phenomenon to an economic. Effects from political regime type 
will probably as a rule of thumb often first go through political variables like power-
dispersion, stability, institutions and different policies, and then via more traditional 
economic variables like investment, human capital, technological innovation and 
diffusion. 
3.1.2 Levels of analysis, forces behind human behavior and the different 
arguments: methodological pluralism 
Another way to classify the arguments is by looking at the level of analysis, and the 
broad differences in methodological assumptions in different arguments. First of all, 
some arguments relate explicitly to concrete individual actors. These arguments can 
again be separated between those that look at the behaviour of the ruling elites, and 
those that look at the interests of other participants in broad political and economic 
processes, as voters, investors and innovators. These actor-related explanations often 
take the form of explicit or more implicit rational choice explanations, looking at the 
general interests and preferences of the actors. The arguments often try to predict the 
incentives for actors to act in specific ways under varying institutional contexts. How 
would for example rational investors behave in a situation where there is lack of 
property rights contra a situation where this institutional feature is existent? Other 
actor-related explanations take into consideration how attitudes, norms of behaviour, 
and cognitive abilities are shaped, like the “Millian” argument, referred to as 
argument XVI). It is important to stress that these types of arguments do not exclude 
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each other, but highlight different aspects and phenomena. Rational choice theory 
should for example be treated only as a theory. Taking preferences as given in the 
explanations, does not mean that one believes man is borne into the world with a 
perfectly ordered set of defined needs and wants. Nevertheless, using these 
assumptions allow you to highlight how certain motivational forces of human 
behaviour like self interest, shapes social phenomena. This does not exclude the 
importance of “deeper” factors shaping human attitudes and capabilities. When 
evaluating some of the arguments’ relevance, like for example the ability to push 
through wide-ranging reform that an authoritarian autonomous regime might have, 
assumptions on for example cognitive abilities are of utmost importance. Do leaders 
in a hypothetical country have the relevant knowledge and understanding of their 
society and economy to provide the “correct” policy-packages? If one is being more 
sanguine about the leaders’ cognitive abilities, maybe gradualism and not rapid 
reform will be advocated. This point has been recognized at least since Edmund 
Burke (1968) wrote his “Reflections on the Revolution in France” in 1790. The 
genuine uncertainty and often systematic miscalculations connected to introduction of 
reform will affect the total evaluation in favour of democracy, by weighing argument 
VI), which stresses the importance of collecting and processing information from 
society, heavier than V) on the regime’s ability to autonomously push reform. 
Other explanations do not take individuals, but groups, as a starting point. These 
arguments are often referring to the interest and behaviour of groups. Sociology and 
political science have been more used to this line of reasoning, talking for example 
about classes or ethnic groups in a metaphorical way as actors. This might look 
problematic from a metaphysical point of view, but epistemologically it is often of 
great value, like for example argument III) on consensus building among groups 
under democratic institutions show. Other arguments skip actors, at least explicitly, 
and relate to structures such as institutions and other broad macro-properties. The 
Huntingtonian stability argument in I) is one example. The Sah and Stiglitz argument 
connected to centralization and picking winners in IX) is also at least partly a 
structuralist argument. Some arguments go even broader, looking not only at 
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national, but also international structures and how they influence national economies. 
Some economists always exclude arguments that are not based on foundations of 
individual actors. However, even if one postulates that only individual actors in a 
strict metaphysical sense shape social life (structures, institutions and norms can be 
seen as cumulated structures shaped by the acts of earlier generations’ individuals), 
human epistemology is not sufficiently advanced to allow us to break down every 
social phenomenon we observe into the parts that contribute to its existence. 
Therefore, there is no contradiction when operating with relatively actor-oriented 
explanations in some areas, like how rulers shape property rights or how they refrain 
from corruption if monitored properly, and using more structuralist argumentation. 
However, I sometimes try to go far in establishing explanations that have their roots 
in individual behaviour. For example, the relational argument on democracy leading 
to increased social capital again contributing to improved economic outcomes, can be 
structured as an argument about how individuals learn and alter their attitudes and 
behaviour due to the institutional structure they frequently cooperate within. Further, 
it can be related to how economic actors due to this hospital environment can dare to 
partake in complex transactions, invest in uncertain projects and engage in economic 
cooperation without having to use resources on writing formal juridical contracts on 
every occasion. Another example could be the “democracy reduces corruption” 
argument, where one could for example argue that rational bureaucrats would not 
engage in corrupt behaviour on the same level if the  possibility of being caught is 
increased through independent press, independent anti-corruption organs and 
generally increased transparency due to freedom of speech and debate. Then again, 
rational investors would have more of an incentive for investing in projects since 
bribe-costs decrease.  
When groups, electorates or other nations “act” in my explanations, this is a short 
way of referring to the collective behaviour of individual actors of the group or the 
nation. I am of course recognizing that there are often leading individuals within 
groups that shape the course of action more than others. Needless to say, actors act 
within an institutional environment that at least shapes incentives and thereby 
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behavior, but probably other aspects of actors such as cognition. Actor based 
explanations without any reference to the general context or institutional setting are 
therefore meaningless. The institutional setting is often taken as exogenous in the 
explanations even though they are historically also shaped by human acts.  
Further, by doing this type of conceptual sorting, one can connect the general 
hypotheses of how democracy affects growth to other more or less grounded beliefs 
in how the social world operates. When following the methodological discussion and 
distinctions above, one can more definitely sort out the different arguments and relate 
them to how one generally believes human behaviour and social outcomes are 
formed. I will give two concrete examples. First, if one “believes” that rational self-
interest pursuit is the most fundamental part of social life, then arguments such as the 
importance of the electoral channel in providing incentives for leaders to behave 
according to the interest of voters, or how democracy affects human capital through 
voter pressure should be given weight. Second, if one “believes” that development 
processes are driven not mostly by national happenings, but by a country’s place in 
the international economic system, for example relating to trade opportunities, then 
the arguments focusing on the international factors (and level of analysis) should 
have preponderance.  
The world is complex, and so is the subject of this thesis. Acknowledging this fact I 
have been very eclectic in choice of arguments and level of analysis. Having tried to 
clarify the seemingly problems related to choice of levels of analysis, I move on to 
more substantive ways of categorizing arguments. 
3.1.3 Discussion of the arguments 
Some arguments in 3.0.3 should be seen as more basic than others, and some might 
even be necessary for other arguments to apply. A factor like “political and social 
stability”, which imply absences of internal conflict or external war, is probably 
totally necessary in many cases to even consider a path of sustained development. 
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The abovementioned is one of the factors that have to be in place in order to kick off 
other processes that might lead to growth in a society. 
Relating the question of property rights, markets, as well as the state’s capacity to 
provide different collective goods and decent policies, to the stability and absence of 
conflict is interesting. Plausibly, as Thomas Hobbes (1996) would have loved to point 
out, these underpinnings that allow for complex economic transactions in general will 
vanish under a general condition of anarchy. There is no security of property or 
efficient collective goods provision under anarchical conditions. Conflict and 
widespread violence reduces the level of security and the options for economic 
transactions in the markets. Additionally these conditions are destroying another 
building block of economic activity, namely governmentally provided infrastructure 
and the ability of government to deliver collective goods as well as health care and 
education. Anarchy, as seen in the Congo, Sierra Leone, Somalia and perhaps to a 
certain extent in present day Iraq, is generally very disruptive to most sorts of 
economic activity, the extraction of natural resources from safe pockets being one 
possible exception. The state’s ability to provide security and stability is necessary in 
order for the other aspects of development to kick in.  
Moving one step further on the ladder, one could say that general economic 
institutions, infrastructure, and administrative capacity to provide different collective 
goods are almost necessary prerequisites for the possibility of implementing other 
specific growth enhancing policies. These policies could be clever investment 
policies, R&D policies or even decent and well-founded macroeconomic 
management. 
A very simplified structure of the societal preconditions of developmental levels 
might look something like below. The pyramid presented might thereby imply which 
factors are essential to get in place for a country to grow over longer periods. One 
way of organizing the discussion of the different effects of regime type, is to see how 
the twenty arguments relate to the different building blocks in the pyramid. Does 
democracy or authoritarian regimes provide the best way to “erect the different 
 blocks”? The pyramid will provide some structure to the following discussion. 
However it should not be interpreted to literally69 nor taken as a theory on 
development. It is only meant to be an illustrative and organizing tool. Additionally, 
points that can not be directly related to the pyramid will also be put forward in the 
discussion. 
Figure 3.4: A “precondition pyramid” for developmental levels. 
 
1) Absence of anarchy, absence of 
conflict and war, political and societal 
stability 
 
2a) Property rights, 
functioning markets, 
trade opportunities and 
other economic 
institutions 
2b) Effective state 
apparatus that allows for 
efficient tax collection, 
government provision of 
collective goods, 
infrastructure, education 
and related goods 
3) Growth enhancing 
macroeconomic policies, 
innovation policies, 
investment policies, other 
policies, general context 
for economic transactions 
OECD 
countries 
East Asian 
Tigers 
 
Latin 
America 
South Asia 
 
Congo, 
Somalia 
 
Relating these thoughts to the specific arguments presented above, one can thereby 
say that arguments like the ones on how democracy affects innovation, how 
                                              
69 It is for example problematic to separate the highest layer, different policies, from the layers below. Some economists 
would maybe also point to the possibility of conducting “decent macroeconomic policies” without having general provision 
of for example education or international trade opportunities. The pyramid is only suggestive. 
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democracy affects social capital, and the Sah-Stiglitz argument are important enough, 
but they are secondary to the question whether regime type has dramatic 
consequences for the probability of civil or external war, mass violence, general 
social instability and uproar and the possibility of breakdown of the state apparatus. 
Even the more precise outline of the judicial system and the presence of good and 
abundant schools are secondary to this question, since these factors can not in any 
way be expected to function properly under the outlined dismal conditions. 
Block 1) 
I have a strong belief that at least these initial and more underlying political and 
social conditions’ relation to the variations in political regime type is highly 
contextually dependent. If wanting to make accurate predictions, which in any case 
are extremely difficult, on how democracy affect growth through these channels, one 
should have proper knowledge of social structures like the depth, scope and nature of 
conflict among different social groups. Arguments I (Huntington), II (Democracy as 
conflict solving instrument), X (equality), XVII (social capital), XVIII (democratic 
peace) and XIX (incongruence of democracy and socio-cultural conditions) are all to 
a smaller or larger degree relevant for the foundational building block of the pyramid.   
Which of the security arguments that are applicable and their relative strength will 
vary. Elections might be destabilizing some countries, and in these situations the 
stability argument of Huntington might apply in a strong manner. Everybody holds 
their breath when Haitians or Congolese go to the polls. In a very fractured society, 
where there is difficult to speak of one nation or one demos at all, elections might 
work as polarizing devices used by separatist leaders to rally their supporting groups. 
Whether an authoritarian government could provide societal stability, often through 
such instruments as suppression of demands from large minorities, or even majorities 
as seen in present day Ethiopia (the Omoros) and Rwanda (the Hutus), is not a 
general question to be precisely predicted by any regression analysis. In some cases, 
long authoritarian rule, coupled with tremendous upheavals, such as death of a long 
ruling autocrat, has led to an explosion of civil war or a descent into anarchy, as we 
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have seen in ex Yugoslavia and with the fall of Mobutu in Congo. The structuring of 
power, concentrated around one person or alternatively a smaller elite, as happened in 
Congo or in Tito’s Yugoslavia, seems to be a dangerous long term gamble when the 
leader exits in some way, and the realities of dirty and unregulated power struggle is 
top of would-be leaders agenda. Even if an autocrat can keep a Hobbesian-
Huntingtonian peace in his living time, the long term consequences of this structuring 
of power and suppression of groups might ricochet in later periods. Therefore many 
people view the long term solution to stability and peace to be better provided by 
democracy, because of the institutional set-up that allows for peaceful conflict-
solving, regulated succession of governments and distribution of societal gains. The 
distributional consequences of democracy laid out in argument X) often probably also 
contribute to long term stability, although Acemoglu and Robinson (2006) have 
suggested that distributional pressures might give an incentive for the richer classes to 
mount a coup. Belgium might be one example of a country where democracy is a 
guarantor of stability. The carefully struck balance between French speaking 
Wallonia (and Brussels) and Flemish speaking Flanders, is a constitutionally based 
agreement, even providing own regional parliaments. Counterfactually, an 
authoritarian Flemish or French government would probably have a hard time 
keeping this “modern”, European country stably together. However, the case of 
Lebanon, once a showcase for Arend Lijphart when illustrating the favourable 
stability-properties of a consociational democracy, showed that constitutional 
balanced agreements were no foul proof guarantee against a country descending into 
civil war. 
Empirically, Hegre et al. (2001) claim there is an inverted U-shape relation between 
degree of democracy and occurrence of civil war, which could be said to be the worst 
form of societal upheaval and instability. Coupling the Hobbes-Huntington argument 
from I) and the conflict solving argument introduced in II), this empirical relationship 
makes very much sense. Both suppressing opposition and incorporating it through 
dialogue look like two viable strategies of producing political stability, thereby 
creating at least an opportunity for economic development. According to Hegre et al. 
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“[C]oherent democracies and harshly authoritarian states have few civil wars and 
intermediate regimes are the most conflict prone” (2001:33).70
Summing up, the stability-providing and thereby economic growth enhancing, 
properties of democracy are not unambiguous as arguments II), X), XVII) and 
argument I) and XIX) point in different directions. Power relations and solving or 
suppressing social conflict are the most relevant issues related to system of 
government here, and a contextual understanding in different cases is stressed. In 
chapter 5, I will look more closely at empirical cases and general statistics in order to 
make more valid and empirically based claims. Some hints have already been 
provided. In cases where there is deep social conflict like post 1994-Rwanda, a strong 
authoritarian rule that suppresses conflict might be a necessary solution71, if not 
international intervention or dissolution of the country into smaller parts are options. 
Also, authoritarian rule can be a short term solution to problematic social conflict. 
The risk is however that unexpressed demands from disadvantaged groups can lead to 
a “steam boiler”-effect, making conflict even more dramatic when first appearing in 
daylight. Triggering events can be the death or fall of the earlier autocrat that “kept 
the pieces together”, like in Ivory Coast after Houphouet-Boigny died in 1993, and 
Iraq after the topple of Saddam Hussein. A more secure long term solution, but not 
fool-proof like Lebanon has showed, is an institutionally negotiated power-sharing 
arrangement in potentially conflict prone countries. However, democracy guarantees 
no such deal. 
The focus of the above discussion was “how to avoid catastrophic outcomes”, and let 
basic economic production and transactions keep going in societies that are potential 
conflict zones. Moving one step up the pyramid, assuming basic political and social 
                                              
70 The authors further decomposes this effect and looks at how much of it is attributable to the level of democracy in itself, 
and how much is due to the fact that intermediate regimes are often, but not always, “transitory solutions”, lasting only a 
short period. Simplified summed up, both effects are estimated to count. 
71 Paul Kagame has built the legitimacy of his regime on the basis of ending genocide and hindering it reoccurring, thereby 
providing stability to the country. One “instrument” in achieving this end has been the denial of existence and usage of 
ethnic categories in social life. 
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stability, we can instead focus on how political regime type affects investment, 
human capital formation, adaptation and diffusion of technology as well as 
opportunities for complex trade and transactions by economic actors. These elements 
are here conceptualized to be affected by the juridical system of property rights, 
opportunities for trade and the existence of markets on one side, and the provision of 
infrastructure, collective goods, education opportunities as well as a potent and 
incorrupt administrative apparatus on the other.  
Block 2a) 
Arguments relating to these phenomena are first of all argument VIII) on property 
rights, markets and other economic institutions as well as IX) on centralization and 
pluralism in general public economic decision making. Often, arguments related to 
property rights stress how these are conducive to investment. One might therefore 
question the relevance of stressing VIII) in a very strong manner, if one conceives 
technological change as the most important factor behind long term growth. 
However, for impoverished countries with a general lack of capital equipment, I think 
it is generally dangerous to brush off the importance of investment altogether. 
Travelling in Africa, one can not but notice the lack of both public investment for 
example in paved roads, and also private capital, like trucks, when observing women 
carrying large bundles of firewood along the roadside. A truck and a paved road 
would have saved these “producers” a lot of time and energy each day, which could 
potentially be used in other activities.  
Even if technological change was the only source of economic development, already 
Adam Smith noted how division of labor and specialization in economic activity 
contributed to innovation (Smith, 1999:114-115). As Douglass North has argued in 
his many writings, a well functioning system of property rights that allows 
individuals to reap the benefits of their productive actions is crucial to such division 
of labor, since individuals can now dare to engage in complex economic transactions 
and not relate on bare self subsistence and small scale economic activity (North, 1981 
and 1990). The importance of intellectual property rights (IPR) for innovation have 
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been stressed by economists (Jones, 2002:86-91), although Chang (2002 and 2003) 
points to how violating IPR might contribute to increased diffusion of foreign 
technologies. The benefits of property rights and properly functioning markets, as 
well as decentralization of decision making, seem hard to retrieve, especially after 
what has to be considered the lack of success in Communist Eastern Europe and 
Soviet in bringing forward the expected economic successes. The relation between 
democracy and the economic institutions considered in VIII) are as noted rather 
ambiguous, albeit it might be possible to argue for a generalized, but at best 
moderate, positive relationship (Lundström, 2002 and De Haan and Sturm, 2003). 
Argument IX) also ended up inconclusive to whether democracy brought prosperity 
through decentralization.  
Argument XVIII) relates among others to opportunities of trade, and would at least 
by some economists be seen as an international extension of the national debate on 
economic institutions. The opportunity to partake in the international division of 
labor and be able to receive investment from the EU and US might be of importance 
to developing and developed countries alike. Nevertheless, trade boycotts and 
exclusion from the WTO are concerns not general to all authoritarian regimes, but 
only to some selected nations. One could be cynical on the behalf of Western 
countries’ foreign politics and, say that it is not authoritarian traits of the sanctioned 
regime that is relevant, but the sanctioning countries deeper material and security 
interests. However, sanctions are at least easier to legitimate when imposed on 
authoritarian regimes, and empirically there are few democratic regimes being subject 
to wide ranging official sanctions from the traditional major powers. Instead the 
economies hit are the Burmese, Cuban, Libyan, Sudanese, the Iraqi under Saddam 
Hussein and the Iranian. The economic effects of sanctions are hard to measure, but 
few would probably evaluate them as positive. More generally total economic 
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isolationism is not being promoted as a development strategy by many contemporary 
development academics72.  
As a conclusion, the block in the very simplified development pyramid relating to 
economic institutions like markets and property rights is not clearly related to any 
type of political regime, although democracies possibly are more conductive to these 
institutions. Proponents of this last view point to the general power dispersion and 
focus on individual liberties in democracy as being the traits that contribute to the 
respect for “economic freedom” and pluralism73. 
Block 2b) 
Factors related to more direct state action are also manifold in the list of arguments 
presented in chapter 3.0.3. One should also include arguments that discuss the general 
capacity and efficiency of the state apparatus, which again will affect the ability of 
the state to provide different types of goods. The Arguments X) and XI) focus on 
equality and human capital. These elements, in my eyes, make a strong case for 
channels through which democracy probably brings growth, although some have 
questioned the direction of causality both between human capital and growth, and 
democracy and equality, as well as the growth effects of egalitarianism. The relative 
importance of human capital is also contested, but it looks plausible to me and many 
                                              
72 One can not however a priori assume that trade, and especially a general system of “free trade”, in all cases boost 
economic growth. Dependency theory has a long and diverse academic history (Hveem, 1996: 241-253), and its proponents 
are stressing the potential drawbacks of being integrated into the international economic system. Political economists, 
sociologists, human geographers and others have long pointed to the potential drawbacks of a complete free trade regime 
for less-developed countries. Especially the “infant industry protection” argument coupled with the highlighting of the need 
to move “up the value chain” from natural resource or agricultural production in order to achieve development, weigh 
heavily (Chang, 2002). Even neo-classical economic theory has produced mathematical models that show it is quite 
possible that opening up for trade might reduce technological progress and thereby economic growth rates through 
specializing in industries where one has comparative advantage, if these industries also have a low growth potential 
(Helpman, 2004:64-69). The empirical cross-country relation been trade and growth rate is found to be positive by most 
studies, among them probably the most sophisticated study performed by Alesina, Spolaore and Wacziarg in 2003 which 
specifically highlights the benefits of trade for smaller countries. However, mixed or non-significant results have been 
found by some studies (Helpman, 2004:70-72).  
73 I have to at this point mention that several authors like Marx and Schumpeter have questioned the link between markets 
and pluralism, pointing to how there can be tendencies towards monopolization of markets. I comment that this to a large 
degree will depend on the cost structure of the industry, the legal institutions that are supposed to regulate markets and 
other factors. One also has to consider which alternative institutions or mechanism those were counterfactually to secure a 
more pluralist industrial structure than a market based system. As with other issues relating to economic institutions, I can 
not go more in depth here.  
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other observers that qualifications of the workforce and population in general are of 
strong importance. Perhaps this is especially the case if the nation is to become a 
modern “knowledge based”-economy, or any economy incorporating complex 
production processes in different sectors. Argument XIII) and XIV) relate to 
corruption in bureaucracy, and as we have seen the arguments point in different 
directions. One synthetical suggestion could be that countries that have gone through 
recent democratization processes like Russia in the post-Soviet era and post-Suharto 
Indonesia might go through a period of decentralization of corruption that is 
destructive to the economy, before processes related to transparency and a political 
culture that strengthens the dividing line between position and person hopefully sets 
in. However, authoritarian regimes that want to fight corruption, like Singapore’s, 
might do so successfully, even without the same degree of transparency in political 
and administrative processes.  
A preliminary conclusion is that the block relating to provision of public goods and 
infrastructure, as well as encouraging human capital accumulation seems positively 
related to democracy. These positive traits are often assumed to be provided through 
popular pressures via the electoral channel. 
Block 3) 
When it comes down to the ability of outlining more specific growth enhancing 
policies, the case for democracy also seem mixed. The case for democracy is as 
discussed in argument XX) dependent on among others the more specific 
assumptions on motivations for example political leaders. The case for democracy 
relating to “Block” is also dependent on which are the driving forces of economic 
growth. It is of course very difficult to distinguish between the second and third 
levels in the development pyramid, at least empirically, but also conceptually. The 
levels in the pyramid are of course also effecting each other causally, with different 
“policies” altering institutions in block 2) and even stability in block 1), and not only 
the other way around.  
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Arguments III) on increasing investments, IV) on autonomy from particularistic 
interest groups and V) on the ability to push through reforms without bothering about 
a short-sighted and “punishing” electorate seem to make a strong case for 
authoritarian government. All the arguments relate to the relative “weakness” of 
democratic governments either being dependent on groups for support in the coming 
elections or having a strong bond to particular interest groups. This “weakness” 
reduces the number of instruments that can be applied by government, among them 
some of the more growth enhancing policies. The SPD government of Gerhard 
Schröder’s or the recent French government’s problems of introducing economic 
reform, among others in the labor market, provide interesting examples. American 
congress pushing up public expenditure every year systematically, due to additional 
“pork barrel” is another classic example. Japanese or South Korean problems of 
accepting a WTO-deal in the Doha round (which would probably benefit these 
countries if focusing only on the economic aspects); due to pressures from the 
agrarian voters and lobbies are other possible examples.  
Claiming democracies will not be able to realize optimal policies, is not the same as 
saying that a switch to an authoritarian government will secure the legislation and 
implementation of these policies. There are at least two main points that qualify what 
at first glance might look like the obvious advantage of authoritarianism in provision 
of “developmental policies”. First of all, there is genuine doubt to whether 
authoritarian regimes can actually implement these superior policies, even if the 
leaders genuinely wanted. As pointed out on an earlier occasion, there is doubt 
whether authoritarian regimes can actually claim to be more autonomous from certain 
interest groups than democracies. Neo-patrimonial African regimes for example, 
reliant on vertical networks of social organization, might be extremely reliant on 
popular content at least in the ethnic or otherwise organized groups they have as their 
main power base. The continuous trickling of money down the chain to these groups 
might be needed for a regime to survive. Another point brought forward by argument 
VI) is that even though policies and reforms are legislated, they have to be 
implemented successfully also, and democracies might have superior abilities here. 
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The state’s capacity also relate to its embeddedness in the surrounding society, and a 
regime that is completely isolated from civil society in decision making, might find it 
hard to turn writings on paper into actions. Not only lacking goodwill from these 
groups, but also the lack of knowledge about local contexts, can be a result from 
“governmental isolationalism”. 
The second main point, which I consider extremely important, is that authoritarian 
leaders also have to will these policies. Arguments III), IV) and V) have to be viewed 
in the light of argument VII) on the negative effects that might result from lack of 
checks on power and XX) on being realistic about among others human motivation. 
The proposed autonomy for authoritarian governments might be a double edged 
sword for the sake of economic development. This point has been hinted at on several 
earlier occasions. One can not a priori assume that authoritarian leaders, as well as 
democratic, want to act as the “benevolent planner” you meet in introductory 
economics courses. Political theorists and political scientists, especially within the 
“liberal” tradition, have warned against the propensity of leaders and human beings to 
“abuse” power, and self interestedly put others’ interest in the back seat. Democratic 
leaders are at least constrained by institutional checks on them, and this is why 
democracy by some is conceived as “the least of all evils”. For example when 
authoritarian leaders fear their position is threatened, they can act in ways that are 
extremely destructive, both economically and otherwise. Machiavelli (1999:20) 
advised rulers occupying a new and hostile city (where citizens were used to live in 
freedom) to either move there, or wipe the whole city of the map. If not exactly 
following Machiavelli literally, Robert Mugabe erased whole parts of the slum in 
Harare recently and forced the poor inhabitants out to the countryside. The possible 
motivation could have been to avoid riots or perhaps a revolution against the regime, 
which are more likely to happen and more dangerous if actually happens in a 
crowded capital. Economically however, the policies were probably destructive, even 
leaving out the personal trauma for those involved. Arguments III), IV) and V) are 
therefore arguments in favour of authoritarianism, but only conditioned on points 
such as made in VII) and XX). Here we see the complex interplay of political regime 
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type, general societal and political context and formulation of economic policies. The 
need to go beyond a priori suggestions and into empirical investigation therefore 
becomes even more evident. 
Then there is development, adaptation and diffusion of technology. As we have seen, 
there are some factors pointing to the advantage of authoritarian regimes in a modern 
world with economies of scale present in many sectors, investing in large and 
coordinated efforts in R&D. Much of the investments are actually done by 
corporations, but the government contribute to research and development activities on 
many levels, by funding and leading practical projects, by offering capital to firms 
doing research, by coordinating larger inter-firm and inter-sectoral projects and by 
other instruments trying to clear the ground for big scale, directed and costly research 
activities. Chapter 5.3.1 will show for example how the Singaporean government has 
intentionally and actively used different measures to encourage R&D in certain 
selected sectors, like the bio-medical. Coordination and a focused and active R&D 
strategy might be extra important in some areas, where there are so-called  hub-
effects (Krugman, 1991). If you are able to lure a couple of firms in such an industry 
to your turf, then other firms will follow due to “the positive externalities” provided 
by the existence of the already established firms. Silicon Valley is a clear example of 
such a hub in the IT-sector. These arguments can actually as we have seen, be 
connected to argument III) and the ability of authoritarian governments to provide 
large scale investments, but also to argument V) that stresses how these regimes 
might actually try to actively reform the economy and promote new industries that 
promise more value-added to the economy as a whole than already existing 
industries. This will be problematic in democracies where workers in the old industry 
fear job-losses and pressure the politicians to instead actively engage in a fight to 
keep their jobs. Textile and other industrial workers in Europe are providing one 
recent example, pressuring the EU to re-impose quotas on Chinese textiles. 
However, others stress the importance of pluralism for technological development, 
due to the more decentralized nature of some innovation processes. Not all 
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innovations come in large scale Soviet-aerospace projects, or even within large 
innovation-oriented companies like Daimler-Chrysler or Sony. Ways of organizing 
everyday working processes, changing usage of existing equipment and the like are 
also ways to enhance production efficiency. These are also technological change, 
when the term is used in a broad manner. One of economic historian David Landes’ 
(2003) main points is that small and incremental change in many spheres of economic 
activity, rather than large revolting breakthroughs, has been the main way 
technological progress has come about historically (see also Fagerberg, 2002b:40-
41). This further adds to the notion that technological change is a plural and 
decentralized process. In addition, some of the major innovations have historically 
been produced even by lone individuals like the light bulb of Thomas Edison and the 
“battery” of Allesandro Volta, even though many claim that these times have past and 
that one increasingly will see technological innovations coming within the structures 
of big corporations. Another economically crucial aspect of technology is not only 
relating to its invention or innovation, but the diffusion and adaptation of already 
created technology into the economy. Most technology used in any country is 
probably foreign invented. The ability to quickly adopt foreign technology is perhaps 
the most plausible way to prosperity, at least for most developing countries that do 
not have the capabilities of leading the technological frontier in industries such as 
aerospace or biotechnology. However, Jan Fagerberg has stressed the point that in a 
“national innovation system”, there are domestic as well as international diffusion 
components (2002b:38-44). Societal or even geographical factors might lead to the 
need for ingenuity in adapting technologies imported, and there might also be urgent 
demand for locally developed technology.  
When it comes both to decentralized and incremental innovation and to diffusion and 
adaptation of technology, the score-sheet looks way stronger for democracies than for 
authoritarian regimes, due to the arguments relating to power-dispersion and 
pluralism (IX) and the freedom of speech, debate and travel (XV and XVI). These 
arguments make a strong case for democratic superiority, both in the providing a 
hospitable context for these type of economic processes, but also because democracy 
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is expected to lead to more decentralized and pluralist policies, which are again 
viewed as more appropriate in this economic sphere. 
* 
The evaluation of the relative advantages of democracy over authoritarianism depend 
on assumptions made on the motivations and expected behaviour of authoritarian 
leaders in power, since most of the points that are supposed to support authoritarian 
rule actually only point to the weaknesses of democracy in promoting the right type 
of policies. If an altruistic and enlightened Platonian or Aristotelian monarch is 
expected to emerge, then these arguments will be very valid if meant to show the 
economic virtues of authoritarianism. If a Mobutu emerges, then they will be 
irrelevant in pointing out the relative deficiencies of democracy. Most empirical cases 
will probably be somewhere in between. 
3.1.4 How different aspects of democracy are expected to affect growth. 
By asking if it is power-dispersion, electoral mechanisms or different civil liberties 
that is to be seen as underlying cause, or as in the next section by asking if the effect 
comes through increases in physical or human capital or technological change, one 
can move one step further in understanding the relationship under study and 
hopefully bring some needed stringency. 
A cluster of related questions affect the relevance of many of the arguments, namely 
to which degree democracy means actual power-dispersion, decentralization of 
decision making and general pluralism. Many of the presented arguments rely on 
these aspects of democracy. By choosing a substantial definition of democracy, I 
have at least partially included a certain degree of power-dispersion and to some 
extent decentralization of decision making, in the analytical concept itself. I thereby 
capture interesting mechanisms, which could have been neglected if I based my 
definition on pure formal criteria, like elections. The degrees to which these traits are 
present are another matter. Thereby the strength and relevance of the arguments 
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touched by these matters, like for example VII) and IX), is somewhat unclear, even if 
the direction should be unambiguous. 
Aspects related to power dispersion and pluralism in democracy versus hierarch and 
power concentration under authoritarianism might have effects for economic growth 
possibilities. As we have seen throughout the theoretical discussion, the economic 
effects are probably dependant on surrounding society, incentives facing the 
leadership and qualities of the leaders. Concentrating power is a gamble that could 
pay off, but also backfire if the concentration of powers is used in ways adverse to the 
economy.  
Others would claim that elections and “divisive” party politics is the biggest gamble 
in certain contexts. If countries have deep and tense societal fault lines, elections are 
predicted by some to open the way for intensified conflict, whereas others point to the 
need for disgruntled groups to be represented in order to provide stability. The 
evaluations of the effects of elections are mixed. The benefits of election might also 
depend strongly on the preferences and the knowledge of the electorate, and thereby 
which policies are generally opted for. The degree to which the elections are free and 
fair are of course also determining if they have any substantial effect other than 
functioning as legitimating instruments for incumbents. However, the degree of 
fairness and freedom of elections are already captured analytically as a definitional 
trait in my substantial concept of democracy and later in my operational definition, 
the Freedom House Index.  
The evaluations of some of the different civil liberties are more unambiguously 
positive when it comes to being growth enhancing. Freedom of speech and general 
focus on individual liberties are thought to spur technological change, maybe 
property rights and functioning markets, as well as general pluralism also in the 
economic sphere. Freedom of association can according to some have ambiguous 
effects, due to increased pressures from interest groups on government to legislate 
“particularistic policies”. However, the benefits of a vibrant civil society have 
received large attention recently (Putnam, 1993, Grugel, 2002 and Törres, 2005). 
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There are also economic benefits of government having cordial relations with broad 
social groups, due to improved probability of success in policy implementation 
processes. Knowledge diffusion between society and government might also improve 
appropriateness of policies.  
Since the different aspects of democracy are assumed to have different effects, it 
further underlines the need to be specific about the definition one uses. I would claim 
that by choosing a too narrow definition, focusing for example on elections, one 
looses many interesting possible effects that can be connected to democracy as a 
regime type. 
3.1.5 How the “immediate sources of growth” are affected 
When weighing the arguments of from democracy on growth, what one believes 
about the general sources of growth and their relative importance, is extremely 
crucial. The disagreements within the economics profession are unusually large at 
this specific point. Some “capital fundamentalists”, often neoclassical economists, but 
also others, believe that investment in capital, are the main source of growth and 
development. Others like the neo-Schumpeterians, but also other large groups of 
economists, view technological change as the definitely most important factor behind 
economic growth. Since political regime types relate differently to these different 
channels, “which camp” one belongs to in the growth debate might also affect one’s 
stance on how democracy generally affects growth. 
When aggregating the arguments and thereafter dividing the predicted effect after the 
sources of growth in 2.1.3, it looks like authoritarian regimes could positively affect 
investment due to among others argument III) and also XIV) on centralization of 
corruption. Nevertheless, argument XIII) on increased corruption in authoritarian 
regimes and possibly VIII) on property rights, point to factors that might deter 
investment in such countries. Democracy seems to have the edge in promoting human 
capital accumulation, due to argument XI), but also for example argument X) on 
egalitarian pressures. Democracy is also probably overall promoting technological 
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change in a society, due to arguments XV) and XVI) linking civil liberties to 
technological change. Additionally, the decentralized nature of democracy will 
provide society with a larger pool of potential ingenious ideas. However, if 
authoritarianism is better at promoting large and concentrated R&D-investments and 
also in promoting ground breaking economic reforms, the conclusion above will be 
qualified.  
The answer to the question of whether democracy leads to a better and friendlier 
environment for economic growth depends on whether investment or technological 
change is growth’s main engine. The question probably depends on which country 
one investigates. The World Bank suggests on basis of the growth accounting 
technique, later presented, criticized and used in this thesis, that technological change 
is relatively more important in growth for already rich countries (1993: 54-58). This 
might lead to a hypothesis on democracy being important for growth in rich 
countries, but that authoritarianism which many believe is better for investment might 
have an advantage in authoritarian countries. This is a refined variant of what is 
earlier called the Lee-thesis. Innovation in information technology was perceived to 
be the major factor behind democratic and already rich USA’s growth leap in the 
1990’s, and some were talking about “the new economy” emerging. Investment 
induced growth are by many thought to be the factor behind Soviet Union’s rapid 
growth in the 1930’s, to Southeast Asian countries’ development after  WWII 
(Young, 1995) and perhaps also present day China’s industrially driven growth 
miracle. There is however genuine disagreement among economists and others on 
this issue. William Easterly (2001) has argued strongly that technological change 
rather than investment is also the solution for poor countries. According to Elhanan 
Helpman “there is convincing evidence that total factor productivity plays a major 
role in accounting for the observed cross-country variation in income per worker and 
patterns of economic growth”(2004:33). Based on a survey of many empirical studies 
on growth he further concludes that differences in MFP growth can explain more than 
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half the differences in growth rates observed between countries (p.34). The causes of 
growth are however still under debate.74
When it comes to the demographic factors like population growth, and the labor 
participation rate, they have not been treated here in the theoretical chapter. These 
factors will be dealt with on a more empirical and inductive basis in chapters 4 and 5, 
and any related arguments will vaguely be suggested there. 
3.1.6 Arriving at hypotheses about the relationship between political 
regime type and economic growth. 
Relying on such a vast range of arguments makes it impossible to deduct specific 
hypotheses by mere logic, like I could have done if relying on a narrower theoretical 
basis. There are however, both by using analytic deduction and a fair dose of 
“intuition”, possibilities of picking some very plausible suggestions of what one 
could expect to find empirically. In order to bring clarity to the subject, I will state the 
most important here. They will not be the only factors I will be looking after in the 
empirical analysis. I will often be picking out more narrow mechanisms suggested by 
theory, especially when considering particular cases.  
Relating to the longer theoretical discussion above, I will only present the main 
hypothesis and proposals here without much further justification: 
*The generalized average effect on growth from political regime type measured along 
the democracy-authoritarian dimension can go both ways because of the multiplicity 
of possible mechanisms. Some of these mechanisms work in favour of democracy 
and some favorize authoritarianism, and they often depend on national context. 
*Neither democratization nor autocratization processes can a priori be predicted in a 
generalized way to spur or depress growth rates. The multiplicity of theoretical 
                                              
74 Read for example first Mankiw (1995) and then Easterly and Levine (2001) in order to just get a short taste of how deep 
the disagreement on the subject actually is. 
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arguments and context dependency of these make it impossible to argue for one 
specific position.  
*Due to arguments like XI) on human capital accumulation, and XV) and XVI) on 
technological innovation and diffusion, one could expect democracy to increase 
“knowledge-induced” growth. 
*Due to especially argument III) on reduction of mass consumption in authoritarian 
regimes, these regimes would probably be associated with higher “investment-
driven” growth. 
*Democracy would probably, based on argument XIII), but not surely due to 
argument XIV), be growth enhancing through affecting corruption in a country 
*The effects of civil liberties are due to the weight of theoretical arguments like XV) 
and XVI), prone to be more beneficial for growth than political rights, which has 
many arguments pointing both in its favour and disfavor. 
*As the “Lee-thesis” suggest, arguments I) on political stability and argument XIX) 
on the inappropriateness of democracy in certain societies point to the benefits of 
authoritarian rule in “underdeveloped” countries, whereas democracy might be more 
appropriate in already developed countries. 
*Since the relative strengths and deficiencies of democracy is probably dependent on 
social and historical context, as well as recognizing the existence of more specific 
institutional characteristics and regional spill over effects in the political and 
economic sphere, the effect of democracy might be different in different  regions of 
the world. 
*Due to the many and different mechanism proposed in 3.0, one could expect a non-
linear relation between democracy and growth, since some mechanisms in favour of 
democracy might “dominate” for certain levels of democracy, and some in favour of 
authoritarianism might “dominate” for other levels. 
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*Arguments relating to concentration of powers and the autonomy of the 
authoritarian regime, means that these types of regimes can both lead to superb 
development policies as well as disastrous rampage of the economy. The outcome is 
dependent on the social context shaping the incentives and position of the 
authoritarian ruling elite, as we are lead to believe when looking at arguments IV) on 
autonomy of interest groups, V) on possibility of conducting long term reform and 
VII) on power checks. These arguments are further combined with XX) on the 
realism of actor-assumptions. The cognitive abilities and qualities of leaders can also 
have dramatic effects in authoritarian regimes with power concentration. 
Authoritarian regimes as a group will therefore be expected to show larger variations 
in their economic growth rates. 
Even if some of the hypothesis presented here, were presented as biased hypothesis, 
the practical hypothesis-testing in the empirical analysis will always be two-sided 
hypothesis-tests, with a null-hypothesis of “democracy as measured by X(often FHI) 
does not affect variable Y (often growth, but sometimes other variables like 
technological change measured by the MFP). The alternative hypothesis will thereby 
only state that there is an effect, independent of its direction. This follows usual 
convention in studies on these types of problems in social sciences, and will make the 
demands for finding significant relationships even stronger than with a one-sided test. 
Even if a priori theorizing point in direction of for example finding a positive 
relationship between democracy and human capital, it is not by far enough to justify 
one-sided testing of hypotheses. 
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4.0 Statistical methodology. 
Several of the more common and less complicated techniques used in chapter 5.1 are 
not treated in depth in this chapter, since long readings in statistical methodology 
seldom release spontaneous reactions of joy among readers. In stead I focus more 
intensely on three aspects. First of all, I pay attention to general problems of 
“discovering” causation through statistical analysis, related especially to the nature of 
the substantial research question and what is known of potential traps and solutions. 
Secondly, I investigate to some extent where ordinary regression analysis could run 
into trouble, because of the assumed structure of the particular relationship under 
question. Thirdly, I outline, explain and discuss the techniques used in this analysis 
that are not as commonly known from for example introductory courses in 
methodology. More precisely, pooled cross-sectional - times-series analysis is 
discussed, and two versions of this general method, later to be applied, are presented. 
The method of growth accounting, used mainly by some economists, is also 
presented thoroughly, with a special attention to the many validity problems of the 
technique. 
4.0.1 Modelling and estimating the relationship: Picking variables and the 
general issue of causal interpretation. 
The theoretical chapters suggest that the relationship under study is a very complex 
one, with many different variables interplaying, often with causality not only working 
in one direction between variables. However, when one “comes down to business” 
trying to estimate effects empirically, simplifications are needed. Variables will have 
to be selected, and assumptions about the direction of causality will have to be made. 
Figure 4.1 shows a very general model underlying many, but not all, of the concrete 
regression-models tested in the analysis in chapter 5. Control- and intermediate 
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variables75 will often be grouped as according to the figure, and the models tested 
will assume the absence of causal spirals. Needless to say, a less parsimonious model 
where there is causal interaction both ways between what is now modeled as cause 
and effect would be a more valid description of reality. The problem of reverse 
causality and some suggested solutions, among them the ones applied in this study, 
will be treated in 4.0.2. I cannot possibly discuss all methodological problems related 
to the research design, but one especially troublesome point that touches most 
research questions dealing with causality in the social sciences, is the problem of 
identifying all possible prior variables that affect both independent and dependent 
variable. Leaving these out because of lacking knowledge of how social phenomena 
relate or because of the wish for parsimonious models, will thereby bias results. I try 
to deal with these questions here, identifying the main structures that are of relevance, 
and thereafter finding some valid and measurable indicators of these broad and 
diffuse structures.   
Figure 4.1: A general causal model, utilized as a conceptual framework in some 
practical analysis. 
                                              
75 Actually, these intermediate variables, and the estimation of channels are constrained to the analysis of the 1990’s to be 
precise. The reasons for this are discussed elsewhere. 
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When it comes down to formulating concrete regression models, one always has to 
make some hard choices. Restricting myself to models that are “recursive” (Hellevik, 
1988:44), not using multiple equations, I have to be extra careful when choosing 
which variables are to be considered mainly as potential causes of type of political 
regime, and which are to be considered mainly effects. Using such a model where 
causality is interpreted as flowing one way within the model, have benefits in the 
form of parsimony and interpretational advantages when trying to put words on the 
numbers.  
By lagging the dependent variable, growth, by one or two years after the political 
regime variable in some of the concrete regressions, I will diminish the chance of 
capturing reverse causation. This can be done since it is plausible to assume that at 
least partly the economic effects of political structures and institutions will not be 
immediate, but materialize after a substantial period of time. A high degree of civil 
liberties may for example spur creativity and thereby induce innovations which 
effects will diffuse into the economy only slowly and gradually. Ideally, a more 
complex “autoregressive distributed lag model” could have been used in order to 
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better estimate such temporal nuances of the effects (Nymoen, 2005). This would 
however make the analysis much more complex. Because of causation concerns, 
control variables incorporated in the different analysis, like level of GDP or 
population will be measured in the beginning of the relevant time period, thereby 
reducing the degree of endogeneity of these variables. 
In order to avoid the controlling away of indirect effects, I will be very restrictive 
when choosing control variables. Regression analysis does not take account of 
whether effects are spurious or indirect when controlling for them in a simple model. 
Therefore if one loads a regression model with control variables in order to estimate 
an effect precisely, one has to know that the effect one is measuring is actually the 
“direct” causal effect only. This is especially relevant when studying a social 
phenomenon such as political regime type, and its effects. The political structure of a 
country can have many different effects on the properties of society. Good arguments 
can be made that equality and education affects the probability of having a certain 
type of regime, but one also has to take into account that the level of democracy 
affects both educational aspects of society and the degree of equality, as discussed in 
arguments X) and XI) in 3.0.3. The point is very relevant, especially since it is 
overlooked to a surprisingly large extent in many of the earlier technical, econometric 
analyses that have been performed76. No wonder one doesn’t find an effect from 
political regime on growth if one controls for investment, education and many others 
of the “channels of growth” (Tavares and Wacziarg, 2001). Of course, one root 
problem is that there is no overarching theory that tries to settle the prior variables 
and the intermediate variables in the regime – growth relation, and that no specific 
regression model is embraced by the research community (Leblang, 1997:455). 
                                              
76 Even one of the most distinguished scholars on empirical economic growth research, Robert Barro, adds democracy into 
a regression equation loaded with all the “possible channels of growth” from political regime type, like human capital and 
investment, treating these variables as exogenous to regime type (Barro, 1991, 1997). Of course, there is a danger in not 
controlling for these effects as well, probably overstating the importance of political regime type. When it comes to human 
capital for example, one might treat human capital as a cause of both democracy and growth, thereby necessitating a 
control for this variable. Lipset (1959) stressed the role of a well educated middle class for achieving democratic rule. 
However, it must be said that I already control for GDP-level, which theoretically should be correlated with the educational 
level. In the growth accounting exercises, it should be noted, I look at the role of increasing educational levels for growth 
as an intermediate variable and not the level in itself. 
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Nevertheless, using some intuition and basic knowledge would not hurt studies on the 
subject, instead of being purely technical and trying to load the model with variables 
in order to get a high R2. Statistical technicality alone can never make a valid 
analysis. Therefore I will restrict myself to controlling for only a few variables when 
estimating the general relationship under study. 
The model in figure 4.1 is proposed as having the “channels of growth” from 2.1.3 as 
intermediate variables. These will not always be used in the analyses that are to 
follow, but only where I am trying to estimate these channels, mainly through the 
technique of growth accounting. No direct effect in the figure between political 
regime and growth is proposed, because I have earlier explained the MFP used in 
growth accounting is calculated empirically as a growth residual and thereby 
captures all causal effects not going through the other factors. Therefore, the three 
intermediate variables suggested in figure 4.1 can not all be entered simultaneously 
into for example a two stage OLS-analysis, since one then would experience the 
econometric problem of perfect multi-colinearity, leading the regression analysis to 
break down. Entering two out of the three variables and thereby deduce the effect of 
the third would do however, since the model allows no direct effect outside the three 
intermediate variables. Other models with other intermediate variables will also be 
used in different types of analysis, but as mentioned above the type of model in figure 
4.1 will be the main one. When trying to estimate intermediate effects like suggested 
in the figure above, one can apply a method called “path analysis” [“stianalyse” in 
Norwegian] (Skog, 2004:320-323). This method involves entering different 
regression equations sequentially, starting with the most stripped model including 
only prior variables, and thereafter being more inclusive, entering in the more 
immediate layers in the causal hierarchy. Estimating the direct and indirect effects is 
then a mere matter of simple calculation. For a look at the general logic behind this 
type of analysis, see Hellevik (1988, 55-69). 
In the section under I will handle the more specific variables used as control variables 
in the analysis. These variables are supposed to reflect the more broad structures put 
 forward in figure 4.1. Naturally, “culture” or “socio-economic” structure as broad 
concepts can not be used directly in a quantitative study, and proxies that are 
supposed to catch these phenomena, or at least the most relevant aspects of these 
phenomena for the purpose of the analysis. When I say relevant, I mean that these 
aspects of “culture” or “socio-economic structure” are the ones that can be thought to 
affect both political regime type and economic growth causally. In addition, I do not 
want them to be endogenous to political regime, since I then might control away an 
effect that is relevant for this thesis’ problem question. The drawings under show a 
case, 1), where controlling for X is important, two alternative cases, 2) and 3) where 
it is irrelevant and one case 4) where it is actually unwanted: 
Figure 4.2: Four causal structures that do and do not warrant control of X. 
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The discussion under then centres on the four more precise variables, and one can 
therefore perhaps argue that a partial operationalization already here has been 
conducted. By moving on from economic and demographic structure to the three 
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more narrow variables of “income level”, “population level” and “population 
growth”, as well as using “region” as a proxy for both culture as well as international 
and geographical factors, I have chosen variables on the basis of three criterions. First 
of all they have to capture relevant aspects of the broader structures they are supposed 
to represent. Secondly, they should represent causal structure 1) above, and thirdly 
they must be possible to quantify and data have to be relatively easily available. The 
discussion under will focus on the two first elements, and the third is left for chapter 
4.1.1, which focuses on the more concrete measurement issues of operationalization. 
Clearly, “region” is not exhausting all relevant aspects of cultural, international 
structural and geographical factors, and I might sporadically control for other 
variables in 5.1, although not as systematically as for “region”. When this is the case, 
short descriptions and validity problems of operationalization will be given in the 
analysis chapter. 
Income level will be taken into all the different models. Income level, which is also 
assumed to be a society’s production level, in the absence of differences relatable to 
the deviations between GDP and GNP as discussed in 2.1.1, is probably one of the 
most appropriate indicators for a more general concept of socio-economic structure. 
GDP is correlating highly with many other variables such as degree of urbanization, 
and is widely thought to be an important aspect of societal economic structure in 
itself. The aggregate wealth of a nation has been one of the most important criteria in 
both scholarly and lay categorization of societies. One can interpret the GDP-level as 
being one important aspect of the concept of “level of development”, and thereby the 
wider concept of “economic structure”. This is arguably the most important control 
variable, due to theoretical reasoning. First of all, as we have seen several times 
earlier, the “modernization-literature” following Lipset (1959) argue that the income 
level due to societal change it brings with it affects the probability of having a 
democracy positively. This is a relatively well established fact empirically (Diamond, 
1992 among others), although as critics rightly claim, it can not in itself explain the 
existence of democracy. Other factors weigh heavily, and some complementary 
factors need also to be specified, among them the role of actors (Grugel, 2002:48-50).  
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The link between income level and income growth is suggested by the theoretical 
literature on “income convergence” to be negative. Poor countries do not necessarily 
have to “reinvent the wheel”, since they can adopt existing techniques already at use 
in developed countries. Also, poor countries often have low levels of investments, 
allowing large pay-offs to the very basic investments that can be introduced into these 
economies. These countries could experience investment driven growth of a nature 
that could hardly be seen in countries where factories and infra-structure is already in 
place. These effects should then lead to substantial “catch-up”, with poor countries 
growing faster. If one is not controlling for the effect of income level, or a “modern” 
economic structure in general, due to the reasoning above one would bias the 
coefficient on growth from political regime downwards. Richer countries tend to be 
democracies, and they are expected to have a slower growth rate because of already 
having exhausted many of the opportunities of economic growth. However, the 
empirical results are mixed (Barro and Sala-I-Martin, 2004). Poor societies are 
especially prone to dramatic crises of different sorts, and if one looks closer at the 
empirical results, there is a much bigger spread of the growth performances among 
poorer countries. Some have been catching up and some have been falling behind the 
European and North American economies in the last decades. 
A low population is somewhat correlated with democracy (0,13 in the 90’s when 
operationalized by respectively PWT-numbers and FHI). It is perhaps easier to 
organize an institutional structure based on popular participation if the society is 
smaller and more transparent. If population level also affects economic performance, 
this is a relevant variable to include as a control in the analysis. Historians have often 
stressed the importance of the USA’s big national market when explaining its rapid 
industrialisation more than hundred years ago (Cameron and Neal, 2003:226). 
Generally, in certain sectors there are “economies of scale”, and this should suggest 
that bigger countries tend to grow faster, ceteris paribus. However, small European 
countries like Switzerland, the Benelux- and Nordic countries have been among the 
world’s economic success stories in a historical perspective. Although it is difficult to 
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determine the relevance of a population effect theoretically, I will control for it 
empirically.77  
Population growth is relatively directly linked to GDP per capita growth. As Solow 
pointed out, an increase in the population means that existing investments have to be 
divided more thinly among the participants in the economy, and if the high growth 
rate means bringing more children per adult each year, the production of the 
workforce must then also be divided on more and more “unproductive heads”. If the 
population growth rate affects political institutions, it is therefore relevant as a control 
variable. The risk is here that one ignores the possibility that population growth is 
“endogenous to regime” as Przeworski et al (2000:271) have suggested, and should 
therefore not be controlled for. Actually, the underpinnings of this opportunity are 
perhaps as well founded, even though none of the positions have any substantial 
theoretical backing. If anything, population growth is often considered to be related 
to more socio-economic variables like urbanization-degree, (female) educational 
levels, income level and sector-composition of the economy, which have traditionally 
been the focus of demographers. Population growth rate is therefore maybe 
questionable as a control variable. Both population growth and population level are 
as demographic variables classified under the “general box” of structural variables 
presented in figure 4.1. 
Further there are serious questions raised when discussing whether to control for both 
cultural and geographical factors. Both are perhaps best operationalized in a broad 
and very simplified manner by the variable of “region”. To take international and 
geographical factors first: If dependency theory is valid, then the position in the 
international production system, which is often related to what part of the world the 
relevant country is placed in, can be argued to determine both its economic welfare 
 
77 I could instead of controlling for population number, have used a logarithmic transformation of population, in order not 
to let extreme cases such as very small island states or enormously populated nations like India or China weigh to heavily 
in the regression. However, I chose to enter population numbers directly. When I checked the relevance of this point in my 
analysis, by substituting population number with the log-transformed variable in some regressions, I found only small 
deviances in the coefficient of interest, namely the one for the political regime variable. Typically the b-value changed by 
0,01 or 0,02 with only small changes in the accompanying p-value. 
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and the type of political government that can be formed. In this case, controlling for 
region is of utmost importance. Colonial legacy for African countries might for 
example both account for this continent’s dismal economic performances, and by 
historical path dependent effects its political institutional systems (Mamdani, 1996), 
which after decolonization often have been characterized by authoritarian “strong 
man” rule. Other reasons that location is relevant for economic growth and regime is 
for example the presence of regional organizations, like the EU, that might affect 
both regime and growth. There might also be economic spill over effects between 
neighbouring countries due to export demand, as well as political spill over effects, 
like when revolutions and transitions in one country affects the political situation in a 
neighbouring country. This alone validates the control for region as a variable, 
although my regions suggested here probably are covering too vast areas. Dividing 
the world into ever more regions could however reduce the degrees of freedom in the 
analyses, and thereby inflate uncertainty in the coefficients.  
There is a reason why subjects that treat different aspects of “culture” often are more 
prone to qualitative methodology than quantitative. Culture in its broadest sense is a 
diffuse and many-faceted concept, which is not very easily captured either by 
numerical variables or mutually exclusive and exhaustive schemes of classification. 
Samuel Huntington famously claimed that the “post-Cold War world is a world of 
seven or eight major civilizations” (1997:29) and has since been repetitively 
criticized of overtly simplified generalizations. I will be equally simplistic, dividing 
the world into seven regions (with “Western” countries represented by Northern, 
Western and Southern Europe, North America and Australia and New Zealand, 
actually not being a region but at best a cultural area or a “civilization” if one wants 
to use this concept). These regions might therefore in a very crude way capture and 
control for both the international and geographical factors as well as to some extent 
socio-cultural relevant aspects. Cultural factors might affect economic growth, like 
the religious factors Weber (2001) stressed when looking at how the development of 
capitalism depended on Protestant ethic, or more precisely Calvinist values and 
attitudes. However, “culturalist” explanations of economic growth are out of fashion 
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in today’s academic world possibly with the exception of the “Asian work ethic”, 
seen by some as a driving force of growth in the newly industrialized countries 
southeast and east on that continent. Also, as some observers note, “culture” is not a 
static societal trait, but is among others dependent itself upon general economic 
development (Inglehart, 1997). More plausibly cultural factors might affect the type 
of political institutions a society inherits. If “culture” affects both the economy and 
political structures, being some kind of a “deep” variable, control for it is warranted.  
However, if these latter factors are not to be seen as prior factors, but that regional 
location is more of an epi-phenomenon that correlates both with political regime and 
economic factors, there is a big danger of controlling away a causal effect that should 
have been ascribed the political regime type. If the roots of the disastrous growth 
performances of some African countries can be traced to the political regime type 
found in many of these countries, the question is if it is relevant to control for this 
effect? The question stands even though there are historical experiences particular to 
Africa that have led to this continent being ripe with these types of regimes, for 
example in the 1970’s that saw the likes of Amin, Bokassa and Mobutu as heads of 
state. One could try to clear up the seemingly logical mess by structuring the causal 
hierarchy and saying that historical experiences, for example during the colonial 
period, that have led to defunct regimes, which again have produced growth 
hampering policies. In this sense one can speak of political regime type being a cause 
of economic outcomes, although the historical experiences were the underlying 
reason these institutions tended to exist in the first place. If the main causal factors 
generally are connected to political institutions, and the framework these give for 
economic activity, controlling for region might suppress relevant effects in a 
regression analysis. If political regime type is less relevant for economic growth than 
geography in itself, proximity to big markets, climate or cultural values with deep 
historical roots such as religion, then controlling for region is of utmost importance. 
Based on these considerations I will mainly present three different types regression 
models. The full model controls for GDP-level, population, population growth and 
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region, when estimating the effect from regime on growth. This model is a priori 
regarded to be the relevant one for the skepticist on the importance of political 
institutions. The medium model controls for GDP-level, population and population 
growth and thereby treats national political regimes as being more important than 
non-political regional effects when it comes to causing growth. The third and most 
reduced model, which can be interpreted to treat population growth as mainly 
institutionally determined and population level as irrelevant, incorporates control 
only for GDP-level. The results these models will eventually give, must then be 
interpreted as a set of hypothetical proposals, where the effect of political regime type 
depends on the prior assumptions we have made about the driving forces of economic 
growth by including, or excluding, certain variables in the relevant model. 
4.0.2 Bias of estimates due to “reverse causality” and related problems. 
Sophisticated solutions suggested, and simple solutions applied. 
As noted, there are severe problems when inferring from correlation to causality 
based on recursive models. Complex macro-phenomena like political regime type, 
economic growth as well as a host of other social, economic and cultural structures 
connect in complex ways not captured by such a simplified description of the world. 
The needs for parsimony and a simplified framework are however often contradicting 
the interest of making perfectly valid descriptions. 
These shortcomings, related to the particular research question of my thesis, would 
have been more serious if the stock variable “level of economic welfare”, and not the 
flow-variable of “economic growth”, was the dependent variable in the analysis. 
Even though, it should be noted that pure logic tells us that a regime growing over a 
substantial amount of time, will achieve a very different income level. Growth will 
then maybe in some cases cause regime change through the intermediate variable of 
income level, and more generally changes in societal structures. As noted earlier, the 
literature following Lipset’s (1959) seminal work, establishes level of development, 
with income connecting to broad societal change in urbanization, educational levels 
and class structure to name a few, as the crucial factors determining regime type. This 
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is one of the main reasons why I have chosen to operate with ten year intervals when 
investigating the effect of political regime on growth in some analyses, since this 
strongly reduces the reverse causality problems. These are expected to occur when 
growth over extensive time intervals causes income level to rise substantially, thereby 
increasing the possibility of having a democratic regime in the country. This effect 
would bias any coefficient from democracy on growth in such a manner it would 
have looked as if democracy was more conducive to growth than it actually is.  
There is perhaps a priori less reason to think that economic growth in itself will affect 
political regime in a systematic way, even though among others Adam Przeworski 
and co-authors (1993, 2000) in different studies have pointed to the danger of not 
controlling for this effect in statistical studies. In general there will be a possibility of 
what Przeworski and co-authors have labeled endogenous selection of regime type. 
This is the case if economic growth affects the probability of regime change to a 
democracy or to a more authoritarian regime, or if economic growth affects the 
probability of survival of a particular regime. Take one particular example, if 
authoritarian regimes will maybe have bigger difficulties of surviving an economic 
crisis, and this might mean that these regimes will to a lower degree be connected to 
low growth because they will be “endogenously selected” away from bad growth 
experiences.  
More specifically, it is claimed that countries “with high underlying growth rates” 
will become richer over the long run. Since democracies are more stable in rich 
countries, and rich democracies are more stable than authoritarian regimes, rich 
countries with “high underlying growth rates” will mostly tend to be democratic. 
Success-stories stay democratic, and a relation between growth and democracy might 
therefore according to these authors be a result of high growing countries over the 
longer term self-selecting into the category of democracy. For the observant reader, 
this is only a revised version of the Lipset-thesis, but Przeworski and his colleagues 
stress that the mechanism at work is not rich countries becoming democracies, but 
rather that rich countries stay democratic when first becoming a democracy. As noted 
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above, this effect will be mitigated when using short time-intervals like in my study. 
It is important to note that I also control for income level in all analysis, thereby 
mitigating the possible effect of democratic countries with “high underlying growth 
rates” disturbing the results. 
Przeworski and Limongi (1993) therefore suggest combining the regression of regime 
on growth with a probability model that specifies the probability of regime change 
“both ways” and therefore with estimated years of survival for regimes under 
different conditions. Further one can then use simulation techniques to test these 
models. There are however strong substantial problems as I see it with these 
probability models. As discussed in chapter 2, Przeworski et al. (2000) argue that 
regime should be dichotomized into democracies and dictatorships. I disagree 
strongly in this choice of both conceptual and operational definition, arguing that 
democracy, treated as popular control over collective decision making, is a question 
of degree. Relying also on a more fine-tuned empirical measure of “degree of 
democracy”, using simple probability models that estimate the probability of 
transition from an authoritarian regime to a democracy or vice versa will be very 
difficult. Adding to the criticism, the somewhat mechanical notion of an “underlying 
growth rate”, which should be relatively constant over long time periods and 
independent of political variables such as regime, is not substantially well-founded. 
However, the best Przeworski and Limongi (1993) can do with their probability 
models is to estimate them, and then check whether certain assumptions (like for 
example regime having no independent effect), can explain the empirical material in 
a good way. This does not however “prove” the correctness of the model or their very 
crude estimates of general “probability of regime survival”, but only establishes it as 
one alternative hypothesis of explaining the relation between democracy and the 
economy. I will treat the “Przeworski-critique” even more in section 5.1.8. I maintain 
however that the validity of the “Przeworski-critique” is generally much stronger 
when criticizing studies that use longer time-intervals than mine.78 Regime changes 
 
78 The time-span in some of the most cited studies are typically 20, 25 or 30 years 
  180
are relatively infrequent events, and combined with the control for income level the 
problems of reverse causality are mitigated when operating with so short intervals. 
One other technique applied in some statistical studies in order to cope with the 
problem of reverse causality, is the “Instrumental Variables Approach”. In short, the 
logic behind the technique is to find instrument variables that are correlated with the 
independent variable, but not directly related to the dependent variable through other 
channels than the independent variable. This allows the researcher to isolate the 
causal effect in one direction, using the instrument in stead of the independent 
variable in regression equations. This lead for example Acemoglu et al. (2001) to use 
settler mortality rates for colonizers as an instrument for the “quality of institutions” 
in their study, cherished by economists. Helliwell (1994) tried this approach also in 
the study on how political regimes affect growth, using political regime in a much 
earlier period as an instrument. I find this approach inapplicable to this subject, 
especially after 1990, when “all sorts” of countries have democratized. Therefore 
earlier institutional arrangements are not necessarily good instruments for the present 
day political regime. More generally, finding a variable that is sufficiently correlated 
with political regime type but not directly related to growth is as far as my knowledge 
goes an impossible task. 
The probably most promising technique in dealing with the problem of complex and 
reciprocal causal interdependencies in my view is the “multiple equations system”-
approach. Estimating simultaneously different regression-equations where more than 
one variable is regarded as a function of the other variables in the study, allows one to 
try to estimate the relative strengths of the different effects. One could for example 
include in such a system an equation where political regime type is a dependent 
variable, or as economists would say endogenous, to the other variables. Wacziarg 
and Tavarez (2001) used this technique when they tried to estimate the different 
“channels of growth”. However, I have let theory decide the causal direction. Given 
the controls and methods I use, I think at least the larger part of the possible 
correlation between regime type and growth can be attributed to the causality from 
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regime on growth. I am thereby not using statistical technique to decide the relative 
strengths of the “causal arrows”, as would have been the case if using a multiple 
equation system. The multiple equation system approach is, though more complex 
and less parsimonious, however interesting. 
To sum up: I do not in this thesis use the more elaborate techniques of evading 
reverse causality problems developed by econometricians and others, like 
instrumental variable analysis, probability models on predicting how regime type 
depends on growth, or multiple equation system. However, I use some very simple 
techniques that I find relatively sufficient in tackling the problems described. First of 
all, I shorten the time span of the analysis to ten years, reducing strongly the 
probability that growth would affect regime change in a systematic way in the 
sample. The drawback is that growth might vary much over decades, and that I not to 
a sufficiently strong degree can reduce the uncertainty in the data material when it 
comes to how political regime types affect long term growth. I also as described in 
4.0.1 lag the dependent variable in order to use the time dimension of causality to my 
advantage. Growth can certainly not have caused the regime type in the previous 
year. These techniques might be sufficiently to capture the “mechanisms” at work in 
a valid way, as well as still letting the results be open for substantial interpretation. 
Most importantly, I apply the method of pooled cross-sectional - times-series analysis 
in 5.1.9. This method incorporates to a much better degree the time dimension of the 
data, and allows for better statistical inferences over longer time spans. By letting 
each year be a data point and control for initial GDP in that year, one escapes many 
potential problems of reverse causation. 
 However, the points in this section might suggest there is a potential for 
improvement on the part of my analysis, even though I know only of less than a 
handful of studies applying these somewhat more complex techniques. Most studies 
on the subject use simple OLS, as will be seen in 5.0.  
4.0.3 Classifying and counting 
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The basic methodology I will use in the statistical cross-country study is the usual 
OLS- linear regression analysis, but I will also use cruder methods of investigating 
the relationship. One such method is to categorize cases after a discrete set of 
categories of values on the independent and contextual variables, and then assess 
their values on the dependent. Another method is doing “counting-exercises”, by 
looking at certain values on the dependent variable (“growth miracles” and “growth 
disasters”), and then try to generalize about these cases’ values on the independent 
variable and the contextual variables. Intuition and easy accessible generalizations are 
the virtues of discrete classification. The need for technical skills in quantitative 
methodology is smaller, but the information lost using crude measures is a problem. 
There is also the possibility that the choice of categories and division lines between 
classes of events may be chosen in a way that biases the information and thereby the 
interpreted relationship. There are many ways to classify what counts as a 
democracy79 or for example a growth miracle, and the way one categorizes may 
affect the analysis. 
4.0.4 Regression analysis; OLS and WLS 
I see no need to go through the general properties OLS other than where the 
technique might run into problems due to issues related to the specific attributes of 
this particular analysis. OLS is an appropriate method when inferring about average 
relationships, and it is important to remember throughout the analysis that when 
speaking about regression coefficients, we are interpreting only the relation between 
an independent variable and conditional averages of the dependent variable. Of 
course, nuances can be made with regard to the generalized relationship between 
government-type and growth in several different ways also with an OLS-based 
methodology. To be more precise and specific about the “nature” of the relationship 
                                              
79 Even if one lands on a particular indicator of political regime type, like the FHI or the Polity-index, one has to make 
difficult decisions when going into discrete categorization of which criteria that is going to be applied for the term 
democracy to be used. Freedom House defines countries as “Free” when having a FHI-value lower than 2,5. If one is a 
proponent of a strict democracy definition, one could probably argue that only countries achieving 1,0 or 1,5 qualify. If one 
wants to dichotomize political regime type into relatively democratic and relatively authoritarian countries however, a 
natural breaking point could be 3,5, on the scale which goes from 1 to 7. 
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is an important part of the empirical analysis in this thesis. One obvious way to 
nuance the “effect of democracy” on economic growth is to check whether the 
relationship is non-linear, like Robert Barro (1991, 1997) has done in his studies on 
the determinants of economic growth. In practice, this can be done by adding for 
example a square of the government-type variable into the regression equation. 
Another way is to look for “interaction effects”, by adding multiplicative interaction 
terms (Friedrich, 1982). There are for example a priori reasons, as seen in chapter 3, 
to believe that democracy might have different effects in richer and poorer societies, 
and work differently also in various regions. 
One general problem with using OLS as a method is that the data material needs to be 
so-called homoskedastic in order for the results to give precise estimates. 
Homoskedasticity implies that the variance in the dependent variable is equal over all 
values of the independent variable(s). This is because of reasons given, and further 
elaborated upon in the chapter 5.1.10, not the case. Authoritarian regimes vary a lot 
more in their growth performances than their democratic counterparts. This can lead 
to heteroskedasticity, and will have implications for the validity of the OLS-method 
in this particular analysis. In statistical language the OLS-estimators will in this case 
still be unbiased, that is they will “on average” give correct estimates, but the 
standard error of the coefficients will be inflated.  
There is a general solution to this problem, substituting the Ordinary Least Squares 
method with a Weighted Least Squares method. WLS will adjust for the problem of 
heteroskedasticity. Certain weights will be given to observations found far from the 
predicted value on the growth variable, relative to the more “normal” observations. 
The weighing variable in my analysis will of course be the factor of relevance that I 
find to cause the “variation in variance”, namely type of political regime. There is 
however interpretational disadvantages of the approach. By ascribing “abnormal” 
experiences such as the Democratic Republic of Congo’s in the 1990’s less weight in 
the regression, one might lose information of the substantial relationship between 
political regime and growth. This is the case if the disastrous Congolese economic 
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outcome is partly to blame on the political institutions of the country, and one wants 
to give the same a priori weight to nations when generalizing. Of course, extreme 
experiences can be related to unsystematic factors like natural disasters or any other 
aspect of social life unrelated to political regime. If this is always the case, the WLS-
procedure will be unproblematic. However, as theoretically argued, political regimes 
often contribute to extreme economic performances. History is abundant of examples. 
Mao’s “Great leap forward” and the economically, and otherwise, disastrous policies 
of Pol Pot in Cambodia are two examples that come easily to mind. Beck, (2001:274-
278) claims that it is often better to use OLS type of estimations since one of its 
virtues is that it treats abnormal data as interesting cases and not as statistical 
nuisances. This is especially relevant in the fields of political economic issues where 
cases, that often represent national experiences, do have substantial interest in 
themselves, and not only are considered as data points. Therefore there can here be a 
tradeoff between finding the “representative” coefficient which perhaps is best done 
by OLS, and by mitigating the uncertainties of coefficients which is best served by 
the WLS-method. As elsewhere in the thesis, I will therefore choose an eclectic 
approach, and use both methods when estimating, although the main method applied 
will be the more common OLS. 
4.0.5 Pooled cross-sectional - time-series analysis 
 A main part of my analysis consists of regressing mean scores of variables over 
decades, which is a decent method when it comes to interpretational concerns. 
However, when it comes to interpreting data-material, there is often a trade-off 
between the ability to draw out general tendencies and interpret them in an easy way, 
and maximizing the richness of information. I will try to take full advantage of the 
information available by complementing the “decade-means analysis” described 
above with a pooled cross-sectional - time-series approach (hereafter called PCSTS) 
Here I will treat every nation-year (e.g. Bolivia-1986) as a unit of analysis, thereby 
strongly increasing the number of cases, but also nations allowed into the analysis 
since some of the nations do not have sufficient data for being ascribed decade 
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means. Selection problems due to the inclusion of this type of countries will be 
discussed and dealt with in 5.1.9. Needless to say, this approach contains more 
information than the more aggregative decade-means approach. Consider for example 
one obvious problem of operating with aggregated data. If a country exhibits a 
democratic system that inhibit growth (1 on the FHI with say 0 growth) over the first 
5 years of a decade and for example a authoritarian regime that produces high growth 
(7 on the FHI with 6% growth) over the latter 5 years, the aggregate method will 
cover over these nuances, registering the country as a semi-authoritarian regime (3,5) 
with decent growth (3%). Most importantly perhaps, PCSTS allows me to use data 
from the whole thirty year period in one analysis. 
However the method using nation-years instead is not without problems. The most 
pressing is the question of the time horizon between the possible effects from 
institutional variables to economic outcome. If the effect in general is very sudden, 
and without lag, using nation-year with values on the FHI and growth-variables as a 
unit of analysis is a relatively valid operation. However, as earlier mentioned, there 
are strong reasons to believe that at least some economic processes operate over 
extensive time-periods, and with substantial lag (Nymoen, 2005:1). One solution is 
trying to lag the growth variable, operating with data-points that reflect regime-type 
from year t and growth from say year t+2. However there is substantial uncertainty 
with regard to the length of these effects, and we are talking about effects that might 
be dispersed over longer periods of time. The “decades-approach” has a strength 
regarding this problem, since at least the effects from the first and mid-parts of the 
period will be captured almost totally within the period, if the lags are not extremely 
long80. These considerations point in the direction that no statistical methodology 
gives a perfectly valid picture of reality. They exhibit different weaknesses and 
strengths. Therefore an eclectic approach might be advantageous. 
 
80 Diffusion of newly innovated technology might actually be just such a phenomenon, sometimes with very long growth 
lags (Verspagen, 2005). 
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The more complex methodology of PCSTS has been gaining some attention in recent 
years. As the name indicates the methodology tries to take into account the 
information that comes both from the variation between units, here nations, but also 
the information that comes from variation due to the time dimension for each unit. 
Said simple, this analysis is neither an ordinary cross-sectional regression analysis, 
nor a pure panel data analysis, but something of a hybrid methodology. Actually, 
there are several different varieties of this type of analysis, where at least two of them 
are especially relevant for this study. As will be mentioned in chapter 5.0, David 
Leblang performed a pooled times-series cross sectional analysis on the relationship 
between democracy and growth in 1997, so the approach is not totally new in this 
field of study, even though as in many other fields of social science that use 
quantitative methodology, ordinary regression analysis dominates the research field. 
In the broader field of political economic questions, this technique has been used in 
several studies over the past years (Beck, 2001), thanks to the development of strong 
computer-software, which makes the enormous computational task only a matter of 
seconds of machine processing. Software like SPSS can not perform PCSTS, so one 
has to use for example the program-package STATA in order to compute results81.  
However, mathematical sophistication and technical rigor is not sufficient when it 
comes to analyzing social phenomena. The techniques implemented must have a 
reasonable basis in substantial concerns when one considers the assumptions made. 
The intuition behind the OLS-method is very easily accessible, and this is possibly its 
biggest virtue. The OLS-coefficients say how much the average dependent variable 
varies with one unit increase in the independent variable, keeping all explicitly 
entered control variables constant. However, the assumptions needed for giving OLS-
coefficients their status as so-called BLUE-estimators (“Best82, Linear, Unbiased 
 
81 I want to thank post-doctorate at the Department of Economics, University of Oslo, Jo Thori Lind, for converting  my 
data matrix, MA2, which I had in naive faith constructed in SPSS-format into a STATA-file, and also giving me some well-
advised hints in using this relatively complex software-package. I could not have performed the analysis in chapter 5.1.9. 
without this help. 
82 “Best” addresses the fact that theoretically, these are the linear, unbiased estimators of the given relationships with the 
smallest variance. 
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Estimators”) (Hill et al., 2001:77), are not holding for this specific analysis. We 
cannot  simply enter all land-years as units of analysis into a big matrix and perform 
an ordinary least squares regression. The reasons are the problems relating to the 
correlation of the error terms due to the time dimension of the analysis. The error 
terms will probably be correlated systematically, thereby invalidating OLS as a 
method. The phenomenon is called autocorrelation, and describes a situation where 
two or more observations (and thereby error terms) are not independent of each other, 
often due to the time-series component of the analysis. Knowing the value of growth 
in year t for a given country, makes you better able to give predictions of growth in 
year t+1, and this means that these two observations are not unrelated. The growth in 
1981 and 1982 in a country, say Sweden, may be expected to be correlated due to for 
example conjuncture cycles. A higher than average growth in 1981 probably predicts 
a higher than average growth also in 1982. If the OLS-method were used for the 
analysis where nation-years are units, autocorrelation would influence the results and 
bias the standard errors of the estimates, albeit leaving the estimates of the 
coefficients themselves to be unbiased 
One related problem when it comes to the correlation between the error-terms is so-
called “contemporaneous correlation”, referring to a phenomenon where there is 
correlation not between years of a given country, but systematic correlation between 
the error-terms of certain countries at a particular point in time (Hill et al., 2001:354). 
This will be especially relevant in an analysis of economic growth, since economic 
spill over effects are not curtailed by national borders. Economic performances in 
Germany and the Netherlands, or Canada and the USA might be systematically 
related, not the least because of demand-effects on exports. That, for example, some 
Western economies’ conjuncture cycles generally move together is a relatively 
established empirical trait (De Grauwe, 2003:92-97). This fact also biases the 
standard error of the coefficients when using OLS, although not the coefficients 
themselves. Typically then, OLS-methodology will have a hard time finding 
significant results, due to inflated standard errors. The OLS-coefficients will 
however, theoretically, still be unbiased.  
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There are luckily remedies for these problems, allowing one to keep the cross-
sectional - time-series format of the data, utilizing all the relevant information, but 
avoiding much of the problems connected to heteroskedasticity, autocorrelation and 
contemporaneous correlation. One such remedy is called PCSTS. The techniques 
presented below are varieties over the general method of PCSTS. One technique, 
which is vigorously defended by among others Beck and Katz (1995) as particularly 
relevant for political economic purposes, is the use of Ordinary Least Squares with 
Panel-Corrected Standard Errors. Given the interpretational advantages of the 
method, keeping the OLS-estimates and only transforming the standard errors to fit 
the structure of the sample, I will use this particular technique in the pooled cross-
sectional times-series analysis. Using Monte Carlo-simulation techniques when 
backing up their claims, Beck and Katz (1995) suggest the superiority of this method 
in contrast with an earlier much used PCSTS technique, “the Parks method”. The 
latter seem to systematically underestimate variation in coefficients and thereby 
leading to results being accepted to easily as significant. This is according to Beck 
and Katz especially relevant in political economy-oriented studies, such as mine, 
where the number of cross sectional units are often more numerous than time-points, 
leading to large biases in the Parks-generated estimates. The method proposed in 
Beck and Katz makes certain assumptions about the standard errors, which are called 
“panel error assumptions” (1995:636). These assumptions contribute to the correction 
of the biasedness in the OLS-estimated variances discussed above, without 
underestimating the variation the way the Parks method does. 
There is however also another important and much used PCSTS technique. This 
approach is known as the “dummy variable approach” (Hill et al., 2001:357), or the 
panel-data fixed-effects approach. To be very short, this technique consists of adding 
a dummy variable for each country, thereby “controlling for nation”. The method is 
then basing its estimates of the coefficients as averages of the relations between the 
independent and dependent variables within individual countries. In other words, this 
technique applied here aggregates the effect of political regime within each country. 
If every country grows faster, when democratizing, then the regression coefficient for 
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democracy will probably be a sizeable one. However, if North Korea as an 
authoritarian country grows slower than democratic Norway, this will not show up in 
the democracy coefficient, since one controls for nation with the dummies. The fixed-
effect model takes as a premise that there are so many specific factors related to each 
nation as a unit, that growth across units are not easily explainable by a single explicit 
factor such as democracy. Proponents of the method (Acemoglu et al., 2005) would 
claim there might be hundreds of other factors correlated with democracy, like 
cultural traits, history or the like that really explain growth differentials. This method 
therefore bases its estimates on the intra-unit time-varying components. I find the 
fixed-effects method less satisfactory than the OLS-with panel-corrected standard 
errors method described above, where both cross-sectional and temporal variation 
were attributed to the estimates of for example democracy. This study is based upon 
the conviction that cross-national growth performances can at lest partly be explained 
by their different political regimes. The coefficients estimated on the basis of this 
latter method is therefore almost to be interpreted as an effect of “democratization” 
within nations, on average, and is therefore an interesting nuance of the general 
relationship between democracy and economic growth. The most valid pooled cross-
sectional times-series analysis, for the question of how democracy level affects 
growth is however in my opinion the OLS with Panel-corrected Standard Errors 
technique. 
Summing up: The advantage with the relatively complex pooled cross sectional-
times-series approach, is that it takes account not only of the cross-sectional 
properties of the sample, but also the temporal. A virtue of pooled cross-sectional-
times-series analysis is that the cause and effect variables are measured on an annual 
basis, reducing the probability of correlation of regime and growth being driven by 
the “Lipset-effect”, or some of the other effects that Przeworski et al. (2000) treats as 
factors that influences “endogenous regime selection”. The PCSTS-approach breaks 
observations on growth and regime down to an annual basis. If high growth 
eventually leads to democratic regimes, then the PCSTS by controlling for the 
temporal dimension will reduce a possible positive bias in the favor of democracy’s 
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economic effects that exists in the ordinary cross-sectional OLS approach. The large 
sample variations in annual growth and unsystematic tendencies in the data material 
that includes over 3800 “cases” at most, is thought to be filtered away by “the law of 
large numbers”, when one comes down to estimating coefficients.  
4.0.6 Estimating variation 
One point I find very interesting, which has been explored by Dani Rodrik (2000) 
among others, is the variation in growth figures for different systems of government. 
Most of the earlier studies have traditionally focused on relations between means of 
the variables. Rodrik’s study shows that there is much larger variation in the growth 
figures for authoritarian regimes, and I see quite a few theoretical arguments that can 
back up this finding. I will elaborate further on this particular point, empirically, in 
my analysis. I then need estimation techniques and formal tests that will allow me to 
say something about the degree of variation found in the data-set. One very simple 
technique is dividing the different countries into two or more sub-categories on the 
independent variable, and then estimating the variance on the dependent variable in 
the different categories. One can also put hypothesis about differences in variation in 
growth performances to a formal F-test, which is based on comparison of the 
variances in the different categories. These F-tests can for example test whether 
authoritarian regimes actually have a significantly higher variation than democracies. 
The F-test is conducted by calculating the F-, or Fisher-, statistic. This statistic is 
simply the population variance in a group with m cases, divided by the population 
variation in another group with n cases. If the null-hypothesis of equal variation in the 
two groups is holding, then this statistic will have a distribution equal to the Fisher-
distribution with m-1 and n-1 degrees of freedom. Therefore the hypothesis of equal 
variation in the two groups can be tested.  
4.0.7 Growth accounting; the method of decomposing empirical growth-
experiences. How to do it, and discussing the many problems of the method 
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It is also of interest to empirically decompose the economic growth figures into 
narrower categories, for every country in the sample, and make regressions on these 
variables against system of government.  I will use the estimation technique called 
growth accounting, when decomposing the data on economic growth. This is an 
empirical methodology that seeks to break down growth into specific components. 
(Barro and Sala-i-Martin, 2004:434) I will follow one of the main distinctions in neo-
classical economic growth theory and decompose the figures into growth that is 
caused by “factor accumulation”, first and foremost related to increases in the labor 
force, increased investments in physical and human capital, as well as growth related 
to improved “multifactor productivity”. It is then interesting to check whether 
different systems of government have different effects on the various components 
that I have called the “immediate sources of growth”. The main logic behind this 
technique is to first estimate the growth caused by accumulation of capital and labor, 
and to then treat the multifactor productivity component as a residual. One can take a 
macro-production function like 1), presented in 2.1.3 as a starting point. 
1) Y = F(K, L, H, A)= KαHβ(TL) 1-α-β  
Growth in output, Y, can by the logic of this very simplified model follow from 
increases in physical capital, K, human capital, H, labor force, L, or an increase in the 
level of technology, T. The weights, which show how much labor, capital and human 
capital contribute in the production function, have to be taken as given by 
assumption, in order to make empirical decomposition of the sources of growth 
possible. Based on market logic, most economists solve this problem, by saying that 
in a market, the production factors will be paid according to their contributions in the 
overall production of output. If capital earns 30% and wages 70% of total output in 
an economy, which is a normal estimate (Jones, 2002:14-15)83 in this literature, then 
 
83 However, these estimates vary much more than one might think when reading economics textbooks. The 
number in recent years has been somewhat closer to 2/5 for capital on average for industrialized countries 
(Barro and Sala-i-Martin, 2004). The share is even higher for some developing countries, with a country like 
Singapore having more than an incredible 3/5 paid to capital. These estimations are anyway very approximate 
and the argumentation behind them relies on simplified assumptions. However it is important to remember that 
these crude approximations are better than not being able to perform any empirical measurement at all, as long 
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it is by market logic plausible to assume that these are also the factors overall 
contribution to production. Another troubling aspect is then to determine how much 
of the 70% that can be assigned to accumulated skills, that is human capital, and how 
much that is assignable to “raw labor”. Economists also here rely on market logic to 
be able to make estimations. The argument goes that if an extra year of schooling 
gives a wage increase of, say 10%, then an extra year of schooling makes labor 10% 
more productive. Schooling is often used as an operationalization of human capital, 
and these considerations therefore are of interest when finding how much weight 
should be given to the H. Empirically, so-called Mincer-regressions have tried to 
estimate the returns of schooling across countries. The concrete weights I use in my 
thesis are a α, the “elasticity of capital” of 0,35, which is a middle ground between 
the higher and lower estimates in the earlier literature. Mankiw et al. (1992) suggest 
that the β, the elasticity of human capital, should be set to approximately 0,28 based 
on empirical studies across many different nations, relying partly on market-logic 
deduction. These “perfect market-related deductions is by Barro and Sala-i-Martin 
seen as the major problem of the method (2004:444-445). Since the “key assumption 
in growth-accounting exercises is that factor prices coincide with social marginal 
products” (p.444), markets being empirically “imperfect” contribute to serious 
validity problems of the method. I will use a somewhat higher β of 0,30, since some 
authors have suggested good reasons for why Mankiw et al. (1992) underestimate the 
β. The main reason cited, missed out by Mankiw et al. (1992), is the fact that 
production of education services and skills itself requires a lot of human capital as 
inputs (Klenow and Rodriguez-Clare, 2001:83). The most important contribution to 
education is the teacher, and not the billboard.  
One obvious way to improve the estimates of the α and β, which is often done in 
previous studies using growth accounting, is to let these parameters be different for 
as one remembers these considerations when interpreting the results. The market argument for example relies 
on the existence of “perfect markets”. In many countries, there is reason to believe that capital owners have 
substantial market power, and thereby get paid more than their contribution to national production. 
 different countries. The logic is obvious: Countries differ in the way they produce 
economic output. Some have capital intensive production, and some are more labor 
intensive in their production processes. The proportion of income paid to wages differ 
across nations empirically (Barro and Sala-i-Martin, 2004: 439-440), and a more 
refined growth accounting exercise should have taken this into consideration. 
However, not all countries have as easily accessible data as the OECD-countries, 
which are dominating earlier growth accounting studies. Therefore, I will in this 
study take a shortcut, ascribing the same relative weights to capital and labor in the 
production function for all countries. The “elasticity” of capital and labor will be the 
same across countries, to be more technical. The interpretation of the elasticity is the 
percentage increase in the dependent variable when the relevant independent variable 
increases by one percent. Since the coefficients α and β can be interpreted as the 
elasticities of capital and human capital in the particular production function 84 here 
chosen, these parameters give the assumed percentage increase in output when capital 
and human capital increase by one percent respectively. Since 1- α- β is the exponent 
of the product of technology level and labor, also known as effective labor; we call 1- 
α- β the elasticity of effective labor. 
The concrete mathematical decomposition is placed in appendix 3, but I will go 
through the main steps also in the text, since this might contribute to some more 
understanding of the logic behind the method. A variable with a dot over signals the 
change in the variable over a time period, and if this is divided by the level of the 
variable, this is therefore equal to the growth rate. is for example the growth rate 
of output, measured as GDP.  Equation 1) will now be transformed to suit the 
purposes of growth accounting.  
YY/
.
2)   )/()1()/()/()/()1(/
.....
LLHHKKTTYY •−−+•+•+•−−= βαβαβα
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84 This function is called a Cobb-Douglass function, and is probably the most well-known specification of a production 
function in economics literature. See for example Jones (2002:22-24). 
 Equation 2) says that the growth rate of GDP is equal to the elasticity of “effective 
labor” times growth rate of technology-level, plus the elasticity of capital times the 
growth-rate of capital, plus the elasticity of human capital times the growth rate of 
human capital, plus the elasticity of effective labor times the growth rate of labor. 
If one now wishes to express equation 2) in growth rate per laborer term, it can be 
written as in equation 3). Here, in order to simplify, I set equal to g, 
and g is to interpret as the growth caused by technological change, in a wide sense, in 
the economy. This is often referred to as growth in “multifactor productivity”, in 
short MFP. Lower case letters denote GDP, capital and human capital in per labourer 
terms. 
)/()1(
.
TT•−− βα
3)  )/()/(/
...
hhkkgyy •+•+= βα
Change in GDP per labourer is therefore the sum of technological change, the 
elasticity of capital times the growth rate of capital per labourer, and the elasticity of 
human capital times the growth rate of human capital per labourer.  
It is then further pretty straightforward to look at the changes in GDP per capita due 
to an increasing or decreasing labour force, by looking at the differences in growth 
per labourer and growth per capita85. Changes in participation-rates of the potential 
workforce is plausibly also an effect of different organisations of political 
government, and must also be seen as one of the potential causal pathways from 
political regimes to the economic welfare of the individual, even if not presented as a 
well-founded argument in 3.086. If knowing the elasticities, the stocks and changes in 
capital and human capital, as well as the growth rate in GDP per labourer, one can 
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85 This will be proved in the mathematical appendix. 
86 One very tentative hypothesis could be that democracies tend to lead to more inclusive labor markets, because of their 
more egalitarian properties are equipping more people with the relevant skills and attributes for workforce participation. 
Democracy can possibly also contribute to the general emancipation of larger population groups like women through 
political processes, which can eventually lead to better access to labor markets in the economic sphere as well. 
 now calculate an estimate of the MFP, and then interpret this as the rate of 
technological change in the economy, as seen by equation 4).  
4)  )/()/(/
...
hhkkyyg •−•−= βα
If one wants to bring the equation from this form, which really is a continuous 
formulation of change, into a discrete formulation that establishes changes based on 
annual measurements, this can easily be done by using natural logarithms. Equation 
5) expresses such annual changes from a year t to t+1. The symbol g* is here to 
interpret as the change in GDP per capita due to technological change from year t to 
t+1. 
5) )/ln()/ln()/ln(* 111 tttttt hhkkyyg +++ •−•−= βα  
This is the final formula I use to deduce the MFP- growth numbers, which serve as a 
proxy for “broad technological change” in the statistical analysis. Making certain 
assumptions, that regrettably have to be rather heroic, one can give broad estimates of 
technological change in a society. To political scientists, this way of working might 
seem very artificial, relying on too many unrealistic assumptions. Nevertheless as 
economists would have pointed out, it allows me to at least give rough estimates 
where there counterfactually would have been none. The margins of error however 
are considered to be substantial, especially for developing countries where markets 
often function in ways very different from this idealized “perfect markets” model, 
due to several “market failures”, as economists know them. 
Since the growth rates of capital and human capital in the economy are relevant for 
the analysis, I also have to estimate the prior stocks of these variables in the different 
economies. This is not an easy task, and as elsewhere, many short-cuts and 
approximations have to be taken. These will be presented in chapter 4.1.2, on 
operationalizations, and they will be further specified in relation to the concrete 
analysis in chapter 5.1. The most technical details will be left for the mathematical 
appendix. 
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Methodological problems 
There are big methodological problems related to this estimation technique, and 
results have to be interpreted with care. This was seen in the reliance of the estimates 
on the assumption of “perfect markets”. One more interpretational problem with the 
MFP term, which has been touched upon earlier is the problems related to MFP being 
a residual. This in fact leads to the outcome that all processes leading to economic 
change that are not captured by changes in inputs (labor participation, capital stock or 
human capital stocks) are labeled as technological change. This is so because one 
relies heavily on theory when decomposing the growth numbers. The neo-classical 
theory excludes economic changes coming from anything other than changes in these 
abovementioned factors or “technological change”. Therefore, a “Keynesian” type of 
growth related to the use of earlier unused capital stock, induced from increased 
demand, wars that lead to reduction of production, or even large leaps in GDP for oil-
exporting countries due to increased oil-prices will tend to show up in the statistics as 
technological change. In the analysis, I will by other means and through discussion 
incorporate these elements other places than in the growth accounting exercise. I also 
focused strongly on these factors behind growth, which strictly lay outside the reach 
of neo-classical theory, in my theoretical discussion in chapter 3. Some elements 
behind growth are captured by traditional economic theory, but unfortunately not 
nearly enough for a comprehensive analysis.  
These shortcomings are not addressed in many empirical growth studies that use the 
concept of MFP often rather uncritically. The discussion above might imply that MFP 
is a too broad measure of technology, when compared to traditional 
conceptualizations of the term. It can not be stressed enough that MFP as an 
operationalization better, although not well, captures a broad technology-concept 
referring to efficiency in the widest sense, incorporating such elements as 
organizational techniques, inter-personal relations effects on how economic 
transactions flow, the degree of queues and other types of “resource-waste” in the 
economy and so forth. The danger is that the concept thereby becomes so wide it 
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empties itself of analytic fruitfulness because of incorporating too many elements. 
The relation between technological development measured as MFP-growth and 
economic growth, becomes almost what logicians refer to as a tautology.  
In other aspects, the MFP is a too narrow measure of technology. First of all, 
economists have studied how price indexes and thereby real GDP-measures fail to 
capture the full relevance of qualitatively new products (Nordhaus, 1998). This leads 
to a systematic underestimation of actual economic growth, estimated in the US 
economy to be of a size about 1,5%. The more “Schumpeterian” changes of an 
economy are not easy to capture quantitatively. Probably even more problematic to 
the MFP as a measure of technological change, is the way the measure is delineated 
sharply from the quantitative changes in capital and human capital. If new 
investments in an area mean introduction of qualitatively different and better 
technology into the economy, there is a problem of whether one is to capture this 
effect as a technological or capital-related change in the economy. Of course, the 
growth accounting measure tries to ascribe certain parts to both, but the delineation is 
at best questionable. Whether a bulldozer only is equivalent to a certain quantity of 
shovels as an investment good, or is to be seen as a qualitative new technology in an 
economy, is a question that is answered differently by different economists (Mankiw, 
1995:281). Analogously, if the use of an internationally already existing complex 
technology is dependent upon the existence of skilled labor in an economy, and there 
is a sharp increase in human capital that leads to the possible use of this technology, 
which component should be credited the growth? Neo-classical theory bypasses this 
question by simply assuming that technology is a collective good, free to use for all. 
As the neo-Schumpeterians have argued, this is not a valid proposition. If increases in 
human capital and capital go hand in hand with growth, these changes will tend to be 
ascribed the causal role of this growth, not taking account of the radically new 
technologies being introduced into the economy with these investments. This might 
be one explanation why growth accounting exercises, such as Alwyn Young’s study 
(1995) of the East-Asian Tigers have found that the technological component of some 
of these countries’ enormous growth have been rather small, while the investment 
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component has been large. A criticism of this view is that international technologies 
being introduced into these economies in the post world war period accompanied 
investments in new machinery brought from foreign countries, for example in the 
case of Singapore (Fagerberg and Godinho, 2005:1993). In chapter 5.3.1, dealing 
with the case of Singapore directly, we will take a further look at the discussion 
around growth accounting in the East Asian countries, exemplified by this small city-
state.   
There is also a serious problem of possible mix up of causal factors. As among others 
Elhanan Helpman points out (2004:26), technological improvements might actually 
cause capital and human capital investments because of the increase in GDP the 
improvements bring with them. Even with investments being a fixed proportion of 
GDP, such a “shift in technology level” brings with it increased investments. 
International investors might for example want to increase their investments in 
countries they regard as relatively efficient, ceteris paribus. When using the growth 
accounting technique, the growth which is causally attributable to technological 
development will  be partially ascribed the increased investments that actually come 
as an effect of the technologically induced growth. According to Verspagen the “most 
fundamental critique is that many of the factors going into the growth accounting 
calculations are interrelated by causal links not accounted for by the underlying 
theory” (2005:490). The above discussion clarifies one of these causal links that 
contribute to validity problems for the technique. This methodological shortcoming 
again implies that MFP is capturing too little of the growth effects due to 
technological change. Combining the insights of all the above methodological 
critiques leads us to figure 4.3, which shows the relation between MFP-growth and 
technological change in a simplified way. 
Figure 4.3: The relation between technological change and its 
operationalizations, growth in MFP. 
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These various criticisms have led some economists to use other quantitative 
techniques when trying to decompose economic growth effects. Petter Klenow and 
Andres Rodriguez-Clare (1997) used a technique called “variance decomposition”. 
Using mathematical relationships between sums of variances, they decompose the 
variation in empirical growth performances, and see how much can be ascribed the 
variation in capital-investments and variation in educational measures, and thereby 
induce how much can be ascribed variation in technological change (in a wide sense). 
Using this technique, the authors find that variation in growth in capital investment 
can only explain about 3% of the variance in growth per worker, whereas the growth 
rates of human capital can only explain 6% of the economic growth per worker 
variance, by logical deduction leaving a total of 91% to be explained by variation in 
technological change! The assumptions are then that there are no unsystematic factors 
related to the variation in growth, and that there are no other immediate factors 
contributing to growth per worker than capital, human capital and technology. The 
latter factor therefore has to be interpreted very widely. This method has the virtue of 
not operating with as strong theoretical assumptions of how much each factor 
contributes with in the growth process87. This technique is unquestionably very 
interesting, but it is regrettably much more difficult to use in a research-framework as 
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87 See Klenow and Rodriguez-Clare (1997:76-80), for an introduction to variance decomposition and contrasts between this 
methodology and growth accounting. 
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mine. The components of the growth accounting method look ready for use in later 
regressions, becoming “new” dependent variables. It is more difficult to see how the 
method of variance decomposition can be used in this setting, even though one could 
make inferences about how democracy explains the variance of for example capital 
growth, and then look at how capital growth variation explains variation in economic 
growth, using for example an assumption of independence, applying a multiplicative 
probability principle. This will however not be done in this study. 
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4.1 Operationalizations and data. 
The main independent and the dependent variables of the analysis were discussed in 
chapter 2.0 and 2.1, and their operationalizations were presented there. I will here go 
very briefly through the operationalization-question concerning some of the other 
most common variables used in the analysis. The intermediate variables were 
presented in 2.1.3, and the prior variables in 4.0.1. The validity and reliability of each 
variable will be debated. The different data-sources and properties of the sample(s) 
will also be presented. 
4.1.1 Prior variables, their operationalizations and validity problems 
I want to shortly recap and add to the discussion in 4.0.1 on the choice of more 
narrow indicators for broad structures. When studying the relation between social 
phenomena such as political regime type and economic growth, it is very hard to 
identify all potential prior variables, and especially, as in the case of several “cultural 
variables”, measuring them. When it comes to such “grand-variables” as “social and 
cultural factors” and “economic structure”, one has to be very pragmatic and maybe a 
bit lax to be able to arrive at operationalizations accomplishable in practice, and 
comparable over a wide set of countries. I will provide one example: In earlier 
statistical growth-analyses, “region” and “dominant religion” (Sala-i-Martin, 
1997:181) have been widely used variables that seek to capture international, 
geographic, social and cultural factors. These are easily measurable and relatively 
“clear” criteria to apply. They are useful as operationalizations if they correlate 
strongly with important international, geographic, social and cultural structures that 
are influencing both regime and growth causally. There are of course applicable 
theory that can back up such arguments, like Max Weber’s thoughts about the 
relevance of Protestantism in the development of capitalism, when it comes to the 
variable of dominant religion (Weber, 2001). Still I think it is important to 
acknowledge the need to be a bit inductive when it comes to picking this type of 
control variables, partly due to the complexity of this field. At best, one can hopefully 
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arrive at operationalizations that capture a part of the phenomena one wishes to 
measure. I will go through the four main prior variables discussed in 4.0.1 that I 
ended up with after the discussion that sought to narrow the focus from general 
structures to variables more applicable in practical analysis. In this sense, half the 
operationalization has already been done in 4.0.1, and I here concentrate on 
measurement-related issues and the validity of the practical operationalizations for 
these more narrow variables. 
I) Income level 
The operational variable will here be level of GDP initially in the time period of the 
analysis. The measurement and validity problems regarding GDP as a measure of 
income and production, to a large degree depending on the existence of non-
measured activities in informal sectors, were discussed in relation to the 
operationalization of the dependent variable in 2.1.2. Therefore I will not treat it in 
depth also here. In addition, as will be discussed in 4.1.3, the reliability of the data 
can be very questionable. This goes especially for those countries not having 
statistical agencies covering the task of data collection in relation to national account 
estimation. For these countries, non-governmental organizations are often taking the 
task of collecting the data, based on surveys and other indicators, naturally leading to 
large uncertainties in estimates. The PPP-deflator will here be chosen as the 
appropriate price-index, when trying to control for the differences in prices. If one 
wants to control for “real income”, measured in goods and services rather than 
nominal measures, the PPP-deflator is widely recognized as the best one when 
making cross-national comparisons, even though not without its deficiencies. As 
mentioned earlier, all real-GDP numbers are given in 1996$. 
II) Region 
I have myself subjectively chosen the geographical divisions, and the validity of these 
depend on to which degree they capture relevant cultural, international-structural and 
also geographically relevant factors. Therefore I have not purely relied on 
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geographical criteria alone, but been a bit eclectic and to a certain degree chosen 
categories that are as much “socially constructed” as physical. This goes especially 
for the “OECD-excluding Japan” category that is trying to incorporate other 
similarities, which can be broadly conceptualized as “cultural”, than more 
geographical factors. I have divided the world into “pre-1994 OECD-countries, 
excluding Japan, but including small West European countries” (from now on 
somewhat misleadingly referred to as “the West”), “Eastern European and Soviet/ex-
Soviet”, “Latin America”, “Middle East and North Africa”, “Africa south of the 
Sahara”, “Asia” and “the Pacific (excluding Australia and New Zealand)”. The values 
given to each country, should there be any doubt, are found in the edited data-matrix 
MA1 in appendix 1. There are numerous other ways to divide regions, and one could 
perhaps insist on more objective criteria and perhaps one clear underlying principle 
of classification. I have not been relying purely on geographically oriented 
classifications, but not completely followed Huntington’s (1997) civilization-
categorization either. There could also, possibly with benefits, have been an even 
more nuanced division of countries. I am open to critique on this point, but I think I 
have struck a reasonable balance between the different criteria given above, and 
elaborated upon in 4.0.1. This is especially necessary since this one variable is meant 
to capture several distinguishable elements, such as geographic and cultural factors. 
In a statistical analysis, there are boundaries to how refined and nuanced one can be 
in categorization as well. If dividing the world into to many regions, a degree of 
freedom problem will occur. If for example insisting that each country (at least) has a 
distinguishable and exceptional culture that should be controlled for, there can be no 
cross sectional regression analysis at all, since there will be negative degrees of 
freedom in such an analysis. For proponents of this “culturalist” view, the fixed-
effects/dummy variable variant of PCSTS discussed in 4.0.5 will be more 
satisfactory. This method controls for the specifics of each nation by adding country-
dummies, thereby letting all variation be ascribed to the time dimension within each 
country. The regime change analysis in 5.1.4 also rests on this type of reasoning. 
III) Population level 
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Population level is operationalized as the number of people estimated to live in a 
country at a particular point in time, usually the start year of the time period of 
analysis. The different data-sources used in the analysis are elaborated upon in 4.1.3, 
but it have to be noted due to reliability purposes that these numbers are often based 
on interpolations from population surveys conducted at a earlier point in time for 
several countries. Even cruder estimation methods are used for some other countries 
not being able to conduct censuses regularly, if at all. In addition there might be 
reliability problems related to the use of several different sources for population 
numbers. The usage of multiple sources was found to be necessary in order to include 
more countries into the analysis, and the operation was not found to be sufficiently 
problematic since the expected differences between the sources when it comes to 
population measurement are not expected to be large. One could perhaps argue that 
population level could stand in as a proxy for other structural variables important to 
the analysis, such as size of potential market, size of workforce, or other related 
factors. This would lead to more substantial validity questions for the variable. 
IV) Population growth 
As economic growth, population growth is measured as an annual growth rate, which 
is percentage increase in population over a period of one year. These numbers are 
generally based on the population level numbers, and their reliability often depend on 
my own calculations, sometimes even having to pool data from different sources 
(such as different statistical yearbooks in order to cover a whole ten years series). 
Where I have calculated the growth numbers from level numbers, I have used the 
technique of “subtracting logs and dividing”, presented in the mathematical appendix. 
This is actually only an approximation often used in practice when wanting to 
calculate average growth rates, but the biases are estimated to be very small, 
especially for relatively low growth rates like population growth rates. (Jones, 
2002:203-204). Some of the validity problems suggested in III) (population level) of 
course also applies here. 
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4.1.2 Intermediate variables, their operationalizations and validity 
problems 
When it comes to the intermediate variables, they are chosen on the basis of 
economic growth theory, as one way of categorizing the more immediate causes of 
growth. The concrete classification is actually very dependent on the specific theory 
of economic growth in the more neo-classical branches of economic literature. The 
classification’s dependence on the theory of the neo-classical production function and 
the estimation technique of growth accounting is of course a methodological 
drawback, and the epistemological consequences have been discussed in the chapter 
on growth accounting. Alternative intermediate variables will also be tested 
empirically, but operationalization issues and validity problems will then be 
presented in connection with the analysis in a relatively brief manner. The analysis of 
intermediate variables and channels of growth will therefore not be reliant in its entity 
on neo-classical economic theory. The discussion in 3.0 showed the multiplicity of 
possible channels from political regime type to economic growth, and the analysis 
has to reflect these insights. Often, these other channels or intermediate variables can 
generally be assumed prior in the causal hierarchy to the three intermediate variables 
presented here. For example existence of a functioning property rights system, 
corruption or political stability can affect investment in physical capital. Different 
analyses are therefore not necessarily contradictory, but often complementary. Other 
factors might be incorporated for example partly in the catch all concept of MFP, and 
further specifications are therefore welcomed. 
 To repeat shortly, much of the traditional economic growth theory rests on the 
assumption of a “macro production function” that is sought to characterize the 
production in a society as a whole. This function gives production as a function of the 
different inputs, multiplied by an efficiency parameter that is meant to represent the 
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technological level of the society. Economic growth per worker88 can then come from 
either an increase in the input levels or a technological change according to this 
theory. The inputs are generally represented by investment in “physical capital” and 
investments in “human capital”, (as well as labor). The first concept is pretty much 
more straightforward than the second. 
I) Investments in physical capital 
For operationalizational purposes, investments in physical capital will be measured as 
the percentage of GDP that is invested. As people working with more practically 
oriented questions know, the delineation between consumption and investment is 
hard to unambiguously draw (What about a computer that is partly used for games, 
partly for work purposes?). The international system of national accounts has 
however tried to make objective criteria for the type of economic goods that should to 
be counted as investment goods. For those interested, the more specific criteria are 
listed in any of the World Bank’s “World Development Reports” (for example World 
Bank, 2006). The data on investment as a percentage of GDP will be obtained from 
the Penn World Tables.  
As discussed in 4.0.7, the interesting variable is not the investment percentage in 
itself when doing growth accounting. The growth rate of the capital stock is the size 
of interest. In order to find this variable, one needs the initial stock of physical capital 
at the beginning of the period, and the growth of the capital stock due to the 
difference between “fresh” investments and the depreciation of the old capital stock. 
Since walking around measuring capital stocks are not being done in countries 
around the world, one has to find an approximate measure. This is cleverly done by 
economists by relying on a mathematical argument about “geometrical progressions”. 
The first step is assuming that investment goods faces capital depreciation, due to 
                                              
88 If one wishes to assess growth per capita, one also has to take into consideration the labour participation rate. 
The relation was explained briefly earlier, and the mathematically expressed relationship is given in Appendix 
3. 
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usage and the general passage of time. A typical assumption is that capital depreciates 
at a given percentage rate, typically 6, 7 or 8%, each year. This means that 94, 93 or 
92% of the original capital good is measured to still be functioning in year 2. Of 
course, different types of capital goods have different depreciation rates; contrast for 
example buildings and computers. Nevertheless, I here rely on one aggregate number, 
thereby simplifying calculation tasks and data collection requirements by not 
separating between investment goods. If we choose a depreciation rate of 6%, we can 
now calculate how much of an initial capital stock in 1950 would be left in 1970, 
1980 and 1990. Simple calculations89 show that 29% of the original capital stock 
would be left in 1970, 16% in 1980, and only 8% would be left in 1990. If choosing a 
higher depreciation rate, the part of the old capital stock left intact would be 
estimated even smaller. As time passes by, old investments become relatively 
insignificant, and a calculation of capital stock in 1990 would not be very off the 
target if only incorporating the investments from the last 40 years.  
Because of various reasons, among others that Przeworski et al. (2000) have done a 
kind of growth accounting analysis up until 1990, I will only analyze this decade 
using growth accounting. Since the sample of countries can be extended by many 
countries if starting estimating capital stocks in 1960 and not 1950, I will choose the 
former as a starting point. I also assume a depreciation rate of 6%. This means that 
using the above assumptions, an estimated 16% of capital stocks already present will 
be left in 1990. I will here neglect this size for all countries, since it probably cannot 
affect the analysis of growth in capital stock for the 1990’s to a large degree. I will 
therefore construct my numbers of capital accounts, as if the capital from before 1960 
did not exist in any country (remember that also old machines and infrastructure need 
repair and new parts, and this will be counted in as new investments). The capital 
base in 1990 is therefore estimated on the basis of investments done in the thirty 
years before 
 
89 100% * 0,94t is the relevant formula, where t is the number of years passed since the year of investment. 
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When estimating growth rates of capital, an additional validity problem appears. One 
relies on a very crude approximation when estimating the rate of capital depreciation, 
and not letting this rate differ between countries, which probably is the case in reality. 
Hsieh (1999:137) has for example suggested that Singapore has a higher depreciation 
rate than many other countries, because of the high rate of transformation in that 
country, making old equipment faster obsolescent. The largest deviations 
(underestimation) from the average depreciation numbers are probably in countries 
with for example widespread looting or civil war, which destroys capital and 
infrastructure. 
II) Investments in human capital 
The variable of human capital is a bit trickier, both conceptually and when it comes 
down to agreeing on a concrete, practical measure. Recapitulated in short from 2.1.2, 
human capital is thought to be the skills and economically relevant knowledge that 
workers posit. The debate over how to capture this variable’s values empirically in 
different societies has been heated within the economics profession (Klenow and 
Rodrigues-Clare, 1997). Should one rely on schooling estimates, should one include 
health measures, or are there other more valid operationalizations of the skills and 
abilities of the populace? The possibly largest problem as I see it is that most studies 
are rely on schooling estimates, and other knowledge parameters only. Jeffrey Sachs 
(2005) has highlighted the need to take into account factors related to health in 
economic analysis. This is probably very relevant in countries plagued by HIV-AIDS, 
Malaria and other diseases affecting the productive capabilities of large segments of 
the population. It seems clear that the health properties of the population are 
important for their individual productive capabilities, and they should be incorporated 
in a wider measure of human capital. Which practical operationalizations one then is 
to arrive at, is however problematic. Average life expectancy would be troublesome 
in studies of factors causing economic development, since there are strong reasons to 
believe welfare is affecting this variable. Since we are interested here in growth of 
human capital and economic growth, it would be problematic if economic growth 
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caused increases in average life expectancy, because of reverse causation.  Therefore 
most economists retreat to mere knowledge based indicators, and use them as a proxy 
for human capital. So will I, even if recognizing the shortcomings. 
Some economists have suggested that cross-national tests of among other 
mathematical and reading skills are the most relevant measures of human capital (The 
Economist, 2004b). One will never however totally escape different types of biases in 
these tests either. To capture “skills” in an unbiased and precise way is an impossible 
task, so researchers have to be satisfied with imperfect approximations. In most cross-
country research on growth, “net school enrollment rate” (or alternatively “average 
years of schooling”) has been the measure of choice. The net school enrollment ratio 
is defined generally as the proportion of children of official school age, as defined by 
the respective countries, who are enrolled at school. But even this variable needs 
further specification, since one has to clarify whether one includes primary, 
secondary or even tertiary schooling when measuring. Klenow and Rodriguez-Clare 
showed in their study from 1997, that which measure one uses can have substantial 
impact on results from growth regressions. Particularly, they criticized one of the 
most influential neo-classical studies (Mankiw et al, 1992) on cross-country 
economic welfare variations for using a narrow measure of human capital. By using 
only enrollment ratio in secondary schooling as a proxy for human capital, this study 
in the eyes of Klenow and Rodriguez-Clare overestimated the economic impact of 
human capital, since enrollment rates in secondary schooling vary substantially more 
among countries than for example primary school enrollment ratios.  
In this thesis, I will follow a well-argued advice from Klenow and Rodriguez-Clare 
by using a weighted index of enrollment rates from different school levels. The 
different types of schooling are assumed to have different economic impact, but a 
large part of the population attending school are assumed to positively affect 
productivity both for the primary and secondary as well as the tertiary level. Both 
capturing the literacy-rate in the population and the number of engineers are 
important. One specific index I will construct is a weighted index called School Index 
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A, where net primary and net secondary school enrollment are given the same 
weights. For year t, this very simple index looks like below: 
School index A in year t= 0,5*net primary school enrollment ratio+ 0,5* net 
secondary school enrollment ratio. 
The numbers on schooling only stretch back to 1970, which is a large problem when 
estimating the knowledge and abilities of the whole population in 1990, which is 
needed in order to use the growth accounting method for the 1990’s. If the schooling 
rates of the 40’s, 50’s and 60’s were much lower than in the 70’s, which is at least 
plausible for industrialized nations in Europe,  then there is a danger that I will 
overestimate the human capital level on the basis of these numbers, and thereby 
underestimate the change in human capital in the growth accounting.  
In order to come up with concrete numbers I proceed with some further assumptions, 
I let a worker’s human capital level be constant during lifetime. The deterioration of 
skills and knowledge in the workforce anyway has to be wildly guessed. Laborers 
acquire skills and knowledge when working which more or less outweigh the fact that 
knowledge from school is forgotten as time passes by. If anything, the acquired skills 
when working probably more than make up for this latter effect, making employees 
more effective as economically relevant experience is built up during the career, at 
least for the first years in work. I will for simplicity assume that these effects cancel 
each other out, and that the skill level of a worker will be constant during the working 
years, proportional to the level of schooling he received before starting his working 
career. Needless to say, there could be large errors of measurement connected to my 
estimates being based on such crude assumptions.  
Additionally, I assume that every worker works 40 years, before retiring. This means 
I assume workers educated in the 1950’s will go out of work in the 1990’s. The 
human capital base of 1990 will then be calculated as the average of rates for the 
1950’s, 1960’s, 1970’s and the 1980’s. Since there is no numbers for the two earliest 
periods, I use the numbers for the 1970’s as an estimate for these decades. This will 
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probably as mentioned overestimate the degree of human capital in the population, 
but the fact that most countries experienced increasing workforces in the later 
decades partly counters this effect, since the later decades should weigh more than 
one quarter if there were more workers entering the workforce in these decades. I 
hope that these effects to a large degree cancel out, and thereby reduce the immense 
validity problems somewhat. When calculating the human capital level at the 
beginning of the new millennium, I substitute the 1950’s generation with the 1990’s 
generation in work, “generation” here not naturally relating to birth year, but year 
entering the workforce. Since I am actually interested in the change in human capital 
levels, and the 1990’s’ cohort is generally expected in most countries, especially non-
industrialized, to be much larger than the 1950’s’, I weigh the 1990’s with 0,34, and 
the other decades with 0,22 in order to better capture the change in human capital. I 
am now ready to give a rough estimate at the rate of change in knowledge and skills 
in the different countries having data available. For the practical calculation, see the 
mathematical appendix. 
Unfortunately, I could not include tertiary schooling, since cross-national data here 
only go back to 1980. However, I constructed a School Index B, where primary, 
secondary and tertiary were all included, and given the respective weights 0,33, 0,33 
and 0,34. This index correlated with index A almost perfectly, implying that dropping 
tertiary schooling is probably not a big methodological problem90. However, if the 
increases in tertiary schooling have exceeded those of primary and secondary 
schooling in the last decade before the new millennium, then the part of economic 
growth attributed to changes in human capital might be underestimated, and thereby 
the rate attributable to technological change overestimated. 
 
90 The Pearson correlation coefficient is actually 1,00 for the numbers in 1980, 1990 and 2000, when investigating. There is 
an almost perfect linear relation between index A and index B in these years for the few countries that have measures on 
both, even though the numbers are of course not equal. The variables that make up the A index however make up 66% of 
the weight in the B-index, and a high correlation should a priori be expected, even leaving out the fact that countries with 
high primary and secondary schooling levels also are the ones scoring well in tertiary schooling levels. 
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The validity problems of the measure will then rely on three questions. To how large 
a degree is formal schooling relevant for the accumulation of economically relevant 
skills? How big is the problem of capturing only the quantitative properties of 
schooling, and not incorporating qualitative attributes of the different countries’ 
schooling systems? Finally: How appropriate are the weights in my specific index? 
The latter can be reformulated into a more general question on how much different 
levels of schooling affect economically relevant skills. There is probably no universal 
answer to this question, since one would assume that different societies at different 
development levels need different types of knowledge to thrive and prosper from 
their initial level. All of these questions point to the possibility of large validity 
problems with my human capital measure. No other alternative, available for a large 
number of countries, is however found to be superior. Literacy-rates would for 
example not separate between many countries at “the upper end of the scale”, with 
most of these countries having rates close to 100%. Even when using my quantitative 
and relatively superficial measure, more than for any other variable, finding reliable 
data on schooling for many countries is hard. This implies including human capital 
will limit severely the number of cases in any analysis.  
III) The wide technology concept measured as multifactor productivity 
Technology level and change in a society are of course much more difficult to find 
observable indicators of than for example physical capital. It should be clear by now 
that finding a valid, observable and cross-nationally comparable measure of 
technology is a hard task. Other measures that are thought to correlate with 
technology level, such as percentage GDP used to of R&D investments and number 
of researchers will be presented, discussed and used in relation with the analysis of 
the 1990’s. The validity problems of the MFP-measure as discussed in 4.0.7, are 
tremendous. Nevertheless, so are the validity problems connected to the other 
proposed measures, especially when one wants to move beyond OECD-countries and 
take a global perspective. Internal research might not capture the economies 
technology level in some “follower-countries”. Therefore the operationalization of 
 technology is here given by the multi-factor productivity, MFP, derived 
mathematically as a residual from the theoretical production functions fit with the 
empirical output in a society. For example if a society has high input-levels and a low 
output level, it is calculated to have a low MFP-level.  
Actually, studying economic growth, I do not calculate the MFP, but in stead focuses 
on the growth rate in MFP which can be calculated directly according to equation 5) 
repeated from 4.0.6: 
5) )/ln()/ln()/ln(* 111 tttttt hhkkyyg +++ •−•−= βα  
Given GDP per worker growth, and calculation of capital accounts and “investment 
rates” for human and physical capital, change in MFP, here denoted g*, can be 
deduced. It stands as a proxy, however invalid, for the annual rate of technological 
progress in a society. 
As Przeworski et al. (2000) and the early growth accounting studies of for example 
Solow (1957), I will in much of the practical analysis collapse the MFP-term and the 
human capital term together into one “growth related to knowledge, skills and 
technology factors” term. This operation will be discussed later in chapter 5.1.7, in 
relation with the practical conduct of the analysis. The main reason can already here 
be mentioned shortly: The lack of education data for many countries over larger time 
spans, make it impossible to estimate changes in human capital separately. The 
sample will fall to only slightly above 30 countries from more than one hundred 
when taking this into account. There are however other reasons why this operation 
might not be such a bad idea after all. First of all, the insights of neo-Schumpeterian 
economists and political economists can be interpreted in such a way that the 
separation of technology seen as a collective good, and the concrete skills and 
knowledge of the people in society who use this technology is an artificial one. 
Secondly, as we saw above, my operationalizations of human capital is loaded with 
methodological shortcomings. Some of the analysis will therefore deal with such an 
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 extended “knowledge”-component. The economic growth rate of this knowledge 
component is therefore mathematically deduced as: 
7) )/ln()/ln()/ln(* 111 tttttt kkyyhhg +++ •−=•+= αβθ  
4.1.3 Data 
I have as might have been understood from the above discussion of 
operationalizations, relied on several sources and databases when collecting my data. 
These data had to be systematized and brought together in three newly constructed 
data-matrixes. The reliability of all the statistical analysis therefore not only hinges 
on the work of the people behind original sources, but also on my handling of the 
data when punching them into my data-matrixes and making the necessary 
transformations of variables. 
The existence of relatively reliable and comparatively organized data for the majority 
of countries world over is a necessary condition for the type of statistical study 
conducted in chapter 5.1. Lack of data is also often the most obvious limitation to a 
study like this. There are big differences when it comes to the availability of data both 
between variables, regions, and not least time periods. Some areas of study are easier 
when it comes to access of reliable data. Economic growth figures are easier to find 
over broad spatial-temporal intervals than education data. Some regions, especially 
OECD-countries, have abundance of data when compared to for example Middle-
Eastern countries. The most crucial limitation is often the time-dimension however. 
The last years have seen an increasing effort in constructing empirical indicators and 
collection of data, but data before say 1970, and especially before 1945, are often 
non-existent. When they are existent, their reliability is often under doubt since much 
of the data from earlier periods are based on backwards interpolation. 
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This study is itself limited to the three last decades of the previous century. There are 
of course strong substantial reasons for this. A restriction of the scope of the study is 
of course needed in order to sharpen the focus and concentrate better on the time-
period chosen. Also, many of today’s countries came to existence during the post 
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world war period, cumulating with the decolonization of African countries in the 
sixties. The sample of countries would therefore have been smaller if a backwards 
extension in time was to be made. Generalizing and predicting will also be less 
dangerous if the basis of such operations are not extended far backwards in time. The 
temporal context might be connected to important specific factors in the political and 
economic sphere. But there are also even more pragmatic reasons for restricting the 
study’s scope. Even though the polity-set is greatly extended in time, this study’s 
operational variable of political regime, the FHI, goes back only to 1972. Education 
data are also in general available only back to the seventies in many databases. When 
it comes to GDP and investment data, the Penn World Tables goes back to 1950, but 
a large amount of countries begin their times-series much later. 
I have, as mentioned, for the purpose of this study constructed three own data-
matrixes, one that treats countries as unit of analysis, MA1, and which main variables 
are decade-averages on economic and political matters. This matrix contains 203 
units and more than 750 variables. I also had to construct a matrix where land-years 
are units (e.g. Algeria 1972), MA2. The number of units here is 3612 but the number 
of variables does not exceed twenty. This matrix forms the basis for the pooled cross-
sectional - time-series approach. I have also constructed one matrix, MA3, were 
“historical regime-transitions” are units of analysis (e.g. change of regime in 
democratic direction in the Philippines in 1987). The number of units here is 87. 
These matrixes were originally constructed in a format compatible with the SPSS-
software, but due to the limitations of this software when it comes to more complex 
analysis, I had to convert the land-years matrix, MA2, to be compatible with STATA. 
SPSS can not perform the type of analysis that the pooled times-series – cross-
sectional approach represents. 
GDP-data for levels and growth both per worker, per capita and for the whole 
economy, in addition to data on population size, investment ratios and public sector 
size are collected from the Heston and summer’s Penn World Tables. Alternative 
growth data in the form of decade averages are collected from the World Bank’s 
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World Development Indicators. As are numbers on sector- specific growth, the Gini-
coefficient, technological measures such as percentage of GDP dedicated to R&D 
and numbers of researchers, urbanization degree and numbers on workforces across 
countries. The World Bank also provides population numbers that were used. Other 
complementary sources used in relation to estimation of population level and growth 
were the “Statistical Yearbooks” annually released by the statistics of Norway. Data 
on life expectancy and literacy rates as well as education variables such as primary, 
secondary and tertiary school enrollment are taken from USAID’s Global Education 
Database. This institution again uses UNESCO-data as a source91. Data on energy 
production were taken from the World Resources Institute’s “Earth Trends” tables. 
These data had again been collected by WRI from the International Energy Agency 
(IEA). Data on political regime are, as mentioned, taken from the Freedom House 
website. The polity-data are collected from the Polity IV data set. The Corruption 
Perception Index for 1999 is taken from Transparency International. 
One drawback with the data is that my constructed independent variable of “regime 
in the 70’s” in the decade-average matrix is constructed from 1972 through 1979, 
missing out the two first years of the decade, due to lack of FHI-data. This is unlucky 
from a causal perspective, since I have decided to include these years in the 
dependent variable “growth in the 70’s”. It could be argued that if anything, the 
dependent variable should be the one being “lagged”, starting the measurement of 
growth a couple of years after the regime variable started running, due to the inertia 
of causal processes. More esthetical and presentational concerns did however win 
out, measuring growth over the whole decade, making it possible to talk about 
growth in the seventies as such. The interpretation of the regime variable should then 
be that the average from 1972 to 1979 on the FHI can be seen as a slightly 
problematic measure of the “average” regime in the whole decade. I don’t think the 
 
91 Historians often stress the importance of relying on primary sources, to reduce the chance of unreliable data. There are 
however also other more pragmatic concerns such as access-availability and handling of data made me use USAID’s data-
base in stead of UNESCO directly.  The same comment goes also for my choice of using data from WRI in stead of IEA 
directly. 
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practical consequences will be too great in any case, although there can logically be 
some differences in the measures. Take the hypothetical extreme case of a regime 
being very autocratic in 1970 and 1971, validating a 7 score if they had 
counterfactually been measured. The country then goes through a democratization 
process on New Years Eve 1971, keeping the new regime, with a FHI-score of 1, 
throughout the decade. My measure will show a 1 score as the decade’s average, 
whereas it “should” have been 2,2. The growth-figures for the nineties also include 
growth for the year 2000, which is the last year for measurement in the Penn World 
Tables, extending that decade one year into the new millennium92.  
Economists often talk about the robustness of a relationship, in other words how 
stable the relationship between variables is when using different samples, 
operationalizations or data-sources to estimate it. In order to evaluate better whether a 
possible, estimated relationship is reflecting real-life mechanisms, or if it is a result of 
the arbitrary methods of data-collection, I will also to a certain degree base myself on 
economic growth figures from the World Bank. The World Bank’s sample excludes 
all countries with a population less than a million people. One argument for this 
exclusion is that the economic performance of very small countries to a too large 
degree is dependent upon arbitrary international factors such as demand for their 
often sector-concentrated exports, and not seen to be determined to a sufficient extent 
by internal institutional factors (Lijphart, 1999:263). This argument is however not a 
conclusive one. Surely, Luxembourg’s impressive post-war growth has been helped 
by its central location in the heart of Europe, with the proximity to some of the 
world’s biggest markets and sources of qualified labor. That being said, in order to 
question the relevance of for example Luxembourg’s exclusion from an analysis, it is 
enough to positively answer one hypothetical question: If the institutions of 
Luxembourg were to resemble for example the ones of Swaziland, would this 
 
92 The tradition of operating with “long” and “short” century’s when categorizing is established by the famous historian 
Eric Hobsbawn, stretching the “long 19th century” from 1789 to 1914, and the “short 20th” from 1914 to 1991. I am more 
modest, extending the “long 90’s” by one year only, however lacking the same substantial argumentation behind the 
extension as Hobsbawn uses for his categorization. (See for example Hobsbawn, 1987:8-11) 
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possibly have affected the country’s economic performance? Anyway, disturbances 
to the data caused by properties related to country size can at least partially be 
controlled for, for example in a regression analysis, by including population as a 
control variable. 
The World Bank sample also has some serious advantages over the PWT sample by 
including several countries that lack data in the latter sample. This is especially 
relevant since I argue strongly in chapter 4.1.4 that there is a systematic selection bias 
in the PWT sample. This is reduced, although not eradicated in the World Bank 
sample by including slow growing authoritarian countries such as Iraq, Liberia and 
Myanmar (for the eighties only), but still leaving out a country such as North Korea.  
Some additional comments about the sample are needed. First of all, the World Bank 
only posts the average growth rates for the national GDP directly for 1980-199093 
and 1990-2003 on their web-pages, as well as estimates for the years 2000 through 
2004. This means that I had to subtract the growth for the latest three years of the 
1990-2003 estimates before having an estimate for the average growth for “the 
extended 90’s”94. Further, I had to transform the numbers to the relevant welfare 
measure used in my analysis, namely growth in GDP per capita, and not the overall 
economy’s growth rate. As explained in the mathematical appendix, one can estimate 
growth in per capita GDP relatively directly by subtracting the population growth rate 
from the national GDP growth rate. This is done in my sample, using population 
numbers from PWT, the World Bank and the Norwegian Statistical Agency, in such a 
way that PWT were used primarily. WB numbers were then used where estimates 
were lacking for the nineties. In the eighties, estimates from “Statistisk årbok” 
[Statistical yearbook] (1987, 1993) were used as compliments to the PWT-data, since 
the WB does not post population growth for these years on the web. Once again, the 
 
93 Notice that the WB therefore operates with an “extended 80’s”, and therefore is not completely comparable to the growth 
numbers from PWT, since I have constructed averages from 1980 to 1989. However, a quick calculation of PWT numbers 
shows that the correlation between growth in the 80’s and the extended 80’s is a convincing 0,99. 
94 See the mathematical appendix for this and other relevant mathematical operations mentioned in this chapter. 
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potential biases relating to measurement errors were not perceived to be as serious 
drawbacks as a smaller sample would have been to the analysis. There is less reason 
to believe that there are big, systematic differences in measurement of population, at 
least when compared with production which is much more difficult to estimate. A last 
remark on the differences between the PWT and WB growth numbers is that they use 
different price deflators. My PWT-data are based on the PPP-deflator (Heston et al., 
2002) and the WB solely uses GDP-price index deflators (World Bank, 2006), where 
price increases are estimated by a so-called chained series approach. This is possibly 
leading to some divergence in real GDP-growth estimates. There are also some other 
differences in methodology, that can lead to divergence in numbers for certain 
countries. One of them is due to my methods of estimation. I have calculated the 
average PWT-numbers for countries in such a way that countries having 7 or more 
years of data in a decade get average scores assigned for the whole decade. This is 
done in order to have a more inclusive sample. If not, countries as Armenia, 
Botswana, Haiti and Singapore would not have qualified for analysis in the 1990’s. I 
will however also use a reduced sample allowing only for countries with data over 
the whole decade in the 1990’s, where the problem with lacking data is most 
pressing. In the growth accounting exercise, this sample is used, due to the problems 
of estimating the relevant variables for countries with lacking data. 
Actually, the divergence in growth estimates is worryingly huge, both for the 80’s 
and the 90’s, almost warranting a study of its own why WB and PWT differ so much 
in their estimates. The Pearson correlation coefficient for growth rates in the 80’s 
between the samples is a relatively low 0,77, and for the 90’s the correlation is a 
horrible 0,63. As I will discuss later, Haiti is a relatively special case, and when 
excluding this country the correlation for the 90’s jumps from 0,63 to 0,74. When 
using the reduced sample however, with averages calculated over the whole decade, 
the correlation increases further to 0,82. This means there are probably noticeable 
methodological problems due to my calculation of numbers , but this does not explain 
the large deviances between the measures alone. For now however, this problem can 
only be noted and kept in mind when discussing the uncertainty of estimates. Few 
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scholars actually use different sources of growth-data in the same study, as has been 
done here, and this might lead to stronger conclusions being drawn than is actually 
warranted because conclusions might be driven by particularities related to practical 
measurement issues. Both Penn World Tables (Heston et al., 2002) and the World 
Bank (World Bank, 2006) posts methodological instructions on their web-pages, for 
those wanting to dig deeper into these issues. 
David Leblang (1997:455), among others, notices the great differences in samples 
used between certain studies. Table 4.1 shows the different countries appearing in the 
WB sample while lacking in the PWT sample, and vice versa, for the 1990’s. As 
earlier stated, WB lacks many smaller countries, mainly island states, but they also 
lack data for Taiwan and Zimbabwe. PWT lacks some former Soviet- and Yugoslav 
republics, some Middle Eastern countries as well as some African and Asian states.  
Table 4.1: Countries only figuring in one data set 
Countries in WB-90's 
sample, lacking in PWT-
90's sample 
Countries in PWT-90's 
sample, lacking in WB-
90's sample 
Croatia Antigua and Barbuda 
Eritrea Barbados 
Georgia Belize 
Kuwait Cape Verde 
Laos Comoros 
Liberia Cuba 
Moldova Cyprus (Greek) 
Mongolia Dominica 
Oman Equatorial Guinea 
Saudi Arabia Fiji 
Serbia and Montenegro Grenada 
Sudan Guyana 
Swaziland Iceland 
Tajikistan Luxembourg 
Turkmenistan Sao Tome and Princip 
Uzbekistan Seychelles 
  St. Kitts and Nevis 
  St. Lucia 
  St. Vincent and Gren 
  Taiwan 
  Zimbabwe 
Total: 16 Total: 21 
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The best I can do here then is to report results based on both WB and PWT-data, and 
always be explicit about which sample is being used. However, due to the properties 
of the PWT-data, being available on a year to year basis and also extending back to 
the 1970’s, they will be the main data used for growth in this study95. There are of 
course countries that are not represented in any of the samples, such as no longer 
existing ones, like East and West Germany, the Soviet Union and Czechoslovakia. 
For the complete samples, see Appendix 1.  
4.1.4 Selection bias of the sample 
For statistical techniques to work properly when it comes to discovering general 
relationships there are certain requirements to the size of the sample and even more 
importantly that the sample is selected in an unbiased way. When one wishes to 
generalize, it is important that the sample reflects the universe one wishes to draw 
conclusions about. This might seem as an obvious point that should figure in 
introductory methodology-courses, but the point is to a frighteningly high degree 
overlooked in the literature on democracy and growth. Most studies use the same 
sources on data when it comes to estimating the different variables, and this goes also 
for economic growth. The Penn World Tables is one of the most common. Together 
with Maddison’s data set on really long-term growth (more than a century) for a few 
countries, it is said to be the source of “nearly all” of the empirical studies on 
economic growth since the beginning of the nineties (Verspagen, 2005:504). Several 
countries do not have growth-data in this data set. This would have been a smaller 
problem if the missing nations were unsystematically related to relevant variables, 
only increasing statistical insecurity regarding estimates of the relationship. However 
there are in my opinion strong reasons to think this is not the case when it comes to 
the relationship between political regime type and growth. Authoritarian countries 
with bad growth-performances are systematically underrepresented in the data. 
                                              
95 WB data, known as World Development Indicators, are also available in extensive time-series, but the data have to be 
purchased by the WB. 
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There could be general reasons for making this statement. If the countries not 
reporting growth-data are havocked societies and other growth disasters, not willing 
or possibly not able to collect or report data on the economy’s condition, then 
authoritarian regimes will probably be over-represented among “missing-countries”. 
There are theoretical and, as we will see, empirical reasons for believing the variation 
in growth performances among authoritarian countries is larger, and that these 
countries are overrepresented among the growth-disasters. In addition the more 
secretive nature of authoritarian regimes makes them more selective with regard to 
which type of information they release. Authoritarian countries that are experiencing 
economic stagnation might not be eager to show this with stringent empirical 
evidence to the rest of the world. A quick look at the countries with a population 
exceeding say 1 million, give further indications in this direction, due to broad but 
unspecific economic-historical considerations of the development in the relevant 
countries over the last three decades. The list of these countries can be more 
systematically deduced from Appendix 1, but it includes countries such as 
Afghanistan, Burma, Eritrea, Iraq, North Korea, Liberia, Somalia and Sudan. All are 
autocracies which by no indication can be counted as economic success-stories in the 
relevant time-period. Halperin et al. are some of the few that have earlier recognized 
this “frequently overlooked, recording problem” (2005:32). They have calculated that 
from 1960 to 2001, a quarter of those countries they have defined as autocratic 
countries are lacking growth data, while only 5 per cent of democratic land-years 
were missing (p.33). I can not stress enough the implication this will have for the 
validity of any generalization based on empirical analysis. Even though one does not 
possess any reliable empirical data about phenomenon, such as some authoritarian 
countries’ bad growth experiences, this does not imply the non-existence of such a 
phenomenon. 
Another similar mechanism leading to the same bias in the relationship, is deliberate 
misreporting of economic data, pushing the reported numbers, for example on GDP, 
far above what “reality would allow”. The Soviet Union’s GDP-numbers have often 
been doubted, and so has China’s numbers in recent years. Even Singapore has been 
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accused of overestimating their investment-numbers in the national account data, 
although maybe underestimating their GDP- growth rates (Hsieh, 1999:137). One 
cannot exclude the same phenomenon in more democratic regimes, but there might 
be reason to think that control-possibilities due to freedom of speech and multi-polar 
distribution of administrative power (leading to more autonomous statistical 
agencies) play a role in reducing such over-reporting.  
These two last information selection problems imply that the positive effect of 
democracy on economic growth might be underestimated by statistical analysis not 
incorporating all relevant cases. How much these factors bias coefficients are of 
course hard to measure, but the effect could be substantial.  
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4.2 Other relevant issues related to use of 
methodology and philosophy of science. 
4.2.1 Causality; regularities and counterfactuals 
In any study basing its interpretation of relationships on statistical methodology, the 
main problem is interfering from correlations in the sample to causation. The problem 
of drawing valid causal interferences is of course a well-known one to philosophers 
and scientists, at least since Hume (1959) explicitly brought the problem to light 
more than 250 years ago. This might seem like an unnecessary point to include in a 
study such as this one, but I do it because I believe that a precision of what is meant 
by “democracy enhances growth” to a certain extent relies on how we think about 
causality. Therefore clarification on the causality-subject might lead to a better 
understanding of what is actually under study. One view of causality is the 
“regularity-view”, connecting causality to certain general relationships, deterministic 
or statistical, between phenomena. I believe most researchers doing statistical 
analysis have this assumption implicitly in the back of their heads when interpreting 
results. The problem of causality then boils down to: Do we get significant 
coefficients, and are the correlation due to causality from A to B, from B to A, or do 
A and B have a common prior cause?  
One alternative view of causality is the “counterfactual conditionals-view”96, which I 
am personally very inclined to. This view’s very intuitive definition of causality boils 
down to that a single event, a causes b, another single event, if two conditions apply: 
1)  If a exists, then b will exist 
2)  If a were counterfactually not to exist, then b would not have existed either. 
                                              
96 Read David Lewis` Philosophical Papers (1986) for an excellent exposition of this view on causality. Many 
of the points in this discussion are indebted to this work. 
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In other words, if we were counterfactually to remove a cause a, then the effect, b, 
would not longer have been the case either. This definition of causality takes 
causation between singular events as the point of departure. One proposition about 
causality that illuminates the point could be: The existence of a democratic regime in 
Mauritius in the past twenty years were a contributing cause to this island’s economic 
growth, since such high growth would not have been the case without a democratic 
regime.97 How then should a question as: “Do democracies promote growth?” be 
understood? Its easiest interpretation within this framework is: “Do instances of 
democratic regimes in general promote growth”, seeking a generalization of events, 
but still with a basis in particular instances. One can then interpret the research 
question of this thesis as a question about what particular regimes mostly promote, 
without relying on a prior, law-like, regularity. This theory of causality also makes 
the question of “under what circumstances do democracies promote growth” or any 
other specification of the general question very obvious and easy to ask. Without 
thinking first and foremost about general relationships, but about counterfactual 
hypothesis, context-specification will more easily come to mind. Even very specific 
hypothesis become relevant causal propositions. However; my research question is 
also to be considered a general one, and even though I don’t believe it is possible to 
give a simple answer like yes or no to the question: “Does democracy promote 
growth?”, I wish to make broad generalizations. Therefore I will not shy away from 
using language that can lead thoughts in the direction of general regularities. 
However, I do not speak literally, meaning “law”, if I use phrases like “general 
relationships”. The methods and techniques of regression analysis and statistical 
hypothesis testing are just meant to be epistemological tools, helping me make 
founded generalizations. They are not to be taken as ontological devices, discovering 
                                              
97 Of course it is metaphysically unfounded to speak of the last thirty years’ political-economic events in 
Mauritius as a singular event. Nevertheless, one is at least starting out with propositions about one concrete 
regime and the growth of a particular country over a certain period of time, and not with a general statement 
about causality between democracies in general and growth. 
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an underlying, structured reality. The metaphysics of causality does not preclude the 
use of these methodological tools, but it changes the interpretation of results. 
4.2.2 The role of single cases and comparative investigations as evidence 
Having this view of causality probably makes one more inclined to use the 
interpretation and evidence from certain historical cases as guiding answers to the 
research question. Singapore’s growth experience in the 70`s is not only taken as a 
data-point, but as an embodiment of how a relatively authoritarian regime probably, 
but not certainly, facilitated economic growth by applying various economic policies 
in a given context. Thorough investigation of historical cases, enables me not only to 
answer the question “do democracies promote growth?”, but also “under which 
circumstances do democracies or authoritarian regimes promote growth?”, and even 
further “how do a type of regime promote growth in a certain type of context?” Yin 
(1994) and Andersen (1997) point to the ability of case studies to better track causal 
patterns than other research design. Keeping hold of the chronology of events and 
investigating given institutions, policies and economic actions with a thicker and 
more empirically oriented description are the key issues. Taking a less eagle-oriented 
perspective also allows me to better connect the empirical evidence with the various 
theoretical explanations from chapter 3, and to try to sort out which of these 
mechanisms that have most plausibly been at work in various contexts.  
There are two issues that have to be confronted when applying case studies as 
evidence for propositions about general concepts. The first is the core question of 
counterfactuals. Would or would not the Singaporean economy have grown to a 
similar extent with a more democratic regime? This is of course per definition 
impossible to find out by empirical investigation, and always give causal statements a 
degree of uncertainty. One can only try to validate the answer by suggesting causal 
pathways and probable mechanisms. It is worth keeping in mind that one should not 
be to quick when linking two events causally and that alternative mechanisms not so 
obvious to human perception and cognition may be at work. 
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The other issue is how generalizable the conclusions drawn from this type of studies 
are. Some authors argue that case studies can be the basis of various types of 
generalization, if one handles the issue with care (Andersen, 1997). I already treated 
the question in 1.0.2, but to recapitulate, broad generalization of a universal 
relationship between political regime types and growth is not the purpose of the case 
studies in 5.3. Generality is addressed in chapter 5.1. How context interacts with the 
effects of regime type, thicker illustration of how possible mechanisms work in 
practice, as well as connecting theory and historical investigation are the purposes of 
the case studies. 
One reliability problem connected to the studies in 5.1.3 is my extensive use of 
secondary sources, largely relying on earlier academic research on Botswana, 
Mauritius and Singapore. The statistical data are also here often used in order to back 
up claims and draw empirical conclusions. Nevertheless, a more thorough study of 
these countries’ political economy, relying among others more on primary sources, 
would have been beneficial out of reliability reasons. 
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5.0 Earlier empirical findings. 
Several earlier analyses have empirically investigated the effect from degree of 
democracy on economic growth on an extensive sample of countries. Most of these 
studies have used an OLS-regression method. As Przeworski and Limongi (1993), 
but also later meta-studies (Brunetti, 1997), point out, most of these studies have 
found no significant relationship between the two variables in general. Those studies 
that do find such a relationship often ascribe different signs to it. Some authors draw 
the implication from these diverging findings, that there is no strong relationship 
between political regime type and increases in economic production, and that more 
research on the field is superfluous. The reasoning behind find this position contains 
a logical fallacy. Inferring from the divergence in results to the absence of any 
underlying real relationship is by no means valid. Different specifications of variables 
both conceptually and operationally, different control variables, differing statistical 
methods, different samples of countries and different time-periods under study 
contribute to the variation in results between different studies. Instead of saying that 
the effects of democracy then must be ignorable, I would suggest to systematically 
look for how the differences in the abovementioned aspects are related to the 
conclusions about the relationship. As by now understood, the possible mechanisms 
that work from political regimes on economic growth are numerous. It is highly 
implausible that the aggregate of these mechanisms will sum up to one single 
universal effect that is to be discovered by pure statistical inference. Variable 
specification and contextual matters will probably be of significant matter, and not a 
by-matter that can be treated as a footnote to the regression-results. I will in the 
following section focus mostly on statistical, cross-country research, with focus on 
the studies conducted in the more recent years. Due to the quantity of studies, this 
section will be slightly selective, based partly on my own judgments on the quality of 
the studies.  
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One point of departure when it comes to summarizing empirical works on the effect 
from democracy on economic growth is the Przeworski and Limongi-article from 
1993. The authors surveyed 18 studies conducted between 1966 and 1992. Among 
the 21 different findings they generated, eight established a positive relationship 
between democracy and growth, eight held that authoritarian regimes were more 
conducive to growth, and five found no relationship (p. 60-61). There were a strong 
overrepresentation among the earlier studies of conclusions “in favor” of 
authoritarianism. Later studies were more supportive of democracy’s positive 
economic effects. Some of the studies were differentiating with respect to variables 
such as regions. Grier and Tullock’s study from 1989 for example found that 
democracy had a positive impact on growth in Africa and Latin America, but made 
no difference in Asia. 
In a much-cited study on the causes of economic growth, not surveyed in Przeworski 
and Limongi, the economist Robert Barro (1991) investigated the relationship 
between democracy and growth, using an operationalization of democracy containing 
several graded values, namely the FHI. Barro found the relationship in his extensive 
sample to be non-linear. The pattern in the data was that democracy and growth were 
related in an inverted u-shape, with regimes scoring medium on the democracy 
variable growing the most on average. One approach to tackle the complexity, used 
by for example David Leblang (1997), which deviates from the more standard 
approach, is to pool time-series and cross sectional data. Leblang claimed that much 
of the quantitative literature has tended to “neglect the time varying component of 
this relationship” (1997:463). By using this methodology, and also trying to make 
better causal interpretations from the data by “lagging” the dependent variable, 
growth, Leblang’s research-design is one of the most thoughtful in the literature. He 
found a positive, significant relationship between democracy and growth.  Helliwell 
(1994) also tried to address the problem of two-way causation by using the so-called 
“instrumental variables approach” described in 4.0.2, and which has later become 
popular in other parts of the literature on institutions and growth (Hall and Jones, 
1998 and Acemoglu et al., 2001). This technique is as mentioned based on finding a 
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variable that is correlated with the independent variable, but not directly with the 
dependent, thereby allowing the researcher to make safer causal generalizations by 
isolating the effect in one direction. Needless to say, there is an enormous problem of 
finding valid instruments for democracy that are not directly related with growth. 
Helliwell used earlier values of institutional variables, and found no relationship 
between democracy and growth.  
In one of the most recent studies, using newer data-material and OLS-methodology, 
Halperin et al found that “low-income democracies consistently outpace their 
autocratic counterparts on a wide range of development indicators” (2005:63). This 
also goes for economic growth, although it is not the dimension of development with 
the strongest relation to regime. One of the main arguments of the authors is that if 
one removes a small group of countries, the East Asian Tigers, which presence in the 
sample “skews the overall growth rate of authoritarian countries” (2005:32), 
democracies are shown to have more than 50% superior growth rates over the 40-
years from 1960 to 2000. This is an interesting nuance, but chopping away this part 
of the sample is problematic if the East Asian experiences were in part attributable to 
the democracy-autocracy dimension of their political regimes. 
One book-length study from Przeworski et al. (2000) also investigated the possible 
inter-linkages between democracy and development. Using a dichotomous 
categorization of regimes, which was much discussed in chapter 2.0, the authors like 
many other found stronger evidence for causation from development to democracy 
than the other way around. Political regime type is not found to have significant 
effects on economic growth. Economic welfare was however found to have an effect 
on which type of regime a country inhabited. More specifically democracy was 
related to rich countries. This is not because “modernizing” economies tend to bring 
democracy as modernization theory claims, according to the authors, but rather that 
democracies are more prone to instability in poorer countries and “die quicker” even 
if they emerge. Democracy is a stable system of government in richer countries 
however. Przeworski et al. (2000) also make a kind of growth accounting exercise, 
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resembling the one conducted later in this study. However the decade I will analyze, 
the 1990’s, was not analyzed by these authors. They found that for poorer countries 
regime did not affect capital accumulation, but that authoritarian regimes invested a 
little more when restricting the analysis to the group of richer countries (p. 150-151). 
The labor force however was estimated to grow faster under authoritarian regimes, 
but only for rich countries. Rich democracies, but not poorer democracies, however 
benefited from more technological progress, operationalized as a MFP-component (p. 
178). The main conclusion of the study was that “[I]n the end total output grows at 
the same rate under the two regimes” (p.179). The data-material for this most 
thorough study of political regime type and growth ended in 1990. These conclusions 
were made when looking at the total economy. When looking at per capita rates, they 
found that democracies grew somewhat faster because of lower population growth. I 
will in my study focus solely at per capita growth rates, because I find these to be a 
more relevant measure of welfare than aggregate measures for the whole economy. 
When estimating efficiency, per laborer numbers are more relevant. 
The perhaps most interesting and valuable contribution from the study treated above 
on the effect from regime-type on growth was methodological. As discussed in 4.0.2, 
Przeworski and his co-authors stressed the importance of controlling for an effect 
they called endogenous selection of regime types. Shortly recapitulated, regime types 
cannot be taken as given in any analysis considering the relationship, if the different 
types have unequal probabilities of “surviving” under different economic conditions. 
Economic crisis may for example be more critical to the legitimacy of authoritarian 
regimes than democracies, and thereby cause more regime changes from autocracy to 
democracy than the other way around. Another point of concern is that high growth 
over time leads to a high level of development, if the time-interval is extensive 
enough, thereby inflating any study that tries to interpret correlation between regime 
and growth as causation from the former to the latter. Przeworski et al. (2000) tried to 
deal with these problems using simulation models where regimes were endogenously 
selected. 
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The traditional quantitative technique when it comes to investigating the relationship 
has been OLS-regression, where the researchers specify a model having political 
regime as one of the independent variables (Przeworski and Limongi, 1993:62). One 
problem pointed to by Leblang (1997:455) is that there is no widespread agreement 
about the correct specification of the regression model. There are also a host of other 
problems with the regression based method. One important point made among others 
by Shen (2002:10-11) is that regression models often used, incorporate variables that 
might be intermediate in the relationship between regime and growth. Therefore, the 
relevant coefficient for regime shows only “the direct effect”, and excludes the causal 
effect through variables such as inequality, political stability, investments or 
schooling. There are several proposed solutions to this problem. Tavares and 
Wacziarg (2001) formulated a multiple equation system where they tried to find the 
most important causal pathways from regime to growth. Operating with several 
equations allowed them to be more specific in disentangling direct and indirect 
effects. Additionally, they could break down correlations to estimated causal effects 
“both ways”, allowing for two-way causation between the phenomena. The authors 
found that democracy affected growth positively through schooling and human 
capital formation in general, negatively through investment. The estimated direct 
effect was negative, but negligible.  
Another way of dealing with the problem, is dropping the technique of regression 
altogether. Shen (2002) argued that a better way of handling all the methodological 
problems related to discovering causal relationships is to look at the experiences, not 
on a cross-country manner, but in given national contexts. By looking at 40 countries 
that had gone through a democratic transition-process, Shen established that poor 
countries going through transitions grew significantly faster after becoming 
democracies and rich countries experienced a slight decrease in growth rates. It is 
however important to distinguish between the two concepts of “level of democracy” 
and “democratization” (Inglehart, 1997:194-199), and the question is whether Shen 
investigated the effect of a different independent variable than the other studies 
surveyed. Other researchers like Rodrik and Wacziarg (2004) and Halperin et al. 
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(2005) have also used this methodology, isolating and controlling for the national 
context by looking at regime-changes in given countries. However, other problems 
related to controlling for context enters the picture in the form of temporal 
considerations. Average global growth rates have been varying considerably over the 
last decades. I will discuss other related problems to this type of analysis in 5.1.4. 
When one in general talks about relationships between variables, in discussions 
related to statistical evidence, one usually considers how the mean of the dependent 
variable changes when one changes the independent variable. If one is seeking a 
more nuanced understanding of any statistical relationship, other characteristics need 
to be considered as well. One such nuance is possible interaction effects, where the 
relationship between two variables, here degree of democracy and growth, depends 
on a third variable. A short literature-review on the topic, shows that detecting 
interaction effects has not been a priority, even though there have been attempts, 
mentioned above, to make nuances on the general relationship with regard to region 
and level of development. There are also other important aspects of how growth is 
related to regime type. Dani Rodrik’s study from 2000 is probably the work that is 
explicitly most concerned with nuances in the relationship. Rodrik analyzed not only 
economic growth per se, but what he called “high-quality growth”. The concept 
incorporates four dimensions, namely how predictable growth is, how dramatic 
variations in growth due to business-cycles are, how the economy handles external 
shocks and how the benefits from growth are distributed within the population. 
According to Rodrik’s study, democracies performed better empirically than more 
authoritarian regimes on all four dimensions. The predictability of growth, namely 
how the variation in growth performance between different regime types, but also to 
a lesser degree the variation in growth rates within countries will be in focus also for 
my study. The hypothesis that democracies perform more consistently than 
authoritarian regimes when it comes to economic growth has also been handled in 
other studies (see for example Halperin et al., 2005 or Knutsen, 2004a). This aspect 
of the relationship between democracy and growth has earlier found solid and 
unambiguous support in empirical data. A quick look at the data for the last decades 
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indicates that there are an overweight of authoritarian regimes both among the 
growth-miracles (mainly Asian) and the growth-disasters (mainly African), giving 
this group of countries a larger variance in economic growth than democracies. 
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5.1 Statistical analysis: A cross-country study 
of more than 100 countries between 1972 
and 2000. 
As mentioned the main method applied in this section will be OLS or alternatively 
WLS and several regression models will be tested over different samples in search of 
robust relationships. In addition a pooled time-series – cross-sectional approach will 
be used, allowing me to capture nuances especially in relation to the temporal 
dimension. Several other statistical techniques, many of them very simple, like 
counting-exercises, will also contribute to the understanding of how democracies and 
autocracies have grown economically in the relevant time-period. The sample of 
countries varies from approximately 100 in the 1970’s to over 140 in some analyses 
of the 1990’s. I will try to be precise about the different models, samples and 
techniques used in every part of the analysis in order to create clarity about the basis 
for generalization. In the study of the three different decades in chapter 5.1.5 through 
5.1.7 I will treat the most recent decade in depth. When looking at the 1990’s, I will 
go closer into the different nuances and elaborations on the general relationship than 
in the two earlier decades. For today’s world with more democracies, especially 
among the poorer nations, than during the Cold-War era, this decade is the most 
relevant if one wants to interpolate historical experiences and make general 
predictions from them. 
5.1.1 A short recap of democracy and growth in the last three decades of 
the twentieth century 
Empirically growth rates differ. The core question in this study is whether the 
concept of democracy is related to these differences. Figure 5.1 shows the average 
growth rates for the countries that have data from 1970 and onward to 2000. The 
mean growth rate for this sample was approximately 1,7% annual growth in GDP per 
person, and the standard deviation is as high as 1,9%, suggesting a strong spread even 
in long-term growth rates among countries. Most countries have had positive long 
 term growth rates, but as we can see, some countries have also seen their economy 
shrink in per capita terms over the thirty year interval. 
Figure 5.1: Average growth rates between 1970 and 2000 
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Growth rates do not only vary across countries, but also across decades. As economic 
historians recognize, growth rates of the sizes we observe today have been 
uncommon in history up until the industrial revolution, so the growth in prosperity 
seen around the world in the two most recent centuries are unprecedented. As we all 
know however, this growth has not been shared by all countries. More recently, the 
oil-crisis marked a slow-down in average global growth rates, and the 1970’s for 
many countries was a period of crisis compared to earlier decades (Helpman, 2004:7) 
This goes not only for the affluent OECD-countries, but also for many developing 
countries. The bad growth-record continued into the eighties for many of these 
developing countries, with among others debt crisis contributing to economic 
disasters in Africa and a “lost decade” in Latin America. While the 70’s, which of 
course incorporate some years before the first oil-crisis that many economists and 
economic historians think mark a general break in economic trends, saw an average 
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 growth rate of 2,5% annual growth using PWT-data, the average growth rate in the 
1980’s stumbled to a much lower 1,2%. Latin American and African countries fared 
especially bad in this decade as mentioned: The first group of countries averaged only 
0,7% growth a year, while the African countries on average just dipped into the 
region of negative growth with an average growth of -0,01% annually. 
The 1990’s saw growth pick up somewhat from the decade before. The average 
annual growth was 1,5%, but the variation in growth rates increased in the 1990’s 
compared to the decades before, with a standard deviation of 2,9% growth, compared 
to 2,6% in the 70’s and 80’s. Africa and Eastern Europe and the ex-Soviet union were 
areas where average growth rates were well placed below the global average in the 
nineties. During all these three decades, Asia was the best-performing region when it 
came to economic growth, consistently having growth in the range between 3,5% and 
3,8%. The “Western” countries outperformed the global average as well. These 
already relatively rich countries grew by 2,9% in the 70’s, 2,3% in the 80’s and 2,2% 
in the 90’s. All numbers referred to here are per capita growth rates. 
Also, of course, countries exhibit different types of political regimes. Graph 5.1.2, 
5.1.3 and 5.1.4 shows the number of countries with different average scores on the 
FHI in the different decades. We can interpret the charts as showing a movement in 
the mass of countries towards more democratically oriented institutions and practices 
during this time-period, which encompasses what Samuel Huntington (1991) referred 
to as the “third wave of democratization”.  
Figure 5.2, 5.3 and 5.4 Can you see the wave? Average FHI-rates by decade. 
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One indicator of general global democratization is that the mean FHI-score is 
declining from 4,3 in the 1970`s to 3,6 in the 1990’s. During the same interval, the 
average polity score increased from -2,3 to 2,2. A 0,7 difference in means on the FHI 
between the 70’s and the 90’s is possibly not big enough to alone justify the wave-
metaphor. Still, the increase in countries with a one point something average has 
increased substantially, and even more relatively than the total number of countries. 
25 of the 168 (14,9%)  countries that were assigned FHI-values in the 1970’s had a 
decade-average below 2, whereas the proportion in the 1990’s was 56 out of 195 
(28,3%). In the 1970’s, these countries with highly democratic features were either 
members of the OECD, small European countries, or they were situated in Latin 
America and the Caribbean (Bahamas, Barbados, Jamaica, Costa Rica and 
Venezuela). The proportion of people living in societies with FHI-scores under 2 
might not have increased however, since many of the newcomers among the “pure” 
democracies were small island states in the Caribbean and the Pacific. Additionally, 
people living in OECD-countries have declined as a share of the global population. 
This is a nuance worth keeping in mind. When making these comparisons, we should 
remember the point stated in chapter 2.0.3 that the scoring on the FHI-index has 
probably become stricter over the last years. 11 countries have lived under a political 
regime which has consistently been assigned a 1 in both political rights and civil 
liberties over the whole period under study98.  The number of extremely authoritarian 
regimes has however declined not only in relative but also in absolute numbers from 
the 1970’s to 1990’s, when measured as countries with FHI-averages over 6. The 
number declined from 40 to 27 countries, even though the total number of countries 
increased by almost thirty. The countries scoring a clean 7, has however been 
relatively stable. In the 1970’s  Albania, Bulgaria, Guinea, North Korea, Mongolia 
and North Vietnam turned Vietnam achieved this dubious performance. In the 1990’s 
Burma (Myanmar), Cuba, Iraq, North Korea, Libya, Sudan and Syria were the 
“outposts of tyranny”, to borrow a phrase from Republicans in contemporary US 
 
98 These countries were Australia, Austria, Canada, Denmark, Iceland, The Marshall Islands, The Netherlands, New 
Zealand, Norway, Switzerland and the United States. 
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politics. The North Koreans are the only ones to have lived under a regime scoring a 
7 both in civil liberties and political rights over the whole period from 1972 to 2000. 
These simple descriptive statistics is of course interesting when putting recent global 
developments in perspective, but the main concern here is of course the relation 
empirically between political regime type and economic growth. The simplest way to 
check the relationship is by looking at the correlation between them. Table 5.1 shows 
bivariate correlations between the different political regime-indicators’ averages and 
growth, in the decade. 
Table 5.1: Correlation with average economic growth by decade, sample and 
regime-indicator 
Decade Sample Polity cases FHI-total cases 
1970s PWT 0,06 103 -0,18 113
1980s PWT 0,25 108 -0,29 122
1980s WB 0,32 113 -0,29 114
1990s PWT 0,09 130 -0,15 144
1990s WB 0,19 138 -0,25 139
 
The table indicates the empirical correlations between democracy and growth are 
weak to intermediate, but always positive (remember that a high value on the FHI 
means more authoritarian). There seems to be a tendency that the more narrow polity 
index gives weaker correlations than the broader FHI, which also encapsulates civil 
liberties. The World Bank-samples give stronger correlations than the Penn World 
Tables-samples. The former includes many of the bad-performing autocratic regimes 
mentioned in chapter 4.3.4, which PWT leaves out. However it does not include 
many of the smaller nations with population under one million inhabitants that PWT 
includes. The correlations are also generally stronger in the 1980’s. These claims are 
not trying to postulate anything about causality. No controls or tests are yet 
performed. The numbers above are only descriptions of empirical correlations, and 
should not be interpreted as anything else. Superficial empirical analysis however 
point in the direction that democracies generally have been performing better, albeit 
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not very much, than their authoritarian counterparts on average in the last three 
decades. One cannot thereby conclude that the more democratic features of some 
countries actually are the underlying factor behind this group’s better performance. 
Factors systematically varying with both regime and growth can affect the correlation 
and factors not systematically related to the two can by chance have attributed to the 
empirically observed correlation. Other statistical techniques are needed to better take 
account of both these problems, even though no such technique is ever going to solve 
the causality-problems by certainty. 
5.1.2 “Growth miracles” 
Some countries grew extremely fast on average during the last thirty years of the 
millennium, and some shrunk considerably. A rule of thumb is that countries will 
double their GDP in 70/g years, where g is the annual percentage growth rate. A 
country growing at 7% per capita, almost reached by Taiwan as can be seen below, 
will then double its income per person in ten years, and eight-double it over thirty 
years! This is a societal transformation of dimensions, not only related to sheer 
income levels and the amount of production, but by all guesstimates also on the 
structure and functioning of society more in general. The Taiwan, South Korea and 
even Ireland of 2000 makes up a different society from thirty years before, at least 
when it comes to economic structures.  
Table 5.2 shows the fifteen countries in the PWT-sample that have performed best on 
average over the whole period. The growth rates are in per capita numbers, as they 
generally will be in this thesis, and the size of the economies in total therefore grew 
even more than the numbers presented here. Even if one can question the “growth 
miracle” tag on some of these countries at the bottom of the table, one has to contrast 
their growth rates with the average growth rate globally of 1,67% per capita for the 
114 countries that had times series covering the period. Some of the countries below 
have estimated growth rates for time-series that stop short before the new 
millennium. Singapore for example has PWT numbers up until and including 1996, 
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thereby not including the East Asian financial crisis starting in 1997, and Botswana 
lack data for the last year of the period under study. 
Table 5.2: The fifteen “fastest growers” in per capita terms from 1970 to 2000 
Rank Country 
Growth 
1970-2000 
GDP per cap 
1970(PPP) 
Average 
FHI 1972-
2000 
Variance 
FHI 1972-
2000 
Change FHI 
1972 to 
2000 
Average 
polity 
1970-2000
1 Taiwan 6,7 2790 4,1 1,7 -4,0 -2,1
2 Singapore 6,4 5279 4,7 0,1 0,0 -2,0
3 Botswana 6,3 1193 2,3 0,2 -2,0 7,6
4 South Korea 6,1 2716 3,7 2,2 -4,5 -0,6
5 China 5,2 815 6,6 0,2 -0,5 -7,2
6 Thailand 4,7 1822 3,6 1,0 -3,0 2,8
7 Cyprus 4,4 5275 1,9 1,1 -1,5 9,6
8 Ireland 4,4 7260 1,1 0,0 -0,5 10,0
9 Mauritius 4,3 4005 2,0 0,2 -1,0 9,6
10 Haiti99 4,3 930 5,9 0,7 1,0 -5,3
11 Indonesia 4,2 1087 5,3 0,4 -2,0 -6,0
12 Malaysia 4,2 2884 4,0 0,5 2,5 3,7
13 Cape Verde 4,0 1387 4,1 4,6     
14 Seychelles 3,7 4091 4,7 2,2     
15 Romania 3,7 2056 5,3 3,4 -3,0 -2,8
 
Even leaving Hong Kong out of the sample due to it not being considered a nation, 
five out of the six top performers in the closing three decades of the twentieth century 
were “Asian Miracles”, many-doubling their GDP in the relevant time span. None of 
these countries had an average rate on the FHI that would have qualified them for 
being “free” countries, and all except Thailand had negative average polity-scores100. 
                                              
99 Haiti is a good case on how important it is to be careful with data handling. Haiti is not commonly reckoned as an 
economic success story, but has a very strong average growth rate from in the Penn World Tables-data. This is especially 
due to a very high growth, although from a low base, in the mid 1990’s. The growth in 1995 is estimated by PWT to have 
been an unbelievable 43%. Growth also topped 20% in 1994 and 1996. The cut-point for the series is however the year 
1998, before Haiti’s political turmoil escalated, and the series do therefore capture the two last years. Haiti has although 
been taken into the material due to the acceptance criteria noted in the methodological chapter, which set a minimum of 
seven years of data in a decade in order to calculate an average for the decade. However, the extreme experiences of Haiti 
show how much impact the choice of end-point for a growth series can have. In the World Bank sample, that covers the 
whole of the 90’s, Haiti’s per capita GDP is estimated to have shrunk by 2,9% while it had a whopping 12,9% growth rate 
in the 1990’s according to my PWT-average. If the WB numbers would have been used, Haiti would probably never have 
classified as a growth miracle, either in the whole period, or at least most certainly in the last decade. These enormous 
differences also pose serious questions for the reliability of at least one of my data-sources. 
100 Most of these countries have however seen a substantial democratization during the time period, as indicated by the 
changes in the FHI numbers. The relationship between democratization and growth, and especially how these transitions 
empirically affect growth, will be evaluated further in chapter 5.1.4., but it is important to bear in mind that this probably 
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This empirical trait is one of the main reasons the “Lee-thesis” presented earlier has 
had such credentials in academia and policy-circles lately. In the last years, 
authoritarian China’s consistent astonishing growth, every now and then creeping 
above double digit rates even in per capita terms, has added fuel to this view. 
However, some small democratic countries, all with populations below five million 
inhabitants captures the third, seventh, eighth and ninth spots in the global Olympics 
of economic growth. Botswana and Mauritius are two rare African economic success 
stories, and the traditionally poor cousins of Europe, Ireland and Cyprus, also showed 
strong growth over long time-spans. These countries have been catching up with, and 
in Ireland’s case surpassing, many of their European neighbors. 
However, the dominance of the list by countries with relatively high averages on the 
FHI seems striking, and this impression will only become more evident as we look at 
the top-growers of the particular decades later on. There might be real causal effects 
at work, although we cannot exclude that the correlation is due to certain unspecified 
prior variables. As indicated already from several of the hypothesis in chapter three, 
there is reason to suspect that tremendous growth experiences can happen more often 
in authoritarian regimes than in democracies. In contrast to some of the arguments 
like increased innovation through free speech, that works in favor of democracy, the 
arguments that seem most plausible when recognizing the possible economic virtues 
of authoritarian rule works with a somewhat shorter time-horizon. In stead of a slow 
and steadily diffusing effect like the technological developments leading the US and 
Western European countries to grow steadily by about 2% annually almost over 
centuries, the effect of massive forgone consumption accompanied with investment in 
big infrastructure or industrial projects can make for big jumps in GDP. Additionally, 
thorough economic reform it was argued, could more easily be pushed through in 
regimes that did not have to satisfy a short-sighted, electorate in the next election. If 
the rulers in place had either the moral virtues of the Aristotelian benevolent ruler, the 
best is to be conceptualized as an effect of the economic development and the socio-structural change that these societies 
have seen in the recent decades, although not excluding other explanations of their democratization processes. 
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right incentives of the self-interested “Olsonian” autocrat (Olson, 1993), or just a 
fancy for looking at pretty GDP-statistics, they could push through reforms that 
would be beneficial for the economy in the long term. When combining the 
arguments on reform and investment with the lack of power checks in VII) and 
further assumptions on the behavior of rulers as discussed in XX) the proposition that 
certain authoritarian countries can be expected to grow very rapidly emerges. As was 
discussed, the lack of “strings attached” to authoritarian rulers could in some 
particular cases lead to the abuse of powers and anti-developmentalist policies. But, 
and this is the relevant part when discussing growth miracles, the extended and 
unchecked powers might lead under the correct circumstances to some countries 
propelling their GDP in a manner maybe not possible in a democracy.  
These theoretical arguments find strong empirical support from the above-mentioned 
list. The authoritarian regimes that grew exceptionally are geographically clustered, 
in East and Southeast Asia. 
Different generations of “Asian Tigers” 
It is worth looking closer at the “Asian development model”: There has been a large 
debate on what were the factors behind the initial “Asian Tigers’” successes, as was 
the case regarding the Japanese success some decades earlier. The World Bank’s 
report on the subject (World Bank, 1993), focused on traditional economic variables 
like an exceptional savings rate, proper accumulation of human capital, usage of 
markets, export-orientation, and prudent macroeconomic policies. The East Asian 
countries have all possessed some of the world’s highest investment rates in the 
period, which have contributed to economic growth. They have generally avoided the 
“myopic” temptations of inflationary monetary politics and budget deficits. They 
have been making “hard” economic reforms like land reforms, and they have been 
securing vital economic institutions, protecting property rights among others. Critics 
have pointed to these traditional economic factors actually only being half the story 
when explaining the growth of these Tigers (Gilpin, 2001:321-329). These Asian 
countries have relied on a wide range of measures in the effort to make their countries 
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grow economically. The measures include factors not written about in contemporary 
micro- or macroeconomic textbooks. They have for example used creative and often 
ingenious forms of industrial policies. They have been eager to promote so-called 
export-led growth. It is fair to say the regimes in these countries have been 
“developmentally oriented”, and the pursuit of economic growth has often been one 
of the key goals of the leaders in charge, often overriding other concerns as labor 
rights, free speech, pollution and other social concerns. The bureaucracies and the 
politicians have often been credited for acting autonomously from interest pressure 
group, and also acting based on a long time perspective, which can be crucial to long 
term development.  
There has been some convergence in the debate of the causes of the “growth 
miracles” in Asia, after the intense debate between those focusing on “market-
factors” and those focusing on “interventionist-factors” in the late eighties and early 
nineties. The result to me looks pretty much like a “fine Hegelian synthesis”. 
Amartya Sen sums up the list of “helpful policies” that includes “openness to 
competition, the use of international markets, a high level of literacy and school 
education, successful land reforms and public provision of incentives for investment, 
exporting and industrialization” (1999:150). Helge Hveem (1996:268-271) adds the 
beneficial shaping and structure of the state bureaucracy, the deliberate industrial 
policies of the states, which for example contributed to the large Chaebols in South 
Korea and smaller and medium-sized enterprises in Taiwan. He also points to the role 
of geo-political factors like the friendly relationship to the US, as well as the 
extremely important factor of the autonomous state, not being “captured” by large 
interest groups like land owners, labor, local capital, nor international capital, 
whether in countries where such capital has been important economically (Singapore) 
or relatively unimportant (South Korea).  
To which degree can the beneficial economic aspects mentioned above be connected 
to the authoritarian traits of the different regimes? The degree to which these factors 
are connected to the authoritarian regime in these countries is somewhat unclear. Sen 
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suggests they are not necessarily connected (1999:150). I would claim that he is 
correct on logical grounds (democracy could of course also have in a hypothetical 
thought experiment been compatible with all of these traits), although in these 
particular instances, being authoritarian probably helped growth. This is due to 
several factors that can be connected to theoretical arguments like III) on 
investments, IV) on autonomy from interest groups and V) on ability to push reform. 
Some of the factors mentioned are general macroeconomic factors often valued by 
economists. Some refer to the use of markets and market mechanisms. Others again 
refer to political engineering, consistent planning conducted by conscious and active 
politicians with an eye for the “long-run”, as well as an effective bureaucracy. 
Especially regarding the Asian countries’ ability to “autonomously push reform” and 
unpopular but possibly growth enhancing policies, like the suppression of wages to 
extremely low shares of total income in Singapore or the dam-projects which are 
displacing thousands of people in China, it seems plausible that authoritarianism has 
played its part. Democratic governments facing elections would probably have had a 
hard time conducting such policies. The time-horizon of the Communist party in 
China, the Kuomintang in Taiwan, General Park in South Korea or Lee Kuan Yew in 
Singapore has possibly also played its part. Expecting a “long term in office” 
independent of elections, makes it easier and possibly also more tempting to forsake 
present day trivialities and plan policies for the long run. The focus on producing for 
export in stead of consumption domestically might also have been helped by having 
authoritarian regimes. Not that politicians using a “command-approach” directed 
resources to export-production in the way the Communist party in the Soviet Union 
shuffled resources to tractor factories and steel plants, but politicians did not leave the 
economic structure totally to be decided by market forces either. Using a variety of 
incentive schemes, like channeling of cheap credit, tax breaks and more creative 
innovations like the gold medal given to all firms exporting for more than 100 
million$ in Taiwan (Johnson, 1987:147), governments encouraged the export sector. 
Additionally, by building up large reservoirs of foreign capital, consumers 
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domestically were not “allowed” to buy more than they produced on average in the 
country (which for example so obviously is the case in the US today). 
What is striking however, and which stands in contrast to arguments X) and XI), is 
that this development in these authoritarian regimes has seen a rare combination of 
“rapid industrial growth combined with relatively equitable income distribution” 
(Deyo, 1987:11). This was especially the case in South Korea and Taiwan where the 
importance of wide ranging land reform for example was given attention. A priori, 
without basing arguments on further historical knowledge about the cases, one would 
not expect authoritarian regimes to be paying as much attention to the aspect of 
equality. I argued that this, along with the pressure for opportunities of human capital 
accumulation would give democracies advantages development wise. The “Tigers”, it 
looks like, have not given any less attention to these aspects than one could expect 
from an average democracy, rather to the contrary. China’s growth has probably been 
characterized by increasing inequality on the individual and on the regional level, and 
conforms better to theoretical propositions, although schooling rates and average life 
expectancy are high in this country, despite still being relatively poor. There are also 
some questions about the egalitarianism of Singapore, as we will see in 5.1.3.  
The Asian countries seem to have been able to benefit from some of the probable 
pros of authoritarianism like autonomously pushing economic transformation and 
reform as well as investing large amounts of their GDP’s. They have also mitigated 
some of the possible deficiencies often connected to authoritarian regimes in general. 
South Korea and Taiwan democratized substantially at the end of the eighties and 
beginning of the nineties respectively, but at least until the financial crisis in 1997 
they continued to grow quickly. Growth has also resumed in later years under 
democracy, showing that the crisis did not mark a definite end of the East Asian 
growth models. This might also suggest that at least on this higher stage of 
development, authoritarianism per se is not necessary to keep a relatively high growth 
rate. This does not mean that authoritarian traits of the regimes were unimportant in 
kicking off development earlier. I will go closer into some of the mechanism later for 
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Singapore specifically, but the discussion will also bear some general relevance for 
the other “Tigers” since many of the important factors behind growth were common, 
as mentioned above.  
There have of course also been particularities and historical differences regarding 
these countries’ experiences, but the commonalities above stand out. The perhaps 
most interesting difference is the timing of development “take-offs”. Of the countries 
above, which leaves out Hong Kong because of its status as British dominion101, 
Taiwan, Singapore and South Korea were in the “first wave” of newly industrializing 
countries. All these countries have seen growth rates declining in the eighties and 
nineties when contrasted to the seventies. China has famously followed another 
pattern with a higher growth rate in the nineties than the eighties, which again was 
clearly higher than average growth in the seventies. The Chinese experience has 
attracted attention lately, as the Chinese economy is growing faster than ever, 
currently at a rate of over 10% (The Economist, 2006c). China has been an 
authoritarian country politically throughout the period, and the change from the 
Maoist regime in the 70’s to the later booming economy under Deng Xiaoping, Jiang 
Zemin and Hu Jintao (which of course goes outside our period under study) have 
occurred without larger changes in political rights or civil liberties, although there are 
claims that the Chinese politicians have allowed for somewhat greater exercise of 
civil liberties in later years (The Economist, 2006c). This alone should show that the 
democracy-authoritarianism distinction does not wholly explain economic growth 
variation without further explanatory factors added. I would however claim that such 
large shifts in policy and changes in growth rates easier will occur under authoritarian 
regimes. Here policies are more dependent upon key personnel, because of 
concentrated power, lack of checks and balances and other features argued for in 
chapter 3. The argument of authoritarian countries being prone to larger variation in 
growth rates, both between countries and within countries over time, will be 
 
101 I might be accused of inconsistency, since I have kept Taiwan in the analysis, which independent status is to say the 
least disputed. Some subjective judgment has to be applied in any case, and I chose to accept Taiwan and decline Hong 
Kong. 
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elaborated upon empirically in 5.1.10. Malaysia and Thailand have grown at slower, 
and especially for Thailand, consistent rates decade wise. The growth has however 
been high enough to place these countries among the “growth miracles”, although 
their experiences have not been as spectacular as in Taiwan and Singapore, or in 
China recently. 
It should however be remembered, that all of these countries started out at a lower 
development level than the rich Western democracies, and that they therefore 
possessed some “catch-up” potential. Imitation of Western technology has probably 
been a key to achieving such high growth rates, but one should not take the honor 
away from these “Newly Industrialized Economies”. They grew more rapidly than 
the other then-developing nations, and there are substantial reasons for this. 
5.1.3 “Growth disasters” 
It is now time to take a look at the other end of the economic spectrum. There are 
several countries in a world of generally growing production and at least average 
incomes, where things have gone terribly wrong. Not only is the level of production 
and income in these countries comparatively low when viewed against the material 
welfare of Western Europe, the USA and other former “white” British colonies, 
Japan and even the more recent Asian Tigers. The direction in which these societies 
have been heading economically is also the “wrong one”. Declining GDP has been 
the fact for the fifteen countries in table 5.3, and some more, for the last thirty years 
seen as a whole. After viewing especially arguments VII) on power checks and XX) 
on behavioral assumptions in combination, it comes as no surprise that most of these 
countries have been run by authoritarian regimes. When discussing the authoritarian 
developmental successes of Asia, I mentioned the importance of having no strings 
attached. The autonomy of the state and politicians from the electorate and interest 
groups was a factor of importance. When it comes to “growth disasters”, the 
autonomy of the political regime in authoritarian countries is also at least as 
important, if not even more, when explaining the economic outcomes of these 
countries. As Evans (1995:45) noted, if autonomy of the state means not being 
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responsive to wider social preferences and general pressure from the population when 
it comes to policy formulation, then Zaire under Mobutu is a good example of an 
autonomous regime. If you are a president, having “no strings attached” means not 
only to be able to act in an unchecked way that will be beneficial to your country’s 
economy. It also means the opportunity to act in generally destructive ways, what the 
wider economy is concerned. 
Table 5.3: The fifteen fastest declining economies in the world in per capita 
terms, 1970-2000 
Rank Country 
Growth 
1970-2000 
GDP per 
cap 
1970(PPP) 
Average 
FHI 1972-
2000 
Variance 
FHI 1972-
2000 
Change 
FHI 1972 
to 2000 
Average 
polity 
1970-
2000 
1 Congo (Kinshasa) -4,8 1055,6 6,4 0,1 0,5 -6,5
2 Angola -2,6 3328,7 6,6 0,3     
3 Central African Rep -2,6 2240,1 5,6 1,8 -2,5 -4,0
4 Nicaragua -2,4 3980,0 4,3 0,9 1,5 -0,7
5 Sierra Leonne -1,8 1496,4 5,3 0,5 0,0 -5,3
6 Niger -1,5 1518,7 5,8 0,9 -0,5 -4,2
7 Mozambique -1,5 1571,0 5,6 1,9     
8 Comoros -1,4 2353,0 4,6 0,7     
9 Venezuela -1,4 10527,5 2,1 0,6 1,5 8,7
10 Zambia -1,3 1335,1 4,7 0,7 -1,0 -4,7
11 Togo -1,2 1397,4 6,0 0,3 -0,5 -3,7
12 Madagascar -1,1 1274,0 4,4 1,2 -0,5 -1,2
13 Mauritania -0,6 1881,2 6,2 0,2 -0,5 -6,7
14 Nigeria -0,6 1113,3 4,9 1,8 -1,0 -3,2
15 Cote d´ Ivoire -0,6 2390,5 5,4 0,1 -0,5 -7,7
 
When looking at table 5.3 some striking traits stand out. African countries are, as 
many would have guessed, making up the majority of the “growth-disasters”, with 13 
of the 15 fastest declining countries being classified as African. Most of the growth 
disasters were also relatively poor initially, with the exception of Venezuela, and 
possibly Angola and Nicaragua using 1970’s standards. Most interestingly for this 
study however, only one of the growth disasters can be said to have had longer 
experiences with democracy, as defined by the FHI, in the period, namely Venezuela. 
It is however very important before leaping to causal conclusions, to understand that 
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this empirical regularity can have more than one explanation. Poor countries, as 
suggested by Lipset (1959) and Przeworski et al. (2000), are not as disposed towards 
stable democracy as richer countries. Their initial situation or alternatively their 
economic contraction might therefore dispose these countries towards authoritarian 
rule. Causation therefore does not necessarily run from regime to economic 
performance. Other prior socio-structural and historical variables, such as colonial 
legacy, might also dispose these countries towards both bad economic performance 
and a non-democratic structure of politics. 
Venezuela is a case of “democratic decline” 102 leading us to acknowledge that 
democracy in itself is not a guarantee for decent economic performance. Still, we are 
lead to believe both by theory and empirical considerations, that instances of 
“democratic decline” should be far less numerous than cases of “authoritarian 
decline”. I will however propose that the combination of initial economic, social and 
other structures with a relatively authoritarian regime type in many of these countries 
contributed strongly to their economic decline. The type of political regime exhibited 
by these often young states, was in my mind not an unimportant and epi-phenomenal 
factor when it comes to their general lack of economic development, even if the 
concrete political-economic mechanisms have varied between the different nations.  
“Disorder and politics” in Africa; explaining economic tragedy 
A very interesting theoretical contribution in the understanding of the generally 
dismal economic track record of African states is Patrick Chabal and Jean Pascal 
Daloz’ “Africa Works – Disorder as Political Instrument” from 1999. One of the 
major points in this work is that “power in Africa is very weakly institutionalized and 
remains essentially personalized and particularistic” (1999:31). Chabal and Daloz 
themselves doubt, with a basis in examples like Benin and Madagascar, on whether 
multi-party democracy would actually make a difference since electorates in some 
                                              
102 For an insightful presentation of the troubles of oil-rich Venezuela, see Terry Lynn Karl’s “The Paradox of Plenty” from 
1997. 
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cases tend to reelect the very same leaders that have historically ruled the country 
(p.32). The complexities of African politics are of course too large to be easily and 
neatly captured along an authoritarian-democratic dimension, and other factors might 
have more important direct explanatory power for development outcomes. However, 
Chabal and Daloz concede that “the authoritarian nature of the African post-colonial 
order with its concentration of power at the very top” (p.32), have not actually 
spurred elite-renewal, and the residing political elites have to put it mildly not often 
been of the developmental type. Chabal and Daloz’ point is however that you cannot 
explain the detrimental outcomes by solely looking at the moral qualities of the elites, 
or even as I am doing here at the political regime type. One should rather look at 
conditions in African society relating to the dominance of personalized relations and 
the inegalitarian power-structure, where economic and political power tend to 
reinforce each other. My point is however that this very “personalization of politics” 
and the incentives to use disorder in society as an instrument for keeping power and 
gaining personal wealth are not just a result of “the nature” of African society, 
independent of the structure of political institutions. 
I will once again concede that neither multi-party elections nor freedom of speech is a 
quick fix to these problems. Neither will African politics in all instances dramatically 
change if it were to be further democratized. I do however believe that there is a 
question of degree concerning whether there exist a relation between an authoritarian 
regime type and the “informalization of politics”, and the former has probably 
contributed somewhat to the latter. These political economic structures have in any 
case not, in a way Weber would have surely recognized, brought the prosperity seen 
in societies with less “patrimonial” characteristics. Chabal and Daloz’ empirical 
evidence for doubting a relation between authoritarianism and “informalization of 
politics” is very selective, crude and based on a very short time-horizon since most of 
the countries considered democratized only seven or eight years before their book 
was written. I strongly believe that a relatively functioning democracy (not only the 
occasional election to reelect the incumbent, based on lacking press-freedom, 
clientilist practices and often also political violence) would help contribute to some 
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dispersion in power, and to decreases in the relative level of “personalization of 
politics”, due to clearer institutional rules, transparency related to freedom of speech 
and press freedom, and possibly also some institutional checks like an independent 
court system. To me, it seems clear that authoritarianism per se, with its power 
concentration, makes it easier to blur the distinction lines between politics and 
person, which many authors like Chabal and Daloz (1999) as well as Médard (1996) 
have attributed the continued dismal economic performances of African countries to.   
Even if personalized politics do not disappear with the introduction of democracy, 
there might be reasons to believe that a long standing democracy would have a higher 
probability of reducing it. Chabal and Daloz would themselves have been skeptic 
towards such an argument, pointing to electorates often picking the leaders which are 
expected to hand out more resources using patrimonial practices when interacting 
with the population (1999:158). However, there are nuances also in this respect 
“patrimonial populism” relating to a wider electorate might be superior economically 
to an authoritarian ruler handing out spoils to a few cronies like Mobutu did. Some 
wider responsiveness to a broader public than the narrowest of constituencies, might 
suggest economically better policies in the African context. “The Africanist scholar” 
would point to the established nature and history of African vertical distributional 
networks, with the trickling down of resources from the elites to the wider 
population, but even this is a question of degree. Two of the examples Chabal and 
Daloz themselves pick in order to illustrate the continuation of patrimonial practices, 
Mozambique and Senegal (1999:158) have in recent years been economic success-
stories, the former growing 5-6% in GDP per capita terms in the new millennium, 
and the latter by about 4% according to World Bank data. 
I agree with Chabal and Daloz, as well as others, on the account that personalized 
politics and the political use of societal disorder to enhance personal goals have been 
discouraging economic development. I distance myself however from their tendency 
to believe that these practices are static representations of the nature of African 
society and politics. The nature of a political regime will over time be able to affect 
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the workings of African politics. Surely, if one expected abrupt changes in social 
structure, economy and in political culture with the democratization of many African 
countries at the beginning of the 1990’s, no wonder the disappointment is now large. 
However, as social scientists should be perfectly aware of, all of these structures are 
of the relatively slow-moving sort. This does not mean that they are static, but that 
change will come along more slowly here than for example what can be the case 
regarding the nature of a political regime, which can be changed by a coup or a 
revolution. The changes might be slow, and initially modest. The country growing by 
2% annually in GDP per capita terms is however clearly preferable for the common 
citizen to the country declining by the same amount every year. Of course, one could 
still complain that growth rates do not match the Asian Tigers’. 
Relying on argument VII) on power checks and VIII) on the role of property rights 
and their relation to democracy, I think this makes a perfectly nice case for the 
superiority of African democracy. Argument XX) stressed the role of being realistic 
about the incentives and motivations of political elites. Contrary to claiming that 
democracy is unimportant in the context of a personalized and patrimonially oriented 
political culture, I would claim that these arguments strongly point in the direction of 
the need for extra institutional checks and the broadening of the population groups 
the leaders are responsive to (by introducing “free and fair” elections combined with 
freedom of expression), precisely in a context like the African one described in a 
highly generalized way above. These considerations are of course not especially 
original: Danevad points to how “the general principles of responsiveness, 
accountability and transparency are embraced by a large number of scholars and 
observers of the African scene as a means of countering the detrimental effects of 
clientilism and personalistic rule” (1995:381). These institutional changes will not 
come along easily. Elections might be introduced, but keeping them “free and fair” is 
another matter, as observed in countries from Ethiopia to Togo recently. However, 
democracy will if successful reduce the possibility of disastrous economic policies. If 
still skeptical, I point to the table above on “growth disasters” over the last thirty 
years, incorporating some of the most authoritarian states in Africa over the last thirty 
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years. Even more convincingly, I will in the following chapters suggest based on 
regression analysis, that Africa south of the Sahara is the continent in which countries 
have most clearly benefited economically from being democracies. The cross-country 
evidence is strong, robust and fairly constant over the various decades under study. 
Democracy might not work perfectly in Africa, but it is a clearly preferable 
alternative to authoritarian “Big Man” rule in general. The general theoretical 
considerations in 3.0 coupled with the more specific, but still relatively general, 
description of the African political context given above, as well as empirical data 
point in the same direction on the issue of democracy and development in Africa. 
* 
Considering the cases in table 5.3, civil war is a common denominator for many of 
these nations. Civil war is an obvious explanatory factor when it comes to crumbled 
economic development. It is probably not an empirically daring generalization that 
“[T]he economic legacy of civil war is to reduce the level of income for a 
considerable period” (World Bank, 2003:26). As also discussed in chapter 3, how 
political regime type predisposes for these happenings is therefore of the largest 
interest. Contrary to the Huntingtonian argument I), the list of countries experiencing 
civil war and related experiences do not have a pluralist political history, Congo 
being one example. The bloody experiences of the Central African country followed 
decades of kleptocratic authoritarian rule, and the structuring of politics around 
personal networks and connections. No institutions were in place to make disaster 
avoidable when the personal rule of Mobutu came to an end. The dissolution of the 
state and the descent into civil war and anarchical conditions especially in the east of 
the country are not causally independent from the prior authoritarian rule, as I see it. 
Formalizing politics, relying more upon institutions and rules, and less upon 
contingent personal structures would have made the DRC less prone to slide into 
chaos when its long-reigning ruler finally descended from power.  
The Congolese economy had however seen its production levels dwindle a long time 
before the wars and unrest of the late 1990’s. The history of Congo after Belgium’s 
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abrupt decolonization in 1960, almost look like a blueprint of how to avoid 
development. If anything has grown, it is probably the informal economy of the 
country, which has been more vibrant than the formal economy (Emizet, 1998). This 
of course has to be taken into account when interpreting the negative growth 
numbers. Congo’s official GDP in 2000 is estimated to be almost a quarter of the 
already low 1970’s level, but when concerning real income and production the 
growth has probably not been as dismal, because the informal economy has picked up 
some of the slack. However, as one observer put it, under Mobutu “Zairian masses 
whose territory possesses large amounts of mineral resources were among the most 
impoverished people in the African continent. Hospitals were in bad shape, roads 
were full of holes, public schools were out most of the time because teachers were 
never paid on a regular basis, and public services were almost nonexistent” 
(Naniuzeyi, 1999:669). These structures, goods and services one could claim a state 
should have an obligation of bringing forth towards its populace is, as follows from 
different arguments in chapter 3.0, probably easier to bypass for a regime of an 
authoritarian character, where for example the continued power of government does 
not rest on the results in a coming elections. 
Sierra Leone’s political history has probably also contributed to its recent misfortunes 
(World Bank, 2003:127). The country started out after independence from Britain as 
multi-party democracy in 1961, but quickly turned into a one-party state with “a 
succession of autocratic leaders” (World Bank, 2003:127). Corruption, poor 
macroeconomic management and the grant of diamond mining rights to individuals in 
return for political support to the ruler in charge, are all characteristics that have to be 
taken into considerations when understanding the long term developments which 
eventually threw the country into a bloody civil war. Other countries in the table 
above are former Portuguese colonies, experiencing civil war in the extension of the 
decolonization-process. As argument II) stressed, democracy can function as an 
instrument of solving social conflict through more peaceful (political) means than 
arms. Political pluralism and deliberations within a democratic institutional context is 
one way to cope with conflict, but not a quick fix. Angola for example tried such an 
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approach by allowing for elections in 1992, but UNITA-backers rejected their 
electoral defeat to the MPLA-wing, and resumed guerilla warfare shortly thereafter 
(Freedom House, 2002b:2) 
Togo is a country which has not seen political turbulence of the sort Sierra Leone or 
Angola did, during the period under study. Although there were political unrest 
following the death of long-ruling president Eyadema in 2005 and the introduction of 
his son as new president, the country has experienced relatively stable authoritarian 
strong man rule after the coup in which then military officer Eyadema came to power, 
three years after gaining independence from France. This Western African country 
has been ruled by the president and his family, and can very well be viewed as a good 
example of the neo-patrimonial ruling practices Médard (1996) claimed were so 
common on the African continent, with informal personal ties and linkages 
dominating the economics of production and distribution. When visiting Togo in 
December 2005, I found that many of the shops and restaurants in the capital of 
Lomé were run by Lebanese business-men. The numerous group of Lebanese as I 
understood it were making up an affluenced upper class in this poor country, and this 
was according to some local Togolese I personally spoke with not regardless of their 
connections and ties with the presidential family. Even if this is far from stringent 
evidence, and the truth value of these statements have to be cast under extreme doubt, 
one story went that some Lebanese business-men during nighttime, of course 
suspected to have had the needed clearance from the circle related to the president, 
had parked their trucks on the public beach in Lomé, and simply filled these trucks 
with sand to be used for private business purposes. To me, this is a clear example of 
how private elites, due to their political connections, can act based on personal 
interest in ways that will probably not benefit the whole of the society. Without the 
appropriate institutional structure accompanying, the “invisible hand”-argument 
which Adam Smith (1999) presented, does not apply. An authoritarian and 
personalized way of rule allows in this case for a type of actions that by all means 
does not benefit the wider society. Such policies would maybe not have passed in an 
open, transparent democracy. 
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5.1.4 Democratization processes and regime changes in general 
One way to try to understand the economic effects of democracy is to look at the 
particular experiences of those countries going through regime changes along the 
democracy-authoritarian dimension. Ronald Inglehart (1997) stresses the importance 
of analytically distinguishing at the conceptual level between the level of democracy 
and democratization, the latter meaning a shift over time in the democracy level in a 
certain direction (towards more democratic government). This chapter, being 
stringent, actually looks at the effect of the concept of democratization, and not the 
level of democracy. There are clear benefits of focusing empirically on this aspect of 
democracy, and its effect on growth. Shen (2002) complains, as we saw in 5.0, about 
the difficulty of investigating the effects of democracy by using cross-country 
regression techniques. The difficulties of causal interpretation are obvious, and the 
“control-problem” is perhaps the largest general problem. Are the differences in 
growth rates we possibly might observe between democracies and authoritarian 
regimes actually due to the difference in regime type, or are there other specific 
factors related to each and every country? Other researchers like Acemoglu et al. 
(2005) have also been eager to point out this type of control problems, advocating in 
stead a fixed effects approach. If some “deep historical factors” particular for every 
country, not connected to the present day political regime, is responsible for the main 
bulk of cross-country growth variation, then this critique is valid. 
Personally, I believe the points are worth noticing, but they are probably exaggerated 
by these researchers. Additionally, it is important to understand that the control 
problems do not disappear when studying intra-country growth variation. The control 
problems will be different, but still an existing concern. Time in stead of geography 
and national history becomes the problematic factor. There are many reasons to 
believe that growth rates differ substantially over time in countries due to other 
factors than their current political regime. Even so, these “time-related” differences 
may vary systematically with both regime and growth, not only increasing insecurity 
but also biasing results. I will suggest very quickly three possible problems. One: 
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Growth rates may vary globally over decades, and if we live in a world with an 
increasing number of democracies, then some of this global economy effect may be 
related to democratization falsely. Two: As authors from De Tocqueville and Marx 
have argued (although they suggested opposite effects of economic growth on regime 
change), prior growth rates connected for example to a crisis or alternatively to 
substantial societal transformation, is a key determinant of regime decay and 
following change of regimes (Davies, 1962:5-6). If for example authoritarian regimes 
are most prone to go under during economic crisis, then democratization might be 
falsely ascribed the credit for changing economic growth rates to the better, since the 
relevant economy would have been expected to rebound “naturally” from the 
previous crisis anyway. Business cycles and swings in economic growth rates seem to 
be a phenomenon happening in all economies, even though as already Keynes (1997) 
noted in 1936, the rebound from such crisis is not impossible to affect by political 
means. Three: Any regime change may mean increased economic growth because of 
the general instability and societal upheaval that might have been connected to the 
decay of the former regime. Consolidation of a new regime and the possible 
following stability might therefore in any case bring the economy back “to normal”, 
leading to increased growth rates. 
This chapter looks not at differences in growth rates when marginal changes in the 
democracy variable occurs, but only at what happens when there is either substantial 
democratization or “autocratization” in a country, taking a “before-after” approach. I 
will use a very “intuitive” method, looking at mean economic rates before and after 
regime change. One major problem with this approach is that all regime changes do 
not happen instantly as overnight revolutions. I am not the first one to conduct such 
an analysis. Dani Rodrik and Roman Wacziarg have recently conducted something 
similar, on democratic transitions only (2004), and I will compare my results to 
theirs. 
Georg Sørensen points to how the Spanish transition to democracy in the seventies 
was a process of democratization (1998:31). King Juan Carlos took over as head of 
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state after Franco died in 1975, but it took years and a lot of effort to negotiate a full 
transition, and of course even more to consolidate democracy103. Spain is in the 
Polity data set assigned the year 1978, three years after the death of Franco, as its 
year of regime change. Another example is Portugal where officers staged a coup to 
overthrow Antonio Salazar already in 1974. This coup was followed by “an 
incredible intense period of political experimentation and debate” (Sørensen, 
1998:31). First two years later in 1976 can the transition be reckoned as ended. This 
is a major problem, not only because of pure indeterminacy of measurement, but also 
because one could expect the economy to slow during political turbulence. If this 
turbulence is captured either within the “before” or “after” time period, then it might 
affect the analysis substantially. It is therefore important to choose longer relatively 
extensive time-intervals to mitigate such effects. The difficulty of classification 
concerning regime transitions, and the scope of historical knowledge required, lead 
me to use an already existing indicator of regime change from the Polity IV set. The 
makers of Polity have tried to set dates for both the beginnings and ends of different 
political regimes. I view this as a better alternative than for me to individually look 
for breakpoints in the FHI, and evaluate if gradual, but substantial, change is to 
classify as regime change. I include all regime changes in the polity data set that have 
actually involved a substantial degree of democratization or “autocratization”, 
defining substantial as a shift of minimum plus-minus seven points on the twenty-
one-point scale. I also exclude cases where rapid “counterrevolutions” and other 
types regime change occurs rapidly after, since it is then impossible to measure the 
potential economic effects from the first regime change, and delineate these effects 
from the effects of the second. 
Ideally, I would look at growth rates over one decade or more before the change, and 
one decade or more after, determining whether there had been a noticeable change in 
growth rates for particular cases. However, due to the demand imposed on absence of 
 
103 Officers for example tried to stage a coup in 1981 when occupying the Spanish parliament. This coup turned out 
unsuccessful. 
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further regime change along the democracy-dimension within this interval, the 
number of cases will be very low if using these criteria, since the study is limited to 
transitions taking place in the period from 1970 to 2000. Nevertheless, I first analyze 
both the effects of democratization and autocratization over ten year before and after 
intervals, and then extend the number of cases by slacking the demands by looking at 
differences in growth rates between the five years before, and five years after the 
change. I made a methodological exception for Nepal. The country is twice allowed 
into the ten year category, even if there was a regime change after nine years from the 
first step of democratization in 1981. The regime change in 1990 was a further 
democratization, and I chose to allow it into the most exclusive group of cases that 
are measured on a ten year before -ten year after basis, twice. The PWT is used as a 
data-source for GDP numbers. Naturally, I have to stop my analysis of 
democratization and autocratization in 1990 and 1995 respectively, limiting among 
others the number of recent experiences because of data-demands. 
There were 46 cases of democratization that satisfy the criteria set for being 
incorporated in the analysis that look at the differences between growth rates five 
years before and five years after the change. There are only 22 cases that meet the 
requirements set when extending the time periods from five to ten years. Durable 
“autocratization” experiences have been fever in these thirty years registering only 18 
cases that satisfy the five-years without interruption criterion and 12 satisfying the 
ten-year criterion. The measured experiences are also limited because of the lack of 
growth data for some countries as discussed in chapter 4.1.3. Early experiences of 
regime change are also hindered from being included for some countries, because 
their time-series often start relatively late. For clarity, I introduce all the different 
cases in table 5.4 below. 
Table 5.4: Democratization experiences included in analysis 
10-year span  Additional countries in 5-year span  
Country Year Country Year 
Bolivia 1982 Argentina 1983 
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Brazil 1985 Bangladesh 1991 
Chile 1989 Benin 1991 
The Dominican Republic 1978 Central African Republic 1993 
El Salvador 1984 Comoros 1990 
Greece 1975 Congo (Brazzaville) 1992 
Guatemala 1986 Ecuador 1979 
Honduras 1982 Ethiopia 1995 
Hungary 1990 Guinea Bissau 1994 
South Korea 1988 Lesotho 1993 
Nepal 1981 Madagascar 1992 
Nepal 1990 Malawi 1994 
Nicaragua 1990 Mali 1992 
Pakistan 1988 Mozambique 1994 
Panama 1989 Nigeria 1979 
Paraguay 1989 Poland 1991 
Peru 1980 Taiwan 1992 
The Philippines 1987 Thailand 1978 
Portugal 1976 Thailand 1992 
Romania 1990 Turkey 1973 
Spain 1978 Turkey 1983 
Uruguay 1985 Uganda 1980 
  Zambia 1991 
 
The mean change in ten year growth rates among the 22 countries analyzed that went 
through a democratization-process, was a decrease in average growth rate of 0,4%, 
decreasing from a per capita growth rate of 1,6% before regime change to one of 
1,3% after democratization104, implying that countries on average performed worse 
economically after changing towards a more democratic regime. One alternative 
explanation to the main hypothesis about effects from different regime types is that 
countries growing fast initially, and thereby becoming richer, will due to reasons 
discussed earlier have a probability of becoming democracies. By this time their 
“catch-up” potential in economic growth is reduced, and they grow less. This is a 
                                              
104 The numbers doesn’t add up because they are rounded off to one decimal. 
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rather dubious explanation however, since growing over only ten years time is not 
sufficient to affect catch up potential substantially. 
A closer look at the numbers show that the median change in growth rate is -0,8%, 
which is smaller than the mean of -0,3%. The result implies that most countries 
experienced a negative change in growth, although some countries were having 
positive experiences. Southern European countries in particular were particularly 
suffering economically, at least in the first decade after democratization, which took 
place in the mid- and late 70’s. Greece was the biggest loser with the average annual 
growth rate falling by 4,3%. The average Greek growth rate in the ten years before 
1975 was an astonishing 5,3%. In the ten years after the regime change, the country 
saw average growth drop to a mediocre 1,0% in annual terms. The Portuguese and 
the Spaniards also experienced declining growth rates, of 2,8% and 1,9% 
respectively. Latin American democratization in the 1980’s was mixed story 
economically. Several countries suffered growth declines. Peru, which democratized 
in 1980, was the worst case with a decline in growth rate of about 3,6%. Three Latin 
American countries experiencing a shift towards democracy had large positive shifts 
in their growth rates however. Chile, El Salvador and Uruguay all saw average 
growth speed up with more than three percentage points. Especially Chile is worth 
noticing, since the Pinochet-regime is often used as an example when claiming the 
superiority of authoritarian rule for the economy. Dani Rodrik (1997b:2) calls it 
“exhibit number two” for the case of authoritarian growth, with exhibit number one 
naturally being the East and Southeast Asian countries. John Ward for example 
exclaims Chile under Pinochet to be “the one notable exception to the Latin 
American record of weakness and failure under military rule” (1997:59). Average 
growth for Chile under Pinochet was good, and free market reform and the like may 
have paved way for a strong economy and stability after 17 years of authoritarian 
rule. Nevertheless, after the regime change in 1989 Chile experienced an average 
growth rate of approximately 4,6%, outgrowing the Chile of the previous ten years by 
3 percentage points. 
 Figure 5.5: Chile’s economic growth and score on the FHI from 1970/72 to 2000 
Economic growth and FHI in Chile
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Other interesting cases are South Korea which experienced a decline in average 
growth rate of 1,7% after turning more democratic although from a very high 
reference point, and the Philippines which grew 2,5% more in the decade after 
Marcos’ fall in 1986, although increases occurred from an initially lousy rate of 
growth. 
Concluding this section, countries democratizing more often than not experience a 
decline their in growth rates, although the evidence is very mixed, with 12 countries 
lowering their growth and 10 countries increasing growth. South European and some 
Latin American countries were the economic losers, while some other Latin 
American countries performed much better in after democratization. 
When loosening the criterion for length of period for observed growth, many new 
countries are included. Many of these are the African countries which democratized 
after the fall of the Berlin Wall, concentrated mainly in the first few years of the 
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1990’s. Several critical forecasts have been written both when it comes to the 
sustainability of these new democratic regimes in the poorest region in the world, and 
the ability of these regimes to change politics in a substantial way. These democracies 
have by numerous authors been criticized of often being only “formal democracies”, 
exhibiting elections and little else. Bratton and van de Walle (1997) claimed in their 
very thorough study that economic factors could not contribute much in explaining 
these democratizations, and more specifically related to the points dwelled over here: 
Democratization was not especially linked to relatively poor economic growth in the 
prior years, when considering an African sample. This should imply that if finding 
large shifts in growth, this will not only be because of economic crisis before 
democratization.  
When checking the average difference in 5-year growth rate averages for all the 45 
countries, it was actually now positive, but rather small. Annual growth rates jumped 
by a modest half percentage point on average after democratization. This is however 
not significantly different from zero. The standard deviation of changes in growth 
rates was 0,47%, implying a 95% confidence interval would very approximately 
stretch from minus half a percentage point to one and a half percentage point. To 
check whether it is the extended sample or only the shorter time periods that drive the 
differences in results, I check the 5-year differences for the original sample of 22 
countries investigated above. There was among these countries practically no 
difference on average between the five years before and after democratization, 
meaning that time-aspects drive some of the small shift in results, and the extended 
sample some of the difference. 
Romania had the definitely worst shift in growth with a 12,8% lower average growth 
rate after democratizing. The country would probably not be alone on top if the 
earlier Soviet Republics had had their growth rates measured before 1991 in the 
sample. Many of these countries, like Russia faced collapsing GDP’s after the 
dissolution of the Soviet Union (Blanchard, 2000:463-472). How much is attributable 
to the political regime change, how much is attributable to market reform, and how 
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much can be explained by the fact that GDP-statistics were probably severely inflated 
by the communist regimes are difficult questions to answer empirically. Guinea 
Bissau in the early 90’s and Ecuador in the late 70’s were two other instances of 
democratizing countries experiencing economic stagnation. Zambia also disappointed 
after its democratization in the early nineties spurred by student, church, business and 
labor groups, joining forces in the “Movement for Multiparty Democracy”. These 
groups eventually ousted long-reigning President Kenneth Kaunda from power 
(Bratton and Van de Walle, 1997:199). The hopes were high to the new leader 
Frederik Chiluba, but the country’s already dismal economy as well as corruption 
actually worsened under Chiluba, leading to widespread disappointment and 
dissatisfaction with the new regime. The country also reverted back to more 
authoritarian rule during the decade. Chiluba amended the constitution in order to win 
the 1996 election against his former nemesis Kaunda, who returned from prison the 
year before and actually would have had a chance of winning “free and fair elections” 
(Bratton and Van de Walle, 1997:233). 
However, 25 countries faced increasing growth rates after democratization, with 
Uganda being the definitively best example of a turnaround of the economy with a 
staggering difference of almost 15%. The Ugandan economy was of course totally 
ravaged by years of misrule under Amin, as well as civil war and Tanzanian invasion. 
The first five years after 1980 saw growth of almost 8% annually, contrasted to the -
7% seen in the last five years of the seventies. Another positive experience was the 
turnaround in Malawi in 1994, with a positive shift in growth rates just exceeding 
double digits. It should of course be noted that countries like Uganda in 1980 and 
Malawi in 1994 initially grew at very low rates, even though growth differences of 
10-15% annually quickly makes a difference in an economy. Other African countries 
doing better after transition included the still stable democracy of Benin, but also 
Ethiopia, and Mozambique. The latter country has been thriving economically in the 
most recent years spurring a small growth miracle on the African southeast coast, 
although it is still too soon to tell whether the growth will sustain. Recently, flooding 
devastated parts of the country. Another democratizing success-story was Poland 
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after 1991, which saw annual growth go from -1,6% in 1986-1991 to +4,4 in 1991-
1996, making it the ex-communist country with the smoothest economic transition in 
the early nineties. 
All in all, there is no reason to believe from this empirical evidence that 
democratization of a country on average spurs or depletes growth rates. I will have to 
answer the biased question asked by Rodrik and Wacziarg (2004) “Do democratic 
transitions produce bad economic outcomes” with a general no, just like these 
economists do in their study. There is however no evidence of democratic transitions 
being a universal key to prosperity either, at least in the short-term. Some of the 
poorer countries in Africa did well after democratization. The richer countries of 
Southern Europe in the 1970’s, as well as for example South Korea in the 80’s, 
observed declining growth rates. This is interesting because this selective evidence 
goes contrary to the often heard statement that democratization might fit richer more 
complex economies, but that it is unfit for traditional and poorer societies. However, 
Chile and Poland, relatively well off countries in this sample, benefited from 
democratization, and some poorer countries in the Caribbean and Africa faced 
declining rates. Case-studies seem to be needed to further elaborate upon the eventual 
effects of democratization. The time span here used is however too short to evaluate 
whether democratization actually has a long term effect, and this looks like an 
obvious potential improvement in my research strategy, even if this means reducing 
the sample even more. 
Table 5.5 Autocratization experiences included in analysis. 
10-year span  
Additional countries in 
5-year span  
Country Year Country Year 
Bangladesh 1975 Argentina 1976 
Burkinafaso 1980 Ecuador 1972 
Chile 1973 Gambia 1994 
Comoros 1976 Nigeria 1984 
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Guyana 1980 Peru 1992 
Seychelles 1971 Uganda 1986 
South Korea 1972   
Lesotho 1970   
The Philippines 1972   
Uruguay 1973   
Zambia 1972   
Zimbabwe 1987   
 
For countries experiencing autocratization, there are virtually no differences in 
“before and after growth rates” on average. When looking at the 12 country sample of 
countries where measurement is allowed over one decade before and one after regime 
change, the average shift is -0,1%. For the 18 country, “five-year” sample, there was 
a +0,1% change on average. The effects are even smaller here than when considering 
democratization processes. No significant average effects on growth rates has thereby 
been detected from regime changes whether towards democracy, or towards 
authoritarian rule, be it using five or ten year periods as a basis of deducting prior and 
post growth rates. 
For the ten year period, four countries experienced a decline in growth rate of more 
than a percentage point after autocratization. Guyana suffered by having growth rates 
cut by 4,5% after 1980, and Zambia by 3,2% after 1972. Chile in 1972 and 
Zimbabwe in 1987 also had growth cut by more than 1% annually. That Mugabe’s 
strengthening of the grip on power has not been beneficial to his country’s economy 
is widely recognized, and I would guess that the numbers for the most recent years 
looks even worse for this South African country. Chile’s growth average in the first 
ten years under Pinochet actually declined by more than 2% compared to the years 
from 1962-1972, further undermining the case for Pinochet’s economic policies being 
as fabulous as some authors suggest. John Ward (1997:59-60) claims the initial 
results from the neo-liberal policies followed by Pinochet were not especially good, 
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but that the regime’s economic policy after 1982 were generally much more 
successful. The timing from reform to actual economic effect is hard to determine, 
and even though this analysis modifies the praise of Pinochet’s economic policies, 
one can not exclude the option that some of the structural reforms introduced under 
Pinochet bore fruits in later periods. Interestingly, the authoritarian measures 
introduced in South Korea under General Park in 1972 also deteriorated growth, 
however only by -0,7%, falling from 6,6% to 5,8% annually compared to the ten year 
period before. Park reigned from 1963 to 1979, when he was assassinated by his own 
secret service organization. 
When extending the sample by looking at the five year periods, the exhibit of “the 
possibility of democracy in poor countries” for many years, namely Gambia, is 
included. The small West African country, being democratic since independence in 
1965 faced a military coup in 1994. The economic effects for this already poor 
country were disappointing seeing its growth rate plunging from 7,1% in the years 
from 1989 to 1994 to -1,8% from the military coup until 1999. One case where 
authoritarian  regime change brought at least short term economic benefits was Peru. 
Alberto Fujimori consolidated his powers using relatively authoritarian means 
leading up to 1992, and the difference in five year averaged annual growth rates 
before and after jumped by a tremendous 11,7%, having experienced a terrible 
economy in the years leading up to the regime change. The malfunctioning of the 
Peruvian economy in the decades before this event is described in detail in Hernando 
de Soto’s “The Other Path” (1989). 
Figure 5.6: The Peruvian experience; annual GDP-growth and FHI-value from 
1970/1972 to 2000. 
 Growth and FHI in Peru
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As a conclusion, one could state that neither democratization nor autocratization 
processes tend to move growth rates in a certain way on average, when using this 
sample. However, some cases show substantial changes in growth rates over five and 
ten-year spans. Whether for example democratization move growth rates using a 
longer time dimension, which I will claim in 5.1.9 can theoretically be argued for, 
remains to be seen in the future. 
5.1.5 Democracy and growth in the 70`s 
Taking the “decades-approach” is not unproblematic. In ten years, events like 
rebounding from a disaster in the previous decade can influence results. The strong 
fluctuation of growth rates in general have led to the question of whether these can be 
studied meaningfully on a cross-country level in any case. I believe they can. The 
first reason is the general statistical insight of the “law of large numbers”. In samples 
with a reasonable amount of units, such fluctuations described above will not 
 influence the general results too much if they are random. Secondly, I always have 
the possibility of making specific controls and if necessary check what the results 
look like if I for example exclude certain cases. Thirdly, I do not restrict myself to 
one decade, and if the results in the seventies are driven by specific properties, then 
the difference to the later decades will be noted. Fourthly, I will supplement the 
decade-analyses with an analysis over the whole period based on ordinary regression 
in 5.1.8, even though I have already showed in 4 how these results can be prone to 
strong systematic biases. Even better, I will conduct a pooled cross-sectional times-
series analysis in 5.1.9. 
The question of this section is therefore: How was political regime type and 
economic growth related in the 1970’s. This was the decade with the highest average 
growth and the lowest number of democracies on average. The scatter plot below 
shows how democracy and growth rates in different countries over the decade. Once 
again, I will remind that the FHI-average is calculated from 1972 to 1979 only. 
Figure 5.7: Growth rates and FHI-scores in the 1970’s. 
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The graph above is based on the mean scores of the FHI and the average measured 
growth rates from the Penn World Tables. The best fitted simple linear regression line 
is also drawn in the plot. The regression line is downward sloping, indicating that on 
average, a high degree of democracy (meaning a low FHI) is associated with higher 
average growth. No variables have been controlled for, and one can therefore only 
draw correlations from the diagram, at least directly. As noted in table 5.1, the 
correlation of FHI and growth rate in the decade was -0,18, and when substituting 
FHI with the polity-measure as an indicator of democracy, the correlation is 0,06. (As 
mentioned earlier, high polity scores are contrary to FHI-scores related to democratic 
features.) The perhaps most striking feature about the scatter plots presented above is 
the degree to which the observations are spread around the regression line, and this 
goes especially for the countries which are relatively autocratic. This points to the 
now very commonly accepted statement, also oft-repeated in this study, that there is 
no necessary connection between political regime type and economic growth. Many 
democracies have better growth averages than a lot of authoritarian regimes, but 
some autocracies also beat most democracies in economic performance. 
Table 5.6: Growth in different categories of regimes in the 70’s 
  Penn World Tables sample 1970's 
  N Average Standard deviation 
Democratic (FHI≤2,5) 30 2,6 1,5
Semi-democratic (2,5<FHI<5) 33 3,0 2,6
Authoritarian (FHI≥5) 50 2,2 3,1
 
In table 5.6, I divided the sample into three groups after their score on the FHI. The 
fastest growers on average in the 1970’s were the countries labelled “semi-
democratic”, which is a term not everyone is fond of, with an average growth rate in 
real GDP per capita of about 3,0%. This would fit the thesis proposed by Robert 
Barro (1991, 1997), that there is a curvilinear relationship between democracy and 
growth, and this will be further analyzed and discussed later. The democracies, 
defined as those countries with an average aggregate FHI score under or equal to 2,5, 
grew slightly faster than the most authoritarian countries. The variation in growth 
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within the democracy group was however substantially smaller than within the other 
groups, with a standard deviation approximately half the standard deviation in the 
“authoritarian” group. No controls have been made so far, regarding potential prior 
variables. 
Table 5.7: The top best growth performances of the 70’s 
Rank Country 
Growth 
1970-79 
(PWT-data)
GDP per cap 
1970(PPP) 
Average 
FHI 1972-
79 
Change 
FHI 1972 to 
2000 
Average 
polity 1970-
79 
1 Botswana 10,0 1193 2,6 -1,5 7,0
2 Singapore 8,3 5279 5,0 0 -2,0
3 Seychelles 8,2 4091 4,4 . . 
4 Taiwan 8,2 2790 5,1 -0,5 -7,5
5 South Korea 7,0 2716 5,1 -1,0 -5,9
6 Romania 6,8 2056 6,5 0 -7,3
7 Ecuador 6,6 2292 4,8 -3,0 -2,6
8 Brazil 6,0 3620 4,4 -1,5 -6,0
9 Chad 6,0 1180 6,4 -0,5 -6,9
10 Congo (Brazzaville) 5,8 929 6,2 0 -7,1
 
There is some diversity to the list above when it comes to which countries grew the 
fastest. Four of them were African, all except the Seychelles growing from relatively 
low levels. Three of the four “Tigers” are also on the list, and Hong Kong would 
probably also have been included if allowed into the analysis. Two Latin American 
and one Eastern European country make up the rest of the list. Brazil’s military 
government saw its country’s per capita GDP grow by 6% annually in the 70’s, and 
this number is largely due to the four years at the beginning of the decade when 
looking closer at the data. 
On one account however is there little diversification to the list: Almost all countries 
were regarded as at least relatively authoritarian, both according to the FHI and the 
Polity index. The one exception was Botswana. The notion that authoritarian regimes 
in relatively poor countries could better take the necessary measures to make their 
countries grow find support by looking at which countries fared the best 
economically in the 1970’s. This empirical material, studying the top-performers 
growth wise, therefore gives at least partial support to the Lee-thesis. 
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Table 5.8: The ten worst growth performances of the 70’s 
Rank Country 
Growth 
1970-79 
GDP per cap 
1970(PPP) 
Average 
FHI 1972-
79 
Change 
FHI 1972 to 
79 
Average 
polity 1970-
79 
1 Angola -4,5 3329 6,6 . . 
2 Equatorial Guinea -3,7 3758 6,4 0,5 -7
3 Congo (Kinshasa) -3,3 1056 6,5 -0,5 -9
4 Uganda -2,8 608 6,9 -1 -7
5 Mozambique -2,6 1571 6,8 . . 
6 Nicaragua -1,9 3980 4,6 1,5 -7,2
7 Sierra Leone -1,9 1496 5,2 0,5 -5,5
8 Togo -1,8 1397 6,4 1 -7
9 Comoros -1,7 2353 4,1 . . 
10 Venezuela -1,6 10528 1,8 -0,5 9
 
Analogously to the top performers, there is only one relatively democratic country, 
oil-rich Venezuela, among the top ten worst performers in the 1970’s. The five worst 
performing countries were all African countries scoring extremely high on the 
Freedom House Index. Some were run by hard-handed dictators like Idi Amin in 
Uganda and Mobutu Sese Seko in Congo, actually called Zaïre during the decade as a 
part of Mobutu’s Africanization-measures distancing himself from the colonial-
sounding “Congo” name. Some, like Angola and Mozambique, experienced civil 
war. Nicaragua also experienced a declining economy, ruled by the dictator  Antonio 
Somoza and his family, which “narrow, selfish character, effectively rule by a single 
family, had alienated every level of society, including the middle and upper classes” 
(Ward, 1997:58). The regime fell to “Sandinista”-rebels in 1979. President 
Eyadema’s rule in Togo was also proving disastrous to this small West African 
country’s economy. These examples qualify the support for the Lee-thesis in the 
1970’s given above. As noted before in this thesis, and which will be repeated several 
more times, authoritarian rule means the “autonomy” and relatively unchecked power 
to act to the clear benefit of the economy, by designing for example initially austere 
development policies. But, it also means the ability to impoverish the economy to 
your own bank account’s benefit like Mobutu did or to conduct eccentric policies like 
Idi Amin did in Uganda, starting aid-collection for the stagnating British economy, to 
embarrass British politicians and society, and expelling the ethnic Indian “middle 
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class” from Uganda. Empirical material for the 1970’s thereby enforces one of the 
most important suggestions from the theoretical chapter, namely that authoritarian 
regimes can be expected to deliver more extreme results as a group than democracies. 
It is interesting to sketch up the best and worst performers in the economic sphere, 
and then generalize freely about there characteristics. However there are methods 
with stricter criteria for generalization, and if we are “to assess the impacts of 
political regimes, we must examine their full record, not just the best performers” 
(Przeworski et al., 2000:4). I would to this last citation add the importance of looking 
behind the worst performers as well. People, including researchers, are often 
interested in extremes. Therefore the focus on economic growth experiences can 
maybe to easily tend towards either national successes or disasters. Regression 
analysis tries to take into account how the average growth rate varies with the value 
on independent variables, and is therefore the most common way of analyzing the 
relationship between regime and growth in general. In addition, the analysis has the 
virtue of making causal inferences more valid than pure correlations, since it can 
control for phenomena that is suspected to often be found prior in the hierarchies of 
cause and effect chains. 
* 
Empirical results found in the type of analysis conducted below can be very reliant 
upon the concrete specification of sample, model and variables. I do not want to 
restrict myself to one type of specification. Most specifications can as we have seen 
be relatively plausibly argued for in one way or another. I therefore would like to 
suggest that the models used bear with them a kind of hypothetical implication: “If 
the generalized relationship between democracy and growth is best captured by these 
specifications, then X”, where X is the result of the analysis. The drawback is that the 
amount of information is multiplied, and that what could have been seen as “clean 
and unambiguous results” lead to an interpretational mess. However, I do not want to 
fall into complete relativism either. The properties of the specifications, for example 
regarding the democracy-indicators and growth samples have been dealt with earlier. 
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I have made some general conclusions about the validity of different specifications, 
and these of course continue to hold here. I have also discussed the assumptions 
behind the different models, with the full model being the most relevant to a priori 
skepticists of political regimes’ relevance. I will deal with more specific properties of 
specifications in connection with the different analyses when found enlightening or 
necessary. Simplifying is a virtue, but making our claims more specific and certain 
than they actually are because they are based on one of many possible solutions to an 
epistemological problem, is equivalent to tricking oneself and whoever is interested 
in ones opinion. I will therefore present a variety of analysis, before generalizing 
about the implications of the results. All these points are also relevant for the analysis 
of later decades and other analysis conducted. 
Methodological assumptions or problems like heteroskedasticity, multi-colinearity or 
normal distribution of error terms will only be brought up if found crucial to the 
understanding or validity of the analyses. This goes also for the next three chapters. 
Generally, WLS deals with problems of heteroskedasticity. Multi-colinearity was also 
found to be a negligible problem in most cases, based on interpretation of VIF-values. 
Table 5.9 shows the different results when different models, different regression 
methods and different operationalizations of political regime were used, as well as 
when different assumptions about time lags of causal effects were made. One note to 
the reading of the results is very important. The coefficients reported in the tables are 
not standardized105, but rather ordinary regression coefficients. The interpretation of 
the value is therefore how growth changes on average, all control-variables in the 
model being held constant, when one changes the political regime variable with one 
unit. This is worth remembering when comparing models using the FHI-
operationalization and models using the Polity-index due to some problems of 
                                              
105 For a good discussion on the many problems of using and interpreting standardised coefficients, see King’s analogy to 
counting “standardized fruits” (1986:671-674). I will shy away from the use of standardized coefficients in the reminder of 
the analysis, in stead using non-standardized coefficients. The concern of comparing Polity and FHI-indexes, where 
standardized coefficients could have had some use, is dealt with below, and I think this problem can be solved in an 
adequate way by using non-standardized coefficients. 
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comparison. First of all, a positive effect of democracy on growth is associated with a 
negative value on the coefficient when using the FHI, since higher values on the FHI 
is associated with less democratic regimes. A positive effect from democracy is 
associated with a positive coefficient for the Polity-indicator. It is not only the sign, 
but also the interpretations of size of the coefficient that differ. Since the Polity-
indicator is divided into 21 values and the FHI into 7 (14 half-points when 
aggregating the PR and CL-dimensions, but this is irrelevant here), a sort of rule of 
thumb is to multiply polity-effects by three when comparing. This is however not a 
stringently correct algorithm, since one here is assuming some kind of cardinal scale. 
The two indexes are strictly speaking only on an ordinal measurement level, telling 
us only that a certain regime is more or less democratic than another.  
 
 
Table 5.9: Results from different regression analyses 
Model 
Case
s 
Growt
h 
sampl
e 
Lagge
d 
growth 
Regime 
variable Method
Coefficien
t 
P-
value 
Significan
t on 5%-
level 
Significan
t on 1% 
level 
Full 113 PWT No 
Aggregate 
FHI OLS -0,33 0,11 No No 
Full 113 PWT No 
Aggregate 
FHI WLS -0,37 0,04 Yes No 
Full 103 PWT No Polity OLS 0,03 0,54 No No 
Full 112 PWT Yes 
Aggregate 
FHI OLS -0,20 0,41 No No 
Without region 113 PWT No 
Aggregate 
FHI OLS -0,42 0,02 Yes No 
Without region 113 PWT No 
Aggregate 
FHI WLS -0,41 0,01 Yes No 
Without region 113 PWT No 
Political 
rights FHI OLS -0,38 0,03 Yes No 
Without region 113 PWT No 
Civil 
liberties 
FHI OLS -0,44 0,02 Yes No 
Without region 103 PWT No Polity OLS 0,04 0,37 No No 
Without region 112 PWT Yes 
Aggregate 
FHI OLS -0,37 0,08 No No 
Without region 112 PWT Yes 
Aggregate 
FHI WLS -0,24 0,17 No No 
Without region and 
population growth 113 PWT No 
Aggregate 
FHI OLS -0,43 0,02 Yes No 
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Without region and 
population growth 113 PWT No 
Aggregate 
FHI WLS -0,42 0,01 Yes Yes 
Without region and 
population growth 103 PWT No Polity OLS 0,04 0,38 No No 
Without region and 
population growth 112 PWT Yes 
Aggregate 
FHI OLS 0,38 0,08 No No 
Without region and 
population growth 112 PWT Yes 
Aggregate 
FHI WLS -0,24 0,16 No No 
 
All analyses above estimate a positive relationship between democracy and economic 
growth in the 1970’s. Using the Freedom House index, most analyses suggest a 
substantial value on the coefficient, regardless of whatever other specification one 
makes. Demands for statistical stringency however show that these specifications 
make a difference. In the models without a lag on the growth series, both the 
intermediate and the reduced models show a statistically significant coefficient on a 
5% level using both OLS and WLS-analysis. In the reduced model, which only 
controls for GDP-level and lets all the other factors remain endogenous, the WLS-
analysis actually makes the coefficient significant on a 1% level.  
In the full model which makes the additional control for region, however, the 
weighing of more extreme cases does make a difference to the hypothesis test. When 
using OLS-analysis, no significant effect from democracy is found, even if the size of 
the estimated coefficient is relatively big. But when applying WLS-analysis the null 
hypothesis of no effect from democracy is now rejected on a 5% level. Even when 
considering the relatively large standard errors of the different coefficients, there is 
some evidence that democracy affected economic growth positively in the 1970’s. 
When I estimated the effect of the civil liberties and political rights parts of the FHI-
index separately in the intermediate model, which controls for population level and 
population growth as well as GDP-level, I found that both dimensions had a 
statistically significant effect on growth. The civil liberties dimension was estimated 
to have the strongest effect on growth with a coefficient of -0,44, compared to -0,38 
for political rights. This fits well with the suggestions in 3.1.6 which seemed to 
indicate that there were fewer suggested negative theoretical effects from civil 
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liberties than from elections, but the estimated empirical difference is of course 
negligible and could very well be a result of mere chance. 
This conclusion is not standing when we shift our operationalization of democracy. 
The effects from the polity-indicator are generally estimated to be much smaller, even 
when taking into account the size of the scale. The p-values of the polity indicator are 
also very large, lying well above 0,3 for the estimated models. The difference in the 
results for the FHI-based analysis and the polity-based can as I see it stem from three 
possible sources. First of all, the samples are different, polity leaving out about ten 
countries. Secondly, there can be a difference due to the assignment of a 0-score to 
anarchy-plagued and foreign invaded countries in polity, whereas these countries 
typically receive high FHI-scores because of their “lack of freedom”. Thirdly, and 
this would be the most interesting effect, there can be a difference because polity as 
discussed in 2.1.3, is a much more formal index, that incorporates elections and 
checks on power, but leaves out civil liberties. Additionally, the FHI pays some 
attention to how the institutions actually work and function in a society, reducing the 
possibility of a “fallacy of formalism”. Even if this can lead to subjective biases in the 
FHI, I have argued that these features of the index makes it more compatible with 
what I believe is the proper conceptual definition of democracy. If there are still 
discrepancies between the Polity-based and FHI-based analyses after controlling for 
sample-effects and such, I will generally because of these a priori concerns base my 
conclusions mostly on the FHI-analyses, even if recognizing the dependence of 
results upon operationalizations issues. 
When controlling both the FHI and Polity-based analysis for “existence of anarchy 
during the decade” as a dummy variable, there are small reductions in both the polity 
and the FHI coefficients, and the FHI still show much stronger results than the Polity-
index. For the full model for example, the FHI-coefficient moves from -0,33 to -0,30 
when controlling for anarchy-occurrence as a dummy, using OLS. For the reduced 
model, the coefficient moves from -0,43 to -0,40, and the coefficient is still 
significant on a 5% level. Controlling for “anarchy” does not seem to make a 
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substantial difference to the results above. The control for sample does however make 
some differences. When restricting the sample to those countries only having Polity-
scores as well, the FHI-coefficient in the full model for example falls from -0,33 to -
0,23. Nevertheless, it still indicates a much stronger growth-effect from democracy 
than when operationalizing political regime with the Polity-index. 
When I lag the growth rate, which I have argued there are reasons for doing (even 
though they are not as urgent here as in the PCSTS-analysis which operate with years 
instead of decades as time units), the size of the estimated democracy-effect is 
reduced, as can be seen from the table above. The null-hypothesis that democracy has 
no effect on growth, can no longer be rejected on a 5% level for any of the models. 
Even if the estimated effect often is sizeable, this poses a problem if one wants to 
claim that democracy generally affected growth positively in the 1970’s. One 
possible reason for the disappearance of the significant effect is of course that the 
earlier results were arrived at by chance. However, one should not overdo the 
difference in results either, since the coefficient is still being estimated negative and 
relatively sizeable. The lagged growth results for the reduced model for example 
showed a coefficient of -0,38 when using OLS. This implies an estimated difference 
between the most democratic (1) and most authoritarian countries (7) in growth, 
when initial GDP-level is similar, of 2,3% annually. Even if this is hardly a 
substantially insignificant result, if the estimate is actually correct, the main point is 
that the effect can not stringently be proved not being an artificial product of mere 
chance. 
Summing up the different analyses, I find some evidence that point in the general 
favor of democracies compared to authoritarian regimes when it comes to producing 
economic growth, if the relevant scope of the analysis is the 1970’s. Both WLS and 
OLS analysis, almost independently of choice of control variables, lead to the support 
of the claim that democracy was enhancing growth when democracy was 
operationalized by the Freedom House Index. This proposal does not however get 
unequivocal support since it is qualified if we make other assumptions about the 
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operationalizations of political regime type and if we make other, and probably better 
founded, assumptions of the timing between cause and effect. 
Specifications 
Further specifications of the relationship between democracy and growth, moving 
away from the simplified linear model will be taken seriously and debated more 
thoroughly for the 1990’s. I will however also here short present some nuances to the 
relationship for the 1970’s. The more specific empirical relationship between 
democracy and growth was probably not the same in the world of the 1970’s as in the 
1990’s. If nothing else is mentioned, I will use the most reduced model in the 
following, not controlling for demographic factors or region. 
First of all, I check for the possibility of curvilinearity. Robert Barro (1991) claims 
medium levels of democracy are most conductive to growth, and I investigated this 
claim on the data material from the 1970’s. When entering both a linear term and a 
square term of democracy as measured by the average FHI into the regression 
equation, the linear term is large and positive (1,3), and has a relatively decent p-
value of 0,10. The square term is however negative (-0,21) and significant on a 5% 
level with a p-value of 0,02. It is quite extraordinary that both these p-values are so 
low, since having  a linear and a square term of the same variable in an equation often 
makes standard errors of the coefficients inflated because of multi-colinearity 
problems (Hill et al., 2001: 220 and 229-230). When checking the so-called VIF-
values, which are exceeding 30 for the two variables, they are far exceeding all rules 
of thumbs for indications of multi-colinearity (Christophersen, 2004:182). These 
results strongly suggest that there is an inverted u-shape between democracy and 
growth in the 1970’s, and that the medium levels of democracy are estimated to be 
most conducive to growth, when controlling for income level. Under, I present the 
scatter plot shown earlier, but now with the best fitted square regression line. 
Figure 5.8: Average FHI and economic growth in the 1970’s revisited 
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By manipulating the regression equation algebraically106, I can calculate the 
estimated effects of a one unit increase in the FHI on growth, conditional on what 
level of democracy we are starting out with. Table 5.10 suggests the estimated effects 
of a unit increase in the FHI. As we can see, going from the most democratic to the 
semi-democratic regimes, it is estimated that growth will pick up. Barro (1991) 
interpreted this as a sign that too much political freedom, due to for example interest 
group pressure and consumption pressure, inhibited growth when compared to 
regimes with some controls on these freedoms. However, when we come to the more 
authoritarian regimes, decreases in political rights and civil liberties deplete growth 
rates. 
                                              
106 Since the model is no longer linear, there are interpretational problems when trying to speak about the effects of a unit 
increase in the FHI-coefficient. One now has to look at how FHI affects growth at the margin. I take derivatives to find the 
effect from changes in FHI at given levels of the variable. More precisely we have to find dy/dFHI, where Y= a 
+b1FHI+b2(FHI^2)+b3GDP. This implies that dy/dFHI= b1 +2b2FHI. We see that the effect of FHI on economic growth 
(y) is dependent upon the level of FHI we are at, since FHI is part of the derivative-expression. I now use this formula to 
calculate what could be interpreted as the interpolated effects of a one unit increase in the FHI, dependent upon the FHI-
level we are considering. 
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Table 5.10: Estimated level-dependent effects of democracy on growth 
Level of FHI 1 2 3 4 5 6 
Estimated effect on annual growth of 
“unit”  increase in FHI 0,88 0,47 0,06 -0,36 -0,77 -1,18 
 
We clearly see that the estimated effect from this model, based on data from the 
1970’s, follow the inverted u-shaped pattern earlier described, even when controlling 
for income level. The effect of democracy, based on these cross-country data, is 
negative for already very democratic countries. However the effect of democracy is 
approximately zero around a FHI-level of 3, suggesting that this level is the most 
conducive one to growth. When we are dealing with already authoritarian countries, 
the estimated effect of democracy is clearly positive, and conversely the estimated 
effect of increasing the FHI is negative. 
To further move away from the simplified, “universal”, linear model, we can look for 
interaction effects. I have earlier suggested that income level and region are the two 
most interesting variables in this respect. Democracy might have different effects in 
different geographical and socio-cultural contexts. Whether democracy is spurring 
growth could also differ between richer, “developed” societies and poorer ones. 
Analysis based on the reduced model107 and PWT-data actually shows that 
authoritarianism is significantly enhancing economic growth in Asia, contrary to the 
overall linear effect inferred from this model on the global sample. The coefficient is 
an incredible 1,2, leading us to believe that a unit increase in FHI in this region, 
actually spurs growth on average by more than a percentage point, based on data 
from the 1970’s. Even when controlling for income level, Asian autocracies outgrew 
their more democratic counterparts in this decade. The FHI-coefficient has a p-value 
of 0,02, even if there is only 14 countries in the sample, bringing the degrees of 
                                              
107 The usage of the reduced model is here based on pragmatic reasoning. When dividing the sample into region, we get a 
sometimes very low number of units. It is therefore necessary to reduce the number of control variables as much as 
allowable on substantial reasons, in order to get a needed minimum of degrees of freedom in the analysis. Demographics 
are therefore not controlled for in the section below. 
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freedom down to 12 in the reduced model. When changing the focus to Africa south 
of the Sahara, the FHI-coefficient was almost equal the size of the one in Asia, but 
the sign was negative rather than positive. Democracy in Africa was quite on the 
contrary to the findings in Asia very beneficial for economic growth in the 1970’s, 
and a unit extra of democracy, controlled for income level was estimated to increase 
annual growth by more than a percentage point. The coefficient was actually 
significantly different from zero on a 1% level, which is a very strong result 
considering the degrees of freedom being only 38. The estimates based on results 
from the 22 Central and South American, as well as Caribbean, countries, also show 
the benefits of democracy in the 1970’s. The effect was estimated to be an extra 
0,34% point of growth for a unit decrease in FHI, controlled for income level. The 
effect is however not statistically significant on any common level, even if the 
estimated coefficient is quite sizeable. There are no significant findings for the other 
regions. Authoritarianism was found to be slightly beneficial in the small sample of 
Middle Eastern and North African countries. Relatively democratic Turkey and Israel 
grew modestly, whereas authoritarian Tunisia, Syria and Jordan grew at higher rates. 
However, authoritarian Egypt and Iran had the worst performances in the region over 
the decade. Authoritarianism was by the analysis also found to be slightly beneficial 
to growth for Western countries, even when controlling for income, mainly due to the 
good economic performances of Greece, Portugal and Cyprus in this decade (only 
Iceland grew faster than this trio!). The evidence is however very thin for a general 
relationship, and is highly insignificant. The conclusion is that region matters for the 
effects of democracy. Democracy in the 1970’s probably contributed to better growth 
records at least in Africa, but possibly also in Latin America. This was not the case in 
Asia, where authoritarianism was working extremely well from an economic 
perspective. 
When checking the possible existence of an “interaction-effect” between income 
level and political regime type on economic growth, I added a multiplicative term of 
the two independent variables, GDP-level and FHI, to the reduced model. The 
multiplicative term was not significant on a 5% level for the 112 country large global 
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sample, but the p-value of 0,07 is sufficiently low to warrant a closer investigation of 
the estimated interaction effect. 
I used an algebraic trick to find what can now be interpreted as the effect of 
democracy on growth, conditional upon level of welfare108. I estimate the effect of a 
unit increase in democracy on the FHI, which is a unit decrease on the index, on 
economic growth. The table below shows the result for hypothetical “average” poor, 
middle-income and rich countries: 
 
 
 
Table 5.11: Income-dependent estimated effect of democracy on growth 
Hypothetical income level per capita in 1970 
Estimated effect of unit 
decrease in FHI 
2000$ 0,51 
10 000$ -0,06 
20 000$ -0,78 
 
If we were to believe the numbers above, democracy was estimated to be beneficial 
for poorer countries, unimportant in economic sense to medium income countries, 
and harmful to rich countries in the 1970’s. This goes contrary to most popular 
assumptions on the income-dependent effect from democracy on growth. As we 
remember from chapter 3 Huntington (1968) claimed that it was in developing 
countries that democracy was harmful to economic growth, because of the political 
disorder this regime type might bring in such a context. The “Lee-thesis” is also 
popularly assumed to apply for poorer countries (Sen, 1999:15), and Yoweri 
Museveni (1995) argued that underdeveloped countries like his Uganda were unfit 
                                              
108 The trick is recognizing that b1FHI+b2FHI*GDP can be rewritten as (b1+b2GDP)FHI, where (b1+b2GDP) is now to be 
interpreted as the new income-conditioned effect of democracy (Friedrich, 1982:214-215). 
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for party politics and democracy in general. Poorer countries are assumed to not 
benefit from democracy, Conversely, if technological innovation is the primus motor 
behind economic growth in already developed nations, or at least accounting for 30-
50% of growth on average (World Bank, 1993:157), I have in argument XIV) and 
XV) argued that these complex economic processes are reliant upon certain traits 
related to a wide democracy concept. Theory and empirics do not relate on this point, 
even if I stress that we are here dealing with a very simple model, related to the 
1970’s only, and the interaction-coefficient was not actually found to pass a stringent 
hypothesis test. 
Can these numbers be driven by the fact that many of the poorer countries are located 
in Africa south of the Sahara, and that this region also was the one which showed the 
greatest benefits of democracy? I am not saying that if this is the case, the interaction 
effect suggested above is irrelevant, but it can be interesting to take a closer look at 
this specification. Whether the control is appropriate or not, is of course related to the 
methodological discussion in 4.0.3 on the relevance of controlling for region. When 
allowing for such an “Africa-specific effect”, by adding an Africa-dummy into the 
equation, the coefficient of the interaction term is reduced by 34%. The p-value of the 
term is now 0,25. However, the Africa control did by far take away the estimated 
changes in effect for rich and poor countries. A rich country, with a GDP-level of 
20 000$ still in this model see growth on average be reduced by 0,28 % when 
moving one FHI-unit towards democracy, other relevant variables held constant. A 
poor country with one tenth of this GDP-level would however gain 0,56% in annual 
growth. For the last time I will mention that these calculations are based upon an 
interaction term which is not found to be significantly different from zero 
statistically, and unexplained factors can therefore plausibly have affected the results 
in such a way that the coefficient is positive by mere chance. 
5.1.6 Democracy and growth in the 80`s 
The 1980’s saw a reduction in average global growth rates overall, and also an 
increase in the number of relatively democratic regimes. The South European 
 countries that led the “Third Wave” of democratization (Huntington, 1991) saw their 
first whole decade of democratic government. Many Latin American countries had 
also moved towards the democratic end of the spectrum, compared to a decade 
earlier. 
The placing of countries on the two variables, measured as averages from 1980 to 
1989 is shown under in figure 5.9. 
Figure 5.9: Average growth rate and average FHI in the 1980’s 
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As we can see from table 5.12, the semi-democratic countries were no longer the 
fastest growers on average, as they were in the 1970’s. Democracies grew fastest, and 
they grew much faster on average than authoritarian countries, measured as countries 
with a FHI score over 5. Using the PWT sample, democracies empirically grew on 
average 2,1% faster, which is a very high number indeed. In the 1980’s I have also 
gained access to data from the World Bank, which were not available to me for the 
1970’s. The World Bank data actually show that authoritarian countries as a group 
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declined in GDP per capita terms, by an average 0,6%. The democracies which by 
these numbers were estimated to grow on average 1,7% by the year, thereby outgrew 
authoritarian countries with 2,3%, even more than in the PWT-sample. 
Table 5.12: Growth rates in the 1980’s by category of political regime 
  Penn World Tables sample 1980's 
  N Average Standard deviation 
Democratic (FHI≤2,5) 42 2,2 2,0
Semi-democratic (2,5<FHI<5) 33 1,4 2,7
Authoritarian (FHI≥5) 47 0,1 2,7
  World Bank sample 1980's 
  N Average Standard deviation 
Democratic (FHI≤2,5) 32 1,7 2,1
Semi-democratic (2,5<FHI<5) 30 0,8 2,5
Authoritarian (FHI≥5) 52 -0,6 3,3
 
When it comes to concrete national experiences, all the ten countries seen in the table 
5.13 notched up per capita growth of more than 5% annually in the decade. The small 
and authoritarian island state of Cape Verde led the pack by growing at almost 8% 
per year. 
Table 5.13: Small islands and Asian Tigers: The best growth performances of 
the 1980’s, using PWT-data 
Rank Country 
Growth 
1980-89 
GDP per cap 
1980(PPP) 
Average 
FHI 1980-
89 
Change 
FHI 1980 
to 89 
Average 
polity 
1980-89 
1 Cape Verde 7,9 1942 5,9 0,0 . 
2 Taiwan 6,6 5869 4,7 -1,0 -5,2
3 Romania 6,5 2130 6,8 0,0 -7,4
4 South Korea 6,3 4790 4,4 -3,0 -2,5
5 Antigua and Barbuda 5,5 8068 2,5 . . 
6 Botswana 5,2 3434 2,4 -1,0 7,3
7 Thailand 5,2 2730 3,2 -1,0 2,2
8 Cyprus 5,1 7766 1,6 -2,0 10,0
9 China 5,1 1069 6,1 1,0 -7,0
10 Singapore 5,0 11464 4,5 -1,0 -2,0
 
As the title of the table above notes, small islands and Asian countries were the 
decade’s best performers. The four top performers were authoritarian countries 
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through most of the decade, but Taiwan and South Korea’s averages below 5 are a 
result of the fact that these countries went through a democratization of their political 
systems at the end of the period. Thailand also saw some slight decreases in its FHI 
score during the decade. China entered a period of growth in the 1980’s after the 
communist party started reforming the country’s economy, which has continued at 
ever-growing pace until today. Botswana’s growth slowed down from the 
tremendous “diamond-boom” in the 1970’s, but this stable democracy still continued 
to show impressive growth statistics on a continent without too many economic 
success stories. Relatively poor by European standards, democratic Cyprus utilized 
its catch up potential, and filled some of the economic gap to its Mediterranean 
neighbours. The same was the case with much poorer Romania, which grew faster 
than the other Communist countries from its even by Eastern European standards low 
level. 
It is important to note the substantial differences in estimation of economic growth 
from PWT to the numbers constructed from WB data. The WB finds the growth 
miracle of the eighties to be China with an 8,8% per capita growth in contrast to the 
5,1% growth rate it is ascribed in the PWT. South Korea and Botswana also tops 
7,5% growth in the WB-sample, while Thailand and Mauritius are the only two other 
countries growing by more than 5% in the sample. The WB as mentioned is 
excluding the least populous states such as Cape Verde, Antigua and Barbuda and 
Cyprus from its database. The enormous differences that might appear for countries 
can further be exemplified by the case of Romania, which in the PWT grew by a 
seemingly impressing 6,5%, but only were estimated to a meagre 0,9% growth rate in 
the decade by the World Bank. 
Table 5.14: The poorest economic performances of the 1980’s: African and 
Latin American countries having a bad decade. 
Rank Country 
Growth 
1980-89 
GDP per cap 
1980(PPP) 
Average 
FHI 1980-
89 
Change 
FHI 1980 
to 89 
Average 
polity 
1980-89 
1 Equatorial Guinea -4,2 2184 6,8 0,0 -7,0
2 Chad -3,9 1633 6,7 0,0 -3,9
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3 Mauritania -3,5 1892 6,4 0,0 -7,0
4 Nicaragua -3,5 3039 5,1 0,0 -2,1
5 Mozambique -3,2 1129 6,6 -1,0 -8,0
6 Cote d'Ivorie -3,1 2527 5,4 0,0 -9,0
7 Namibia -2,9 4410 3,5 . . 
8 Argentina -2,8 10627 2,4 -5,0 3,0
9 Central African Rep -2,8 1797 6,2 -1,0 -7,0
10 El Salvador -2,7 4159 3,8 -2,0 4,0
 
As table 5.14 indicates, this was a decade in which several African countries suffered, 
but it was also a “lost decade” for Latin American countries. Relatively democratic 
and medium-income Argentina is to find among the other more authoritarian and 
relatively poorer countries on the table. Several Latin American countries had large 
debts, accumulated in earlier decades, and suffered severely when international 
interest rates increased in the eighties. Western countries were trying to curb inflation 
in their countries and tightened monetary policies, which had repercussions for 
borrowing countries with debts in the relevant currencies, particularly the dollar. 
Authoritarian countries struck by civil war like Chad and Mozambique are also to 
find on the list. Once again we are reminded of the importance of keeping political 
stability in order to avoid economic disasters. One of Africa’s earlier most prosperous 
countries, Cote d’Ivoire, is also on the list, averaging negative growth of -3,1% over 
the decade, reducing GDP per capita from more than 2500$ to just above 2100$. Cote 
d’Ivoire was after de-colonization predicted to be one of the future African success 
stories, and Abidjan, the capital, was nicknamed “The Paris of Africa”. The bright 
prospects did not materialize, and under the authoritarian rule of President Felix 
Houphouet Boigny, the economy soured. The country has been one of the largest 
producers of cocoa, and was hit by falling world market prices. With a poorly 
diversified economy, the effect for average income was relatively dramatic. The 
downslide continued into the nineties and further beyond. After the death of 
Houphouet-Boigny, the country has been plagued by political instability, which later 
has escalated into a conflict between the government controlled south, and rebels in 
the north. The rebels in the north are fuelled by their lack of rights, among others to 
land, which is connected to ethnicity. The government in the south has backing from 
“native Ivorians”, whereas the northern rebels often descend from immigrants from 
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Burkinafaso109. A repressive and non-inclusive model of government has not been a 
way for this country to keep political stability. 
Once again we find that the “growth disasters” are mainly authoritarian, scoring 
above 5 or 6 on the FHI, and also having low scores on the Polity index. Argentina is 
one exception, which saw more democratic government with the demise of the 
Military regime after the “Falklands-war”. We do of course have to make causal 
interpretations with care. An alternative interpretation to “authoritarianism kills 
growth” is that low income levels and negative growth might have proven explosive 
to political stability, further diminishing the hopes of democratic government. I 
would propose that the best way to understand some countries like for example Chad 
in the light of my selected variables, is by thinking in terms of causal spirals, with 
authoritarian, repressive governance, political instability and bad economic 
performance reinforcing each other. 
Making the same count of “growth disasters” based on the World Bank data, I find 
that the four worst growth performances in the eighties were by countries that do not 
have numbers estimated by PWT. Iraq, Liberia, Saudi Arabia and the United Arab 
Emirates all had growth per capita shrink by more than 5% on average each year, and 
all countries possessed FHI-averages higher than 5, being authoritarian regimes. Iraq 
saw its economy diminishing in per capita terms in double digits. The regime of 
Saddam Hussein and his Baath party destroyed the Iraqi economy partly due to a 
damaging war with Iran and also due to general mismanagement of the economy; but 
other factors such as shrinking oil-prices and high population growth also contributed 
considerably to the almost unbelievable numbers (-10,6% per capita growth 
annually!). Dipping oil-prices throughout the 80’s are actually a crucial factor for 
more than Iraq and its oil-reliant economy. Saudi Arabia and Kuwait’s drop in GDP 
also have to be interpreted in the light that oil is the dominant export of these 
 
109 These latter points on the political situation in contemporary Cote d’Ivoire are recollected from a lecture on African 
foreign politics and international politics, STV4287, given by Morten Bøås Department of Political Science at the 
University of Oslo, spring 2005.  
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countries. As the price on the commodity fell from the beginning of the century, the 
measured value of these countries exports also fell (almost) proportionally. This 
makes a case for excluding them as evidence for the relationship on democracy and 
growth, since such fluctuations at least have to be partly considered as “exogenous”, 
not relying on productivity-factors or other general factors within the controlled 
domain of national economic policy-making. Therefore many economists often drop 
these types of natural resource-reliant countries, when trying to analyze the effect of 
policies and other internal factors such as investment or education (Mankiw et al., 
1992). However, if one takes a somewhat broader perspective, these seemingly 
internationally induced effects are not wholly irrelevant. One can pose the question 
about why these economies in the first place were so reliant on their abundant natural 
resources. If the inability to diversify the economy for example in the oil-rich Arab 
countries partly were caused by the structure of their political and economic 
institutions, then the fact that these regimes were relatively authoritarian might have 
been a factor after all. Why were the “petro-dollars” not invested inside these 
countries’ national boundaries in other sectors than oil-production? I will suggest 
some answers in the analysis of the experiences of the Middle East in the 1990’s. For 
now it can be noted that the fluctuations in the oil-price is possibly not the lone 
responsibility of Arab countries as Iraq, Saudi Arabia and Kuwait, but the way the 
national economies handle these induced shocks is at least partly a function of the 
domestic political institutions and regimes. Terry Lynn Karl (1997) has indicated the 
specific economic and structural problems these types of oil-dependent economies are 
plagued by. 
* 
Table 5.15 shows how democracy was estimated to relate to economic growth, using 
a variety of different specifications, similar to what was done for the 1970’s. In the 
1980’s however, we have one additional nuance since there is also access to World 
Bank data. 
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Table 5.15: Regression-estimated effects of democracy on growth, based on data 
from the 80’s 
Model 
Case
s 
Growt
h 
sampl
e 
Lagge
d 
growth 
Regime 
variable Method
Coefficien
t 
P-
value 
Significan
t on 5%-
level 
Significan
t on 1% 
level 
Full 121 PWT No 
Aggregate 
FHI OLS -0,25 0,16 No No 
Full 121 PWT No 
Aggregate 
FHI WLS -0,32 0,07 No No 
Full 108 PWT No Polity OLS 0,05 0,20 No No 
Full 120 PWT Yes 
Aggregate 
FHI OLS -0,24 0,13 No No 
Full 120 PWT Yes 
Aggregate 
FHI WLS -0,33 0,04 Yes No 
Full 110 WB No 
Aggregate 
FHI OLS -0,38 0,06 No No 
Full 110 WB No 
Aggregate 
FHI WLS -0,46 0,02 Yes No 
Full 109 WB No Polity OLS 0,08 0,10 No No 
Without region 121 PWT No 
Aggregate 
FHI OLS -0,16 0,31 No No 
Without region 121 PWT No 
Aggregate 
FHI WLS -0,13 0,38 No No 
Without region 121 PWT No 
Political 
rights FHI OLS -0,19 0,18 No No 
Without region 121 PWT No 
Civil liberties 
FHI OLS -0,10 0,58 No No 
Without region 108 PWT No Polity OLS 0,02 0,64 No No 
Without region 120 PWT Yes 
Aggregate 
FHI OLS -0,20 0,17 No No 
Without region 120 PWT Yes 
Aggregate 
FHI WLS -0,22 0,10 No No 
Without region 110 WB No 
Aggregate 
FHI OLS -0,22 0,19 No No 
Without region 110 WB No 
Aggregate 
FHI WLS -0,18 0,27 No No 
Without region 110 WB No 
Political 
rights FHI OLS -0,23 0,14 No No 
Without region 110 WB No 
Civil liberties 
FHI OLS -0,19 0,28 No No 
Without region 109 WB No Polity OLS 0,05 0,23 No No 
Without region and 
population growth 121 PWT No 
Aggregate 
FHI OLS -0,34 0,03 Yes No 
Without region and 
population growth 121 PWT No 
Aggregate 
FHI WLS -0,36 0,02 Yes No 
Without region and 
population growth 108 PWT No Polity OLS 0,04 0,35 No No 
Without region and 
population growth 120 PWT Yes 
Aggregate 
FHI OLS -0,40 0,01 Yes Yes 
Without region and 
population growth 120 PWT Yes 
Aggregate 
FHI WLS -0,45 0,00 Yes Yes 
Without region and 
population growth 110 WB No 
Aggregate 
FHI OLS -0,27 0,11 No No 
Without region and 110 WB No Aggregate WLS -0,43 0,00 Yes Yes 
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population growth FHI 
Without region and 
population growth 109 WB No Polity OLS 0,07 0,08 No No 
 
The proportion of analyses which found democracy to have a statistically significant 
effect on economic growth declined somewhat from the 1970’s. However, all 
analyses found that democracy was estimated to have a positive effect on economic 
growth, even if the results often could not pass a statistical hypothesis test. The full 
and reduced model generally show stronger results than the intermediate model 
which controls for demographic factors (as well as income level), but not for region. 
The most unequivocal support for democracy’s growth enhancing abilities is found in 
the reduced model using the PWT-sample. Both WLS and OLS analysis suggest 
democracy has an effect on growth on a 5% significance level. In contrast to the 
results for the 1970’s, the lagging of the growth series does not “harm” the results, 
but actually makes the FHI-coefficients significant on a 1% level. If the FHI is the 
appropriate indicator of democracy, the PWT-sample and data are representative, 
lagging growth is correct, and the reduced model where even demographic factors are 
not controlled for is appropriate, then democracy in the 1980’s was probably 
conductive to growth in general. 
When altering these last proposed assumptions, the picture becomes a bit more 
unclear. First of all, when using the full model, which controls for most factors, only 
WLS-analysis supports a significant effect from political regime type, and even then 
not in all analyses. This means that weighting extreme cases less, makes it easier to 
find significant results, and can for example be explained by some of the cases such 
as Cape Verde with authoritarian traits and astonishing growth in the decade being 
given less analytic weight. The lagged PWT-series and the non-lagged WB-series are 
found to back up a significant effect on the 5% level. The intermediate model does 
not support any significant findings, and the estimated coefficients are often relatively 
modest. This might actually imply that some of the relationship between political 
regime type and growth that was suggested by the reduced model actually can be 
contributed to demographic factors. Some of the best performers of the decade were 
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relatively small island states, which also happened to be democratic. If taking account 
of this fact, for example by claiming that the experiences of these small island states 
are so special that they should not count, or at least be used as a basis for generalizing 
a relationship to the bigger and more important nations of the world, then the 
intermediate model which controls for population size is far better. Taking this 
approach leads to skepticism about the importance of political regime for growth in 
the 1980’s. This might actually also be the reason why the WB-sample, which 
excludes countries with less than a million inhabitants only results in one analysis 
where democracy is found to have a positive, significant effect. This is the case even 
if, as earlier argued, the WB-sample includes many authoritarian regimes with bad 
growth-records, which are left out from the PWT-sample. 
We discussed above the role of sinking energy prices on the world markets in 
depressing growth rates for large oil-producers in the decade. If someone is to argue 
that this is an important exogenous event that should be controlled for, I want to 
check how entering an “energy-producer” dummy changes results. The dummy gives 
a value “1” to all countries producing energy of more than 5000 kg of “oil-
equivalents” per capita annually, from non-renewable sources 110. The data gathered 
from WRI are unfortunately using 1999 as a year of measurement, but most of the 
large oil and energy producers of 1999 were the same as the main producers of the 
1980’s. I use the WB-samples, since these included a larger number of Middle 
Eastern oil-rich nations. When using OLS on the full model, I find as expected that 
the energy-production dummy had an estimated negative effect on growth in the 
1980’s, even though it was not significant on conventional levels. However, and most 
important for this thesis, the FHI-coefficient was not reduced in size by incorporating 
this control. Democracy’s estimated positive effect on growth was not due to the fact 
that authoritarian countries, for example in the Middle East, faced falling oil-prices. 
 
110 I chose this absolute measure, rather than measures based on income from energy production as a share of total GDP. If 
I were to use such a measure, it would have implied problematic aspects relating to endogeneity. As Karl (1997) pointed to, 
diversification of the economy is a function of among others political institutions and these effects should be measured and 
partially related to for example type of political regime. Therefore it is better to look at absolute energy production. 
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Actually, the FHI-coefficient in this particular model increased slightly in size and 
almost became significant on a 5% level, with the p-value falling from 0,06 to 0,05 
when controlling for energy production from non-renewable resources. 
Additionally, as in the 1970’s, the Polity indicator does not seem to support an effect 
from democracy on growth in the same way as the FHI. This is not to say that one 
cannot estimate large average differences in growth between the low and high scoring 
countries on this regime-indicator. The highest Polity coefficient estimated is 0,08 in 
the full model using WB-data, and actually implies a estimated average difference 
between a -10 and a 10 country of 1,6% annual growth, when holding region, 
demographics and income level constant. This effect is however not significant 
statistically on any common level of significance. 
Summing up, there is not conclusive evidence for the proposition that democracy 
made for generally more positive growth experiences in the 1980’s. No robust 
(average) relationship between democracy and growth is found. Still, the data-
material at least makes some hints of a general, positive relationship in the decade, 
and some specific analyses provide us with significant effects from democracy. The 
estimates of the effect of democracy as measured by the FHI-variable, holding other 
variables constant, varies from a low of 0,1% extra growth for every extra unit of 
democracy in a specification of the intermediate model, to a high of almost half a 
percentage point per extra unit in the reduced model. If the last specification is most 
appropriate, the difference in growth “caused”, by a full-fledged democracy and a 
harsh dictatorship, holding income level constant, is almost 3% annually. To 
illustrate, this would imply that a “pure” democracy starting in 1980 with a GDP of 
7500$, would be estimated to catch up with an authoritarian regime with a per capita 
income level in 1980 of 10 000$111, by the end of the decade. The model is of course 
                                              
111 I have here not strictly taken into account that these countries start out with a different income level, since the 
coefficient in the regression analysis is to be interpreted as effect of FHI holding income level constant. The difference 
related to one country starting at 7500$ and one starting at 10 000$ is however practically negligible. 
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linear, and no interaction effects are estimated. This should be remembered when 
reading the numbers. 
Specifications 
The analysis is of course possible to refine somewhat. By choosing linear models like 
above, I have assumed a “universal” effect of political regime type on growth, 
independent of what level of democracy one is analyzing, and what the values of 
other variables are. This is of course only a parsimonious assumption made, which 
needs to be revised when wanting to look closer at the empirical relationship. I will 
now proceed by making the same type of specifications I did in the analysis of the 
1970’s. The reduced model is used below, if nothing else is mentioned. 
The properties of curvilinearity for the democracy effect which can be said to have 
characterized the 1970’s sample, are non-existent in the data for the 1980’s. At least, 
there is no longer any estimated inverted u-shape, as the model incorporating both a 
linear and a square term suggests that the effect of democracy is always positive on 
growth, even if it gets stronger the more authoritarian the regime becomes. The 
square term’s coefficient is negligible, something which can be induced from its p-
value of 0,65. Moreover, when looking further into the model, one understands that 
most of this effect comes from suppressing the linear coefficient, which looses its 
initial size in the second stage of a two-stage regression, where the square term is 
entered only in the second stage. Another indication that using a non-linear 
specification is superfluous is that the adjusted R2 is actually higher for the model 
incorporating only the linear term, than in the model which allows for both a linear 
and a square term. Moving away from a linear model, gives us nothing extra in terms 
of explanatory power in the 1980’s, and only complicates the interpretation. 
I further check for interaction effects, as I did in the analysis 1970’s. The positive 
growth effect of democracy in Africa was still estimated to be large (the FHI-
coefficient was -0,73), and significant on a 5% level. The Latin American group also 
had the same characteristics in this decade as in the decade before. The effect of 
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democracy was estimated to be positive, but not as large as in Africa. However, a b-
coefficient of -0,54 for the FHI is relatively sizeable, leading us to believe the average 
pure democracy would outgrow the average pure authoritarian country by 3,2% 
annually, based on a linear model. Due to the large insecurities following the low 
number of countries and thereby degrees of freedom; the result was not significantly 
different from zero on conventional levels of significance, when applying a 
hypothesis test. Interestingly, in the 1980’s democracy is estimated to have been 
beneficial for growth, controlling for income levels, also in the Middle East and 
Northern Africa. This is the case even if oil-producing countries like Saudi Arabia 
and Kuwait, authoritarian countries which had economic hardships in a decade with 
dwindling oil-prices, are not present in the PWT-sample. The FHI-coefficient of -
0,97 was even larger for this region than for Africa south of the Sahara, but only 8 
countries make up a too small sample to actually postulate that these results are not 
only a coincidence. One can of course legitimately ask what the use actually is of a 
regression analysis for such a small sample. When looking closer at the cases, the bad 
growth experiences of authoritarian Jordan and Iran have probably contributed 
strongly to the results. 
As in the 1970’s, Asian authoritarian regimes outperformed democratic counterparts. 
This effect is statistically significant on a 5% level, when controlling for differences 
in initial income level. As discussed above, the Asian authoritarian development 
model has been successful, and the continent’s experiences related to the negative 
economic effects of democracy stand in contrast to the other regions of the world in 
the 1980’s. The size of the b-coefficient was 1,06, implying that even a slight 
movement towards restricting political freedom as measured by freedom house gives 
substantial gains economically. The results are of course based on a linear model, 
without too many control variables, and a cross-country sample that incorporates 
countries as different as Pakistan, China and the Philippines. 
The interaction effect that stems from democracy having different effects on growth 
for rich and poor countries, which I evaluated for the 1970’s, is also estimated to have 
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the same sign in the 1980’s. Poorer countries were estimated to gain more by having 
democracy. The size of the interaction-effect is however much smaller in the 1980’s 
than in the 1970’s (The coefficient of the multiplicative term is 2,3*10^(-5), almost 
one third of the size in the 1970’s), even though using different samples makes it 
difficult to stringently compare the effects of two coefficients directly. The p-value 
(0,45) of the interaction coefficient makes it very clear that we can not confirm any 
hypothesis of an income-interaction effect in this decade. When controlling for 
Africa-specific effects, by adding a dummy, the coefficient almost disappeared, but 
still remained its sign. These findings do at least not support the claim that democracy 
is especially harmful for poorer countries. 
5.1.7 Democracy and growth in the 90`s 
There is perhaps extra reason to take a closer look at the relationship between 
political regime type and economic growth for the 1990’s. This decade famously 
brought democracy to many poorer countries, and the sample of democratic regimes 
exhibit a very different structure from the previous decades. Even though many 
observers are relatively skeptical towards the staying power of these new and poorer 
democracies, I dear predict that the future pool of democracies will more closely 
resemble the one from the 1990’s than from the early 1970’s. Even though some 
poorer democracies, like Gambia and Pakistan, went from democracy towards more 
authoritarian rule, some countries moved back and forth like Peru and Haiti and some 
seemed stuck at intermediate values of democracy like Russia, there are steadily new 
entrants into the club of democracies, like Ukraine and Georgia recently, and many 
poorer states stay democratic, like India and Benin after 1991. Also, the “spirit of the 
times” will probably resemble the one of the 90’s most closely in the near future, due 
to proximity in time. The “political” context of a post cold war world, and the 
economic context of a competitive and multi-polar international knowledge based 
“new economy” both took shape in the 1990’s. These considerations are important if 
the relationship under study is context dependent. The most pragmatic argument for 
focusing more extensively at the 1990’s, is that the data-availability in this decade 
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better allows us to conduct detailed analysis. First of all, more countries allows for 
more degrees of freedom in statistical analysis. Secondly, several (intermediate) 
variables are only recently collected data for. Thirdly, growth accounting type of 
exercises need long time series in order to estimate initial capital bases. Since the 
existence of data is limited to 1950 for most countries, even on the “most available” 
of variables, the already inaccurate technique of growth accounting is saved from one 
extra source of invalidity. Therefore, the 1990’s will be treated in a much more 
thorough way than the other decades, especially when it comes to checking which 
channels political regime has affected growth through. I will also deal more 
extensively with short and selective selection and highlighting of concrete national 
cases. These illustrations will illuminate the theoretical arguments in 3.0 in a better 
way, by relating those to practical empirical examples, and thereby show mechanisms 
underlying the more general relationship. I will in some cases even go outside the 
decade to illustrate relevant mechanisms. Nuances will therefore be treated much 
better here than in the earlier decades. 
The scatter plot below shows how different nations averaged on the FHI-index and 
on economic growth as measured by the PWT in the period from 1990 through 2000. 
The spread in growth rates between the best and worst performers make the scale on 
the y-axis relatively compressed visually. 
Figure 5.10: The political regime type and economic growth of nations in the 
1990’s 
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On average, as we can se from the table below, democratic countries were the fastest 
growers in the 1990’s, and this duplicates the relationship from the 1980’s. The 
observed differences are larger when using the WB-sample than when using PWT-
data, but they are in any case relatively sizeable. The semi-democratic countries, 
which as a category did so well in the 1970’s, now performed almost as bad as the 
authoritarian countries, and were outpaced by the countries with the lowest FHI-
scores. As always, the growth rates below are in per capita terms. 
Table 5.16: Growth rates in the 1990’s, by category of political regime. 
  Penn World Tables sample 1990's 
  N Average Standard deviation 
Democratic (FHI≤2,5) 55 2,1 1,7
Semi-democratic (2,5<FHI<5) 56 1,2 2,5
Authoritarian (FHI≥5) 33 1,1 4,7
  World Bank sample 1990's 
  N Average Standard deviation 
Democratic (FHI≤2,5) 43 2,3 1,5
Semi-democratic (2,5<FHI<5) 54 0,6 2,9
Authoritarian (FHI≥5) 42 0,2 4,2
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The average numbers of course cover over many nuances. As with the other decades, 
I present the best and worst performances in the “extended” 1990’s, also counting in 
2000. 
Table 5.17: The ten best performers in the 1990’s 
Rank Country 
Growth 
1990-2000 
GDP per cap 
1990(PPP) 
Average 
FHI 1990-
2000 
Change 
FHI 1990 to 
2000 
Average 
polity 1990-
2000 
1 Equatorial Guinea 13,2 1419 7,0 0,0 -5,5
2 Haiti 12,9 866 5,4 1,5 1,9
3 China 7,7 1787 6,9 -0,5 -7,0
4 Ireland 6,8 14158 1,1 0,0 10,0
5 Lebanon 6,3 3239 5,4 0,0 . 
6 St.Kitts and Nevis 6,2 7869 1,4 0,5 . 
7 Guyana 6,0 2089 2,5 -2,5 3,6
8 Vietnam 5,8 1192 7,0 0,0 -7,0
9 Singapore 5,8 17933 4,7 1,0 -2,0
10 Taiwan 5,5 10981 2,8 -1,5 6,4
 
The worst growth-performer from the 80’s, Equatorial Guinea, with a FHI rating of 
7.0 throughout the nineties grew by an average 13,2% during the decade, mostly due 
to some substantial foreign investments in the oil-sector that contributed enormously 
to the GDP numbers of this small African country with less than half a million 
inhabitants even in 2000. GDP actually rose by more than 70% in one specific year. 
One might want to overlook this special case, because of its small size and abundant 
oil reserves in per capita terms. However in relation to the discussion on property 
rights and security for investment, it is worth remembering that the character of the 
political structure and the security and stability of property rights can be determining 
the willingness of foreign investors to invest in a country. The authoritarian nature of 
the regime in Equatorial Guinea might have played a role in this respect. Haiti’s 
experiences and the measurement problems related to it were discussed in an earlier 
note in 4.1.2. China’s impressive growth in the nineties has been a topic for many an 
academic study, and the liberalizing of its economy and at the same time 
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monopolistic features of its political structure, at least on the national level112, has 
been the defining characteristics of recent and contemporary China. Democratizing 
Taiwan and still relatively authoritarian Singapore were also to be found among the 
decade’s top performers, as well as the “Celtic tiger” of Ireland, which has been the 
envy of many other Western economies in the last years. 
Table 5.18: The ten countries with the fastest dwindling GDP per capita in the 
90’s 
Rank Country 
Growth 
1990-2000
GDP per cap 
1990(PPP) 
Average 
FHI 1990-
2000 
Change 
FHI 1990 
to 2000 
Average 
polity 
1990-2000
1 Congo (Kinshasa) -8,2 572 6,3 0,5 -1,5
2 Ukraine -6,9 9900 3,5 . 6,5
3 Sierra Leone -4,6 1284 5,5 -1,0 -3,4
4 Angola -4,0 1946 6,2 -1,0 -2,5
5 Cuba -3,8 6668 7,0 0,0 -7,0
6 Burundi -3,6 828 6,5 -0,5 -2,7
7 Central African Rep -3,6 1382 4,1 -2,0 1,9
8 Comoros -3,3 2156 4,2 0,0 2,6
9 Togo -3,2 1194 5,5 -1,0 2,8
10 Nigeria -3,2 1095 5,4 -1,5 -3,6
 
The tragic experiences of the Democratic Republic of Congo, known as Zaire during 
the days of Sese Seko Mobutu, also showed up in GDP-statistics and not only in lives 
lost under civil war, that actually evolved to involve actors from many different 
central and South African nations at the end of the decade and the beginning of the 
millennium. In the World Bank data, Sierra Leone another African civil war ravaged 
country tops the dubious list with a negative average growth rate of almost 11,3%. 
Many former Soviet republics that do not have PWT-estimates, figure among the top 
ten worst performers of the decade. Tajikistan is estimated to have had the worst 
result, followed by Moldova, Turkmenistan and Georgia. None of these countries can 
be said to have had democratic regimes. When looking at the FHI, Tajikistan and 
Turkmenistan were the two most clear cut cases of autocracy. These countries’ 
                                              
112 Georg Sørensen makes the point that Chinese politics might not be as centralized and undemocratic as one often 
believes, when taking into account the structuring of politics not only at the national, but also the local level (1998:22-23). 
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experiences in the nineties of course reflect the problematic transition from a planned 
economy to a more market based economy which was troublesome for most East 
European and ex-Soviet economies in the decade after the fall of communism. 
Nevertheless, the experiences of these autocratically governed countries qualify the 
argument made by among others George Sørensen that the problem for many of these 
countries were the “dual transformation”, with attempts on liberalization both in the 
economic and political sphere, which made up the mix that gave these economies a 
hard time. Sørensen argues that in newly democratized regimes “it is quite possible 
that large groups may use their newly gained political influence to resist rapid 
economic change” (1998:55). This implies that democracy in the context of a post-
Communist economy was hampering growth. However, this is only valid if the 
counterfactual outcome would have been autocratic elites governing with the 
intention and ability to push through these difficult and “necessary” reforms. The 
empirical experiences of Tajikistan and Turkmenistan where autocrats did not in any 
sense fulfill these tasks, show that this was not necessary the case. Still, as any 
student of comparative politics would point out, the Central European Czech 
Republic, with a well educated intellectual elite, is not necessarily comparable to 
central Asian Turkmenistan, governed by the narcissist “Turkmenibashi” and his 
cronies. Therefore Sørensen’s argument might still be valid for the East European ex-
Communist countries cum democracies. Mongolia is also estimated to have been one 
of the worst performers. This relatively democratically governed country exhibited 
negative growth of almost four percent. 
* 
We need to go beyond the growth miracles and disasters also in the 1990’s. This 
decade saw more independent nations than any earlier decade, and there are also 
more countries in the different samples, allowing for more degrees of freedom in the 
statistical analyses. I have tested different models both on the PWT-sample and the 
WB-sample, as I did in the 1980’s. The results from the different analyses are found 
below in table 5.19. 
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Table 5.19: Estimated effects from democracy on growth; regression results for 
the 1990’s 
 Model 
Case
s 
Growt
h 
sampl
e 
Lagge
d 
growth 
Regime 
variable Method
Coefficien
t 
P-
value 
Significan
t on 5%-
level 
Significan
t on 1% 
level 
Full 142 PWT No 
Aggregate 
FHI OLS -0,14 0,51 No No 
Full 142 PWT No 
Aggregate 
FHI WLS -0,52 0,01 Yes Yes 
Full 129 PWT No Polity OLS -0,04 0,5 No No 
Full 109 PWT Yes 
Aggregate 
FHI OLS -0,09 0,76 No No 
Full 109 PWT Yes 
Aggregate 
FHI WLS -0,42 0,09 No No 
Full 135 WB No 
Aggregate 
FHI OLS -0,68 0,00 Yes Yes 
Full 135 WB No 
Aggregate 
FHI WLS -0,91 0,00 Yes Yes 
Full 134 WB No Polity OLS 0,08 0,17 No No 
Without region 142 PWT No 
Aggregate 
FHI OLS -0,22 0,26 No No 
Without region 142 PWT No 
Aggregate 
FHI WLS -0,54 0,00 Yes Yes 
Without region 142 PWT No 
Political 
rights FHI OLS -0,19 0,24 No No 
Without region 142 PWT No 
Civil liberties 
FHI OLS -0,22 0,33 No No 
Without region 129 PWT No Polity OLS 0,02 0,69 No No 
Without region 109 PWT Yes 
Aggregate 
FHI OLS -0,02 0,94 No No 
Without region 109 PWT Yes 
Aggregate 
FHI WLS -0,30 0,14 No No 
Without region 135 WB No 
Aggregate 
FHI OLS -0,73 0,00 Yes Yes 
Without region 135 WB No 
Aggregate 
FHI WLS -0,94 0,00 Yes Yes 
Without region 135 WB No 
Political 
rights FHI OLS -0,61 0,00 Yes Yes 
Without region 135 WB No 
Civil 
liberties FHI OLS -0,83 0,00 Yes Yes 
Without region 134 WB No Polity OLS 0,13 0,01 Yes Yes 
Without region and 
population growth 143 PWT No 
Aggregate 
FHI OLS -0,16 0,46 No No 
Without region and 
population growth 143 PWT No 
Aggregate 
FHI WLS -0,56 0,00 Yes Yes 
Without region and 
population growth 130 PWT No Polity OLS 0,03 0,62 No No 
Without region and 
population growth 109 PWT Yes 
Aggregate 
FHI OLS -0,22 0,17 No No 
Without region and 
population growth 109 PWT Yes 
Aggregate 
FHI WLS -0,41 0,03 Yes No 
Without region and 
population growth 135 WB No 
Aggregate 
FHI OLS -0,53 0,00 Yes Yes 
Without region and 
population growth 135 WB No 
Aggregate 
FHI WLS -0,76 0,00 Yes Yes 
Without region and 
population growth 134 WB No Polity OLS 0,09 0,07 No No 
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The same type of tests (although some extra were included) that led to some 
significant findings on the effect from democracy on growth in the 1980’s, gave an 
increased number of significant results when applied on samples and data drawn from 
the 1990’s. Almost half of the regression analyses conducted showed a significant 
effect from democracy on growth not only on the 5% level (13/28), but also on the 
1% level (12/28). What is most interesting for the 1990’s is that significant results 
appear once or more for most type of specifications on the different aspects. First of 
all, the hypothesis that democracy has no effect on growth can be rejected on a 1% 
level for different analyses involving both the full, intermediate and reduced models. 
Even though the reduced model seems to be the one where a significant democracy-
coefficient is easiest to find, the proportion of significant result is relatively large also 
when controlling for demographics alone, or demographics and region together. 
Further, both World Bank and PWT data in some instances give significant results, 
although the World Bank data sample is the one most likely to give significant effects 
from democracy. When looking at the countries excluded in the PWT-sample, as 
discussed in 4.1.4, it is not difficult to recognize why. However, among others some 
fast growing miniature-democracies like St.Kitts and Nevis and Cape Verde are left 
out of the World Bank sample. This could possibly lead to a downward bias on the 
effect from democracy also in this sample, if one argues that the relevant universe is 
all countries in the world. There are also significant results both for the WLS and 
OLS-procedures, even though the proportion is substantially higher among WLS-
analyses. The believed reason will be discussed more in depth later, but one factor is 
probably a couple of high-growing authoritarian regimes, Haiti and Equatorial 
Guinea. These “outliers” are weighted less in the WLS-procedure. There are also 
significant findings both for lagged and non-lagged growth-series, although only one 
model shows a significant finding for the former specification. Interestingly, one 
analysis actually finds the Polity indicator significant on a 1% level, when using the 
WB-sample. As we remember from the analysis of earlier decades, this indicator 
could not support any significant findings as a democracy-indicator, whereas the 
FHI-could. However, it should be noted that most analysis using the Polity-indicator 
  307
can not reject the null-hypothesis that political regime type does not matter for 
economic growth on a 5% level. 
It should be noted that the majority of specifications of combinations of sample, 
model, existence of lag, democracy-indicator and method, which are selected and 
analyzed above, does not lead to a rejection of a “regime type having no effect”-
hypothesis on a 5% level. Therefore the evidence of democracy’s effect as a 
generalized average in the 1990’s is mixed and the economic virtue of “political 
freedom” can not be stringently established as a robust finding, independent of 
methodological choices. 
Even if this is the case, I can not help but notice that all 28 analyses above estimate a 
positive effect from democracy. The span in estimates is however incredibly large. 
One OLS- analyses of the PWT-sample with lagged growth series, shows a FHI-
coefficient of -0,02, when using the intermediate model. Another analysis using the 
intermediate model, but applied on the WB-sample gives a FHI-coefficient of -0,94! 
The estimated total effect of having a “perfect” democracy when compared to the 
most rampant authoritarian regime with a 7-score, holding income level and 
demographics constant, therefore ranges from 0,1% annually to 5,6%! A difference in 
growth records of 5,6%, needless to say, makes a world of difference in development. 
A country half as rich as another country will catch up in only 12,5 years if growing 
this much faster. This particular coefficient is however the largest found in the whole 
study, and therefore probably not representative, although several other estimates 
relying on WB-numbers for the 1990’s come close, as can be seen from the table 
above. 
Extending the samples 
We have throughout the above analysis seen the effects of a changing sample. 
General uncertainty and unsystematic selection can be a factor behind the 
divergences. The discussion of sample-biases in 4.1.4 also points to the possibility of 
sample-selection not only being prone to unsystematic selection, but also rather 
  308
systematic selection tendencies. I will here perform a stunt in order to check out the 
most extensive sample possible, which is a methodologically dubious operation. I 
post a large warning sign before the results that will appear from the coming analysis, 
and those who might consider it a cardinal crime against methodological stringency is 
almost advised to skip the following couple of pages. As we have seen, several 
countries are left out of the WB-dataset, which are included in the PWT-growth set, 
and vice versa. I will now use the PWT-numbers of those countries excluded in the 
WB-set in an “extended analysis” of the WB-data, and I will also apply WB-numbers 
for those countries left out in the PWT-set for an analysis of the extended PWT-data. 
This allows me to use the most extensive sample of countries probably used in any 
study of the relationship between political regime and economic growth, which is a 
big plus if one wants to draw generalizations about how democracy on average 
affects economic growth, at least in the 1990’s. Secondly, this will also allow us to 
say something more precise about the extent to which particular measurement 
methods when it comes to GDP-growth affects the results, and therefore something 
about the robustness of the relationship. When comparing the WB and PWT analyses, 
there can initially be two sources of differences. First of all, pure data-measurements 
can differ. Secondly, the samples differ, and this will probably also affect the results. 
The last effect will now be taken away. We could alternatively have performed 
analysis of “reduced” samples to compare measurement related issues, including only 
those countries which have data on both indicators. I will however analyze the 
extended data set only.  
A total of 156 were now eligible in the two samples. The mean growth rate in the 
extended PWT-sample is 1,29%, and it is 1,25% in the WB-sample. Of the countries 
with more than a million people existing in the 1990’s (East Timor is not counted!) 
there were only nine countries left which did not have growth numbers for the 
1990’s, or lacked values on one or more control variables. Most of these countries 
were among the most authoritarian in the world. These countries were Afghanistan, 
Bosnia-Herzegovina, Iraq, Myanmar (Burma), Mongolia, North Korea, Libya, 
Somalia and the United Arab Emirates. Might I dear suggest that including these 
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countries in the analysis would not have made the results better for authoritarian 
countries, based on superficial knowledge of the economic performances of most of 
these countries in the 1990’s? My guess is that if these countries were to have growth 
numbers for the decade, this would have strengthened the case for democracy’s 
superior growth effects when inferred from statistical analyses. There is still a 
selection bias to the sample to be reckoned with. To be fair, there are however 
smaller countries with population under a million like Djibouti, Bahamas and many 
Pacific island states that are not assigned growth numbers as well.  
The population levels and growth rates, and probably more troublesome the GDP-
levels of the different countries also had to be fitted into the extended samples in the 
same way the growth levels were. The GDP-levels differ more from sample to sample 
than the growth rates, because of as discussed earlier, the WB and PWT use different 
type of price bases. Whereas PWT divides the nominal GDP with its PPP-index, the 
WB uses an approach that adjusts the real GDP by looking at the exchange rates. I do 
not however think these differences related to the particular control variable of 
income level will make any contribution to strong biases in the results. Poor countries 
are still relatively poor, and it will probably not strongly influence the analysis of 
democracy’s effect on growth whether we use the exchange rate approach or the PPP 
approach. The latter tends to make poor countries be estimated as richer because of 
relatively low price levels of goods and services within the country.  
Table 5.20: Analysis of the extended PWT-sample 
Model Method 
FHI-
coefficient P-value 
Significant on 
5% level 
Significant on 
1% level 
Full OLS -0,26 0,24 No No 
Full WLS -0,64 0,00 Yes Yes 
Intermediate OLS -0,27 0,19 No No 
Intermediate WLS -0,62               0,00 Yes Yes 
Reduced OLS -0,23 0,22 No No 
Reduced WLS -0,55               0,00 Yes Yes 
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Table 5.21 Analysis of the extended WB-sample 
Model Method 
FHI-
coefficient  
Significant on 
5% level 
Significant on 
1% level 
Full OLS -0,49 0,00 Yes Yes 
Full WLS -0,73               0,00 Yes Yes 
Intermediate OLS -0,53               0,00 Yes Yes 
Intermediate WLS -0,79               0,00 Yes Yes 
Reduced OLS -0,39 0,03 Yes No 
Reduced WLS -0,66               0,00 Yes Yes 
 
These extended samples show very strong results in favor of democracy when using 
WLS-analysis generally and when using the extended WB-data. As elsewhere, I have 
not reported the results of hypothesis-tests on a stronger level of significance than 
1%, but as other places in the thesis, there were examples of results passing tests even 
on a 0,01% level. One example was the FHI-coefficient in the intermediate model, 
using WLS on the extended WB-sample. OLS-analysis for the extended PWT-sample 
does not however find statistically significant effects of democracy on growth on 
conventional levels of significance. In general the analysis of the 156-country large 
samples look very convincing for the case of democracy’s ability to enhance growth, 
but the relationship is not totally robust. More specifically the result does not hold 
independent of differences stemming from differently calculated GDP-growth and 
differences in GDP-levels as a control variable. One suggestion might be that my 
average numbers in the PWT-data might be systematically skewed. I have as noted 
earlier, conducted my calculations of average growth on all countries with data for 
more than seven years in the decade, in order to expand the sample. This will be 
crucial in order to include for example ex-Soviet countries lacking growth rates in the 
PWT from before 1992. In the analysis of the concrete region, I will discuss why 
results are probably skewed because of this. Another example is Haiti, which I earlier 
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have pointed to receives an artificially high growth rate measured in the decade. 
Measurement is cut off before the political turbulence in the country at the end of the 
decade. Below I will try to go even closer into this problem.  
These methodological exercises might seem unnecessary, but I hold that they are 
important because they are crucial in order to determine whether relationships are 
driven by methodological particularities and deficiencies, and possibly sorting these 
out in order to evaluate the average relationship under scrutiny better. 
Improved PWT-estimates on a reduced sample 
As we saw above, many of the model specifications gave significant results, not only 
for World Bank numbers, but also for Penn World Tables data. As I noted above, 
there is however one methodological problem by using the numbers as I have 
calculated them. I applied a rule of accepting countries that had estimated growth 
rates over 7 or more years in the decade. The problem with this approach is that the 
uncertainty increases drastically, since a time span of minimum seven years allows 
for annual happenings and movements in the business cycle to influence the growth 
rates. Secondly, if there are systematic biases, for example that authoritarian countries 
do not report bad years, then the analysis will be skewed. I will now double-check the 
PWT results, by using a sample where growth can be calculated over the whole 
decade for the different countries. The countries allowed in the analysis are now 
reduced from 142 (143 in the reduced model) with the old calculation method to 114 
now. I check the three different models by OLS- and WLS-regression. The results are 
presented in table 5.22 below. 
Table 5.22 The reduced but methodologically better grounded PWT-sample: 
The b-coefficient of FHI on growth in different models 
Model Method Cases 
b-
coefficient p-value 
significant 
5%level 
significant 
1%level 
Full OLS 114 -0,30 0,15 No No 
Full WLS 114 -0,60 0,01 Yes Yes 
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Intermediate OLS 114 -0,32 0,09 No No 
Intermediate WLS 114 -0,57 0,00 Yes Yes 
Reduced OLS 114 -0,24 0,21 No No 
Reduced WLS 114 -0,47 0,01 Yes Yes 
 
The results are qualitatively unchanged with the change in calculation method and 
sample. Like above, all the OLS-regressions show negative coefficients that are 
insignificant on a 5% level, but relatively large in size. And, as above, all the WLS-
regressions are found to be significant, even on a 1%level, with very high 
coefficients. These coefficients imply about half a percentage point increase in 
growth when democracy increases by one FHI-unit, all relevant variables held 
constant. This means on average that a full-fledged democracy will grow 3% faster 
than an authoritarian regime with a 7-score, if they are equal on all the control 
variables, given the validity of these analyses. As noted in the methodology chapter, 
there are interpretational problems with the WLS-approach, since it does not give the 
same weight in estimation to the extreme cases. One such case in the 90’s was as 
mentioned small, authoritarian and fast-growing Equatorial Guinea. If these extreme 
growth experiences are partly driven by their regime, then an OLS will be more 
suitable. However, if the happenings in Equatorial Guinea and other “extreme cases” 
are freak events that have nothing to do with regime type, then the WLS is better. The 
case of Equatorial Guinea, it can be argued, is dubious to include, as I earlier 
discussed. I take away this country from the analysis, and look at what happens to the 
OLS-results: The reduced model’s FHI-coefficient now has a p-value of 0,03, and is 
suddenly significant on a 5% level. The intermediate model and the full model are 
now both having significant FHI-coefficients on a 1% level, where the size of the 
coefficients are above 0,5 in both instances. If Equatorial Guinea were to disappear 
from the earth’s surface, or be one of the many authoritarian countries not measured 
by PWT, then the statistical evidence in favour of democracy when it comes to 
producing superior economic performance in the 1990’s would be looking very 
strong. Whether we can do such an operation is a question almost equivalent whether 
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we should apply the WLS-weighting procedure and thereby mitigate the effect of 
extreme observations. Both the direct control and the WLS give strong statistical 
results in favour of democracy. Democracy is also estimated to affect growth 
positively with an inclusive OLS-analysis, but the result does not pass a statistical 
hypothesis test. 
Exit universalism: Region specific analysis with selected illustrative cases, and other 
specified analyses 
When the global sample is divided into regions, which are then analyzed separately, 
we are allowed to “move closer to the ground”, easing the task of keeping track of all 
the data in one analysis, and thereby helping interpretation. It is also important to 
check out whether specific factors drive the relationship between regime type and 
growth within each region. There are substantial reasons to suspect that there existed 
such factors in the 1990’s. A “democracy is not a democracy” regardless of the social 
context in which it is situated. Specific structures connected to political culture, state 
history and regional spill over effects in the economic and political sphere might 
affect the shaping and effectiveness of a political regime, even when holding the 
degree of popular control over political decision making as such constant. This point 
is even more important when it comes to the authoritarian regime types. As I 
discussed particularly in argument XX), an authoritarian regime’s characteristics and 
the type of policies it will conduct is highly dependent upon the capabilities of the 
decision makers in charge, and these decision makers might have been selected 
differently in different contexts due to historical and institutional factors. As Clague 
et al. (2003) points out, different social contexts will also supply the relevant regimes 
with specific incentives regarding which economic policies to conduct. I have earlier 
argued that the differences in economic growth related to type of authoritarian regime 
might be even bigger than the differences related to presence versus absence of 
popular rule over collective decision making. The student of African politics knows 
very well of the characteristics of the “neo-patrimonial” regime, with its adjacent 
development inhibiting characteristics. As discussed in 4.1.2, Chabal and Daloz’ 
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(1999) main point is that due to the structuring of African politics and society in 
general, rulers actually have a personal interest in inhibiting development. In this 
sense “Africa Works”, although after its own distinguishable political logic. The 
comparison of characteristics between the “typical Latin American military regime” 
and the “East Asian developmental one-party regime”, would also suggest that there 
are big differences in characteristics. These are of course theoretical ideal types, and I 
cannot make full justice neither to the theorizing of the ideal types conducted by area-
specialists, nor the varieties of regime-characteristics within each region. But taking 
these considerations seriously, suggest that the relationship between democracy and 
growth might vary spatially. These considerations will now be tested, region by 
region on data from the 1990’s. 
In the analysis conducted below, the PWT-data113 will be used if nothing else is 
suggested. The growth series will not be lagged, and if no further specifications are 
made, OLS and not WLS is applied. 
Africa south of the Sahara 
As can be seen from the table below, the estimated b-coefficient of the FHI is 
negative in the 1990’s, as it was in the two earlier decades. However, an OLS 
analysis did not give a significant coefficient on a 5% level for any of the models. 
The sizes of the coefficients are relatively large in size, implying about an estimated 
extra growth of half a percentage annually for an extra unit of democracy. 
5.23: The regression coefficient of average FHI on economic growth in Africa 
south of the Sahara 
 
                                              
113 I have now moved back to the most often used sample, namely that which includes countries with data for more than 
seven years in the “extended” decade. 
 Model Cases b-coefficient p-value 
Without 
demographic 
controls 40 -0,58 0,21 
Full 39 -0,34 0,46 
 
Figure 5.11: Average FHI and growth in the region during the 90’s 
1,00 2,00 3,00 4,00 5,00 6,00 7,00
Average aggregated score FHI in decade
-10,00
-5,00
0,00
5,00
10,00
15,00
pe
r c
ap
 G
D
P,
 n
b:
 S
om
e 
co
un
tr
ie
s 
ha
ve
 d
iff
er
en
t 
st
ar
t a
nd
 e
nd
po
in
ts
 fo
r s
er
ie
s
Angola
Benin
Botswana
Burkina Faso
Cameroon
Cape Verde
Central African Repu
Chad
Comoros
Congo (Brazzaville)
Congo (Kinshasa)
Equatorial Guinea
Ethiopia
Gabon
Ghana
Guinea-Bissau
Kenya
Lesotho
Malawi
Mali
Mauritius
Namibia Niger
Nigeria
Rwanda
Sierra Leone
South Africa
Togo
Uganda
Zimbabwe
Average aggregate FHI and economic growth in the 1990's
R Sq Linear = 0,067
 
I then chose to exclude the small country with the enormously high average growth in 
the decade, mainly due to one year of above 70% growth because of foreign 
investments in oil-installations, namely Equatorial Guinea. Using the full model, the 
b-coefficient changed from  -0,34 to -1,07, showing how sensitive the statistical 
analysis actually is to small changes like keeping one nation out of the sample. The p-
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value for FHI in Africa is now actually 0,002, making democracy significantly 
beneficial for growth on the “Dark Continent” on a 1% level, using the full model. 
Changing the value of the FHI by one, in authoritarian direction, actually reduces the 
predicted value of growth with more than a percentage point. The total difference in 
predicted value is then more than six percentage points between the most democratic 
and most authoritarian regimes. The results are even stronger for the medium model, 
not controlling for demographic factors, with a b-coefficient of -1,24. 
Africa experienced numerous civil wars and even what some have labelled “state 
collapses” in the decade. Earlier I discussed how Freedom House tended to give these 
countries a high score on the FHI. There are reasons to believe that these 
particularities of measurement, although I find the operations made by Freedom 
House to be well-founded, might influence results. When controlling for the extreme 
cases of countries experiencing anarchy and foreign invasion by taking them away 
from the analysis, the democracy indicator is still significant on a 5% level, and 
almost significant on a 1% level with a p-value of 0,012. Eight countries were 
excluded in this analysis. Democracy was conducive to growth in Africa even when 
leaving out countries experiencing anarchy. 
When looking at the data for Africa, not only for the 1990’s but also for the wider 
period, one striking feature is the extremely bad performances of the most 
authoritarian regimes. The discussion on power concentration, elite-enrichment and 
the unchecked power to perform disastrous policies development-wise have been 
much discussed already, and I will here in stead focus on some other African 
examples. Democracy has not meant an automatic explosion of prosperity in Africa, 
even if it seems to secure against the more disastrous performances experienced by 
authoritarian countries. The hopes were high for South Africa after the fall of 
apartheid, both regarding a more equal and just society economically as well as 
politically. There were also general optimism relating to the macro economy as a 
whole, with South Africa possibly turning into a true regional powerhouse both in 
political terms, but also exploiting the opportunities of thriving as an economic 
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locomotive for the countries of the region within SADC, the free trade area South 
Africa was allowed to take part in after the demise of apartheid. The democratization 
measures did not however spur general economic growth, and the average growth 
rate for the 1990’s was a dismal -0,3%. The role of South African big business has 
however become increasingly important in the region in such areas as for example 
brewing, grocery trade and finance (Simon, 2000:7-15), even though some sectors 
like textile industry has faced fierce competition in a global market where Asian 
countries with lower labor costs have been successful. Recently, the economy has 
been growing at a decent rate of 3-4% according to the World Bank’s data. The 
highly politically competent organization of ANC did not however lead the country 
onto the path of economic development many had hoped for. Unemployment and 
poverty are still two economic evils that plague this economy, which is still 
characterized by large economic inequalities. The Gini-coefficient for the country has 
been estimated from the World Bank to be an extremely high 0,58, making it the 
eighth most unequal country (when it comes to income distribution) in a sample of 
123 countries. The secondary school enrolment ratio was still at the beginning of the 
millennium lingering just above 60% as well. In arguments X) and XI), I argued that 
general equality, by reducing poverty and allowing for real meritocracy could be 
beneficial for developing countries, in addition to an effect on economic growth from 
a high level of human capital. Moreover, I argued that democracy would have a 
tendency to increase this general equality and human capital because of the 
distribution of political power and pressures through the electoral mechanism. One 
can perhaps argue that one reason South Africa failed to develop quickly, was that 
political equality was not followed by the securing of economic opportunities by 
decreasing widespread inequality and poverty. The failure to take the AIDS-
pandemic seriously is another example that the new South African regime did not 
handle all societal issues adequately, and this will also have economic repercussions 
(If the workforce is dying of AIDS, and children are growing up without parents, you 
will have a harder time bringing economic development. See Jeffrey Sachs (2005) for 
a good analysis of the negative effects of disease).  
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Transforming economies generally have a whole different time-dimension related to 
it than transforming political regime types . More specifically, it is a far more slow-
going process, involving changing deep-seated structures in society. If the South 
African regime will secure the conditions that can secure equality and human capital 
conditions probably necessary in order to spark further sustained development 
remains to be seen. Nevertheless, even if the situation looked bad in 2000, on some 
accounts it looked worse in 1990 (The secondary school enrolment rate was then just 
51% (1991)). Even when looking closer at the GDP-statistics, the aggregate fall over 
the 1990’s could be attributed to the first five years of the decade, with GDP at least 
not falling from 1995 to 2000. Improvements have maybe taken place, but they have 
come along slowly. It remains to see if South Africa with the most recent economic 
growth will experience positive development spirals, or positive cycles of what 
Gunnar Myrdal (1957) would have called “cumulative causation”, where economic 
growth can bring a reduction in poverty and unemployment and give better education 
opportunities for the young, which again will contribute to further economic growth. 
If the ANC-government assists with decent policy-making, this should be attainable. 
Uganda was one of the faster growing economies in Africa over the last decade 
before 2000. The government of Yoweri Museveni has by some western donor 
countries been held up as a development poster-child, where decent government has 
contributed to everything from macroeconomic growth to containing the AIDS-
pandemic in that country (Hauser, 1999). One has to remember that Uganda is 
growing from a much lower base than most other countries, having been ravaged by 
civil war and dictators almost looking dedicated to destroy the economy for most of 
its post-colonial period. Idi Amin for example famously expelled Ugandans of Indian 
heritage, which were also largely synonymous with the trading and entrepreneurial 
classes of the economy at the time. The present President, Museveni (1995) was cited 
in the theoretical chapter on his conviction that multi-party democracy would be 
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destructive to his country by destabilizing a historically war-prone114 and divided 
country. Some of the argumentation remind strongly of the former Singaporean 
Prime Minister Lee Kuan Yew’s arguments of why “divisive” multi-party democracy 
is unfit in the Asian context. The experience of Uganda in the 1990’s suggest that the 
possibility of a developmentally oriented  and successful authoritarian regime is not 
restricted to Lee’s Asia, even if one has to put the Ugandan experience in perspective. 
The World Bank asks the following question in a report: “What explains this success 
in this small, landlocked East African country, in a region mired by armed conflict 
and economic stagnation?” (World Bank, 2004:5). The answer is thereafter provided: 
“Several factors stand out: strong and single-minded political leadership, supported 
by capable, committed and trusted bureaucrats in key ministries and by pragmatic 
external donors who were prepared to engage with the government at the working 
level” (World Bank, 2004:5). 
As the World Bank notes, the economy is still extremely reliant upon foreign aid, and 
even more important when discussing Uganda’s performance: It is still dirt poor 
comparatively. The country had a GDP of 941 PPP adjusted dollars per capita in 
2000, just a fraction above the likes of Niger, Zambia, Rwanda and Chad, and 
actually lower than both Mozambique and Burkina Faso. The Ugandan economy 
added 27% to its total in per capita terms during the decade, but measured in dollars 
the amount was 240$, not much by western standards. However, the wealth increase 
was surely welcomed by Ugandans. 
Asia 
In Asia, as in the two decades before, there was a significant (on a 5% level) positive 
effect estimated by OLS, from authoritarian rule on economic growth. Even when 
controlling for demographics and income level this held true. The estimated effect of 
one unit increase in the FHI was a growth increase in the range of 0,7 to 0,8% 
                                              
114 Uganda is not presently a country free of war activities either. Even if most parts of the country are now calm and 
stable, there are still fighting going on in the north of the country, where government troops are fighting the “Lord’s 
Resistance Army”, and thousands of people live in refugee camps. 
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annually. This confirms the specific characteristic of this region, that authoritarian 
regimes have outgrown democracies consistently over the three latter decades. This is 
an important empirical fact, and should probably be emphasized just due to the sheer 
size of the continents population. The relationship holds even if two of the “Tigers”, 
South Korea and Taiwan, have seen substantial democratization of their political 
systems in the late 80’s and early 90’s respectively. The two authoritarian regimes 
which grew most in the 1990’s, Vietnam and especially China, were among the most 
populous of the Asian countries. China’s growth experience is of course well known, 
as the world’s most populous country has recently grown in double digits, while at  
the same time having a politically authoritarian regime which clearly intends to create 
their country into an economic powerhouse. Vietnam is probably less well known 
from media, but the country grew rapidly in the 1990’s. In the five year period from 
1992 to 1997, the average per capita growth rate was 8,5% according to PWT data. 
Vietnam, as China, has benefited from relatively low labor costs, and has as China 
attracted foreign capital and developed industrial production in certain sectors like 
textile and shoe production. The shoe-industry in Vietnam has been successful 
enough to make EU recently impose sanctions on it, in order to protect European 
jobs. Some areas in the country where the economy is “internationalized”, like Ho 
Chi Minh City, were according to one observer in the (early) nineties characterized 
by a “boom-town atmosphere” (Womack, 1996:74) 
Table 5.24: The regression coefficient of average FHI on economic growth in 
Asia 
Model Cases b-coefficient p-value 
Without 
demographic 
controls 16 0,82 0,02 
Full 16 0,71 0,03 
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The consistent superiority of Asian authoritarian countries over different decades is 
striking. However, we have to remember the discussion in 4.1.4 on the selection bias 
of the samples used. The two authoritarian regimes with probably the worst growth 
rates in the decade, Myanmar, ruled by officers from the Military, and North Korea, 
ruled by Kim Jong Il, do not possess data, even in the WB-sample. What would the 
estimated effect of authoritarianism have been if these regimes were included? They 
are, based on superficial knowledge of the countries’ structures of politics and 
economies, not conforming to the Asian developmentalist model outlined in 5.1.2. 
These economies are more likely to have faced contractions than growth in the 
1990’s, with for example North Korea experiencing hunger and mass-starvation. I 
assign these countries with a very hypothetical 0 in growth in GDP per capita, in 
order to see how the results of the analysis would have been influenced. I also assign 
them hypothetical values on the “GDP-level in 1990” variable of 1500$ per capita, 
slightly above for example Cambodia’s value. The regression coefficient for the 
reduced model now fell from 0,82 to 0,26 with the inclusion of the two countries, and 
the coefficient was of course now far from significant on any conventional level. This 
analysis is only hypothetical and should not be considered as evidence for anything 
else than that the selection bias effect in 4.1.4 might have substantial impact, for 
example in the analysis of regime types and growth in Asia. 
Figure 5.12: Average FHI and growth in the region during the 90’s 
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India, with its proud tradition of parliamentary elections, is often reckoned as a case 
of “low-income democracy”. Democratic rule was only clearly interrupted by the 
martial law measures taken by Indira Gandhi in 1975. India grew slowly in the 
1970’s and the 1980’s, leading to such conceptual innovations as “the Hindu growth 
rate” (Rodrik and Subramanian, 2004). The Indian growth rate has also been taken as 
partial evidence that authoritarian regimes fare better than democracies, relating the 
lack of economic development to messy parliamentary politics, and lack of long term 
economic planning. Comparing the two most populous countries in the world, 
authoritarian China and democratic India has almost become an academic sport. 
Georg Sørensen (1998:69-76) among others makes such a comparison, and suggests 
the divergent growth rates reflect the potential benefits of authoritarian 
developmentalist regimes compared to certain types of democracy. Even the Indian 
Prime Minister himself has suggested that China is “more focused than India, as a 
democracy, can afford to be”; when it comes to driving economic growth-enhancing 
policies (Manmohan Singh quoted in The Economist (2005)). If taking comparative 
method seriously, one should however be aware of making easy inferences from such 
a study. The India-China study is far from a MSDO-study (Most Similar Different 
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Outcome). Not only political regime is differing between the countries, but a host of 
other factors as well, such as religion, existence of a colonial history and the 
historical existence of a relatively centralized state structure. This does not mean that 
the traits of their different political regimes haven’t mattered of course, but only that 
one should be very careful when making the types of inferences described above. 
There are however two points that anyway reduce the significance of such a 
comparison when it comes to claiming the superiority of authoritarian modes of 
governing. First of all, the FHI of India indicates that even though democratic 
elections exist, there is far from perfect “popular control over collective decision 
making” in the country. The average FHI score was actually 3,2 for the 1990’s, 
making India a kind of semi-democracy. The country fared particularly ill on civil 
liberties. It must be said however that the average in the two earlier decades were 
lower, close to 2,5, indicating a recent slide into more authoritarian ways for the 
country politically. The other point is that India has not performed as badly as has 
been earlier suggested, especially in the latter years. Driven by growth in the service 
sector, famously in such areas as software-design and telecommunications services, 
India has almost become synonymous with the term “outsourcing” in later years. Of 
course, the economy has in GDP-terms first “taken off” lately, but a study by Rodrik 
and Subramanian (2004) claims that the roots of this success are to find in the 
structural policies conducted back in the early 1980’s. Even if not growing as fast as 
China (which countries have?), India showed a relatively decent growth rate for the 
1990’s of 3,9% annual GDP per capita increase. 
Latin America 
Even if not as bad for many of the bigger countries as the 1980’s, the 1990’s was not 
a period of glory either for most Latin American economies. Some small islands in 
the Caribbean did well, Argentina rebounded somewhat from the dismal decade 
before, and Chile continued its good pattern of growth. Other countries like Cuba and 
Nicaragua had bad decades. 
 Table 5.25: The regression coefficient of average FHI on economic growth in 
Latin America 
Model Cases b-coefficient p-value 
Without 
demographic 
controls 30 -0,32 0,46 
Full 30 -0,30 0,49 
 
Even though relatively large, with an expected decrease of 0,3% growth per year for 
every unit increase in the FHI, the coefficients are far from significant. Democracy 
was estimated to be growth-enhancing in the region during the decade. The size of 
the estimated effect was however not big enough to claim that it could not have been 
a result of mere chance. 
Figure 5.13: Average FHI and growth in the region during the 90’s 
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Leaving out Haiti from the regression, changes the b-coefficient to -0,97 and this 
coefficient with a p-value of 0,001 is now significant on a 1% level in the full model. 
In the model without demographic controls, the b-coefficient is now -0,98, and still 
significant on a 1% level. As in the case of Africa, this shows how responsive the 
results are to these types of specifications. When adjusting for the Haitian numbers, 
which are believed to in large part be driven by my delineation of the times-series and 
are suggested by World Bank data to have been -2,9 rather than +12,9 (!), democracy 
was now found to be significantly beneficial for economic growth in the 1990’s also 
in Latin America. 
The case of Cuba can be a good illustration of what I have jointly referred to as the 
international factors, described in arguments XVII) and XVIII), and these arguments 
possible increasing relevance in the post-Communist world order. After the fall of the 
Communist regimes in Eastern Europe and especially the Soviet Union, Cuba found 
itself internationally isolated (This was before the new hey-days of Bolivarian 
revolution in Venezuela, because of which Cuba has found a new “friend” in Hugo 
Chavez’ regime, and also a supplier of extremely cheap oil). This also had economic 
repercussions, since these events meant the away fall of major trading partner, as well 
as assisters in technological development. Export opportunities of sugar to artificially 
high guaranteed prices were for example now a thing of the past. Cuban GDP per 
capita dwindled by almost 4% annually on average during the decade. Staying 
authoritarian, and continuing to suppress political rights and civil liberties, did not 
help Cuba gain friends, at least among the biggest trading blocks in the world. Would 
Cuba if counterfactually democratizing, pick up its economic growth rate in the post-
communist world by boosting trade, even if it were hypothetically to keep its strict 
microeconomic regulations115. Even if we can question whether it is really the 
 
115 The Castro-regime did make some rather unorthodox attempts on reform in the early nineties. Most known is probably 
the legalization of the dollar in 1993, which allowed for a “dual-economy”. One part of the economy, “the traditional 
socialist part” (Hamilton,2002:25), which encompassed most industry, transportation and services such as financial 
services, and a “dollar-based economy” covered tourism and related industries as well as some major state-owned 
enterprises which operated in export markets. The first economy was still driven mainly by central planning instruments, 
where planners allocated for example inputs and investment capital to different sectors and enterprises, whereas the dollar-
economy was relatively market-based. This situation lead to some economic phenomena possibly not wanted from a socio-
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regime’s authoritarian characteristics per se that actually makes Cuba a subject of 
US’ sanctions. This is a long debate in itself, but I note that the authoritarian 
characteristics of the regime at least make it easier for the US government to 
legitimate the continuation of sanctions, both domestically and to a lesser extent in 
international debate. However, the EU, which generally has not been as harsh 
towards the Castro-regime as the US, in 2003 introduced some minor economic 
sanctions towards Cuba, explicitly as a direct response to the jailing of 75 
democracy-activists (Voanews, 2003). International factors might help explain at 
least some of the reason why Cuba, as a country ruled by a regime that does not hold 
elections and suppress civil liberties, grew badly in the 1990’s. 
As been stressed many times already, democracy is no direct blueprint for economic 
development, regardless of other matters. Necessary relationships are hard to come 
by in the social sciences, and the one under study here is no exception. Another 
Caribbean island-nation can illustrate this point. Jamaica is a case of an economically 
stagnating democracy, and it continued to be so in the 1990’s. The Jamaican FHI-
numbers have been fairly constant over the period from 1972 to 1990 around a 2-
score, which means it has according to this index been a fairly democratic country. 
The country’s real GDP per capita was however actually lower in 2000 (about 3600$) 
than it was in 1970 (about 3900$), and the 1990’s was a period of especially bad 
economic growth for this Caribbean Island. The reason(s) why democracy has failed 
to trigger economic development in Jamaica is a very interesting object for future 
case-study, but I might here on very superficial grounds suggest one reason 
connected to the “Huntingtonian” argument I). Jamaica is commonly known to be a 
violence-plagued society, and exhibits one of the highest murder rates in the world. 
Violence is actually estimated to be the major cause of death on the island (Freedom 
House, 2002f:3). The capital Kingston is notoriously known to be under influence of 
economic viewpoint, with “[M]any highly qualified people working as taxi-drivers, bartenders and waiters because of the 
opportunity for obtaining dollars and the higher standard of living they offer” (Hamilton, 2002:26). Freedom House also 
suggests that the dual economy has lead to heightening social tensions since “the minority with access to dollars from 
abroad or through the tourist industry has emerged a new moneyed class, and the majority without access has become 
increasingly desperate” (Freedom House, 2005b:1). 
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large gangs, often with different political connections (Freedom House, 2002f:1). 
Drug-trafficking, connected to Jamaica’s position as a transit location for cocaine 
coming from the large producers of South America, especially Colombia, going to 
the huge market of the United States, is also characterizing the country. Might 
democracy’s obvious failure to bring development in Jamaica be connected to a lack 
of capacity (or will) to bring certainty, stability and “order” as Huntington (1968) 
expressed it into a relatively poor society by reducing violence and crime? 
Huntington himself at the time described Jamaica as a country where “party 
competition provided the means for accommodating new groups within the political 
system with little violence and virtually no disruption of orderly political processes” 
(1968:457). If my abovementioned hint is to be considered a general argument in 
favour of an authoritarian regime’s development capacities, it is not only dependent 
upon the characteristics of the current Jamaican regime, but also upon assumptions on 
which type of authoritarian regime would have counterfactually emerged, and how it 
would have handled these pressing issues. If we are to check whether A is better than 
B, then we can not answer the question by thinking about the performance of B only. 
Eastern Europe116 and the former Soviet republics 
From table 5.26, we see that democracy was estimated to contribute to economic 
growth in the countries which had a relatively special decade by all standards. With 
the collapse of the communist block which had for many years represented a 
distinguishable alternative to the “Western capitalist model”, and the dissolution of its 
biggest state, came a new era. Most of the states actually entered the decade as 
independent nations for the first time, and is therefore first analyzed in this chapter. 
The countries went through transition not only politically, but also most often in their 
economic structures, experiencing a “dual transition”. Democracies seemed to have 
fared a little better, but based on these data, it could well be a matter of chance. The 
                                              
116 I am perfectly aware of both the geographical and historical arguments in favor of, as well as the eagerness with which 
for example Czechs and Hungarians argue for their respective countries being called Central European. I will however 
when referring to the whole group of countries, even in the analysis of the 1990’s of simplicity and consistency reasons, 
stick with the cold war-labeling of these nations. 
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data and the sample are however for this continent plagued by some large 
methodological problems dealt with below 
Table 5.26: The regression coefficient of average FHI on economic growth in 
Eastern Europe and ex-Soviet 
Model Cases b-coefficient p-value 
Without 
demographic 
controls 18 -0,40 0,50 
Full 18 -0,22 0,73 
 
The drawn in correlation line in the figure below is actually upwards sloping 
indicating authoritarian regimes on average did better, contrasted to the negative FHI-
coefficient seen in the table above. This discrepancy is however the result of the 
figure not controlling for other variables, like GDP-level and demographic factors 
Figure 5.14: Average FHI and growth in the region during the 90’s 
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Many of the countries in this sample, especially the ex-Soviet countries have GDP-
series that start after 1990, and thereby have reduced growth series which just allow 
them to have average numbers calculated for the decade. The decade was of course a 
very special one for most of these countries with the dramatic collapse of the “Second 
World” and the economic and political transitions these countries then had to go 
through. Some countries like Estonia and Kazakhstan look to have fared better than 
others, like Ukraine, based on these numbers. The data are of course plagued by the 
fact that they do not capture the initial loss of GDP with the collapse of the Soviet 
Union, in this period. This loss is anyway hard to measure, since Soviet GDP-
statistics as mentioned are doubted by many. The World Bank has estimated growth 
for the whole period, and the bank also allows more countries into their sample. 
These were mostly slow-growing authoritarian regimes in Central Asia. Both of these 
above mentioned factors can probably tilt the results found in my PWT-sample.  
The WB numbers actually, based on the reduced model, show a statistically 
significant positive effect of democracy on economic growth in the region. The 
coefficient of the FHI was estimated to be as large as -1,29, reflecting the relative 
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success of countries such as Poland and Estonia over Turkmenistan and other ex-
Soviet republics, which generally were less democratic. The coefficient was 
statistically significant on a 5% level. The number of countries was larger in this 
sample, as expected, compared to the PWT. Six additional countries had WB-data, 
making the total number as high as 24. A few countries like the Czech Republic and 
Poland have higher estimated growth numbers in the World Bank sample, but most 
countries have substantially worse measured economic performances in this sample. I 
suggested a possible reason above; the first few years are cut off for the Soviet 
republics, and these years were horrendous years economically, with the whole 
system of Soviet state-driven enterprises almost collapsing, leaving an economic 
vacuum at first. This might actually lead to a “double bias” in the case of countries 
like Azerbaijan, which start their series a couple of years into the nineties. First of all, 
the first years of depression are not measured. Then the economically “natural 
rebound” that follows, since unused productive capacity is picked up, lead to the 
extreme growth rates of the first years after crisis. Events of hyperinflation and 
currency trouble might also affect the samples’ growth rates differently, since PWT 
estimates real GDP by looking at the price level for a good of baskets, whereas WB 
use chained price series when deflating growth and exchange rates when comparing 
real GDP across countries. Some countries like Azerbaijan and Kazakhstan almost 
have a double digit divergence in their estimated average annual growth rates 
between the WB and PWT samples. 
Geo-political factors might of course explain the divergence between Central 
European democracies and Central Asian and Eastern European authoritarian 
regimes, but the international factors are not totally irrelevant to our discussion. 
Authoritarian countries would for example not be allowed into the EU, and the 
consequences might be both less incentive and less support in many different aspects 
when it comes to achieving economic development. 
If I were to make a suggestion based on the empirical data, the countries that 
managed economic transition from communism best, were the democratic countries, 
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and even if democracy does not lead to instant economic success, like the supporters 
of the “Orange revolution” in Ukraine has experienced a couple of years on (Freedom 
House, 2006), democracies will not have the same likelihood of facing economic 
disaster, such as for example Turkmenistan has. 
The Middle East and North Africa 
Table 5.27: The regression coefficient of average FHI on economic growth in the 
Middle East and North Africa 
Model Cases b-coefficient p-value 
Without 
demographic 
controls 10 1,19 0,24 
Full 10 0,48 0,67 
 
As seen from the table 5.27, the estimated FHI-coefficient for the 1990’s suggested 
the benefits of authoritarian rule in the Middle East. There are however strong 
reasons to denounce a regression analysis conducted on the basis of only nine units, 
and many Middle Eastern countries are left out of the PWT-sample. Actually, when 
shifting to the WB-sample, which incorporates 12 countries, the sign of the 
regression coefficients changes and now implies the benefits of democracy in the 
region based on cross-country statistical analysis. The large insecurities regarding the 
coefficient, and more substantially the “real” effect of democracy, are not only due to 
the small sample. There is also a relatively small spread along “the X-axis” which 
will always make such analysis plagued by larger uncertainties. To be less 
methodological: The fact that Israel is the only country with a relatively democratic 
political regime, at least as measured by these indicators, and that most countries are 
concentrated at the authoritarian end of the spectrum, makes it harder to suggest 
generally how democracy is working in this region compared to authoritarian 
regimes. We cannot know the effects of Middle Eastern democracy before we 
observe some. 
 Figure 5.15: Average FHI and growth in the region during the 90’s 
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The question of benefits of democratization has been addressed with extra attention 
in the media and academia in the later years in this particular region. Democratization 
of the Middle East has been high on the agenda. Popular protest against Syrian 
meddling in Lebanon, elections that brought relatively reactionary Mahmoud 
Ahmedinejab to power in Iran, the suppressing of opposition, especially the Muslim 
Brotherhood, in Egyptian elections and social life, the Hamas victory in the 
Palestinian elections, and the foreign overthrow of Saddam Hussein combined with a 
troublesome democratization process thereafter have all been hot news. 
As stressed throughout the thesis, and with extra care in argument XX), whether more 
democracy is beneficial for growth, is dependent both on the nature of the 
authoritarian regime that is likely to be in power, but also on the predicted look of 
counterfactual democratic politics. Important questions in this regard are: Which 
policies will the electorate vote for, and how will the process of democratic politics 
play out? In the Middle East, some observers are clearly afraid that democracy might 
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actually lead to “radical Islamists” coming to power. Iran’s current president, 
although the fairness of the elections can be doubted, and the government in charge 
of the Palestinian Authorities are both popularly elected. In both instances, these 
governments might actually face economic hardship because of international 
reactions towards their respective policies. It should be said that Iran, despite 
elections are not to be reckoned as a substantial democracy, but the point here is 
rather that more democracy in these instances due to populism the “Middle Eastern 
way” might lead to policies other international powers find controversial. Arguments 
XVII) and XVIII) are somewhat hard to reconcile with these remarks on the role of 
regime for international actions, since these empirical examples point in the opposite 
direction of more democracy leading to more hospitable international relations with 
the large global powers. 
The argument is far from stringent, and few know what “real” democracy in many 
Middle Eastern countries would lead to. There are both sceptics and optimists, but 
“evil tongues” claim support of the authoritarian Saudi regime for example has been 
viewed as a safer alternative also for Western policy makers than pushing for 
democratization measures, due to fear of what policies a Saudi populace might 
demand. Taking a more Schumpeterian approach to democratic politics: what type of 
politicians and demagoguery would the electorate actually follow? If free and fair 
elections in say Egypt will lead to the “Brotherhood” coming to power, many fear 
that this will retard among others economic growth, although the opinion as always in 
political matters are divided. 
I know too little of Middle Eastern politics to make anything more but suggestions, 
and I think the issue of democratization in the region is plagued by general insecurity 
in many instances of what policies and politics would follow. Will secular politicians 
or Islamist Shiites run Iraq in the future? And, does necessarily democracy led by 
Islamist parties mean economic stagnation? There are many varieties and shapes of 
Islamism, and allowing for democratic elections might actually moderate and bring 
extremist elements in under the fold. Alternatively: Secular strong man rule might 
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alienate parts of the population and draw strong cleavages along the lines of Islamism 
in society, which might finally backfire. More importantly, the general equation of 
Middle Eastern democracy and popularly supported Islamism is far-fetched. 
Democratization in Lebanese politics, with the out throw of Syrian forces and 
reduction of Syrian influence, might be viewed as a “progressive happening”, which 
could help rejuvenate this old tourism destination also economically. The point can 
be related to argument XX) which emphasizes the need to be realistic about the 
structure and incentives also of the electorate. How the social structure and politics 
interact to bring forth diverse outcomes in these instances probably have to be related 
to each and every country. 
There are also some success-stories from the decade of the 1990’s: Tunisia has grown 
over a long period, and is a relatively affluent developing country, with a broad 
middle class. Per capita growth was 3,3% annually according to PWT in the 1990’s 
and 3,4% on average for the thirty years under study. Politics in Tunisia is marked by 
relatively authoritarian rule. The FHI in Tunisia has steadily been between 5 and 6 
throughout the period, not making it the most authoritarian regime in the region. 
Nevertheless, according to Christopher Alexander, Ben ‘Ali, the new president from 
1987 “promised to establish the rule of law, to respect human rights and to implement 
democratic reform. Ten years later, it would be difficult to find another country that 
has moved so far in the opposite direction”, when considering the Middle East and 
North Africa (1997:34). Central to Tunisian politics has been the suppression of 
radical Islamism, and the country’s largest Islamist organization, Hizb an Nahdha, 
was never legalized. From the president’s side, the economy’s performance was one 
major argument for restraining democratic practices. “Ben ‘Ali and other officials 
pointed to Algeria and Egypt and argued that tolerating any kind of Islamist party 
would lead only to economic chaos. Better to be done with them quickly and create 
the kind of stable investment climate that Tunisia’s neighbours could not provide” 
(Alexander, 1997:35). It is easy to question the motivation of an authoritarian 
president when making such statements. If his analysis is correct is impossible to 
know for certain. 
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We have discussed democracy and its possible consequences in the Middle East and 
North Africa, as well as looked at a “successful” authoritarian regime. It must be said 
however, that the economic policies pushed by authoritarian regimes in the region 
have not always been very successful either. Terry Lynn Karl (1997) points to how 
state structure and institutions often are shaped by the discovery of large natural 
resources, like oil, and how poor institutions actually can make a nation suffer 
because of its reliance upon the natural resource, not being able to provide the 
framework for diversifying the economy. This will be detrimental to development in 
the long run. Large oil reserves have famously been an integral part of some Middle 
Eastern societies, for example in those nations close to the Persian Gulf. These oil-
revenues have shaped not only the economy, with nations like Kuwait claiming zero 
tax from its citizens, but also the wider society, with for example the “import” of 
large groups of guest workers from Asian and African countries. Øystein Noreng 
(2004) points also to how the oil has influenced the state structure in these countries, 
talking in general about the “Middle Eastern Rentier State”. The symbiosis of such a 
state with its characteristic structures, a poorly educated and non-emancipated 
population and an undiversified economy reliant upon oil, contributed to economic 
stagnation and decline in countries such as Saudi Arabia in the eighties and nineties. 
With oil-prices hitting new record highs recently, these countries have again been 
awash in oil money and are experiencing booms. Most analysts, both economists and 
political scientists, however agree that in the long term, a structural change of the 
economy is needed in order to achieve sustainable growth in the long term. Whether 
this economic transformation is reliant upon  transformation of deep social structures 
shall be left here. The relevant factor for this thesis, is that the structuring of the 
political regime might be of the highest importance to whether structural change in 
these economies will be possible. Most of the ruling elite in these authoritarian 
countries, like the military as Noreng (2004) points to, have vested interest in the 
continuation of easy oil-revenue, and will maybe in some cases not see it in their 
interest to contribute to widespread economic transformation. This results among 
others from a rather perverse incentive, since economic transformation probably 
means introduction of taxation. Taxation will again generally be feared by the rulers 
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to increase demands for “representation” (Noreng, 2004), and thereby the loss of 
power for these regimes. Structural economic transformation is because of a host of 
reasons a dangerous strategy for authoritarian Middle Eastern leaders wanting to keep 
power. As Noreng puts it: “Economic restructuring away from oil is urgent, but 
success will depend on political power shifting from the state to the private sector, 
and from the rulers to the ruled” (2004:11). In an ideal case, democracy in the Middle 
East would mean structural transformation of the economy, and possibly also 
improved equality and human capital accumulation as arguments X) and XI) 
suggests, probably contributing to further economic growth in these cases. However, 
this depends of course on such factors as what policies voters would go for as 
discussed in depth above. Not the least, if democracy would bring growth depends on 
the question whether social and political stability will be kept, also in the initial 
phases of democratization attempts and economic transformation?  
The Pacific 
The pacific category is actually superfluous, since only one of the 11 small island 
states in the “region” had data on economic growth for the decade. The Fiji islands 
averaged 3,8 on the aggregate FHI in the 1990’s, whereas the economy grew 
annually at a mediocre 1,5% per capita rate. Fiji was actually measured as the most 
authoritarian of the Pacific nations during the decade, followed by Tonga. Many of 
the island-states in the Pacific Ocean were actually unquestionably democratic 
according to the FHI. 7 countries scored below 2 on average, and 2 others between 
2,0 and 2,1. This could suggest that democracy is of various reasons easier to 
establish in smaller and less populous societies. Transparency of society might be one 
reason. 
“The West” 
Science deals with explanation of variation, and in order to explain, one also needs 
variation in the independent variables under study. A regression analysis is unsuitable 
under the big rest-category I have misleadingly here labelled “the West” (since 
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Australia and New Zealand are also a part of this category) which coincides with 
Samuel Huntington’s (1997) delineation of Western civilization. The reason is that 
they were all in the 1990’s well placed under the democratic umbrella, at least as 
measured by the FHI. Some countries did not score a 1.0, in the 1990’s on average, 
but most do. Greece scored definitely highest with a 1,9 average, due largely to 
restrictions in civil liberties in the latter half of the decade. The four most populous 
EU-countries also scored a 1,5, due to restrictions in their right to exercise civil 
liberties. These variations are however way too small to validate statistical analysis 
on the relation between democracy measured by the FHI and economic growth. I will 
instead point to some concerns which are of empirical relevance to the region, and 
suggest these questions relation to the more general question of how democracy 
defined as popular control over collective decision making affects economic growth. 
These questions lay in the conceptual extension of the more “dramatic” differences 
generally discussed in this thesis. I can not go into detail here on these various issues, 
but that does not mean they are not interesting. 
If democracy is defined as a perhaps unreachable ideal-case of total popular control 
over collective decision making, as in chapter 2.0.1, then no empirical democratic 
society can proud itself with being totally democratic. This point was famously stated 
by Robert Dahl (1971), even constructing a novel term “polyarchy” for the 
empirically embodied institutional systems. The point is relevant when it comes to 
scoring political regimes on a democracy-indicator like Freedom House Index. Most 
Western-European countries get a 1.0 score on the indicator, not differentiating 
between the more and less democratic traits of these “polyarchies”. There are 
however some exceptions. France and Germany for example both have a 2 score on 
civil liberties over large part of their times-series, Germany mainly because of the 
restrictions of views related to Nazism (Freedom House, 2002d). Great Britain 
received a 2-score in the early eighties after Margaret Thatcher’s famous bashing of 
the unions, which led to a reduction in the freedom of association on that island 
(Freedom House, 2002k). If as so often claimed by observers such as The Economist, 
the reduction of labor rights and the microeconomic effects that followed were 
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contributing substantially to Britain’s, in a European setting, comparatively high 
growth rate in the 1990’s, then this is an empirical example of a trade-off between a 
wide notion of democracy and economic growth in a rich, Western democracy. The 
argument is relatively well known from the wider debate on the effects of civil 
liberties. A reduction in the strength of certain interest groups, which can be 
accomplished to a reduction in the freedom of association, can in some respects 
contribute to economic growth, as I explored in the argument on autonomy (IV). The 
role of French and German workers in resisting thorough reform of their countries’ 
labor markets, might contribute to politicians not taking “bold” steps in making these 
reforms. The lack of reforms and “flexible labor markets” are by many labor 
economists seen as an important reason why these economies possess a double digit 
unemployment rate (see for example Burda and Wyplosz (2001:79-93)). I will not go 
into the complex and much-debated issue on labor market reform and its effects, but 
if these economists were hypothetically correct and labor unions are partly 
contributing to blocking reform, then a tightening of civil liberties might possibly 
increase the economic growth rate in these countries, leaving out other 
considerations. This is of course far from certain, and a more complex and 
comprehensive analysis of economic, political and social structures in these countries 
would be needed in order to conclude. Like argument VI) stresses, the legitimacy of 
policies and taking several interests into account before designing reforms and 
policies might actually increase the possibility of successful implementation. Political 
scientists have long been aware of these factors, pointing to for example the successes 
of small “corporativist” economies such as the Nordic. 
By assigning all these countries with a 1-score on political rights, using the FHI, one 
for example escapes the difficult debate over which type of institutional arrangements 
like presidential or parliamentarian, or “majoritarian” or “consensual” systems 
(Lijphart, 1999) that are more democratic, at least when it comes to empirical 
analysis. I will not go into any such conceptual discussion either. There are however 
two issues relating to political rights, and possibly also their relation to economic 
benefits, which were in the spotlight during the late nineties in Western countries. 
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First, there was a question in European countries relating to the “democracy-deficit” 
of assigning decision authority to the EU-institutions, and the European Commission 
in particular. Taking an empirical example from after the 1990’s: If the EU-
constitution were not put under referendum, and rejected in France and the 
Netherlands in 2005, would there have been a clearer and better structure for making 
policy decisions in future Europe? If so, this would also have enabled European 
policy makers to have better chances at arriving at the proposed goals of the Lisbon-
agenda of becoming the world’s most competitive economy. Another debate that was 
looming large in the nineties was the role of politicians in steering monetary policy. 
Starting in New Zealand in 1989 with “The Reserve Bank of New Zealand Act”, 
several Western countries decided to set up central banks that were more independent 
of the elected political institutions. At the same time, monetary policy was in many 
countries now guided by inflation targets. Many economists clearly prefer this type of 
policy on theoretical grounds, stressing its virtues in curbing inflation. Politicians 
could here be a noisy element, shifting policies in a short-term expansionary direction 
to please electorates. Better to do like Odysseys and tie up monetary policy to the 
mast, or in Kydland and Prescot’s words (1977), make “time-consistent policy rules”. 
If this type of “modern” monetary policy and its insulation from everyday politics is 
superior not only in curbing inflation, but also in expanding long term growth 
because of the supposed stability it brings, then we here have an issue where 
decreasing the popular control over collective decision making is growth enhancing. 
The degree of central bank independence, or the passing of legislation to supra-
national institutions not under direct popular control, will remain undetected in most 
cases by the broad measure that FHI is. One thereby misses the opportunity at least to 
directly test such movements and differences in degree of democracy by the statistical 
means and variables used in this study117.  
                                              
117 One can of course use other measures not directly related to the democracy dimension. Burda and Wyplosz (2001:401-
404) for example test how degree of central bank independence, operationalized as a given index, affect growth and find no 
significant effect on the small empirical material that exists. There is a negative, significant effect on inflation however. 
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If one looks close at debate in Western countries, one can see that there is often an 
underlying assumption made by many analysts that assigning technocrats more power 
will lead to better economic outcomes. Keeping the central bank outside the reach of 
“populist” politicians, or giving the US president extended bargaining powers in a 
WTO-deal thereby restricting the role of the “protectionist” Congress, or bashing 
“obstructive” French unions in order to promote labor reform, are by many found to 
be preferable economically. This is actually almost analogous to saying that reducing 
popular control over collective decision making will encourage economic growth. If 
these voices are right, some restrictions in these countries on democratic rights and 
liberties might by transferring decision power to highly capable and well-educated 
technocrats be beneficial for growth. Maximum popular control over collective 
decision-making might not mean the best economic policies. I will not conclude on 
any of these propositions, just note their existence. 
Even more demanding might it be to empirically delineate what type of issues that is 
to fall under the “non-private” sphere, and be subject to collective decision-making, 
and even decide the relevant demos. Especially the economic sphere is hard 
delineating. There is broad consensus that politics is the relevant arena for deciding 
the “rules of the game” and frame broad macroeconomic policy-areas like fiscal 
policy, even though monetary policy has been sought “depoliticized” in recent years. 
The role of direct political involvement in concrete economic production processes 
has however been debated vigorously since the 1980’s, and is in many circles 
discredited at least for some types of  production. The problem for this study is 
whether this movement of direct political control of concrete production actually is to 
count as “de-democratization”. I have neglected these questions in the study, thereby 
leaving out the debate on privatization, and its economic effects, which among others 
has been central to Western European debate in the 1990’s. This study has therefore 
focused on the more clear cut political spheres of social life. There will clearly be 
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grey-zones118, and a more thorough investigation of the delineation of “democracy”, 
than what in this study, should clarify these questions better.  
I will leave this issue here, restating the point that this type of movements in a more 
or less democratic direction will probably remain undetected by broad statistical 
indicators such as the FHI. The questions mentioned above seem to be more relevant 
for western policy debate in the 1990’s than many of the examples discussed earlier 
in this thesis. They are, I would argue, in a conceptual extension of the research 
question under study, and should therefore be treated much more thoroughly on 
another occasion. 
* 
I will only shortly check curvilinearity and possible interaction effects with income 
also for the 1990’s, as I did with the other decades. 
When entering both a linear and square term in the reduced model, thereby checking 
for curvilinearity, both FHI-coefficients are actually found to be significant on a 5% 
level. The linear coefficient is estimated to be -1,8 and the square term 0,2. These 
estimates actually suggest a U-shaped relation from democracy on income. More 
democracy is suggested to bring benefits to relatively democratic countries, whereas 
more authoritarianism will bring benefits to already authoritarian countries. The 
model estimates that when going from a regime with a 1-score in the authoritarian 
direction, growth is estimated to fall by 1,4% “per unit” (the estimates are based on 
marginal considerations, that is I have taken derivatives). However, when moving 
from a country with a 6-score in more authoritarian direction, growth is estimated to 
pick up by 0,6% annually for “one unit’s” increase of authoritarianism. The 
interpretation is that a semi-democratic level on the regime variable is most 
                                              
118 In a discussion with a friend of mine, that is a soon-to-be historian on the delineation of democracy, he pointed to the 
Norwegian debate that raged only a couple of decades ago about popular representation in the boards of large banks. The 
labour party referred to the proposal of such a representation as democratization of the banking system, whereas the 
conservatives talked about the socialization of the same system. There has maybe been a movement in the perception of 
which issues are to fall in under the umbrella of political, collective decision making in the last years, narrowing the scope 
of this field? 
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detrimental to growth rates, when controlling for income. “Pure” democracies are 
however estimated to grow faster on average than “pure” autocracies, according to 
this model. This effect goes totally opposite to the one estimated by Barro (1991 and 
1997), and reconfirmed for the 1970’s in my analysis. Even when checking the full 
model, the U-shaped pattern holds. There are only slight deviations in the 
coefficients, and they are both still estimated to be significant on a 5% level. Whether 
the growth hampering aspects of the semi-democratic regimes in the 1990’s were due 
to the level of democracy in itself, or to the possibility that some of these countries 
were “in transition”, and thereby maybe experiencing some political turmoil, will be 
left for later analysis119. 
There is almost no detectable interaction effect to speak of when it comes to how 
democracy’s effect on economic growth is altered by changing income levels. The 
interaction term have p-values above 0,7 in all the models tested, and the term is even 
smaller than in the previous decades. The sign of the coefficient also changes with the 
different models applied. The Lee-thesis finds no support in this material. Developing 
countries saw no extra gains by having more authoritarian regimes in the 1990’s, 
independent of whether one is speaking of the absolute effect or the relative effect 
when compared to rich countries. Democracy was in the linear model beneficial to 
both rich and poor countries, and there were no differences in the size of the effect 
from democracy between these groups of countries. 
Channels of growth in the 1990’s: Growth accounting 
I have above conducted different regression analysis on the average relationships 
between democracy and economic growth in the three decades leading up to the new 
millennium. I have been more nuanced about the effects in the last decade, analyzing 
both region-specific dynamics as well as paying closer attention to the robustness of 
the overall relationship by looking closer at differences in results stemming from 
                                              
119 These two interpretations are analogous to the two interpretations suggested by Hegre et al. (2001), when discussing the 
observed curvilinear pattern between regime type and civil war. 
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differences in data-samples and methodologies. I will now continue to further dissect 
and analyze the different national experiences of the 1990’s, by investigating through 
which channels political regime affected economic growth. The largest bulk of this 
analysis will be related to the “growth accounting” technique developed and used in 
economics, but not yet as far as I know in political science literature. I will also 
analyze possible intermediate variables in a less theory dependent and more inductive 
way later. In this analysis, because of reasons stated in 4.0.7, I will use only countries 
with growth and investment data for each year throughout the whole decade. 
Table 5.28: Estimated components of growth for the different categories of 
regimes 
Aggregated 
FHI-average Cases 
Growth 
related to 
growing 
workforce 
Growth related 
to growing 
physical capital 
stock 
Growth related to 
growing hc-stock 
and 
technological 
change 
Total 
economic 
growth per 
capita 
[1, 3) 44 0,37 0,83 0,86 2,06 
[3, 5] 35 0,28 0,66 0,01 0,95 
(5, 7] 16 0,18 0,26 -0,13 0,30 
Total 94 0,31 0,67 0,38 1,35 
 
From the above table we can actually conclude that the democratic group of countries 
in the 1990’s, measured as those countries scoring below 3 on the FHI in average, 
performed better than regimes scoring between (and including) 3 and 5 on all three 
components of growth estimated above. These “semi-democracies” again performed 
better than the most authoritarian countries scoring above 5 on the FHI also on all the 
three components. The three components were growth related to growing workforce, 
investment-driven growth because of an expanding physical capital base, and 
“knowledge-driven” growth. This last component is an aggregate of what I have 
earlier called human capital-driven growth and the MFP. Democracies seemed to 
perform better on average on all the more immediate sources of growth as 
operationalized here. The differences are however not very large when it comes to 
workforce related growth and the difference are largest for the “knowledge-driven” 
growth. The knowledge-driven growth is estimated to add almost an extra percentage 
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of annual increase in real GDP for democracies when compared to the other 
categories of regimes. 
Workforce related growth 
Economic growth related to workforce changes120, comes from the difference 
between economic growth per worker and economic growth per capita. If economic 
growth per worker, which is a better measure of efficiency, is growing less than 
economic growth per capita, which is a better measure of welfare; it must logically 
mean that the share of people in the workforce is growing. The labor participation 
rate is in other words increasing. Some of the economic growth per capita is then 
caused by these structural changes in the workforce. The growth related to an 
increasing workforce might be much more interesting to check substantially, than 
what one might think at first. This growth is obviously related to demographic 
changes, where the number of people in working age relative to those either to young 
or to old to work is important. In the industrialized countries of Western Europe, 
Japan, to a lesser degree the United States, and in Eastern Europe, demographic 
changes that affect workforce participation rates are expected and their consequences 
much feared. When the large “baby-boomer” generation of the late 40’s and early 
50’s start to retire, and living age is expected to become longer, the relative share of 
people in working age will decline even further in these countries.  
There is however not only demographic factors that count. In many countries, 
especially developing countries but also countries such as Italy, a large proportion of 
the populace is working in informal sectors and is therefore not counted in the 
workforce. Neither is the output they produce. Some African countries, but also other 
countries like Peru (De Soto, 1989) have had more than or close to half of their “total 
workers” working in the informal sector, and thereby not counted by official 
economic statistics. If these people were to enter the workforce, both GDP per worker 
                                              
120 For clarity, I am here talking about aggregate changes in the workforce’s size, and not changes in structural composition 
of the workforce. 
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and GDP per capita would probably change121. GDP per worker could change in both 
a positive and negative direction, depending on the efficiency of the officially added 
workers. Anyway, GDP per worker would change less in a positive direction than 
GDP per capita since the new output added will be divided by more workers, but the 
same amount of people in total in the economy. Therefore, the entrance of people 
from the black sector will be count in the coming analysis. Changes in the official 
workforce participation rate by a formalization of the economy can for some 
countries have tremendous effects on measured output. Peru which was mentioned 
above, actually had a growing workforce that contribute to a whopping 3,5% extra 
annual economic growth per capita in the decade following De Soto’s book, which 
created debate both domestically in Peru and internationally by focusing on problems 
connected to the informal sector. Peru actually had negative economic growth per 
worker, but this can of course be due to factors such as the “watering out” of capital 
on more formal workers than before, and that the new entrants in the formal economy 
might have been less productive on average because of factors such as lower 
education. 
If the factors that make such formalization, and also more people working and 
producing in general, are connected to political regime, then this will be very 
interesting to check empirically. I did not treat any argument related to regime and 
workforce participation in 3.0, but I will only suggest a couple of specific hypothesis 
here. This is of course an interesting area for further elaboration. One hypothesis 
could be that the general equality and empowerment of different groups in a 
democracy might induce them to fight successfully for formal participation in the 
economy. Actually, this point can be considered a further specification of some of the 
points in argument X) on how equality enhances growth. Poor laborers and vendors 
working in the streets or at farms can fight for formal recognition as laborers with the 
 
121 An important point connected to the discussion on measurement problems of GDP in 2.1.2 is whether this is actually to 
be considered as economic growth conceptually, if one is just moving production from the informal to the formal economy. 
A valid measure of production and income would of course also capture production n the formal sector. How much of the 
workforce-related growth that can be attributed these methodological issues and how much is because of actually increases 
in production due to more people working can only be guessed at. 
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possible rights that may follow. However, the incentive to do so is often lacking 
because of formalization of ones job also means the duty to pay taxes. An even more 
interesting proposition is that the empowerment of women in democracies because of 
their size as a voting group, the freedom of speech, and possibly the ideals of equality 
that might follow democratic norms, might also contribute to more women being able 
to work outside the home, and thereby count in the official workforce. 
Table 5.29: Regression coefficients of aggregate FHI when economic growth 
related to change in workforce is dependent variable 
Model Method Cases 
b-
coefficient p-value 
significant 
5%level 
significant 
1%level 
Full OLS 103 0,13 0,10 No No 
Full WLS 103 0,13 0,10 No No 
Intermediate OLS 103 -0,09 0,24 No No 
Intermediate WLS 103 -0,11 0,24 No No 
Reduced OLS 103 -0,06 0,36 No No 
Reduced WLS 103 -0,06 0,36 No No 
 
The empirical analysis does not however find any significant regime effect on 
workforce participation growth. In the intermediate and reduced model, democracy is 
estimated to have a positive effect on workforce-related growth, however with a p-
value of above 0,2 and 0,3 respectively. When controlling for region the sign of the 
effect changes, and implies that authoritarian regimes are better at increasing the 
workforce participation rate. This model however also gives insignificant results, but 
the p-value is actually 0,10. Much of the earlier estimated, but not significant, effect 
could then be attributed to the fact that regions which had high levels of democracy 
were also regions where workforce participation increased. Changing the labor force 
is however not in any case found to be a significant channel in the relationship 
between political regime type and economic growth, when estimating on the basis of 
data from the 1990’s. 
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Investment related growth 
Table 5.30 Regression coefficients of aggregate FHI when economic growth 
related to change in capital stock is dependent variable 
Model Method Cases 
b-
coefficient p-value 
significant 
5%level 
significant 
1%level 
Full OLS 93 -0,17 0,09 No No 
Full WLS 93 -0,18 0,08 No No 
Intermediate OLS 93 -0,11 0,21 No No 
Intermediate WLS 93 -0,11 0,24 No No 
Reduced OLS 93 -0,08 0,36 No No 
Reduced WLS 93 -0,08 0,39 No No 
 
Based on argument III) that authoritarian regimes are better at pushing investment, 
the empirical findings on the relation between FHI and growth related to capital 
investments in table 5.30 are somewhat surprising. There were no significant effects 
estimated from political regime type on economic growth, but all the analysis show a 
positive estimated effect from democracy on investment-driven growth independent 
of method or model. Based on these linear models, a democracy with a 1-score on the 
FHI can add between 0,5 and 1,1% annual investment-driven growth when compared 
to the most authoritarian countries, other relevant variables held constant. The b-
coefficients, I will repeat, are not significantly different from zero, but at least there is 
no support for authoritarian regimes in general spurring growth because of 
investments. 
The country that had the highest estimated “capital induced growth”, was relatively 
authoritarian Lesotho. Figure 5.16 under shows the growth in the capital base during 
the decade. The growth accounting method combined with my specific chosen α of 
0,35, would imply dividing the numbers along the y-axis in the figure by almost three 
when finding how much the “capital contributions” to economic growth were. 
Lesotho was estimated to have had an average annual 3,5% added to GDP per capita 
because of the increased capital accumulation. The country on average invested an 
impressing high 34% of GDP on average during the decade, while for example the 
much richer US invested only 21% and Britain 19% of their respective GDPs. The 
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MFP for Lesotho however was estimated to be negative. The productivity of these 
massive new investments can therefore be doubted on the grounds of these numbers. 
The country that had the second highest capital induced growth was not surprisingly 
China, even if the country invested a modest 21% of its GDP. This is however 
comparatively much when you look at relatively poor countries overall. A quick 
calculation shows that the average investment rate of countries with lower GDP than 
4000$ in 1990, was approximately 10,5%  during the nineties. As we shall see later, 
the famous Chinese growth rate was not, based on my calculations, as some 
commentators believe only attributable to capital accumulation. China also showed 
one of the highest MFP growth rates, implying that there is substantial productivity 
improvements not only relating to the quantity of investment that has taken place in 
China lately. 
Many African countries in the sample, especially the authoritarian ones, showed 
negative growth related to capital investment. The capital base per worker eroded 
many places in Africa during the decade, as it actually has done in some countries 
during the whole post-colonial era. If anything, by choosing a relatively low 
depreciation rate of 6%, I might have underestimated the degree to which capital has 
actually eroded. Old buildings, old and defunct factories lacking newer spare parts 
and old means of transportation are, as any traveller in Africa would recognize, 
characterizing large parts of the continent. 
However, we can not significantly say that any of the political regime types are 
conductive to capital induced growth. Democracy is as seen above estimated to 
improve such growth, if we look at the coefficients, and forget stringent hypothesis 
testing for a moment. One explanation why this is so, could be related to argument 
VIII) in chapter 3.0 that democracies on average might protect property rights better, 
and thereby facilitates for new investment in “property”, such as new plants, new 
equipment as well as new buildings. If so, both the local population and foreign 
investors will feel safer to invest their earnings in durable capital goods, in stead of 
“eating up” their earnings before someone comes along and snatches it. How many 
 large-scale farmers in Zimbabwe would for example rationally choose to use all their 
savings on investing in their farm production these days, rather than put the money in 
foreign bank accounts? The democracy-reduces-corruption argument in XIII) also 
points in the same direction. 
Figure 5.16: Democracy and annual percentage growth in capital stock in the 
1990’s 
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Growth through “knowledge-factors” 
Estimation is dependent upon having sufficient data. Even if having relatively slack 
criteria for estimating growth in human capital, only a few countries can have 
estimates that allow us to track changes in the “stock of human capital” in the 
economy as suggested in the methodological chapter. I will do some generalizations 
based on this extremely limited sample afterwards, and look more specifically on the 
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human capital and MFP parts separately. For now, I will only refer to them together 
as the “knowledge-components” of growth, somewhat misrepresenting, since the 
human capital term is supposed to capture all relevant skills and abilities, including 
such factors as health. However as recalled from chapter 4, only educational levels 
were used as operationalizations of human capital. The analysis below therefore 
operates with a dependent variable which is pretty much a catch all term, only leaving 
out economic growth caused by changes in the aggregate workforce and by changes 
in the size of the capital stock. These considerations have to be borne in mind when 
reading and interpreting the results below. Table 5.31 gives the results of regression 
analysis when “knowledge-induced growth” is the dependent variable. 
Table 5.31 Regression coefficients of aggregate FHI when economic growth 
related to change in human capital stock and technological change is dependent 
variable 
Model Method Cases 
b-
coefficient p-value 
significant 
5%level 
significant 
1%level 
Full OLS 93 -0,49 0,02 Yes No 
Full WLS 93 -0,54 0,01 Yes Yes 
Intermediate OLS 93 -0,21 0,23 No No 
Intermediate WLS 93 -0,29 0,12 No No 
Reduced OLS 93 -0,17 0,32 No No 
Reduced WLS 93 -0,17 0,32 No No 
 
As discussed, I measured the impact of democracy on the “knowledge-factors” 
combined, estimating the relationship of FHI and growth related to human capital 
accumulation and the MFP. Actually, it was not before Mankiw et al. in 1992 
published their influential study, that taking out human capital and assigning it an 
independent value, thereby separating it from the MFP, became common. The 
original growth accounting studies by Abramowitz (1956) and Solow (1957) did not 
separate out growth caused by increases in education from growth caused by 
technological change and other factors and analyzed them together in what 
Abramowitz called a “measure of our ignorance”. As I have noted earlier, the 
methodological, and even analytical, problems and uncertainty connected to a very 
fine-tuned decomposition is anyway big, but the concern that made me melt these 
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two categories together was primarily the lack of long time-series on education data 
for most countries.  
Putting together different arguments, like XI) on human capital and arguments XV) 
and XVI) which point to the benefits of civil liberties when it comes to technological 
innovation, imitation and diffusion, one might a priori think that democracy will be 
strongly associated with a high value on this variable. Actually, when testing 
empirically, the full model finds a significant relationship between democracy 
measured as FHI and the growth related to knowledge components. The b-coefficient 
is significantly different from zero on a 5% level using OLS, and 1% level using 
WLS. The size of the coefficient is around 0,5 in both instances, a very high number. 
This means that the model predicts that an increase in economic growth related to 
human capital change and technological change of 3% annually when moving from 
the most democratic to the most authoritarian countries, on average, when initial 
income level, population level, population growth and region are held constant. 
Obviously this is a tremendous number. When moving to the intermediate and 
reduced models however the significant relationship evaporates, and this makes the 
evidence on the relation between democracy and knowledge-induced growth being 
somewhat mixed. The coefficients are still negative, ranging from -0,17 to -0,29, 
indicating an estimated annual difference in knowledge induced growth between the 
most democratic and most authoritarian countries of between 0,9% and 1,7%. These 
are still substantial numbers, but not close to the estimated difference based on the 
full model.  
The high knowledge-induced growth for two of the Middle East countries, Iran and 
Syria, might contribute in explaining why controlling for region makes a difference. 
These authoritarian countries are estimated to have had very high knowledge-related 
economic growth rates, and when controlling for region, this effect will be 
contributed to specific attributes of the particular region of Middle East and North 
Africa. The OLS-estimated FHI-coefficients change from -0,21 to -0,32 and -0,17 to -
0,27 when adding only the Middle East dummy to the intermediate and reduced 
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model respectively, almost becoming significant on a 5% level in the first case. Once 
again, one can ask whether controlling for region, like the Middle East here, is 
substantially defendable based on the discussion in 4.0.1. The theocracy of Iran, 
which liberalized its political and social life somewhat in the1990’s, and the Baath-
party ruled Syria showed strong numbers in knowledge induced growth as measured 
here. Another authoritarian country that made a strong showing in this respect was 
China, which was also one of the countries with the highest capital-induced growth. 
China, just beating democratic Mauritius, was actually the country that had the 
highest rate of knowledge-induced growth. Technological innovation or 
technological imitation of leading industrial economies’ already developed 
technologies, increased societal efficiency and more effective resource allocation, as 
well as increased education levels can all be behind the impressive Chinese numbers. 
Without further thorough decomposition, it is hard to ascribe the different 
components relative weights, but based on the “common knowledge” of the Chinese 
experience, technological imitation and also increased efficiency in resource 
allocation due to improved functioning and extended use of domestic markets might 
have been crucial factors behind Chinese growth in the decade. MFP and human 
capital growth was far more important than capital related growth for China if we are 
to believe the numbers, the former being 4,7% annually and the latter 2,7% annually. 
Based on this analysis, the claim that China’s growth is artificially high driven by 
large investments is not finding support. 
It is now important to remind that the MFP number is constructed as a growth 
residual, thereby incorporating factors that are not traditionally conceptualized as 
technological change. Above I mentioned the possible improved resource allocation 
in China related to the development of a market economy. Many people would not 
intuitively categorize this as technological change122. I have however defined 
 
122 Actually, when digging deeper into the assumptions of the neo-classical models that I use as a basis for growth 
accounting, these actually assume perfect markets theoretically. Within the narrowest interpretation of these types of 
models, there is no room for improved resource allocation, since economies are already perfectly organized with regard to 
allocation. This does not however have any implications for my practical analysis and interpretation of among others the 
Chinese experience.  
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technology in a way that incorporates organizational change. I use a relatively broad 
concept of technology that focuses on the way one combines inputs, or production 
factors if one wants, into outputs, as was described in 2.1.3. Therefore, more efficient 
resource allocation in the economy might count as national technological 
development in one sense. In other circumstances, empirical happenings moving a 
particular country’s MFP is harder to defend as technological change and they point 
to the already much discussed invalid operationalization of technology that MFP is. 
The experience of Rwanda can count as an example. The genocide in 1994 is one of 
the most horrendous human tragedies in history, but it of course also had economic 
effects. Some of the effects might have been caught by for example workforce 
participation related growth, but all effects on the economy that did not go through 
this measure or decreased investment in the next years is being counted as MFP-
change. The numbers for Rwanda shows workforce related growth of 0,2%, 
indicating that GDP per capita grew more than GDP per worker in the nineties (or 
declined less, which is more correct). Investment related growth was approximately 
0. However, the MFP and human capital-related growth component is estimated to be 
negative and in the size of -2% annually. The drop in GDP the year of the genocide 
was an extreme 42% in per capita terms (and therefore even more in total terms, as 
the country’s population was reduced from 7,5 to 6,2 million people officially). This 
drop even came after a drop in GDP per capita of 11% the year before, and the 
country did not rebound totally throughout the decade. Surely, the measured MFP-
growth can be related to these tragic happenings, and one needs to stretch the concept 
of technology very much in order to argue that all the effects connected to genocide 
are actually to be interpreted as technological change. 
The kind of MFP and human capital induced growth disasters that you find among 
authoritarian regimes are very uncommon among the most democratic countries, 
which as a group have relatively stable numbers, most often safely placed in the 
positive growth zone. Japan is one exception with a slightly decreasing level of “MFP 
plus human capital” per capita for the 1990’s. Some relatively democratic Latin 
American countries also show lousy performances as can be seen from the chart 
 below. The democratic island nations of Ireland, Barbados and Mauritius as well as 
the semi-democratic Dominican Republic had impressive knowledge induced growth 
in the 1990’s. 
Figure 5.17: Democracy and growth related to “knowledge-factors” 
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I am forced to leave out the delineation of human capital related growth from the 
MFP, since only 23 countries actually qualify for the criteria needed for this 
calculation to be performed. Needless to say, a reduction of the sample from 93 to 23 
countries is a dramatic change, and the validity of any regression analysis that tries to 
establish whether democracy affects human capital related growth and the MFP 
differently has to be deeply questioned. This is because of not only statistical 
problems and data selection related biases, but also because of the already mentioned 
analytical problems of delineating “private” knowledge and skills conceptualized as 
 354
  355
human capital, and technological change. The neo-Schumpeterian economists, as 
mentioned in 2.1, deeply questioned the degree to which technology could be 
considered a “public good”, and if correct, this blurs the distinction between human 
capital and technology. As a third point, there were large measurement problems and 
even more methodological problems connected to the construction of my human 
capital index. All these reasons points to the benefits of not trying to delineate human 
capital from technology in the analysis. 
However, I quickly checked the relation between democracy and those countries that 
had actually been ascribed pure MFP-numbers, where human capital related change 
has been excluded. The b-coefficient of the FHI-variable in the reduced model was 
actually positive, 0,14, meaning that by this estimate and all the assumptions made, 
authoritarian regimes are on average associated with higher technologically induced 
growth among the 23 countries. The coefficient is however highly insignificant on all 
conventional levels with a p-value of 0,62. The result is almost the same in the 
intermediate model, with a positive but insignificant coefficient. The sign of the 
estimated coefficient changes in the full model. This is indicating a positive 
relationship between democracy and technological change, when we control for 
region in the full model. The coefficient is however relatively small with -0,21, and 
there is now only 14 degrees of freedom, making the coefficient insignificant on all 
commonly used significance levels. Table 5.32 below shows the 23 countries for 
which I have calculated MFP-growth in the 1990’s: 
Table 5.32 Measured Multifactor Productivity growth and average aggregate 
FHI in the 1990’s 
Country MFP-growth Average FHI 
Ireland 3,68 1,09 
Barbados 3,27 1,00 
Norway 2,17 1,00 
Syria 1,85 7,00 
South Korea 1,50 2,14 
Australia 1,19 1,00 
United Kingdom 0,72 1,50 
Greece 0,67 1,86 
Brazil 0,59 3,05 
New Zealand 0,47 1,00 
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Netherlands 0,40 1,00 
France 0,30 1,50 
Mexico 0,29 3,64 
Spain -0,09 1,36 
Panama -0,23 2,55 
Costa Rica -0,25 1,36 
Japan -0,32 1,55 
Guatemala -0,62 3,91 
Venezuela -0,83 2,86 
Burkina Faso -1,46 4,64 
Jamaica -1,82 2,23 
Bolivia -2,05 2,36 
Lesotho -2,17 4,27 
 
As we can see from above, there is large variation in the annual MFP-growth rate 
numbers. On average, economic growth induced by technological change was highest 
in Ireland, which experienced a small economic miracle in the 1990’s. Ireland is often 
referred to as a “Celtic Tiger” or even an “Irish Hare” (Blanchard and Bosworth, 
2002), due to its recent economic performance. The role of tax incentives and the 
lack of regulation that has lured much foreign investment to the island have been 
stressed by many economists. However, the numbers here show that the pure quantity 
of investment alone cannot explain the recent Irish economic experience. Neither can 
increased participation of the population in the workforce, or increased education 
among the population. Ireland has transformed to a modern, high-technological 
economy with for example a large ICT-sector, and its productivity has clearly been 
growing. As most other Western countries, Ireland is a democracy. The role of 
political regime is somewhat harder to determine for rich countries in a modern 
economy, since there are almost no rich, “modern” authoritarian countries to contrast 
with, perhaps except for Singapore. However I note the dynamics of the Irish 
economy, and its obviously well functioning economic policies in the 1990’s, as well 
as the generally increased productivity that can be related to technological change 
and dynamics. The arguments in 3.0, on the role of free speech and civil liberties in 
technological change processes, as well as the arguments on pluralism, highlighted 
the role of democracy in creating technological dynamism. Two other democratic 
countries Norway and Barbados follow on the list, while authoritarian Syria is fourth. 
Syria started the 1990’s with an initial GDP-level of about 3000$, after growing at a 
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slow rate of 1,2% annually in the 1980’s. It grew at a decent 2,7% in the 1990’s, 
although it’s capital base as estimated here barely grew. The proportion of children 
attending primary school increased throughout the decade, to reaching levels beyond 
90%. The rate of youth attending secondary school actually dropped during the 
decade however, to levels below 40%, after over half of the relevant age-group 
attended secondary school in the mid-80’s. Therefore, the growth related to human 
capital change in Syria during the 90’s was estimated to be small, but positive 
altogether. So, even if some of the Syrian growth can be attributed to the increasing 
workforce-participation, it is mostly connected to increased MFP-levels. If we are to 
believe in the numbers, Syrian productivity picked up substantially during the 
decade. Latin American and African countries, both relatively authoritarian and 
democratic were at the bottom of the list. Japan, which is widely recognized to have 
had a tough decade in the 1990’s after blossoming in the earlier decades, showed 
declining productivity levels. More surprisingly, so did Spain, which had a good 
decade when it comes to economic growth per capita overall with an annual 2,2%. 
However, more than one percent can be assigned an increasing workforce-
participation rate, and almost one percent is assigned to a strongly expanding capital-
base, due to new investment exceeding depreciation of old capital. Combined with a 
higher schooling level in the 1990’s, Spanish MFP is therefore measured to have 
declined, however only by a tiny fraction. 
If we want to check how democracy affects economic growth related to changes in 
human capital alone for the small sample, the results are qualitatively the same as for 
the pure MFP. The democracy coefficient is extremely small, not significant on 
common levels and the sign varies with the models applied123. It is important to note 
that we here check the effect of democracy on growth in human capital, and not level 
of human capital. This is because of the neo-classical straitjacket that is imposed in 
this analysis, where growth in GDP can only be attributable to growth in “inputs” or 
 
123 The number is here 26, and not 23, since some countries that could not have their physical capital bases calculated, and 
thereby also their MFP, are now eligible. 
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to technological change within the growth accounting framework. Now, I will throw 
of these theoretical shackles, and be more inductive, checking for example if 
democracy can affect economic growth through the level of human capital.  
The channels of growth in the 1990’s: Path analysis using a few selected variables 
Not only will I check whether democracy affects growth more inductively and 
loosely than the above method allowed me to for human capital. I will also test a 
whole range of variables that can be more or less related to the theoretical discussion 
in 3.0. I will proceed by using a so-called “path analysis” [“stianalyse” in Norwegian] 
(Skog, 2004:320-323). I will enter in the basic models, as a first step, and then enter a 
variable which is plausible to assume functions as a channel from political regime 
type on economic growth in the second step. The change in the coefficient of the FHI 
will now tell us how much of the effect from democracy on growth that is to be 
estimated as an indirect effect through the channel. The problem with this approach 
methodologically is that we cannot guarantee that any of these channels is not at the 
same time actually a cause rather than an effect of political regime type. Education 
has been stressed as a prerequisite for democracy (Lipset, 1959 and Diamond 1992), 
as has economic equality (Acemoglu and Robinson, 2006). I will however sidestep 
causality issues here, and progress as if these factors are rather endogenous to 
political regime rather than exogenous. Since we are here probably talking of two 
way relations in the real world, the coefficients will be inflated. More specifically, if 
there are positive spirals between say democracy and human capital, then the indirect 
effect will be overestimated in the model. If there are “equilibrium like” balancing 
effects where a factor, say investment, as a hypothetical example, is conductive to 
democracy, but democracy depresses investment, then the negative effect of 
democracy on investment will not be satisfactorily discovered. The numbers will in 
the last case not show the total negative effect on investment, and maybe even change 
the signs of the coefficient.  
Another problem might be that if we are adding up the different indirect effects 
found, we might actually end up with a larger differences in total growth rates 
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between regimes than we are actually experiencing. If democracy increases growth 
by so-and-so much via equality and so-and-so much by human capital, then we might 
have numbers that together exceed democracy’s total effect. However, this is not a 
contradiction, since I will not control for all the channels at the same time, and an 
increase in equality might very well mean an increase in human capital numbers and 
vice versa. In other words, I am not holding other factors than the traditional control 
variables already in the model constant when analyzing the effects through a channel. 
In order to be more precise about the different channels’ effects, I would need a much 
more complex multiple equation set-up, like the one proposed by Tavarez and 
Wacziarg (2001). 
I will in this analysis return to the most extensive ordinary PWT-sample, but also 
once again use the WB-sample where possible. I will not use WLS-analysis here, but 
I will delete from the PWT-sample Haiti, which numbers I have earlier argued there 
are strong reasons to believe are inflicted with measurement problems. I will also 
exclude the much discussed case of Equatorial Guinea with a population in 1990 of 
352 000 inhabitants, which I think is fair to say is a special case. These countries had 
estimated growth rates of 12,9% and 13,1%, exceeding all other country’s growth 
rates with more than five percent. I am ready to take critique on this selective surgery 
of cases, which I acknowledge will bias coefficients towards showing greater 
economic benefits from democracy. However I believe the reasons for doing this 
operation is well founded, and I would also like to remind that there is reason to 
believe according to 4.1.4 that the PWT-sample already is skewed in the opposite 
direction due to selection biases. Equatorial Guinea does not appear anyway in the 
WB-sample. 
Table 5.33 below shows the indirect effects of democracy through certain channels as 
calculated by path analysis. The estimated total effects of democracy are given in 
parenthesis. One source of confusion is that the estimated total effects of democracy 
vary substantially for the different analyses, because the sample is changing very 
much. When measuring the effects of democracy through openness, investment rate 
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and public expenditure the sample is at its most extensive, incorporating 139 cases. 
When investigating the effects of democracy through the two R&D-variables and 
corruption, the number of countries in the sample falls well below one-hundred. In 
some of the analysis using these reduced samples, the estimated total effect of 
democracy on growth is actually negative, contrary to what has been observed earlier 
in the analysis. This again reminds us of the general point that the empirical average 
relationship between democracy and growth is very dependent on sample, as have 
been noted by Przeworski and Limongi (1993) and Brunetti (1997) who surveyed 
earlier empirical studies.  
Table 5.33: The indirect of democracy on growth going through different 
channels, measured as estimated difference between most democratic and most 
authoritarian on the FHI; total effect of democracy in parenthesis: 
Channel Full model 
Intermedi
ate model 
Reduced 
model Cases 
Average investment rate 90's 
0,58% 
(2.93%) 
0,64% 
(2,59%) 
0,60% 
(2,33%) 
139 (140 
in 
reduced) 
Average Human capital index A 90's 
0,31% 
(3,33%) 
0,38% 
(2,52%) 
0,60% 
(2,56%) 112 
Average Human capital index B 90's 
0,26% 
(2,84%) 
0,10% 
(1,87%) 
0,34% 
(1,79%) 98 
Gini-coefficient 
0,10% 
(0,74%) 
-0,13% 
(0,88%) 
-0,11 
(0,21%) 112 
Percentage of GDP devoted to R&D 
-0,06% 
(1,66%) 
-0,04% 
(0,37%) 
0,20      (-
0,51%) 76 
Average researchers per million people from 
1996-2002 
-0,03% 
(0,92%) 
-0,11% 
(0,03%) 
0,11%   (-
0,80%) 80 
Public expenditure and investment as 
percentage of GDP (measured 90) 
-0,01% 
(2,93%) 
-0,04% 
(2,59%) 
-0,07% 
(2,33%) 
139 (140 
in 
reduced) 
Corruption as measured by CPI 1999 form 
Transparency International 
1,55% 
(0,51%) 
1,32%     (-
0,43%) 
1,05%   (-
1,22%) 89 
Openness measured as 
(imports+exports)/GDP (measured in 1990) 
0,11% 
(2,93%) 
0,10% 
(2,59%) 
0,13% 
(2,33%) 
139 (140 
in 
reduced) 
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I will not deal with these channels in detail, since they are only suggestions and 
plagued by many methodological problems. One important factor here is that the 
estimates given in the table above are the expected differences, both when 
considering channels and total effects, are the differences between a perfect 
democracy and a perfectly authoritarian regime, as measured by the FHI (meaning 
the difference between a country scoring 1 and one scoring 7).  
The level of human capital, which is estimated to be a channel through which 
democracy affects positively, is a potential important channel contributing to extra 
growth in the range of approximately 0,3% annually. This gives some support to 
argument XI) that democracy is growth enhancing through increasing human capital 
accumulation in society. Note however that we are here estimating the indirect effect 
through level of human capital and not growth of human capital as we analyzed in the 
growth accounting exercise. There is a large possibility of biases here however. It is 
very possible that a high level of human capital predisposes for democracy, as Lipset 
(1959) argued when stressing the role of a well educated middle class for 
democratization. However, Tavarez and Wacziarg (2001) have used a 
methodologically more elaborate way of estimating “the channels” through which 
democracy affects growth, and have found human capital to be one of the most 
important. 
The effects of democracy on growth by affecting economic openness and public 
expenditure are found to be minor. Democracy is actually negatively correlated with 
public expenditure as a percentage of GDP, and positively correlated to a more open 
economy. This made no further difference for growth however, even if there are signs 
of a slightly positive effect through openness, topping 0,1%. One again, I have to add 
that the hypotheses whether these effects are different from zero are not tested, and 
these results would probably never have passed any such test. The same goes for 
equality as measured by the Gini-coefficient. Evidence on whether democracies 
induced growth by enhancing equality is inconclusive, thereby not lending general 
support to argument X) from 3.0.3. Democracy is positively correlated with equality 
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as measured by the Gini-coefficient, and a low Gini-coefficient is also correlated with 
growth according to PWT-data, leading us to believe that societies that are more 
equal are on average growing faster. The more complex analysis here however, 
incorporating control variables and estimating paths does not seem to give any 
support for a channel like the one suggested in X). 
No average model-independent effect is determinable through indicators meant to 
represent the level of technology either. Democracy did not increase economic 
growth through increases in research related activities as would maybe have been 
suggested by the theoretical discussion. A closer look at the indicators however 
makes it clear that this is a methodologically problematic inference. Especially when 
it comes to a sample that includes many developing countries, number of researchers 
per million people or R&D investments are not very valid indicators of the dynamics 
of technological change in society. Most resource-intensive research and 
development is actually conducted in a small number of rich countries, and the 
technology internally developed related to recent R&D investments probably does 
not to play a major part in the practical economy in many countries. These indicators 
used here are probably more appropriate when investigating the level of technological 
sophistication in OECD-countries. Here we are first of all interested of technological 
change. Secondly, we are interested in this technological change’s practical effects on 
the wider economy. Thirdly, the indicators used here look only at national research 
and does not incorporate the diffusion of foreign technology, and neither the 
diffusion of ideas developed by researchers to the general economy. The quality of 
research is neither incorporated. The correlation coefficients between these research 
variables and growth in the 1990’s were a meager 0,1. Finally, the sample has been 
extremely reduced in these analyses because few countries actually possess data 
when it comes to these research related variables, bringing the number of countries 
far below 100. The theoretical arguments behind the advantages of democracy in 
bringing technological change were vague. However, this empirical test does not 
refute the hypotheses either, because of the invalid operationalizations in this 
particular setting. 
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One channel through which democracy is estimated to positively affect growth 
however is through reducing corruption. Corruption is found to be negative to 
growth, and it is to an extremely high degree associated with authoritarian 
government. Through reducing corruption, democracies are on average estimated to 
gain more than a percentage point in growth. This lends strong support to argument 
XIII). There are however serious methodological problems in connected to the 
analysis. First, the analysis is bases on the CPI from 1999 only, and furthermore the 
sample is reduced to 89 countries due to few countries having estimates on the index. 
This last factor results for example in the estimate of democracy’s total effect on 
growth now actually being negative in some models. Worse is it that due to 
methodological factors, the effect of democracy on corruption is negatively biased. 
Freedom House actually also looks at corruption in a society when it is giving its 
estimates on degree of freedom. Thereby the FHI is incorporating an element I find 
not to be analytically a part of the political regime concept, but rather is to be seen as 
an analytically distinguishable phenomenon. To make the methodological driven 
concerns even worse, the question on corruption used by FHI actually enters as one 
of many surveys Transparency International uses when calculating perceived 
corruption. However, it is only a marginal part of most countries’ CPI ratings. The 
corruption issue is also relatively marginal as a part of the FHI measurement, making 
up one out of 25 check-questions (Freedom House, 2005a). There was also a 
methodological issue pointing to a possible negative methodological bias from 
democracy on the CPI (which gives high ratings to less corrupt countries, using a 
scale going from 1 to 10), as noted in argument XIII). If democracy provides 
information of corruption scandals and because of its freedom of press, the perceived 
corruption in these societies might be higher than actually warranted when compared 
to more closed authoritarian regimes. This effect works against the former 
methodological problems, without saying it is actually neutralizing them. However, 
democracies were estimated empirically to increase growth sizably through reducing 
corruption, even if this inference is based on dubious assumptions. 
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At a first glance the most unexpected result based on a reading of the theoretical 
chapter, is that democracies are found empirically to increase growth through 
increased investments. This actually reconfirms the findings from the growth 
accounting analysis, although one here focuses on investment levels and not increases 
in the capital base. The number of countries analyzed is also expanded here. Higher 
investment is expected to on average burst growth by more than half a percentage for 
democracies, going opposite to argument III) that authoritarian countries were better 
able to accumulate savings and thereby invest more. There are however as earlier 
noted not lacking alternative explanations. First off all, we found that democracies 
were less corrupt, and this could encourage both local and foreign investors to invest 
more in their economy. Secondly, in argument VIII) we saw that some claimed 
democracy were better compatible with a well-functioning system of property rights. 
As analysts from Thomas Hobbes (1996) and Adam Smith (1999) have noted, if your 
property is not safe, then there will be no accumulation of production for investment. 
Better then to eat what you produce today, rather than having it taken away from you 
tomorrow. I did not investigate the empirical relationship between property rights and 
democracy here, but I referred to surveys conducted that found such a positive 
generalized relationship in argument VIII). In chapter 5.3.1, I will use argument III) 
to show how the authoritarian nature of Singaporean regime allowed it to accumulate 
savings in a way no other country has done in the period under study. However, 
generally there is no average positive relationship between authoritarianism and 
investment, rather to the contrary. In a globalized world where more investment-
capital is flowing across borders, the arguments on property rights and corruption 
might be even more important to investment, since investors move their capital more 
freely to places where the expected returns are higher, and also where the “certainty” 
of these returns are higher if they are risk-averse. 
5.1.8 Democracy and growth in a longer time perspective 
When trying to analyze the effects of political regimes in the “long run”, the cross-
sectional regression used in the analysis for the different decades is a less valid tool. 
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First, one looses much information about the variation in political regimes and 
economic performance for single nation states when taking means for a thirty-year 
period. Secondly, and more severe, there will be systematic sources of 
misrepresentation of the generalized effects, because of  “two-way causation” or 
other mechanisms that lead to what Przeworski and Limongi (1993) call “endogenous 
regime selection”. Since regime change is a relatively infrequent event (although 
small changes in FHI might appear relatively frequent for some countries), looking 
through the fingers with such endogenously caused change of regime is excusable 
when analyzing a single decade. As noted in chapter 4.0.2, controlling for variables 
like GDP-level also helps control for this effect. Nevertheless, over thirty years, the 
probability of a regime change is naturally higher for a country ceteris paribus, than 
within a ten-year period. All factors, which systematically affect the selection of 
regimes and are correlated with growth, are therefore causing severe concern for the 
interpretation of regression coefficients in simple models. Przeworski et al. (2000) 
suggest several nuances on possible “selection mechanisms” regarding regimes. Most 
of these mechanisms point to fast growing countries having a higher probability of 
staying (and thereby being) democratic. They dispute however that rich countries 
have a larger probability of becoming democratic. Whether this is correct shall be left 
undiscussed here. In any case, there is a larger probability of rich countries being 
democratic at a particular point in time (Przeworski et al., 2000, Diamond, 1992). 
Countries that grow consistently over a long time-period logically increase their 
GDP-level by a substantial amount. This is of great importance to the study on 
average democracy and growth over thirty years, because of the implied possibilities 
of “reverse causation”. 
The initially authoritarian countries of Southeast- and East Asia that grew very 
rapidly in the period, democratized substantially at the end of the period, and the 
pressure for and later sustained democracy in these countries can possibly at least 
partly be ascribed the emergence of high-income, “modern society”. The same effects 
have probably also been at work in for example the South European countries 
democratizing in the 1970’s. This is not to suggest that the Przeworski or Lipset-
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factors are the only ones explaining democracy, but if this effect at least to some 
extent is at work, it will have implications for the result of this study. These effects 
mentioned here will bias any regression coefficient of political regime’s effect on 
economic growth in the direction of more positive results for democracy. This means 
a systematically, positively biased polity-coefficient and a negatively biased FHI-
coefficient. 
Anyway, most of the earlier studies on the statistical relationship between regime 
type and growth have actually performed regression analysis of how democracy 
affects growth over periods of twenty to thirty years. Even if aware of the 
methodological problems with this method, I will still perform such an analysis, by 
checking how the long run average of FHI for a country could possibly affect 
economic growth over the longer term. The long-term average growth rates are 
computed from PWT numbers from 1970 to 2000, and the FHI, aggregated over 
political rights and civil liberties, from 1972 to 2000. 
The big advantage of this approach is that we get long run averages, less volatile and 
less prone to be affected by special circumstances and conjunctures. As we have seen 
with Equatorial Guinea and Haiti’s measured growth for the nineties, such factors are 
not eliminated when using one decade as a time span. I will use the three models that 
were used in the decades approach, measuring population level and GDP level in 
1970 at the start of the period in order to reduce endogeneity problems with these 
variables.  
Population growth is naturally calculated as an average annual rate from 1970 to 
2000. 
Table 5.34: Regression results: Does democracy affect growth in the long run? 
Model Cases Method 
b-
coefficient p-value 
Signific
ant on 
1% 
level 
Signific
ant on 
5% 
level 
  367
Full 112 OLS -0,28 0,08 No No 
Full 112 WLS -0,47 0,00 Yes Yes 
Intermediate; without 
region 112 OLS -0,39 0,01 No Yes 
Intermediate; without 
region 112 WLS -0,43 0,00 Yes Yes 
Parsimonious; without 
region and 
demographic variables 113 OLS -0,55 0,00 Yes Yes 
Parsimonious; without 
region and 
demographic variables 113 WLS -0,59 0,00 Yes Yes 
 
Using the full model and OLS-analysis, the FHI-variable is almost significant on a 
5% level with a 95% confidence interval on the coefficient that runs from a lower 
bound of -0,64 to a upper bound of + 0,03. The effect on average annual growth rate 
from an increase of one unit in annual FHI is therefore probably within this range, 
with the point estimate indicating an increase in annual growth of 0,28% for every 
“extra unit of democracy” on the seven point scale. The estimated difference between 
a full-fledged democracy with a FHI of 1 and a dictatorship with a 7 score is therefore 
an annual 1,68%, when region, population growth, population level and initial 
income level are held constant. This is however not enough to establish stringently 
that democracy has an effect on growth when using linear regression. Only 
population growth and initial GDP-level are significant factors in this model, but only 
on a 5% level. 
However all other combinations of models and methods tested give very strong 
results for the FHI-variable. All the WLS-analyses give significant results on a 1% 
level, for every one of the three models. The most reduced and parsimonious model 
gives a 1% significant democracy coefficient also when using a OLS-analysis, and 
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the intermediate model just misses the mark with a p-value of 0,011, which is of 
course significant on a 5% level. As one can see from the table above, the b-
coefficients vary in these five combinations of methods and models between -0,39 
and -0,59. The last number, which occurs in the reduced WLS-model, implies an 
average increase in growth annually of almost 0,6% when holding income level 
constant for a unit extra of democracy. This means a dramatic average 3,5% annual 
difference in growth between a country that scores 1 in average on the FHI and a 
country that scores 7. If this last statistical model is to be trusted, the estimated 
difference between two countries with identical initial GDP-levels will be predicted 
dramatic if they differ in the strongest possible manner on the FHI-variable 
throughout the period. During the thirty years, the two hypothetical countries that 
started out identically rich will in 2000 diverge tremendously. The democratic 
country is, based on this analysis, expected to be 2,8 times richer. Alternatively, a 
democracy three times poorer than an authoritarian regime in 1970 was expected 
almost to catch up by the end of the millennium.  Two countries that almost resemble 
these hypothetical patterns are Barbados and Iran. Barbados started out in 1970 with 
a GDP per capita measured in PPP-terms of approximately 6000$. It averaged 1,04 
on FHI over the period from 1972 to 2000, and ended up as one of the definitively 
richest countries outside the OECD in 2000 with a GDP per capita level of almost 16 
500$. Iran, which averaged almost a 6 on the FHI, started out poorer than Barbados, 
but not much with a GDP per cap of about 5600$. It ended up however on the level 
of Barbados in 1970, namely 6000$ at the end of the millennium. Barbados then had 
a GDP per capita level 2,5 times higher.   
No other variable generally comes out stronger in most analysis than the FHI-
variable, which is a strong result, given the skepticism towards a general relationship 
in many other statistical studies, seen in chapter 5.0. We should however not forget 
the methodological problems regarding causal interpretation, which are many. We 
can try to narrow the focus by looking at countries with relatively stable regime 
types, thereby eliminating the possibility of the “Lipset-effect” and other effects 
disturbing the results. I eliminate from the sample all countries that have variation in 
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the FHI-index higher than 1 over the period. In this reduced sample, containing 73 or 
74 countries depending on the model, when using an OLS-method, the results are 
unaffected in the sense that the full model is insignificant with a p-value of 
approximately 0,09, the intermediate model is significant on a 5% level, and the 
reduced on a 1% level. There are however of course selection biases using this 
method. Strongly growing authoritarian regimes that experiences democratization 
will be left out of the analysis, such as Taiwan and South Korea. The same goes for 
countries that experience many regime shifts because of for example a troublesome 
economy. 
Non-linearity and interaction effects 
Robert Barro (1991 and 1997) suggested that the relationship between democracy 
and growth is of an inverted u-form. The highest growth, when controlling for 
income level and the population variables, is expected to come at the intermediate 
levels of democracy. Barro suggested that this had to do with the positive growth-
effect of democracy, related to accountability and checks and balances, dominating 
when introducing some democratic traits like elections. However, as one keeps on 
increasing democracy levels, all the negative effects associated with demands from 
the electorate of large consumption and interest group pressure that stalls reform will 
start dominating. I will here only mention that this interpretation by Barro is not the 
only one that can be logically coherent with his observed empirical trait. One 
alternative explanation to Barro’s, is that earlier autocratic regimes that grew at high 
rates, will because of “modernization-effects” related to the “Lipset-school” 
democratize after a while, and thereby receive high growth-scores medium average 
democracy-scores over longer time spans. I add this alternative explanation here since 
it would have been valid only for longer intervals allowing for more dynamics than a 
single decade. This goes for example Taiwan and South Korea with medium average 
scores and excellent long-term average growth rates. Combined with the insight that 
authoritarian regimes vary a lot more in their growth performances, this can actually 
be a good explanation of the proposed inverted u-shape. In the figure below, France 
 and Sweden are stable democracies, Taiwan is an initially high growing authoritarian 
regime that democratizes after a short while, and keeps up a decent growth rate. Togo 
is a slow growing authoritarian regime. The variation thesis, which will be 
investigated in 5.1.10, and the Lipset thesis now explain the inverted u-shape. 
Recognizing the time dimension, and understanding the limitations of operating with 
broad averages is of utmost importance. 
Figure 5.17: An alternative interpretation of the “Barro-effect” based on 
dynamic explanation 
Average FHI 
A
verage annual grow
th
Sweden 
France 
Taiwa
Togo 
 
This reasoning would have held if I had found a positive linear term and a sufficiently 
large square term when entering them both into regression models, like Barro did 
(1991 and 1997). When using the most reduced model and the full model I actually 
find a much stronger linear term, which is negative, and a positive square term. This 
suggests that the effect of “extra democracy” is positive overall, but actually 
decreasing when coming to regimes that are more authoritarian. For the medium 
model, both terms are negative, suggesting the benefits of more democracy for any 
type of country along the political regime type dimension, but the benefits of 
democracy are bigger for regimes that are more authoritarian. None of these patterns 
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resemble the one found by Barro, who stuffed his model with several more control 
variables than I have done here. This was a move which I have questioned on 
methodological grounds in chapter 4. None of these findings when moving to a 
curvilinear model was however by far strong enough to validate change from a linear 
model. Much is to lose in parsimony, and there is almost nothing to gain in extra 
empirical explanatory power, something which is illustrated by the adjusted R2 
actually going down when adding a square-term to the linear model! 
I further check for interaction effects in the material. The interaction with region I 
think, is better to check by looking at the different regions separately, as I did for the 
nineties and earlier decades. 
Table 5.35: The region-specific effects of democracy on growth, estimated by 
OLS 
Region cases b-coefficient p-value 
Africa 40 -0,97 0,00 
Latin America 22 -0,19 0,56 
Asia 14 1,22 0,02 
 
I left out ”the West” as a region because of their too large homogeneity when it 
comes to their democracy-scores, and the Middle East and North Africa because only 
eighth countries were eligible for regression analysis, and these were mostly 
relatively centred around high values on the FHI. Only Hungary and Romania had 
measures for long term growth in the Eastern Europe and Soviet group, and only Fiji 
for the pacific group, so this naturally meant no regression analyses for the two 
regions. I left out the demography variables in this analysis, in order to obtain at least 
some degrees of freedom. I still control for initial level of GDP however (1970). 
The extremely interesting, but by now not unexpected finding that can be read from 
table 5.35, is a very substantial interaction affect. Region clearly determines how 
political regime type is affecting economic growth even over a time span of thirty 
years. Whereas democracy is on average having a positive, but insignificant effect in 
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Latin America, the beneficial effects of democracy on economic growth in Africa 
looks clear from this model. The effect is statistically significant on a 1% level. In 
Asia, on the contrary, authoritarianism is clearly favourable to growth, and the effect 
is significant on a 5% level, which is impressing with only 14 countries entered into 
the analysis. These results clearly reconfirm the impression and results from the 
analysis of particular decades. Even over the longer term, democracy was clearly 
growth enhancing in Africa, whereas authoritarian regimes were superior 
economically in Asia, based on this model and available data. 
I now want to check the other important possible interaction effect: Does income 
level determine whether democracy is favourable to growth? Do poorer countries 
need authoritarian government in order to kick off development processes, and is 
democracy needed in order to keep a rich and complex economy reinvigorating 
itself? I drop the demographic variables, and enter a multiplicative interaction term, a 
product of average FHI and income in 1970 per capita, as a term in the equation. I 
control for GDP level, and the “clean” democracy term is still in the equation. The 
interaction term is positive, but very small (b-coefficient: 0,0000186) and 
insignificant on any conventional level. If the estimated coefficient of the interaction 
term is correct, and the estimated FHI-coefficient is also correct (-0,59), a country 
with an initial GDP-level of 5000$, would benefit 0,50% extra in annual growth for 
every unit increase in democracy. A richer country with a level of 20 000$ would 
increase its GDP-growth by only 0,22%. This goes contrary to the two earlier 
hypotheses suggested. The empirical material suggests that poor countries actually 
have more to gain from democracy empirically.  
This last effect could be driven by the fact that many of the poorer countries are 
situated in Africa south of the Sahara, where also democracy is found to be positive 
to growth. When an Africa-dummy is entered into the equation, the interaction effect 
changes sign, and goes from being +0,19* 10^-5 to being -1,5*10^-5. This means 
that when controlling for Africa as a dummy, poorer countries are supposed to benefit 
less from having a democracy. It must be stressed however, that the interaction term 
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is not significant. However, even if it is no longer significant, the b-coefficient for the 
“pure” FHI term is still negative with -0,25, meaning that even poor countries benefit 
from an increase in the level of democracy given the correctness of the estimates. The 
country with an initial GDP of 5000$ would then benefit on average 0,32% in annual 
growth with a unit increase in democracy, whereas the 20 000$ country would gain 
0,55%.  
Even if we have here played around with numbers, estimating possible interaction 
effects between income and democracy on growth, there is no room within the 
framework of rigid statistical hypothesis testing to claim that such an effect exists. If 
the null-hypothesis is that democracy’s effect on long term growth is independent of 
income level in the economy, it can not be rejected by these data in the way the 
hypothesis about lack of regional interaction effects could.  
5.1.9 Pooled cross-sectional times-series analysis 
Even if this section does not make up more than a fraction when it comes to numbers 
of pages in the thesis, this is probably the most important section, at least when 
estimating a general relationship empirically between political regime type and 
economic growth. This section keeps gathers the data for the whole time period and 
analyses them together, without being pervaded by the same methodological 
problems as the section above. The effects of a high growing country becoming 
democratic because of its welfare level and thereby inflating the estimated effect from 
democracy on growth are mitigated here. The reason is that every single country-year 
is a unit of analysis, and the income level initially in every single year is controlled 
for. Moreover, this analysis also allows us to introduce countries that did not have 
long enough time series to be incorporated into the earlier analysis. Thirdly, and this 
is of course the central element, the approach allows me to base generalizations not 
only on cross-country variation like in 5.1.5 through 5.1.8, and neither just on the 
basis of variation within nations over the temporal dimension, like 5.1.4 does, but on 
both. The specification of the research question sounding, “how does democracy 
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generally affect economic growth?” is therefore best, but of course not satisfactorily, 
answered in this section. 
The results in the following section are based upon the model where population, GDP 
level and FHI in a given year are independent variables, and the growth per capita is 
the dependent. I have not controlled for region in this analysis. The control for region 
is in any case irrelevant in the fixed-effects analysis, since one here anyway controls 
for each nation specifically by adding a dummy for every country. The OLS-with 
panel estimated standard errors can then be said to rest on a version of the 
intermediate model, where I have scrapped the control for population growth, 
following the suggestion from Przeworski et al. (2000:257) that population growth is 
endogenous to regime type. I have kept the control for population level; thereby not 
letting the results from for example small countries influence the estimated effect of 
democracy in a disproportionate way.  
Autocorrelation is taken account for, but only to the extent that one controls for the 
correlation in error terms with the previous year, not going further back in time. This 
is in most cases more than enough for practical purposes and a quick check in 
STATA says that only the one-year lagged growth, and not the two year-lag is 
significantly correlated with present growth at the 5%level. 
It is worth noting that the sample of this cross-sectional times-series analysis consists 
of all land-years that have a score on the dependent variable and control variables, 
which are all collected or derived from PWT-data, as well as having a score on the 
FHI. The earliest year is therefore 1972, and most of these countries have time-series 
that extend to the last year of this study’s empirical boundary, namely 2000. Several 
countries exhibit data for less than the full 29-year span. A large group of countries 
that fits this description is former Soviet-republics. They of course start their series in 
the nineties. Actually, a country would have been accepted into this sample if it had 
only one data-point, not setting any limitations to the entrance of countries because of 
length of the time-series. In this analysis, it is important to remember that it is land-
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years that are units, and a country that has 29 observations will therefore weigh more 
than a country with a shorter time-series.  
I do not see this as especially problematic as long as the years lacking in the sample 
are not systematically selected away. My approach is that “the more data the better”. 
In this way, the test in this section is the most inclusive and data-rich in the whole 
study. Not only does it go from averages to more refined data-points, but it also 
incorporates countries that are left out in the other analysis due to lack of enough 
years to construct averages. This sample therefore covers 151 countries having data 
for shorter or longer periods of the interval from 1972 to 2000, making up an 
impressive 3612 observations at the most. The experiences of the nineties will 
however be overrepresented for the sample as a whole, due to there being more 
countries in the sample for this period.  
I will however also perform analyses of a reduced sample where only countries that 
have time-series longer than or equal to twenty years for the non-lagged series were 
selected. Thereby I am leaving out countries such as the ex-Soviet, but also countries 
such as Yemen and Germany, more recent states in their present form, as well as 
countries with lack of data for many years as Cambodia and Cuba. 
Due to temporal delays of possible policy-effects, discussed in chapter 4.0.1, there is 
extra reason for lagging the dependent variable in this sample. The problem of the 
temporal dimension of causality is reduced in the regression analysis performed 
earlier since one is operating with broad averages that anyway capture longer time-
periods on variables, directly internalizing the lag for the early and middle-years in 
the decade. In this sample, which operates only with one year as the relevant time 
unit of growth for each observation, one cannot expect the dependent variable to 
reflect the growth in the relevant year to only be a function of the simultaneously 
existing political institutions, but rather also that it reflects the regime that existed in 
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earlier periods124. Ideally, I should perhaps have used a more specific distributed lag 
model, which tries to determine simultaneously the effect on different time-periods 
(Nymoen, 2005). I have not seen this been performed in the literature on democracy 
and growth earlier. I will however try to capture the time dimension of causality by a 
more simple method, that is by lagging the dependent variable first by one, and then 
by two years.  
“OLS with Panel- corrected Standard Errors” 
Table 5.36: The estimated effect of democracy on growth using OLS with Panel-
corrected Standard Errors 
Method 
Demand
s on 
length 
time 
series 
Lag on 
growth 
Observ
ations Nations 
Averag
e years 
FHI-
coeffic
ient 
p-
value 
OLS with Panel-
corrected 
Standard Errors No No lag 3612 151 23,9 -0,11 0,25 
OLS with 
Panel-
corrected 
Standard 
Errors No 1 year 3487 151 23,1 -0,26 0,00 
OLS with 
Panel-
corrected 
Standard 
Errors No 2 years 3336 151 22,1 -0,26 0,00 
OLS with Panel-
corrected 
Standard Errors 
>20 
years No lag 3363 120 28,0 -0,13 0,17 
OLS with 
Panel-
corrected 
Standard 
Errors 
>19 
years 1 year 3247 120 27,1 -0,28 0,00 
OLS with 
Panel-
corrected 
Standard 
Errors 
>18 
years 2 years 3127 120 26,1 -0,24 0,01 
 
                                              
124 In many cases, but not all, are the FHI numbers in year t the same as in year t-1 and even t-2, due to institutional 
stability. Extreme cases are countries like the Nordic and Benelux, which have consistently scored a 1.0. 
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The results above are extremely important, but they can be summed up relatively 
quickly. When controlling for income125 and population levels, democracy is found 
to have a significant impact on economic growth using the OLS with panel corrected 
standard errors, if we lag the dependent variable. This results hold on a significance 
level of 1%, whether one uses a one or two year lag. It is also independent of whether 
we use the most extensive sample or a more limited sample, excluding the cases that 
only have data on economic growth for a few years. Following Beck and Katz 
(1995), I have argued that this type of analysis is the most appropriate for political 
economic studies, and it allows me to take into account much more information than 
an ordinary regression analysis does. This is reflected also in the standard errors of 
the estimates, being much smaller than for the different OLS-analysis conducted. The 
coefficients range between -0,24 and -0,28, not very large compared in size with 
some of the coefficients from the more crude OLS and WLS analysis. The estimated 
coefficients are implying a one-unit decrease on the FHI, meaning slight 
democratization, will contribute to a quarter of a percentage extra annual GDP per 
capita growth.  
The FHI-coefficient was insignificant when not lagging the growth-variable. This of 
course makes the results somewhat more ambiguous, but we have to remember that 
one measures growth already from a starting date in January, and characteristics of 
the political regime later in that year cannot logically contribute to this “early 
growth”. Being realistic about the time dimension make us understand that lagging is 
extremely appropriate when dealing with data on an annual basis. Macroeconomists 
for example measure that the impact of US monetary policies on growth reach a 
maximum effect after approximately five to six quarters (Blanchard, 2000:97), 
whereas fiscal policies have an even longer lag in effect. The model used was a 
 
125 Due to some technical issues, I did not possess GDP per capita in my transformed matrix in STATA, but I have used 
GDP per labor levels as control variable in stead. I do not believe this causes any particular disturbances to the effects of 
democracy on economic growth, which is still measured in per capita terms. Real GDP per labourer is extremely highly 
correlated with GDP per capita (estimates in SPSS shows a correlation of these variables in 1970 of 97,4%.) Additionally, 
real GDP per labourer is on substantial grounds probably at least as relevant as GDP per capita as a control variable. Being 
more of an estimate on effectiveness than welfare, when compared with the other alternative, GDP per labourer captures 
some structural traits of production in an economy better. 
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strictly linear one, and no interaction effects were estimated. As we saw in earlier 
chapters, only in the 1970’s was there a significant deviation from linearity found. 
The interaction effect between income and political regime on growth was not found 
to be as important, and often having the opposite sign, of what theoretical 
considerations predicted. When it came to region, this was different, with democracy 
having a very different impact in for example Asia and Africa south of the Sahara. 
However, controlling for region in the different analysis in earlier chapters did not 
tend to skew results in one particular direction. Region is therefore also here left out 
as a control variable, in addition to the more substantial considerations and 
validations of operating with a more reduced model given in 4.0.1. Further 
elaborations on different models and specifications using this type of analysis are 
however an area that can be further investigated in the future. 
The estimated effects are as said significantly different from zero using a lag on the 
dependent variable. The sign of the coefficients are of course plagued by 
uncertainties, but if one takes them at face value, a democratic regime having 1 on the 
FHI with the same initial income and population as a autocracy with FHI 7, was by 
this model predicted to grow by approximately 1,5% more annually in GDP per 
capita terms than the autocracy. This can make a large difference over thirty years. A 
country growing by 1,5% faster than another country will have a GDP 1,6 times that 
of the other country at the end of the period if they started out equally rich.  
“Fixed-effects model” 
Table 5.37: The estimated effect of democracy on growth using a Panel Data, 
Linear Fixed-effects Model 
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Method 
Demands 
on length 
time series 
Lag on 
growth 
Observ
ations Nations 
Averag
e 
years 
FHI-
coeffi
cient 
p-
value 
Panel Data, 
Linear 
Fixed-
effects 
Model No No lag 3612 151 23,9 0,13 0,28 
Panel Data, 
Linear 
Fixed-
effects 
Model No 1 year 3487 151 23,1 0,06 0,65 
Panel Data, 
Linear 
Fixed-
effects 
Model No 2 years 3336 151 22,1 0,08 0,54 
Panel Data, 
Linear 
Fixed-
effects 
Model >20 years No lag 3363 120 28,0 0,12 0,33 
Panel Data, 
Linear 
Fixed-
effects 
Model >19 years 1 year 3247 120 27,1 0,04 0,73 
Panel Data, 
Linear 
Fixed-
effects 
Model >18 years 2 years 3127 120 26,1 0,07 0,60 
 
The benefits of democracy in the economic realm do not hold when we base our 
estimates on a “Fixed-effects” model however. The FHI-coefficient changes signs 
and is now actually positive in all models tested. The estimates are relatively small 
however, and they are far from significantly different from zero considering all 
conventional levels of significance. Still, the positive economic effects connected to 
democracy have seemed to evaporate when using this type of analysis, and stands in 
stark contrast to the analysis based on OLS with Panel-corrected Standard Errors.  
Acemoglu et al. (2005) have argued that a “Fixed-Effects model” is the appropriate 
model to use on many occasions, since it controls for the different national contexts, 
and thereby mitigates the problem of estimates being driven by idiographic “deep 
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historical factors”. One thereby isolates changes in for example political regime type 
by looking at intra-national variation. I have criticized this view elsewhere, arguing 
that not only intra-national variation over time, but also cross-national variation is 
relevant when trying to generalize about the “average effect of democracy”. The 
“Fixed-Effects” analysis might very well be interpreted to capture the aggregate 
effect of changes in a political regime, at least to a certain extent, when the period of 
time under study is as short as 30 years. If a hypothetical country goes through a 
democratic transition in 1985 and grows slower thereafter this will be captured by the 
analysis. If two countries however, one democracy and one authoritarian regime, 
grow at constant and different speeds throughout the period, this will not affect the 
results. These growth differences will be attributed to “country-specific effects”. The 
OLS with Panel-corrected Standard Errors above was more general, incorporating 
both types of effects.  
It can therefore be argued that these techniques not only give different ways of 
estimating the empirical relationship between democracy and growth, but that they to 
some extent are differentiable also analytically, the “Fixed-effects” model capturing 
more of a “change”-effect. The division lines are however not clear-cut. Whether 
growth changes in for example South Korea today is attributable to the democratic 
transition in 1987 or to the level of democracy is a partly philosophical question. The 
clear conceptual schism between level of democracy and democratization that Munck 
(1996) and Inglehart (1997:194-199) argue for becomes blurred when going into 
these type of more practical debates. 
If interpreting the results in a way that they capture effects of democratization and 
autocratization processes, they back up the findings from chapter 5.1.4, which found 
no special general effects from these types of processes. The effects varied from 
country to country, but there was no indication that “on average” democratization 
spurred growth or that autocratization suppressed it. One difference between this 
analysis and the one in 5.1.4 is that we here also incorporate effects of small changes 
in the level of democracy, and not only large and obvious transitions. The effects of 
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Margaret Thatcher’s union bashing in the eighties, which led to a slight drop in 
Britain’s civil liberties score, will for example be counted. The results are however 
the same: Changes in political regime in a country does not seem to have any 
systematic effect on growth. If anything, becoming more democratic is estimated to 
be slightly negative for growth rates. 
Reconciling contrasting evidence; a short attempt at establishing coherence 
An interesting question therefore is how to reconcile the fact that analyses which 
incorporate cross-country differences show positive effects from democracy, whereas 
analyses that look at changes internally in countries’ regime properties do not seem 
to show these effects? There is of course the suggestion that the first analysis type is 
wrong on methodological grounds since it does not take sufficiently into account 
country specific historical effects that are prior to both political regime type and 
growth rates. There are however also many other possible explanations. The world 
economy has grown slower on average over the last two decades, and at the same 
time, the number of democracies has increased. If these factors are attributable to 
broad global trends, like oil-price shocks, decreased rate of technological progress as 
well as an international environment friendlier to democracy,  a “Fixed-effects” 
model will, since it bases itself more on time-varying components, to a larger degree 
be affected by a positive bias in favor of authoritarianism.  
One even more plausible explanation is that a political regime needs time to become 
embedded in a country’s society, and that the benefits of a democracy will not be 
imminent in all places. Only when a democracy has stabilized and become embedded, 
by among others slowly changing the political culture in a country, does the positive 
economic effects of this regime type become evident and make a difference in 
empirical growth rates. A time-horizon of say ten years is not enough. This is backed 
up by the theoretical arguments presented in 3.0. Changing broad socio-economic 
structures like human capital and distribution as argument X) and XI) deals with is a 
time-consuming process. Even if education rates were to jump, the largest part of the 
workforce already in work will not be affected. Changing cognitive factors in the 
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minds of the populace is, as all students of “culture” would acknowledge, a slow-
going process. The needed legitimacy of the regime for establishing and 
implementing reform, as discussed in VI), might only be built over time. So will the 
increases in “social capital” suggested in XII). The arguments of technological 
diffusion and innovation were extremely vague. However, technological dynamics is 
also generally assumed to be a time consuming process, especially the diffusion part 
(Verspagen, 2005). Effects of improvements in such structures are probably not 
observable after a few years in general.  
What backs up the “democracy needs more time” argument, is that some of the 
assumed positive properties of authoritarian regimes, like the ability to push mass 
investment (which authoritarian Asian regimes did, even if the proposition is not 
supported generally by the analysis), or autonomously pushing through reform, might 
be done relatively quicker. Even if the economic results from these alterations are 
also connected with a certain time lag, mass investments might have an effect 
detectable over a ten-year period.  
I will leave the issue here. The argument is far from fully developed, and maybe not 
even convincing. Karl Polanyi (1957) argued for the importance of the economic 
system being embedded in wider society. I have argued for the importance of the 
political regime type of democracy being embedded in wider society, before its 
general effects on the economy becomes evident. Structural transformation of 
economy and society is a more time-consuming process than a change of political 
regime by a revolution, coup or even a political reform, something South Africa has 
experienced after the transition from the Apartheid-regime to inclusive democracy. 
Therefore, what empirically have seemed to be the positive properties of democracy 
on the economy, estimated from cross-section analysis, might not apply fully over a 
time span of even ten to fifteen years. The argument is not conclusive, and alternative 
substantive explanations on the incoherence of results, in addition to the obvious 
always-existent methodological ones, would be interesting to investigate further. 
5.1.10 Regimes and variation in economic performance 
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As we have seen earlier in this chapter, there are theoretical arguments that point to 
both deficiencies and benefits of the authoritarian regime type when it comes to 
producing economic outcomes. There are also as noted an abundance of both 
empirical growth disasters and growth miracles among the group of authoritarian 
countries. The arguments for authoritarian economic superiority seem strong at first 
glance, but as Fukuyama (2005) notes, the quality of the technocratic elite or the ruler 
in charge is of utmost importance for these arguments to hold. The point has been 
made several times throughout the thesis, but “[A]uthoritarian countries as a group 
might do well if they could all be run by Lee Kuan Yew; given that they are as often 
run by a Mobutu or a Marcos, it is not surprising that authoritarian regimes show 
much greater variance than democratic ones in terms of development outcomes” 
(2005:37). The following section gives a more formal statistical testing of this 
hypothesis. This has of course been found in earlier empirical analyses like Rodrik’s 
(1997, 2000), but the data used here are at least partly different and can therefore be 
seen as an attempt to reconfirm the more general hypothesis. 
Aristotle famously noted in his Politics (2000) that in an ideal case, a monarchy ruled 
by an enlightened ruler would be the best form of government. However, as he was 
acutely aware of, based among others on empirical considerations of small Greek 
city-states, monarchy might very well descend into tyranny. More generally all (true) 
systems of governments could according to Aristotle descend into more perverted 
forms. However, nothing would be more dangerous than having power concentrated 
in the hands of one single person if such a situation should arise. Aristotle suggested 
a much safer alternative would be to have a more “balanced” form of government126. 
Such a regime type with more checks and balances would be the best one in most 
practical cases, even if it would lack the genuine properties of an enlightened 
monarchy. My argument here is not completely analogous, but almost. Power 
 
126 Aristotle, as noted in chapter 2, did not think democracy was such a balanced form of government, fearing tyranny of 
the masses, but pointed instead to a “Politeia” a type of government where at least the “middle classes” had some powers. 
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concentration and lacking electoral checks combine for a kind of Russian roulette: 
You might be lucky, but there are dramatic consequences if you are not. 
Taking the long perspective, with all the methodological problems it brings, the 
group of 58 countries that averaged more than or equal to 4 on the FHI over the 
whole period from 1972 to 2000, had a variance in their average economic growth 
rate from 1970 to 2000 of 5,0. The more democratic group of 56 countries averaging 
lower than 4 on the FHI had a much lower variance between them of 2,0127. Using a 
formal F-test, the result shows that the difference in variation between the two groups 
is statistically significant on a 1% level. This is a very strong finding, backing the 
hypothesis that authoritarian countries are varying a lot more in their long-term 
growth performances. It backs up the analyses in chapters 5.1.2 and 5.1.3, which 
hinted at this trait since both the overwhelming majority of the growth disasters and 
growth miracles, were authoritarian regimes. Democracies did neither notch the top 
scores, nor experience the worst outcomes, but showed relatively average 
performances. 
To further to investigate the hypothesis about authoritarian regimes’ larger variation 
in growth rates, I break the data-set into shorter time intervals. I do this to deal with 
the methodological problems connected to using long time intervals, and to check if 
there has been a change in the empirical differences in growth-variation over time. 
Table 5.38 shows the variance in growth rates for the 1970’s in the group of more 
democratic as well as in the group of less democratic countries. I divided the sample 
at first into two groups, using the FHI-value 4 as a division line. Then I divided the 
sample into three different groups in order to in a more nuanced way look at the 
variation between countries with more similar characteristics on the political regime 
variable. The numbers on the FHI are calculated as averages over the period, and so 
are the growth rates. Once again, we find that authoritarian regimes vary substantially 
 
127 The growth rates were calculated using Penn World Tables data. 
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more in growth rates than democracies. We can see that the group of countries with a 
middle value on the FHI varied relatively less than the authoritarian regimes, but 
more than the more democratic. 
Table 5.38 Democracy and variation in growth rates in the 1970’s 
Average 
FHI Number 
Variance 
growth 
Average 
FHI Number 
Variance 
growth 
[1, 4) 45 3,40 [1, 3) 35 3,95 
[4, 7] 68 8,92 [3, 5] 31 6,45 
   (5, 7] 47 8,81 
 
Comparing the two categories in the dichotomized classification system, these groups 
have an F-statistic of 2,62, and the statistic is significant even on a 1% level. With an 
F-statistic of 2,23, the difference in group-variances is still just significant on the 1% 
level between the democratic and authoritarian group. Authoritarian countries as a 
group had a significantly larger dispersion in national economic performances than 
what was the case among democracies in the 1970’s. The variation in the “semi-
democratic” group is however not significantly different from variation in any of the 
two other groups on a 1% level, and actually neither on the 5% level.  
For the last two decades, we possess data from both the Penn World Tables and the 
World Bank. I chose to test the robustness of the empirical findings by using both 
samples. There are two sources of differences between the two samples. Countries are 
different between the samples, and there are different measured growth rates for 
countries with data from both the PWT and the WB. 
Table 5.39: Democracy and variation in PWT-growth rates in the 1980’s 
Average 
FHI Number 
Variance 
growth 
Average 
FHI Number 
Variance 
growth 
[1, 4) 61 4,81 [1, 3) 47 4,41 
[4, 7] 61 8,09 [3, 5] 29 6,98 
   (5, 7] 46 7,15 
 
Table 5.40: Democracy and variation in WB-growth rates in the 1980’s 
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Average 
FHI Number 
Variance 
growth 
Average 
FHI Number 
Variance 
growth 
[1, 4) 49 4,84 [1, 3) 37 4,83 
[4, 7] 65 10,80 [3, 5] 26 6,85 
   (5, 7] 51 10,95 
 
The findings from the 1980’s very closely resemble those from the earlier decade as 
can be seen from the two tables above. Democracies vary less than “semi-
democratic” regimes, which again vary less than authoritarian regimes, when it 
comes to economic growth rates. The World Bank figures show somewhat more 
variation between the authoritarian countries, which is not surprising given the 
discussion on selection bias especially in the PWT-sample in chapter 4.1.4. The WB-
data set includes more of the authoritarian regimes with extremely bad growth 
performances. 
F-tests show that when using the PWT-numbers the difference in variation between 
the most authoritarian and most democratic countries is significantly different from 
zero on a 5% level. This holds for both classifications above. The “medium category” 
is however not distinguishable from the other on a 5% level of significance. Using the 
WB-numbers, the most authoritarian and democratic regime variances are 
distinguishable on a 1% level. Once again, the “medium group’s” variance is not 
stringently statistically different even on a 5% level with the degrees of freedom seen 
here. 
The differences in variation are even bigger in the 1990’s than in the earlier decades. 
Notice especially the extreme variances observed in this decade for the most 
authoritarian countries. Authoritarian regimes as a category really covered over 
tremendously different national economic experiences. Social science seldom 
provides evidence as clear as the empirical differences observed here, implying the 
high risks associated with authoritarian rule. The authoritarian group was 
significantly distinguishable from all other groups, regardless of classification scheme 
and data-source in the nineties. This is true on a 1% level for all cases, except for the 
World Bank data in the three-type classification, where the group of intermediate 
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regimes showed a high level of variation as well. Here the authoritarian regimes’ 
higher variation was only significant on a 5% level. However, for the World Bank 
data the countries scoring between (and including) 3 and 5 on the FHI had a 
significantly higher variance than the more democratic group averaging between 1 
and 3 on the FHI, on a 1% level. 
Table 5.41: Democracy and variation in PWT-growth rates in the 1990’s 
Average 
FHI Number 
Variance 
growth 
Average 
FHI Number 
Variance 
growth 
[1, 4) 88 4,38 [1, 3) 66 3,42 
[4, 7] 56 15,00 [3, 5] 46 5,92 
   (5, 7] 32 22,34 
 
Table 5.42: Democracy and variation in WB-growth rates in the 1990’s 
Average 
FHI Number 
Variance 
growth 
Average 
FHI Number 
Variance 
growth 
[1, 4) 74 6,05 [1, 3) 53 3,16 
[4, 7] 65 14,12 [3, 5] 44 9,12 
   (5, 7] 42 17,77 
 
Since I have chosen to focus somewhat more on the decade of the 1990’s, I also 
checked how the variation in the group of countries that had a positive score on the 
Polity-index fared against the countries with a zero or negative score. The first group 
of countries, incorporating a total of 89 countries had a variance in average growth 
rates over the decade of 6,6. The latter group of 41 countries had a much higher 
variance of 13,5. The difference is significant on a 1% level, and backs up earlier 
findings. 
The extreme results from the 1990’s could be driven by civil wars and anarchical 
conditions in some countries such as the Congo and Sierra Leone. I checked if the 
results were different if these countries were left out of the analysis, excluding all 
countries that had experienced anarchy or foreign invasion as defined in the Polity IV 
data set. FHI is the democracy-indicator again here. No relatively democratic 
countries with an average score of under 4 on the FHI were excluded from the 
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analysis, and the variance in this 88 country group is then still 4,38. The group of 
authoritarian countries is now reduced by 8 to 48. The variation in the group is still 
rather unchanged, going somewhat down from 15,00 to 13,20. The significance of the 
results on all common levels of significance is unquestionable and the qualitative 
interpretation of the results is still unchanged and remains very strong. 
There are however some control problems related to the findings on democratic 
regimes exhibiting a lower degree of variation. Democracies in general have higher 
income levels than authoritarian regimes. The empirical literature on income 
convergence shows that some poorer countries are “catching up”, and some are 
“falling behind” the economic leaders (Abramowitz, 1986 and Barro and Sala-i-
Martin, 2004). Poorer countries are assumed to have a larger potential when it comes 
to economic growth, since they in the ideal case could make productive, but still 
unrealized, investments and tap into a reservoir of already existing technology, 
generally developed in OECD-countries. However, a low income level also 
predisposes for growth disasters. Not having many resources initially might lead to 
poverty traps where little is saved of the low income, thereby leading to a lack of 
investments, also in necessary infrastructure, education and R&D. Poverty might also 
lead to increased probability of violence, civil war and other events that destroy 
economies. Therefore, the variation among poor countries is much higher than in 
richer countries, and this need to be controlled for when analyzing growth variation 
between political regime types. Rodrik (1997:5) controls for this effect by dividing 
the countries into those nations that have a higher than expected democracy level 
based on a regression where income and human capital is entered as independent 
variables (those that are above the regression line), and those that have a lower score 
than expected. He finds that the results on differences in regime variation in growth 
rates are still significant, with authoritarian regimes exhibiting larger variation. I 
chose an even simpler and more intuitive way of controlling and testing variation. I 
divided countries into rich and poor, where the dividing line is drawn at the median 
nation’s income. The relevant income levels were 2826$, 3452$ and 4729$ in 1970, 
1980 and1990 respectively. It is not reasonable to divide the sample into more than 
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two categories based on income values because of the low degrees of freedom that 
would result. The problem is anyway that there are few poor democracies and few 
rich authoritarian regimes, allowing for very few degrees of freedom statistically. 
This makes finding significant results more difficult. 
It is important to remember that one does not control completely for income by 
dividing the sample discretely in this way. It might for example be that the 
democracies in the “poor” part of the sample are having incomes very close to the 
median, and that the authoritarian countries are poorer. Therefore, this is not a perfect 
“control” for income. The alternative way to do it seems to be the method used by 
Rodrik (1997) discussed above, although the method has its own weaknesses, 
especially when it comes to easily accessible interpretation. The virtue of my 
approach, is that it is easy to apprehend, separating between “rich” and “poor” 
countries. 
Table 5.43: Variation in PWT growth rates in the 1970’s, divided by income and 
political regime type 
 
Under 
median 
income   
Over 
median 
income  
Average 
FHI Number 
Variance 
growth 
Average 
FHI Number 
Variance 
growth 
[1, 4) 7 11,34 [1, 4) 38 2,2 
[4, 7] 50 7,86 [4, 7] 18 12,43 
 
The difference in variance of average growth rates between rich democracies and rich 
authoritarian regimes is extreme, enabling a significant F-statistic on a 1% level even 
with this low degree of freedom. However, the control for income has tilted the 
results when it comes to the poorer countries, where the more authoritarian regimes 
have a lower variance than the seven poor democracies. This result is however far 
from statistically significant on any common level, meaning that this unexpected 
result in variation could very well be a result of chance. There is an interaction effect 
detected when it comes to the relation between regime type and growth variation, 
based on the data from the 1970’s. Richer authoritarian regimes still perform 
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extremely differently, and this group of countries has a variance that exceeds by far 
the rich democratic group’s in the seventies. The hypothesis that democracies vary 
less in growth performances does not however get unequivocal support, when 
controlling for the critical variable income level.  
Table 5.44: Variation in PWT growth rates in the 1980’s, divided by income and 
political regime type 
 
Under 
median 
income   
Over 
median 
income  
Average 
FHI Number 
Variance 
growth 
Average 
FHI Number 
Variance 
growth 
[1, 4) 16 6,34 [1, 4) 44 4,25 
[4, 7] 45 8,58 [4, 7] 16 6,17 
 
Even when controlling for income by dividing the sample in two, authoritarian 
regimes vary more in their growth performances in the eighties. However, the 
differences in variation are much smaller after dividing the sample, making any 
difference in variation statistically insignificant even on a 5% level. The hypothesis 
that there are no differences in growth-variation between different political regime 
types cannot be rejected by a statistical test. 
Table 5.45: Variation in PWT growth rates in the 1990’s, divided by income and 
political regime type 
 
Under 
median 
income   
Over 
median 
income  
Average 
FHI Number 
Variance 
growth 
Average 
FHI Number 
Variance 
growth 
[1, 4) 24 3,87 [1, 4) 63 4,6 
[4, 7] 47 16,18 [4, 7] 9 9,69 
 
In the 1990’s, the control for income does not affect the results found earlier for the 
PWT data, but the level of significance for the WB-numbers is adjusted from 1% to 
5%. Based on the PWT data, but also on the WB-data, it looks like the hypothesis 
that democracies vary less in their growth performances gets strong support. In the 
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1990’s, both among rich and especially in the group of poor democracies, growth 
varied little. Interestingly, variance in growth rates among poor democracies was 
even lower than for rich democracies. Poor democracies had a variance between them 
more than four times lower than poor authoritarian regimes. 
To illustrate this last difference, take the intervals constructed for poor democracies’ 
and poor authoritarian countries’ growth rate one gets if subtracting and adding two 
standard deviations to the respective groups’ mean growth rates, almost being what 
we could conceive of as 95% confidence intervals. The mean growth rate of GDP per 
capita for poor democracies in the 1990’s was 1,33% and  1,07% for the poor 
authoritarian regimes. The respective intervals was then [-2,60, 5,26] % for poorer 
democracies and [-6,98, 9,12]% for poorer authoritarian regimes. The size of the 
second interval is more than twice the size compared with the first, centering on the 
approximately same mean. 
According to the by now much referred to study by Dani Rodrik (1997) authoritarian 
regimes in general show a much worse ability to tackle crises and have deeper falls in 
GDP-levels, when a crisis first occurs. Due partly to this, authoritarian countries also 
posits larger swings in economic growth rates within national boundaries over the 
time dimension. This finding is not focusing on inter-country “group variance”, as 
was analyzed above, but “intra-national” growth variation measured along the 
temporal dimension. Some economists would talk about the properties of the 
different countries’ business-cycles. This issue is a little to the side of my main 
research question, which originally was meant to discover differences in long-term 
growth rates. However, the temporal swings and variation in growth rates is an 
interesting nuance that will only be checked in a very short and simple manner. The 
variance in growth rates over a time-period for a nation could be a suitable measure 
for this intra-national variation. I analyze the variance in each country’s annual 
growth rate within a decade as a dependent variable. I check how it is affected by the 
average score on the FHI as an independent variable using OLS-analysis. I also 
control for income level, since level of development in general probably affects the 
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size of swings in growth, with poorer countries often having large variation in growth 
from year to year (Easterly and Levine, 2001:195-198).  
Table 5.46: How democracy affects intra-national variance in annual growth 
rates in given time period. 
Decade b-coefficient of FHI p-value 
1970's 12,4 0,00 
1980's 14,8 0,00 
1990's 23,4 0,00 
 
The table above gives an extreme support to the hypothesis that democracy 
negatively affects the variation in growth rates, stabilizing the economy from large 
swings. Countries with relatively democratic regimes experienced on average much 
more stable economic circumstances, not seeing the large swings in growth rates 
experienced by authoritarian regimes. The values were so large; I actually had to look 
three times at the results in order to believe them. A one point shift in the freedom 
house index gives on average an increase in the standard deviation of the annual 
growth rate of more than 3,5% points in the 70’s. The numbers increased in the 
following decades, reaching almost 4% in the 80’s and a staggering 5% in the 90’s. 
Authoritarian regimes are obviously not only prone to large differences between them 
in economic growth, but a typical authoritarian regime also experiences large shifts in 
annual growth from one year to the next. 
I performed some further controls in the 1990’s in order to check whether the results 
were driven by specific factors. Some countries experienced extreme economic 
events like the small oil rich country of Equatorial Guinea. Haiti and Rwanda also 
saw large swings in GDP this decade due to political turbulence and genocide 
respectively. I therefore exclude from the sample countries with more than 200 in 
variance in the decade. The b-value now falls to a much more modest 3,8, but the p-
value is still a convincing 0,01, making the coefficient significantly different from 
zero on a 5% level. One could question the correctness of controlling for these 
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extreme cases in the sample, if the political regime type matters in explaining these 
experiences. If political regime type contributed to the happenings in Rwanda and 
Haiti, then these should perhaps be included in the analysis on substantial grounds. 
Anyway, the conclusion is clear: Democracies experience smaller variation from year 
to year in their annual growth rates, and are therefore to be viewed as more stable. 
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5.2 I just presented two billion numbers, and learned 
what? Interpretation of the findings, and how 
empirics and theory relate. 
The above heading is a paraphrase of Sala-i-Martin’s short but instructive article on 
economic growth-regressions “I Just ran two billion regressions” from 1997. One of 
the points of his analysis, as should be one of the main conclusions of mine, is that 
what looks like significant factors effecting economic growth is very dependent upon 
choice of model (as well as operationalization and data sample, I would add). This 
leads to few, although some, variables actually being robust when it comes to 
explaining differences in economic growth. The literature on political regime type 
and economic growth has widely recognized that democracy is not one of these 
robust variables, as seen in 5.0. Based on my analysis I can only join this chorus. 
However, I think it is because of these reasons a logical fallacy to conclude, as some 
do that political regime type does not matter for growth.  
Only based on a priori grounds should one recognize the possible importance of 
political regime types. The organization of collective decision making and the 
differences in policies that can be expected to follow, the autonomy of the decision 
makers, and the related issues of implementation are all extremely important aspects 
of politics and wider society. To think that the functioning of economies would be 
independent of who has the power to design the rules of the economic game is far-
fetched. My strong conviction is that the organization of political power and 
collective decision making effects long term economic growth. However, it might 
affect the economy in subtle ways not detectable by statistical hypothesis tests of 
coefficients in linear regressions, regardless of specification of method, model and 
operationalizations. Even more interesting, the social and historical context in which 
the regime is embedded, and the “type” of authoritarian or democratic regime a 
country possesses, will probably influence the economic results in a strong way. This 
does not mean that the traits associated with the authoritarian-democratic dimension 
are irrelevant. Suppression of labor rights might very well contribute to growth in the 
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cases of Malaysia and Singapore, and depress growth in say Malawi, where tobacco 
farmers struggle to survive on a minimum wage. Free and fair elections might boost 
Ghanaian growth rates and depress Palestinian. The problem of this study is one of 
the many issues in the social sciences that “suffer” from complexity and 
indeterminability. 
I have paid much justice to the different nuances, and it is now time to collect the 
threads from chapter 5.1. I will sum up in short what the different analyses have 
taught us. I will structure the presentation around propositions that can be related 
relatively directly to the hypotheses presented in 3.1.6, which were deduced from the 
various theoretical arguments laid out in 3.0.3. 
Theoretically based proposal: The generalized average effect from political 
regime type, measured along the democracy-authoritarian dimension, can go both 
ways. The reasons are the multiplicity of possible mechanisms both in favour of 
democracy and authoritarianism, and these mechanisms dependence on national 
context. 
Answer based on empirical evidence: There are no empirical indications 
whatsoever that a generalization of the average effect of political regime type based 
on global samples point to the economic benefits of a higher level of authoritarianism 
in the time-span from 1970 to 2000. If anything, there can be argued that there is a 
positive effect from the level of democracy a country exhibits. Breaking the sample 
into decades, the evidence in favour of democracy is strongest in the 1990’s and a 
little stronger in the 1970’s than the 1980’s. The results are however very sensitive to 
different methodological specifications. This does not however mean that the possible 
general effect of democracy is irrelevant. Some of the estimated cross-national 
coefficients points to relatively large growth effects, even when controlling for 
income level, demographic factors and region, and this goes for all the decades. 
When extending the time dimension and looking at long term growth rates, 
democracies are estimated to grow significantly faster on average by OLS and WLS 
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analysis, even when controlling for the most relevant variables. This analysis could 
however be prone to strong methodological biases, because countries that grow fast 
over the long run become richer and thereby tend to have a higher probability of 
being democratic, even if the initial theoretical mechanisms proposed by Lipset 
(1959) to explain the probability are contested. A pooled cross-sectional - time-series 
approach solved these problems, and allowed me to investigate the broadest possible 
sample, based on PWT-data. When taking into account the time-lag of the growth 
effects, this analysis showed that democracy significantly was associated with higher 
growth rates, even when controlling for population level and income level. I would 
therefore suggest there are strong reasons to claim that democracy “for the average 
nation” over the last thirty years encouraged economic growth. 
Theoretically based proposal: Neither democratization nor autocratization 
processes can a priori be predicted in a generalized way to spur or depress growth 
rates. The multiplicity of theoretical arguments and context dependency of these 
make it impossible to argue for one specific position. 
Answer based on empirical evidence: 
Even though there are empirical instances of countries that have had their growth 
rates boosted and depleted of both types of regime changes, there are no general 
statistical evidence whatsoever that democratization or autocratization processes tend 
to affect economic growth in a specific way, generally. Growth rates measured before 
and after these political changes tend to stay put or move in “unsystematic” 
directions. The “Fixed-Effects approach” of the PCSTS, which also generalizes the 
effect of democracy on intra-national variation, supports this claim. The coefficients 
here actually show that countries tend to grow faster when they move away from 
democracy, but the effects are very small and not at all significant on conventional 
levels. Regime changes or intra-national changes in political regime from 1970 to 
2000 did not in general seem to move growth rates in a specific direction.  
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Theoretically based proposal: Due to arguments like XI) on human capital 
accumulation and XIV) and XV) on technological innovation and diffusion, one could 
expect democracy to increase “knowledge-induced” growth 
Answer based on empirical evidence: Empirically, those democracies that can have 
such a “knowledge growth” component estimated by growth accounting seem to 
outperform authoritarian regimes on this account. The evidence is however not strong 
enough to validate a clear-cut rejection of a null-hypothesis that political regime in 
general does not matter for the reduced and intermediate models. The full model 
however, which controls for region, demographics and income level, show results 
that are significant on conventional levels. Further research might be needed, and my 
estimates can certainly be improved upon, due to the many methodological short-
cuts. Democracy is also positively associated with level of human capital, but the 
possibility of reverse causation on this specific account is large. R&D-measures used 
as an operationalization did however not prove any such “knowledge-link” between 
democracy and growth. Generalizations are based on data from the 1990’s only. 
Theoretically based proposal: Due to especially argument II) on reduction of 
mass consumption in authoritarian regimes, these regimes would probably be 
associated with higher “investment-driven” growth. 
Answer based on empirical evidence: Based on evidence from the 1990’s, both 
growth accounting calculated “capital-related growth” and looser calculations on 
average investment levels, show that quite on the contrary to the hypothesis above 
democracies are associated with this type of growth. This effect is however not 
statistically significant, and the differences in empirical capital-induced growth are 
not as big as differences in knowledge induced growth. The proposition must 
however generally be rejected based on these data, and as discussed with an eye to 
argument VIII) on property rights and XIII) on corruption, there are some theoretical 
reasons also backing up this empirical trait. 
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Theoretically based proposal: Democracy would probably, based on argument 
XIII), but not surely, due to argument XIV) be growth enhancing through affecting 
corruption in a country 
Answer based on empirical evidence: The path analysis shows that democracy is 
estimated to have had a positive indirect growth effect through reducing corruption in 
the 1990’s. The results are however based on less stringent interpretation of statistical 
evidence. The sample used is also relatively small. 
Theoretically based proposal: The effects of civil liberties are due to the weight of 
theoretical arguments prone to be more beneficial for growth than political rights. 
Answer based on empirical evidence: The theoretical evidence is of course also 
somewhat sketchy for this proposition. First of all, some have argued that freedom of 
association can lead to interest groups negatively affecting development policies. The 
relevance of civil liberties, like freedom of speech might also be in doubt if not paired 
with free and fair elections, creating synergy effects. However, this proposition is 
almost impossible to determine the correctness of by statistical analysis, since scores 
on civil liberties and political rights are extremely highly correlated empirically. No 
evidence could therefore be found whether in favour or against. 
Theoretically based proposal: As the “Lee-thesis” suggests, arguments I) on 
political stability and argument XIX) on the inappropriateness of democracy in 
certain societies point to the benefits of authoritarian rule in underdeveloped 
countries, whereas democracy might be more appropriate in already developed 
countries.  
Answer based on empirical evidence: The evidence for this proposition is sketchy 
to say the least. No such general interaction effect related to income level could be 
proved for the different decades. Democracies were estimated to grow faster 
independently of their level of development in the 1990’s and in the 1980’s. If 
anything, the statistical data point to an interaction effect between income and 
political regime going the other way. Especially for the 1970’s this seems to be the 
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case, where democracy is estimated to inhibit growth slightly for rich countries, 
whereas it is clearly growth enhancing for poorer countries. These interpretations are 
of course based on average numbers, and need not imply the total irrelevance of the 
argument for some concrete cases. 
Theoretically based proposal: Since the relative strengths and deficiencies of 
democracy is probably dependent on social and historical context, as well as more 
specific institutional characteristics and regional spill over effects in the political and 
economic sphere, the effect of democracy might be different in different  regions of 
the world 
Answer based on empirical evidence: This proposal finds strong evidence in the 
data for the 1990’s. African democracies outperformed their more authoritarian 
counterparts. So did Latin American countries if one is willing to make some 
methodological assumptions, but not as clearly as in Africa. Democracy did not seem 
to spur growth in the East Europe\ex-Soviet and Middle Eastern countries in the 
decade when using the PWT-data. Data from the World Bank on more extensive 
samples indicated the benefits of democracy also in these regions. In Asia, 
authoritarian countries clearly outperformed their democratic counterparts. Asian 
authoritarian regimes have consequently been among the top performers throughout 
the period under study. 
Also in the data for the 1970’s and 1980’s democracy has seemed to bring benefits to 
African countries, whereas authoritarian rule has been economically superior in Asia. 
These claims also found support in the analysis on “growth miracles” and “growth 
disasters”. 
 
Theoretically based proposal: Due to the many and different mechanism proposed 
in 3.0, one could expect a non-linear relation between democracy and growth, since 
some mechanisms in favour of democracy might “dominate” for certain levels of 
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democracy, and some in favour of authoritarianism might “dominate” for other 
levels 
Answer based on empirical evidence: When specifying the question and checking 
if on average a curvilinear relation better describes the data than a linear relation, I 
find that there is some evidence for a U-shaped relationship in the 1990’s, even if the 
most democratic countries are estimated to grow fastest, ceteris paribus. More 
specifically, I find no support for the Barro-thesis that medium levels of democracy 
are most conductive to economic growth, rather the contrary. This is not the case for 
the 1980’s, where there is nothing to gain in explanatory power when moving away 
from linear models. In the 1970’s however, there seems to be strong evidence that 
medium level of democracy was enhancing growth. Might this imply the context 
specificity of my research question also along the time dimension? Is democracy 
increasingly becoming the beneficial mode of government, also when it comes to 
economic performance, as the world has moved from a cold war to a post-cold war 
context? 
Theoretically based proposal: Arguments relating to concentration of powers and 
autonomy of the authoritarian state, imply that these types of states can both lead to 
superb development policies as well as disastrous rampage of the economy. The 
outcome is dependent on the social context shaping the incentives and position of the 
authoritarian ruling elite, as we are lead to believe when looking at arguments IV) on 
autonomy of interest groups, V) on possibility of conducting long term reform VII) on 
power checks, combined with XX) on the realism of actor-assumptions. The cognitive 
abilities and qualities of leaders can also have dramatic effects in authoritarian 
regimes with power concentration.  
Answer based on empirical evidence: Authoritarian countries vary a lot more in 
their growth performances when considered as a group than democratic countries. As 
a descriptive claim this is valid for most specifications. However, the results are a 
little bit more ambiguous, but still strong in general, when controlling for income 
level. Some of the variation effect in the 70’s and 80’s can be related to the fact that 
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authoritarian countries in general were poorer. In the 1990’s however, poor 
democracies varied substantially less than poor autocracies growth wise. 
Additionally, when compared to democracies, authoritarian countries clearly have 
much larger swings in their annual growth rates as well. Complementing the results 
from the analysis in 5.10, chapter 5.2 and 5.3 also show that authoritarian countries 
are overrepresented among the more extreme economic performances. These regimes 
are overrepresented both among so-called “growth miracles” and “growth-disasters”. 
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5.3 Shedding further light on the relationship by 
looking closer at three concrete experiences 
This section will treat seriously the importance of the interaction effects on economic 
policy, and thereby growth, that arises in the intersection between political 
institutions and several contextual variables like for example level of development, 
political culture, state autonomy, state legitimacy and international context. 
Botswana, Mauritius and Singapore were three of the fastest growing nations 
economically from 1970 to 2000. The two former are often reckoned as relatively 
democratic, and the latter as an example of an authoritarian regime. The cases treated 
are meant to be used mainly as illustration of more general mechanisms. By linking 
them somewhat loosely to selective arguments, the understanding of the more general 
theory will probably be improved. Theories are as argued by Quine (1952) not 
completely logically separable from the experiences and the world we draw them 
from. The cases presented here are good illustrations of many of the general points 
made earlier, but they also have ideographic importance as historical cases in 
themselves.  By moving the focus closer to practical situations, away from general 
“eagle-perspective”, we can better to track important causal patterns and shed light on 
practical political processes, as well as concrete economic structural change. 
However, the understanding of the cases is partly driven by the want of 
understanding and exemplifying general theory. This could lead to biases in 
interpretation of happenings, and I will try to be aware of this pitfall. I have also to a 
large degree relied on secondary sources. Other sources than this study are better 
suited for introducing the general political economy of these countries, and further 
thorough analysis of these three countries will probably be necessary in order to 
develop a good understanding of how political regime type contributed to economic 
growth in the countries. 
5.3.1 A thriving authoritarian regime: the experience of Singapore 
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The small city-state of Singapore, situated at the southern tip of the Malaccan 
peninsula has been one of the world’s economic success-stories after its 
decolonization. A former British colony, Singapore gained self-rule in 1959, and was 
finally a fully independent country in 1965 after having been a part of Malaysia since 
1963. This small island, inhabiting only four million people has been praised by 
“free-marketers” and “government interventionists” alike, often being used as a main 
exhibit in their cases by both of these camps (Lim, 1983). In this short study, I will 
argue there is a grain of truth to both these views. Singapore was able among others 
through a competent and development-oriented government to establish the different 
building blocks of the “development pyramid” from 3.1, enabling the country to join 
the economically admirable group of “Asian Tigers”. During a time span of only 
some decades, Singapore transformed from a poor third world economy to the 
modern, dynamic and highly sophisticated economy it is today. Nevertheless, some 
scholars have stressed the continuity aspects of the Singaporean development 
experience, stretching the pattern and causes of development back at least to its 
global economic role as a staple port from the beginning of the 20th century (Huff, 
1994).  
Singapore also emerged from British rule with a relatively authoritarian political 
regime. The People’s Action Party (PAP) won over 70% of the parliamentary seats in 
the 1965 election, and has consolidated it’s grip on power since, winning all, or all 
but one, seat in all the elections thereafter up until 1990 (Przeworski et al. 2000:28). 
The party is currently holding 82 out of 85 elected seats in the Parliament, with the 
Singapore Democratic Alliance holding two and the Workers’ Party of Singapore 
having a single seat (The Economist, 2006b). The Singaporean regime also restricted 
civil liberties during the period, severely limiting the freedom of association and 
freedom of speech. Its politicians on various grounds, relating it both to traditional 
“Asian values”, and defending its necessity in order to conduct economic 
development, have eloquently defended the iron grip of the Singaporean political 
elite on its society. The explicit defense of the “Singaporean model” put forward by 
political leaders and academics, and its tremendous success, has made Singapore a 
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central case in the debate on the effect from political regime type on economic 
growth. The hypothesis that an authoritarian regime is necessary to spur economic 
growth in poor societies is even often dubbed the “Lee-thesis”, after Singapore’s first 
prime minister, who vocally defended it (1999:15). The academic literature and 
references to this tiny country’s recent experiences is completely out of proportion 
with the Southeast Asian island’s size or population. 
Table 5.47 sums up the fantastic economic performances in Singapore, giving it the 
second highest average growth rate per capita in the PWT sample, after Taiwan only. 
The PWT-numbers for the 1990’s did not however incorporate the “East Asian 
financial crisis” of 1997, since the growth series in PWT stops in 1996, just allowing 
Singapore to pass my criterion of a minimum number of seven years data in a decade 
for being ascribed an average. Even though not among the most authoritarian 
countries in the world, the FHI shows relative high average scores, somewhat higher 
on the civil liberties than the political rights dimension. Singapore does actually hold 
elections, although the degree to which they are fair and free can be discussed. The 
Polity score also shows somewhat of a medium range score, giving Singapore a score 
of -2 in all decades on an index that goes from -10 to 10. 
Table 5.47: Numbers on Singapore’s economy and political regime 
Decade 1970's 1980's 1990's 
Start GDP per cap (1996$) 5 280 11 464 17 932 
Average growth PWT per cap 8,3 5,0 5,8 
Average growth WB  4,4 5,1 
Average FHI-PR 5,0 4,1 4,6 
Average FHI-CL 5,0 4,9 4,8 
Average Polity  -2,0  -2,0  -2,0 
 
Politics in Singapore 
Douglass Sikorski notes that the existence of elections makes Singapore a 
democracy, “if we define democracy according to Schumpeter as a specific set of 
institutions and processes- fundamentally, free elections and parliamentary 
government. Nevertheless, the government is vehemently denounced from time to 
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time as autocratic and repressive” (1996:818). The disparity between general 
perception and this formal definition of the character of the Singaporean regime 
further underlines my point of the need to operate with a relatively broad definition of 
democracy. 
In 1965, as mentioned above, the PAP won an overwhelmingly large majority of 
74,5% of the parliamentary seats. In all the succeeding selections until the general 
election in 1991, where opposition parties won four seats in the 81 seat parliament, 
PAP won all or all but one of the seats (Przeworski et al., 2000:28). The share of the 
votes going to the ruling party has typically been in the sixties and seventies, 
measured as percentage. Singapore’s electoral system resembles that of Britain in the 
sense that “first past the post” in the different constituencies is the selection criterion 
for MP’s. After 1988 parliamentary elections have been organized in such a manner 
that most of the seats have been elected in so-called “Group Representation 
Constituencies” where voters votes for a team of candidates put together on the same 
ballot. One team is chosen from each of these constituencies. 
The formal political institution of elections, often taken as the main criterion for 
democratic rule, has thereby been existent throughout the short history of 
independent Singapore, qualifying the label “authoritarian” which is often placed on 
the city-state. Actually, in the late 1980’s before democratization processes really 
took hold in some Asian countries, Thomas J. Below called Singapore “undeniably 
one of the most democratic countries in Asia” (1989:153). The basic structure of the 
political system has changed little since independence, with the introduction of an 
elected president in the beginning of the nineties being one exception. This 
institutional alteration was mainly done in order to provide some checks and balances 
to the political power concentrated in cabinet. However, the powers of this position 
were restricted to vetoing powers, and even in this respect the maneuvering room has 
de facto been very narrow (To, 2000:81-82).  
Not only the political institutions, but also the persons inheriting the positions, have 
most often been defined more by continuity rather than change. Needless to say after 
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the above presentation, PAP has been the only government party in the history of 
independent Singapore. The country, even though exhibiting some weak opposition 
parties, is de facto resembling the one party developmental state proposed by Samuel 
Huntington (1968). Lee Kuan Yew, currently residing in the post of “Senior 
Minister”, guided the country as its first Prime Minister from 1959 to 1990, when he 
handed the post over to Goh Chok Tong. Singapore now has its third Prime Minister, 
Lee Hsien Loong, who is the eldest son of Lee Kuan Yew. In addition, the lower 
ministerial positions and parliamentary seats have been held in many cases for very 
extensive periods. During the “generational shift” in Singaporean politics in the late 
eighties-early nineties, fourteen senior MP’s declined to stand for reelection. Having 
between them 312 years in office, this was probably a nice opportunity to do 
something else than debating and legislating! (Bellows, 1989:145) 
Real politics and policy making it is safe to say, has therefore been conducted in the 
inner circles of the PAP. Even though the need for “constructive” opposition in the 
form of responding to social issues, often on the request from the PAP, has been 
stressed even by Lee Kuan Yew, the ruling party has not “brooked criticism easily” 
(Sikorski, 1996:823). The ruling party has not only had far superior resources than 
the legally accepted opposition. The rules of the political game it is fair to say, have 
been constructed in such a way that the opportunity for active and influential 
opposition politics is extremely limited. This is due to the electoral system in part, but 
also to a large extent a result of the extremely limited civil liberties in the society, 
which will be treated below. Comments to government strategies and the diffusion of 
knowledge from society are generally canalized through institutions such as different 
committees set up by PAP for various purposes. Division and contestation are 
uncommon phrases in the Singaporean society according to the government, 
constantly stressing the need for nation building, national unity or consensus. In the 
words of former Prime Minister Goh: “If able people are divided into two groups 
contending all the time for support over policies, you are stressing society every day” 
(Goh Chok Tong cited in Sikorski, 1996:823). Thereby he is actually questioning the 
real need for opposition parties in Singapore. The ideal of a national consensus and 
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“pacts” instead of “winner takes it all” is a tempting one in politics. However, the de 
facto solution often resemble better the ideas and perhaps also the interests of those in 
power positions than other groups and people in society. 
Civil liberties are limited in Singapore, both through laws and through more subtle 
mechanisms, also probably self-censorship among the public. In order to illustrate, I 
refer this story from “a concerned American”: “When two academics at the National 
University published a derogatory and disputable article about Singapore, the 
university administration pressured them to defend their article in a public debate. 
They declined to participate, and subsequently lost their faculty positions and left 
Singapore” (Sikorski, 1996:827). The withdrawal of positions or being declared 
unwanted in Singapore can be the consequence of speaking ones mind on sensitive 
political subjects, and therefore, many are likely not to speak their minds in the first 
place. The suppression of civil liberties has been defended by government officials as 
a way of keeping conflict-causing elements down in a society that craves unity and 
order. A former Singaporean foreign minister has been quoted in asking: “How many 
Singaporeans really want free speech anyway? They want orderliness, a decent 
living”(S. Rajaratnam quoted in Bellows,1989:153). The press has also historically 
been restricted, including the circulation of foreign magazines and papers. 
Compromises have been worked out however, in order to allow information to flow, 
possibly because of the economic effects of freer flowing information mentioned in 
argument XV) from chapter 3.0.3 (Bellows, 1989:152-153). Freedom of association 
is also limited. Assembling more than a small number of people is a crime according 
to Singaporean law, unless you have received a permit from the government. Labor 
organizations have also been suppressed in the country. These restrictions of course 
also apply to opposition leaders, thereby restricting their range of political options. 
Opposition leaders have been denied the ability to collect money, and have also been 
arrested for lacking permits for the holding of public meetings. Therefore, Singapore 
has constantly scored close to five on the civil liberties dimension of FHI, being 
given an even more authoritarian grading here than on the political rights dimension. 
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Summing up: Despite the existence of elections, a parliamentary based government 
and some legal opposition parties, Singapore still exhibits a relatively authoritarian 
regime. Still, the regime is not comparable to the most authoritarian regimes in Asia 
and Africa. Civil liberties like freedom of speech, press and association are however 
limited. So are the real opportunities of what westerners conceive active and effective 
opposition politics, at least partly because of the structuring of the Singaporean 
political-institutional system. Because of these reasons, one probably cannot claim 
that “people in general” are making the rules for collective decision making, although 
there exist channels through which the populace can voice their opinion and suggest 
alterations of proposed government laws and reforms. One should not overlook the 
degree to which the policies of PAP actually reflect the genuine popular will, or at 
least interest of many ordinary Singaporeans. Even though not “fair” the elections 
have produced relatively overwhelming support for the PAP, and one should not 
think that the government is totally unresponsive to the results of these elections. 
Hussin Mutalib notes how the introduction of the “Chinese Development Assistance 
Council” in 1992 for the majority Chinese part of the population can be interpreted as 
a response to the relatively weak election results of 1991 (Mutalib, 1992:195). 
Judging by the comments and the reactions of PAP politicians to opposition “threat” 
whenever actually appearing in some constituencies however, one could only guess at 
what would actually happen should the opposition in the future win a majority in 
parliament. 
A short recap of the macroeconomic performance and economic history 
The macroeconomic performance of Singapore in the period under study has been 
characterized by a steady and generally excellent performance throughout the period. 
As can be seen from the time-series chart on real GDP growth below, Singapore 
faced a small crisis in 1985, but rebounded very quickly. Left out in the data is the 
last period of the 90’s, since these are not available for Singapore in PWT. The East 
Asian financial crisis is of course not covered by the chart, but Singapore is known 
for having relatively well recovered also from this crisis, compared to some other 
 Asian countries like Indonesia. The recent years have however been somewhat more 
turbulent, with a small economic recession also at the beginning of the millennium. 
Nevertheless, the country is once again growing at an estimated annual rate of 9% 
(The Economist, 2006b) far superior to the other rich countries in the “super league” 
of countries, Singaporean politicians like to remind their citizens the country is now a 
part of. (Mutalib, 1992:198) 
Figure 5.19: Singapore’s growth from 1970 to 1996. 
Singapore's GDP per capita growth rate 
-4
-2
0
2
4
6
8
10
12
14
197 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96
Compared to other countries in share wealth, Singapore is also doing well, almost 
reaching the levels of the rich West European countries at the beginning of the 90’s. 
The PWT-estimates show it was the third richest country in the world in 1996, the 
last year of Singaporean data, beating Norway by one dollar and 79 cents in measured 
per capita income. 
Figure 5.20: GDP per capita in 1996 in some selected countries 
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Other macroeconomic indicators have also been strong throughout the period. A low 
inflation, a government budget surplus, and a national account surplus are 
characteristics fair to apply to the country. These healthy macroeconomic 
circumstances have contributed invaluably to keeping Singaporean growth steady 
high over such long periods of time (World Bank, 1993). Singapore, like the other 
“Asian Tigers” has also posted an extremely high savings and investment rate, which 
one would expect should contribute to long term growth if following the theories of 
Solow (1956) and others. In the PWT-sample Singapore actually had the by far 
highest investment rate. I calculated that Singapore invested on average 45% of its 
GDP, which is a tremendous number. Japan and Norway were the following 
countries, investing 32% of their GDP, whereas South Korea and Thailand totalled 
31%. 
Even though the macroeconomic numbers are relatively constant, they disguise a 
dynamic and changing Singaporean economy throughout period. In order to keep the 
economy growing, steady improving production numbers, the need to shift the 
economy into new and promising sectors and niches is evident. The Singaporean 
economy, despite its relatively small size totally has been boosting a surprising 
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number of thriving industries. Not only in export oriented manufacturing, which the 
East Asian countries have become so famous for developing, but also in the service 
sector has Singapore thrived. The World Bank numbers actually show that overall 
industry production grew slower than the service sector in the period from 1980 to 
1990, whereas it marginally outgrew services in the period from 1990 to 2003. Kuo 
and Chen points to Singapore’s long tradition as a “post-industrial” economy, with a 
large proportion of the labor force working in the service sector because of 
Singapore’s trading and communication role in the global economy (1987, 357-358). 
Table 5.48 Growth by sector in the Singaporean economy, based on the World 
Development Indicators 
Sector 1980-1990 1990-2003 
Agriculture -5,3 -3,1 
Industry 5,2 6,7 
Services 7,6 6,5 
  
Due to its central location at the intersection between different major sea-trading 
routes, as well as a natural harbour at the mouth of the Singapore River, Singapore 
has historically been building its economy as a trading city. Britain used Singapore as 
a harbour for trade purposes as a so-called “staple port” (Huff, 1994:16-17), 
exporting Malayan rubber and other export articles from the Southeast Asian 
colonies, and bringing in British manufactured and other goods. After independence, 
Singapore rapidly from the mid 1960’s started up an industrializing strategy with an 
initial comparative advantage in cheap labor, as well as its location. Singapore based 
its industrialization strategy not on import substitution, like for example Latin 
American countries, but in stead an export oriented strategy. Early industry had 
evolved around manufacturing related to rubber-based products. From the mid 1960’s 
however Singapore soon thrived in such industries as offshore industry, specializing 
on reparation of ships and oil-platforms, even though rubber oriented industry 
continued to be important. The percentage working in the secondary sector expanded 
rapidly from 20,9 in 1957 to 37,7 in 1980 (Kuo and Chen,1987:359). The outward 
oriented structure and trade-dependency of the Singaporean economy is indicated by 
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the size of “exports plus imports over GDP-ratio”, collected from the Penn World 
Tables. Exports plus imports have actually exceeded GDP by more than a factor of 
two, and recently by more than a factor of three128. Smaller economies of course have 
higher such ratios than larger countries, because of their “natural” larger dependence 
on international trade as small economic units. However, another country of about 
four million people often considered as an open economy, Norway, in 2000 had an 
openness-ratio of 76%, ¼ of Singapore’s. 
Table 5.49 “Openness” in the Singaporean economy by year 
Year 1970 1980 1990 2000 
Openness 218,05 229,82 301,31 326,18 
 
Singapore’s industrialization is generally viewed to have been based on large scale 
industry where multinational companies and large state-owned enterprises have been 
central. The small and medium sized firms of the Singaporean economy have not 
been as successful as the larger enterprises (Bellows, 1989:151). The city state has 
also served as a centre for services, among them financial services and also being 
home to one of the most famous air-carriers in the world. Lately, the focus has been 
placed on transforming Singapore from a manufacturing-based to a “knowledge-
based” economy. The further growth of the service sector is one result. The focus on 
being “innovators” rather than “imitators” and importers of technology, has also been 
stressed in sectors such as information technology. A recent industry Singaporean 
politicians have been hoping to develop is the biomedical industry. The government 
wants a regional hub in this industry to form within its territory (Parayil, 2005). 
How did Singapore’s political regime affect its economic performance? 
                                              
128 The reason why exports and imports can exceed GDP by more than double is because exports and imports are measured 
as gross sizes, including the total value of the products traded. GDP is measured as value added, that is as the actual 
contribution of the Singaporean economy in the production of different goods. A fictive example will illustrate well: If 
Singapore imports a broken oil-rig worth say 90 million dollars, repairs it using its labor and invested capital goods only, 
and then re-sells the rig to foreign owners for 100 million dollars. Import will be 90 million, export 100 million and GDP 
related to the transaction only 10 million dollars. The contribution to the openness ratio in percent from this transaction will 
then be a whopping 1900. 
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As Amartya Sen noted (1999:15), the earlier Singaporean prime minister Lee Kuan 
Yew is one of the most cited proponents for the need of a strong authoritarian 
government in order to create economic growth and development in a third world 
country. The country he led for so many decades is probably also one of the best 
empirical evidences for this hypothesis. Singapore’s government has been much 
criticized for its role in breaching diverse civil liberties from western observers, but it 
has more often been praised for its concentrated and successful effort in creating a 
prosperous economy. I will support the view that the Singaporean government 
contributed in important ways to the rapid economic growth, and that many of the 
policies and measures it took that were successful is related to its authoritarian 
character. 
Given the right contextual setting, argues Mancur Olson (1993), the incentives of the 
leadership can be tied up against the development of its nation, irrespective of the 
electoral channel. I have argued throughout this thesis, that elections, combined with 
the proper institutional back-ups, is a safety-net which secures the nation against the 
most extreme forms of divergence between popular and elite interest. However, I 
recognized Olson’s point, dealing with it for example in argument XX) on 
motivations and interests of actors. The Asian Tigers all had identifiable security 
threats in their near proximity. Taiwan and Hong Kong had a natural worry in the 
People’s Republic of China. South Korea had its military superior northern neighbor, 
which invaded it in the beginning of the 1950’s. Singapore was a potential prey for its 
much larger neighbor Malaysia, but Indonesia was also seen as a possible threat to 
national security129. Becoming economic powerhouses, relying on economic power 
and significance, as well as in the case of for example Singapore, to be able to build 
up a significant and more sophisticated military apparatus than its larger neighbor, 
was an incentive for development. These small countries were all “artificially” 
 
129 Interesting sources for the perceived security situation in Singapore are the annual country reports published by Asian 
Survey. Several of these studies are cited in this text. Kuo (1987), Kim (1991), Huxley (2001) and Huxley (2002) are some 
examples. The relations to Malaysia and Indonesia, in addition to the relation to the USA, are regularly the ones treated the 
most in depth. They are not always exactly described as warm and friendly relations according to these authors. 
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divided from their neighbors without independent national history to build upon. In 
Singapore’s case, it was merely a city-port lying in the extension of Malaysia, of 
which it was actually a part from 1963 to 65. The two countries were of course also 
earlier belonging to the same former colonial master, Britain. The Asian regimes’ 
legitimacy therefore had to rest upon other factors than national history or natural 
cultural distinctions (although Singapore is mainly Chinese populated contrasted to 
Malaysia being mainly populated by Malays). Economic performance was the choice 
of the elites. Not only the incentives but also the capabilities of those in power have 
been a significant factor in bringing prosperity to these countries. The main point is 
therefore that given such incentives and capable manpower as exited in this historical 
context for these Asian countries, and Singapore here treated more specifically, free 
and fair elections with its institutional back-ups were not as needed as an incentive 
for political elites to conduct good policies. In this respect understanding the 
international context is therefore of utmost importance to explain why 
authoritarianism did work here, and why the most worrying predictions of 
authoritarian misgovernance presented in argument VII) on power checks and XX) 
on actors’ motivations did not appear. Therefore, based on the understanding of these 
theoretical considerations and the description of the larger social and international 
political context of for example Singapore, this section is not contradictory to the 
very general findings in 5.1 that democracy on average from 1970 to 2000 maybe 
contributed to overall economic growth. 
As discussed in chapter 3, there were actually reasons why an authoritarian regime in 
the correct setting could produce even larger leaps in economic growth performances 
than democracies. Reduced checks on power meant the ability to unhindered design 
policies that had economic growth only as an aim. Other social issues and different 
groups’ interest could be sacrificed in order to achieve higher overall prosperity. This 
has probably been the case in Singapore. First, there is the dimension of time, which 
among others Mancur Olson (1993) finds important. From the section on 
Singaporean politics, we saw that not only its prime minister(s) have been in it for the 
longer run, but also other cabinet members and members of parliament. Technocrats 
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in the bureaucracy, sitting safe, have also been assigned relatively much independent 
power. The setting up of independent agencies within the government clearly 
illustrates this point. The probably most significant agency was the Economic 
Development Board (EDB). Established in 1961, the EDB had the “crucial role of 
preparing the groundwork for industrialization of the city-state” (Parayil, 2005:54). 
Other agencies were the Jurong Town Corporation which role was to provide 
industrial areas for multinational companies, the Public Utilities Board and the 
Housing Board, which were to provide cheap inputs for production and a 
development bank, designed in order to provide financial capital for industrialization 
(Parayil, 2005:54). Not only has decision makers been sitting for long terms, but the 
general policy-making has showed an eye towards keeping secure property rights, 
accumulating investment, implementing expensive infrastructure projects, building 
up human capital resources, investing heavily in initially unprofitable projects which 
were assumed to give long term benefits and generally establishing too many long 
term plans on various issues to mention here. All these factors point to the strategic 
long-term commitment of Singaporean policy-makers in bringing development. 
Transforming an economy is in addition to being a long-term project, often politically 
hard, as dealt with in chapter IV) on autonomy from interest group and V) on 
implementation of reform. However, the autonomy of an authoritarian regime might 
help it push through such policies, as the “privatization-measures” of the eighties 
(Lim, 1983 and Bellows, 1989:150), without as much “interruption” as the average 
democracy might have expected. The autonomy of the state has therefore also been a 
central focus of many of the researchers dealing with the general experiences of the 
“East Asian Tigers”, as shown in 5.2, and Singapore serves well as an illustration. 
The position of PAP-politicians and technocrats in office in the city-state might serve 
as one of the better empirical illustrations of an autonomous political regime, even 
though it is of course not an ideal case free of counterexamples. Singapore conducted 
the often controversial policy of welcoming multinational companies to invest 
heavily in the economy, without being a “capture” of these organizations neither. 
Additionally, the regime has not been afraid of investing in new, and potentially 
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promising and dynamic sectors, which of course were at first without large vested 
interests that could have potentially pushed the regime into front these sectors 
because of their particularistic interest. The PAP has been to a large degree leaders 
and entrepreneurs, rather than followers of economic interest groups. By pushing 
original sectors like agritech-business in the eighties, semiconductors in the nineties 
and biotech in the new millennium, the Singaporean regime has tried to exploit 
opportunities of further economic growth by moving into the “modern” and “high-
value added” sectors of the global economy. Actually, it has been argued that one of 
the few democratic traits of the regime, the existence of elections, has contributed at 
points in time to reduced autonomy. This was the case when a bad election in 1991 is 
said to have pushed the PAP into making conciliatory gestures by establishing an 
own development council for the Chinese majority to match those of the minority 
Malay and Indians, as noted above (Mutalib, 1992:195). The illustrative potential for 
Singapore as a case for arguments IV) and V) therefore holds.  
One particularly illustrating example of the importance of the relative autonomy of 
authoritarian government for growth, albeit lying outside the original time interval of 
this study, is presented by Govindan Parayil. Recently, Singapore has tried to 
establish itself as a hub in biomedical sciences, and has among others invested 
heavily in suitable infrastructure and buildings to attract such industry. However, the 
authoritarian character of the regime in other ways than enabling it to canalize these 
massive investments has contributed to the probability of its success. According to 
Parayil “[T]he weakness of civil society in Singapore could be a critical factor given 
the ease with which stem cell research was able to flourish in Singapore in the public 
scrutiny of this contested research area” (2005:66). Parayil actually provides specific 
examples of researchers leaving from the West to Singapore in order to do research 
without to many external restraints imposed (p.61-62). This example clearly shows 
the need for operating with a broad definition of democracy when understanding its 
possible economic effects. The curbing of civil society through reducing freedom of 
association and keeping controls on freedom of speech and freedom of assembly 
allows Singapore to establish a comparative advantage in (lack of) “ethical 
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constraints” through its authoritarian features. This can prove pivotal in establish 
biomedicine as a thriving sector in the Singaporean economy. Authoritarianism 
brings an extra “degree of maneuvering” for politicians, even though other factors 
like the role and type of religion in society might be a factor in this specific example. 
Another channel through which Singapore’s government has affected the structure 
and possibly the growth rate of its economy can be related to the theoretical argument 
IX). It was there argued that hierarchical type of systems would produce a relatively 
centralized and limited portfolio of economic projects and unities than a more 
polyarchial structure would. The Singaporean economy is characterized by large 
economic units and some “grand projects and investment schemes” like the new park 
meant for biomedical sciences described above. The Singaporean economy has as 
Lim (1983) argues been touched by the long arm of the state on many accounts, 
especially when it comes to the setting up of large state utilities. Large Singaporean 
firms like the famous Singapore Airlines, have also been thriving, with the access to 
state capital and other forms of help. The state have also invited and facilitated the 
economic activities from large multinational companies. Active government 
intervention, including the subsidizing of land and other inputs, contributed to the 
inflow of international firms, thereby affecting the industrial structure of the 
economy. The small and medium firms in Singapore have not been considered as 
successful as the larger entities. These smaller and often locally owned firms’ 
economic track record was in the late eighties described as “unsatisfactory” on the 
accounts of economic growth, worker productivity and involvement in the 
international economy (Bellows, 1989:151). This can probably among others be 
explained by the government not being as active towards these firms and facilitating 
their economic activities as for the larger entities the regime has traditionally been 
more concerned with. Bellows refers to a survey, which indicated that 70% of the 
small and medium sized firms in the late eighties were unaware of any government 
assistance programs (Bellows, 1989:151). However, as argued in chapter 3, the 
relative successes of trying to “pick winners” rather than relying on more 
decentralized processes hinge on several factors. Singapore seems historically to have 
  418
picked its winners with a great deal of cleverness, and maybe also luck, and might 
have benefited from this more risky strategy after all. However, this type of strategy’s 
success depends on the technological and economic environment, and more 
decentralized structures are for example often heard to have benefited the developers 
of IT in the Silicon Valley and other places. Govindan Parayil suggests that 
Singaporean decision makers in order to be successful in the future need to “spread 
their investment decisions more widely to enable more possibilities to emerge” 
(Parayil, 2005:67). However, as I argued in III) in 3.0.3, several of the high-tech 
sectors in the “modern global economy” are of such a character that large centralized 
investments might actually be even more needed than before. The debate on the 
benefits of economic centralization and promotion of specific industries and firms 
continues.  
In order to explain the growth of Singapore, one need to take a closer look at not only 
why factors predicted to be beneficial to “authoritarian growth” were present, but also 
why the country’s growth rate was not depressed, as the arguments pointing in the 
favor of democracy would have suggested. I will not deal in depth with these 
questions, but I will claim that Singapore avoided many of the “authoritarian 
pitfalls”, compensating by forward looking and active policies. Clearly, Singapore in 
contrast to many other developing countries in the period has been socially stable, 
avoiding large-scale violence or other social disasters. Huntington’s (1968) receipt 
seemed to fare well, or at least a democratically produced consensus was not needed 
to ensure social stability. The PAP regime has been obsessed with “national unity” 
and the development of a stable and calm society. Pleasing the economically 
underprivileged Malay minority by various means has at times been considered of 
utmost importance, in order to avoid potential discontent (Huxley, 2002:158). 
Singapore has also paid attention to the formation of human capital, with the primary 
schooling rate being close to a perfect 100% over the whole time interval from 1970 
to 2000. Data for secondary schooling are lacking with the exception of 1970 when it 
was low, but the country has a decent, although not very large, proportion of the 
population taking higher education according to my data. Singapore has however 
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historically compensated somewhat for this by importing highly qualified and skilled 
labor from other countries (Grice and Drakakis-Smith, 1985:354).  
The Gini-coefficient of 42,5 shows Singapore is a more inegalitarian economy than 
most Western industrialized countries, even topping the most inegalitarian, The USA, 
on this measure, which had a Gini-coefficient of 40,8. I will argue below that 
“artificially low” wages in this country without freedom of association, has been 
present, and is probably the most important factor behind the size of the Gini-
coefficient. However, the extreme degree of inequality measured in some poorer and 
medium-income countries is not observed in Singapore, and the worst effects on 
growth from inequality stemming from lack of meritocracy and minimum resources 
to thrive in an economy as well as possible social instability have been avoided. 
Other social policies such as the public housing projects have also helped in creating 
a society where most people at least have felt some of the fruits of overall 
development. Singapore has also avoided the massive corruption, which has been so 
characteristic of other authoritarian regimes as we saw in 5.1.7 and which was 
predicted by argument XIII). Once again, the more specific properties of the 
Singaporean leadership are the key explanatory factor. The regime has actively been 
seeking to mitigate corruption, as well as providing secure property rights, which 
were feared cut under authoritarian rule in argument VIII). In 1999, Singapore was 
perceived the seventh least corrupt country in the world, beating countries such as 
Norway, the Netherlands and Switzerland. Combine this with the pledge to keep 
property rights, and you get the combination of the least corrupt authoritarian country 
in the world and one out of three perceived to have stable property rights systems 
(Przeworski et al., 2000:211). As argued earlier, authoritarianism did not mean that 
the factors above would necessarily be lacking, but only a greater opportunity for the 
political elites to overlook them. This was not an opportunity the PAP chose to 
explore. 
The investment factor 
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One of the most important arguments in 3.0 for the economic benefits of 
authoritarianism was the ability to curb consumption and increase investment in the 
economy. As we saw above, Singapore actually had investment rates of almost half 
its GDP, leaving only half of the produced output available for consumption. This is 
an incredible amount of capital investment when compared to any other country in 
the present world, and only some of the older communist countries like the Soviet 
Union can compare historically. In an open economy, savings do not necessarily 
equal investments, and in Singapore, foreign multinational companies have invested a 
lot. However, Singaporean savings have also gone abroad, especially recently to for 
example China, through among others the state-owned investment company 
“Temasek Holdings”. The Singaporean government holds enormous amounts of 
capital in foreign countries, and the earnings on these accumulated assets were equal 
to 14% of the national GDP in 1990 (Hsieh, 1999:137). Singaporean savings actually 
exceeded investments in the mid-eighties, and critical voices spoke of “over-saving” 
(Huff, 1994:348). The rather autonomous role of the PAP has generally made it able 
to withstand assumed popular wants of for example public consumption. 
Singaporeans have saved an extremely high proportion of their incomes when 
compared to other countries. Not all investments have gone into capital machinery in 
the industry however, but also into projects with obvious immediate value for the 
common Singaporean, for example the wide-ranging public housing project that 
secures the majority of Singaporeans publicly provided homes, and the fantastic 
subway-system, which I myself has had the great pleasure of riding. 
Anyway, it has to be said that all these savings and all the foreign investment money 
would not have materialized as capital equipment in Singapore if it had not been for 
the institutional infrastructure of the country. As I discussed in 3.0, there is no clear 
cut relationship between political regime type and property rights structure, even if 
there are some reasons to believe that democracies in general are more prone to 
upholding secure property rights. Singapore is definitely one of the authoritarian 
nations in which the government has gone lengths to secure a hospitable investment 
climate, including a well functioning system of property rights and lack of corruption. 
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This is a prime example of Sylvia Chan’s (2002) point that aspects of economic 
liberalism and political liberalism need not go together. The authoritarian character of 
the regime in Singapore therefore enabled the country to save large amounts of 
capital as well as avoiding pitfalls other authoritarian countries fell into, by keeping a 
clear property rights structure, mitigating corruption, as well as providing public 
infra-structure. As dealt with above, the regime also followed intense industrial 
policies in order to attract investment in specific sectors, and were able and willing to 
use a vast range of means to attract the attention and resources of multinational firms 
and other investors. As noted by the economist Dani Rodrik: “Making the transition 
from a low-investment economy to a high-investment economy requires a hands-on 
government” (Rodrik, 1997a:3). In 1960 investment as a percentage of GDP was 
almost a fourth of the average percentage for the years between 1970 and 2000, 
according to PWT data. 
One obvious way in which the authoritarian aspect of the political system increased 
savings and investments was by repressing wages. As noted in II), laborers generally 
consumes a larger share of their earnings than capital owners do, and one way to 
increase savings is therefore to transfer resources from wage earners to capital 
owners. Another factor is that low wages can be used to attract foreign investment. It 
was noted that Singapore earlier had an initial comparative advantage, especially to 
Western economies, in labor costs. By keeping labor costs down, and at the same 
time being a relatively advanced economy (as well as politically stable and 
geographically well-placed), Singapore acted like a magnet to investors looking to set 
up diverse businesses and offices in the Southeast Asian region. Przeworski et al 
(2000:172) looks at the average rate of GDP paid in wages for Singapore. This rate 
has been stunningly low, between 30 and 40% during the whole period from at least 
1970 to 1990. By among others denying freedom of association, and suppressing 
collective organizations in the labor market, Singapore has kept wages “artificially 
low” compared to other relatively rich countries by reducing the general bargaining 
power of labor. Linda Y.C. Lim wrote in 1983 that “over ten years, man-days lost 
through strikes and other labor actions have been negligible and in the last few years, 
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nonexistent” (Lim, 1983:757). This is I would add, not as much a result of cordial 
working relations built on equal parts coming to terms, as a consequence of the 
government, through restricting civil liberties, being able to curb labor power. The 
labor organizations that have been legally allowed have mainly been associated with 
the PAP, and 90% of organized workers in the early eighties were organized under 
the government-associated National Trades Unions Congress, led by a government 
minister (Lim, 1983:757). If the lack of freedom of association in this case, which by 
all means has contributed to low wages, also has contributed to growth enhancing 
investments, domestic and international, then this provides us with a relatively clear 
channel between the authoritarian traits of the government and the economy’s 
performance. 
Growth accounting and Singapore; did authoritarianism retard technological 
change? 
Several studies applying the method of growth accounting on East Asian countries 
were conducted by economists in the 1990’s. The most famous of these is probably 
Alwyn Young’s study from 1995. What came out of this and other studies was that in 
East Asian countries, and especially in Singapore, capital and (human capital) related 
investments accounted for most of the extremely high growth rates. One implication 
many economists drew from this result was that the neo-classical economic theory 
stressing the role of investments had high explanatory power (Klenow and 
Rodriguez-Clare, 1997). One other implication, far more interesting for this study, 
was that there had been relatively little growth due to technological progress in these 
countries, and especially Singapore. Actually, it could look like, when using this 
method, that Singapore’s growth was high despite of almost no technological 
progress from 1966 to 1990. Young calculated the average MFP-growth to be 0,2% 
annually, and actually negative from 1970 and onwards (Young, 1995:658). If correct 
this could have dramatic implications for the predicted future growth of the 
Singaporean economy, since the growth related to increased investments like already 
Solow (1956) pointed out, are expected to die away with time.  
  423
The dramatic proposition that Singapore actually had no technological progress-
related economic growth, but only had high growth because of its accumulation of 
enormous quantities of investment, has later spurred intense debate. There has been a 
lot of criticism of the estimates by Young and others, and all of the criticisms of the 
growth accounting method dealt with in 4.0.7 in this thesis are relevant. There have 
additionally been a couple of critiques related especially to the growth accounting 
exercises dealing with the East Asian countries, among them Singapore. Dani Rodrik 
(1997b) claims the method is probably underestimating the degree of “labor-saving” 
technological progress that has been taking place in East Asia, basing his argument 
partly on relatively technical points about how to enter technological change into the 
production function. Chang-Tai Hsieh (1999) deals more specifically with the case of 
Singapore, and makes new estimates based on wages and rents on capital rather than 
applying the method used in my study and Young’s (1995), which focuses on the 
estimated increases in capital-stocks and labor-force. Hsieh claims capital-related 
growth estimates based on the first method are exaggerated in the case of Singapore. 
His argument is that “the data from Singapore’s national accounts are wrong” (Hsieh, 
1999:135), particularly when it comes to (over-)estimating the capital stock. Hsieh 
finds a relatively decent MFP-growth rate based on his special methodological 
assumptions (relying on market prices reflecting the underlying size of stocks of 
capital and labor), of about 2% annually from ca 1970 to 1990. 
Claiming that the Singaporean economy saw no technological progress based on the 
dubious assumptions of the growth accounting method is then probably exaggerating. 
Still, the possible lack of innovational vigor in the economy can be argued for, even if 
the estimates referred to above are somewhat off target. Actually, Singaporean policy 
makers have acknowledged to a certain this inherent weakness in their economy, and 
have tried hard to shift to a more “knowledge-based” economy in later years, 
stressing the role of education and internal innovation (To, 2000 and Parayil, 2005). 
There is a notion that the changes in the Singaporean economy have been related to 
the adoption of foreign ideas, methods and technology, often coming with foreign 
direct investments (Fagerberg and Godinho, 2005). This implies the lack of 
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innovation and locally developed capabilities. Additionally, the low MFP-estimates 
might imply the lack off general technological spin-off effects from the foreign 
investments the multinationals have done to the wider economy. 
The reason why these moderations of the unequivocal praise of Singapore’s 
economic experience are here extremely interesting, is that they conform perfectly to 
some of the theoretical arguments developed in chapter 3.0. Arguments XV) and 
XVI) pointed to the possible benefits of letting the society and people enjoy their 
civil liberties. Especially the importance of freedom of speech to innovation, but also 
imitation and diffusion of technology, related to increased technological change and 
thereby economic growth. As noted above, the Singaporean regime has been more 
determinate in curbing civil liberties than political rights, and has consequently 
scored low on the FHI on this dimension. The Singaporean government on all 
accounts, even if not taking Young’s estimates literally, seem to have been much 
better at accumulating investment as argument III) would have predicted, and making 
hard reforms as IV) and V) would have predicted, than being an innovator. Govindan 
Parayil cites former Prime Minister Lee Kuan Yew in writing that Singapore’s 
progress is a reflection of the earlier developments in already industrialized societies 
(Parayil, 1995:68). Going from imitator to innovator will be the next step for the 
Singaporean economy in order to continue to thrive economically. The massive and 
effective government apparatus has lately been directed at establishing an innovation 
and knowledge society. Whether this is possible to achieve perfectly with the 
continued suppression of freedom of speech is not obvious. Based on the arguments 
XV) and XVI) in chapter 3.0.3 I am myself skeptical, at least to whether Singapore 
will get full value for all the efforts and resources its government is putting down in 
making Singapore an innovation-based economy. I declared in my argument XVI) 
that this argument was not completely novel, and has been hinted at earlier. Govindan 
Parayil puts it this way: “How to get people think for themselves when the state used 
to do the thinking for them is a crucial issue to be dealt with”. (Parayil, 2005:68) The 
natural follow up question is whether it is possible “to construct a knowledge society, 
a “learning” and “thinking” nation, when conformity is the norm for social action” 
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(Parayil, 2005:68)? John Stuart Mill (1974) would probably have answered no, if the 
freedom of speech were not to be provided and general debate was not to pervade all 
aspects of society. 
Summing up 
Thus, it can be said that Singapore have avoided many of the worst fears associated 
with authoritarian government in the economic sphere, not abusing its powers for 
own short-term economic gains. The will to avoid type of problems such as 
kleptocratic rule and corruption has rendered many of the arguments constructed to 
show the possible economic superiority of democracy invalid. At the same time, the 
Singaporean government has been highly capable, taking a thoughtful approach 
towards development, and focused much of its energy on this task. Aristotle’s 
enlightened ruler (2000) is probably not an invalid analogy. The political elitism 
embedded in the notion of “Confucian ethics” or “Asian values”, taunted by among 
others Singaporean politicians to be very different from Western value concepts and 
understandings of politics, actually resemble some of the ancient Greek political 
thoughts. A Harvard professor tried to explain Confucian political elitism as a kind of 
moral elitism where the “most able, and morally the most righteous and spiritually 
most advanced should share more responsibility of government” (Tu Wei-ming cited 
in Sikorski (1996:830)). This sounds almost like any quotable passage from Plato’s 
“The Republic” (2000)130.  Importantly, there are some things that Singapore has 
been doing, that democratic leaders in most countries probably could not have done, 
even if they wanted to. The Singaporean government has had more weapons in its 
arsenal because of its fewer strings attached. The government kept a long time 
horizon, and planning and thinking for the future generally helps development. The 
government also imposed high savings rates, kept down wages and pushed through 
various reforms and original policies. The leadership also claims it has imposed 
                                              
130 What about this one, where Socrates is engaging in dialogue with Glaucon: “We have produced you as guides and rulers 
both for yourselves and for the rest of the city – like leaders or kings in a hive of bees. You have been better and more fully 
educated than the rest, and are better able to play your part in both types of life.” (Plato, 2000:226) 
 general stability and order on the surrounding society, and thereby created the most 
important prerequisite for sustained development. It remains to be seen whether this 
controlled and planned approach to economic development can spur “the knowledge 
society” and innovations that Singaporean leaders so badly want. 
5.3.2 Two thriving democracies: The experiences of Botswana and 
Mauritius 
Being African, democratic and economic success stories, Botswana and Mauritius are 
interesting choices as case-studies. To which degree the democratic part actually 
contributed to the economic success is a hard nail to bite, but closer empirical 
scrutiny may detect at least possible mechanisms. Not only authoritarian regimes can 
grow fast, even if they are overrepresented among the true success-stories of the latter 
years. It is now time to have a look at two rare cases of relatively stable African 
democracies. These cases are rare also on another account: They are thriving African 
economies on (or more precisely outside, in the case of Mauritius) a continent, which 
in most of its post-colonial history has not been a region of increasing prosperity for 
the many. Even if these two countries are small with populations not exceeding two 
million at any point in time during the study, they are extremely interesting as 
illustrative cases of how democracy and democratic politics can help contribute to a 
relatively prosperous economy, when seen in relation to the other countries in the 
region. I will treat Botswana first in a short manner, and then spend some time on 
illustrating what I believe was the economic importance of politics in Mauritius, the 
island nation often categorized as an “African country” because of its proximity to 
the continent. 
The figure below contrasts the development paths of these countries with two (not 
randomly!) selected countries they were comparable with in 1970 when it came to 
income per capita. 
Figure 5.21: Examples on diverging paths: Real-GDP per capita (1996$) in 
Botswana, Congo, Jamaica and Mauritius from 1970-2000. 
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The graph puts the development performance in Mauritius in perspective. Contrasting 
its path of development to the one of Jamaica, which has had a relatively steady 
income level since 1970, which was also approximately the same as Mauritius 
income level at the period. Jamaica has been a disappointing to many believers in 
democracy, since it has also exhibited a relatively democratic system of government 
throughout the period. The divergence between the two countries starting at much 
lower levels of development, Botswana and the DRC, which has seen the worst 
growth record of any country throughout the period, is even more dramatic. 
Botswana was initially as poor as Congo on average, but these two mineral rich 
countries followed not only different trajectories in political affairs, but also in 
economic development. We can see that even if Botswana has grown faster in 
percentage terms over the period, Mauritius is a comparatively much richer society 
today, as it was in 1970. The country surely warrants the status of an “Africa’s little 
Tiger” (Bräutigam, 1997:45), albeit lying in the Indian Ocean. 
Botswana 
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Table 5.50: Indicators on Botswana’s political and economic situation 
throughout the period from 1970-2000. 
Decade 1970's 1980's 1990's 
Start GDP 1 193 3 434 5 421 
Average growth PWT 10,0 5,2 3,9 
Average growth WB  7,6 3,0 
Average FHI-PR 2,1 1,9 1,7 
Average FHI-CL 3,0 2,9 2,2 
Average Polity 7,0 7,3 8,4 
 
Starting out in 1970 with a GDP per capita of less than 1200$ measured in 1996-
prices and ending up in 1999 with more than 7500$ per capita, Botswana’s aggregate 
economic growth is unquestionable. The causes of this growth and the broader 
economic development of the Botswanaian economy however need to be elaborated 
upon.  
Politics 
First, we need to discuss the political regime in Botswana. As I mentioned in chapter 
2, Przeworski et al. (2000) categorized Botswana as a dictatorship, because of its 
inability to pass the test “of an alternation rule”. The Botswana Democratic Party 
(BDP) has held power since Botswana gained independence from Britain in 1966, 
and one could therefore doubt the sincerity of Botswanaian democracy. The BDP has 
held a majority of seats and votes in all elections conducted regularly on a five years 
basis since 1969, even though the share of votes declined in the eighties and early 
nineties (Danevad, 1995:397). However, as was long the case in Japan, not having 
had an alteration of government does not validate in itself the claim that politics is not 
properly democratic. Lijphart (1999) has suggested that the stress of alteration-rules 
as a measure of democracy is based on a too narrow understanding of the concept of 
democracy, related to traditional Westminster-majoritarian conceptions of this type of 
government. Freedom House has been more optimistic about the democratic 
credentials of Botswanaian government, giving it an average below 2 in the 1990’s 
although the civil liberties measure looks a little bit worse than for the political rights 
part. There has for example been given easier access for the government party to 
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aired television time, but according to Freedom House there is “a free and vigorous 
press in cities and towns, and political debate is open and lively” (2002b:2). For the 
three decades together, Botswana scores a decent 2,3, and the country was overall 
therefore to be considered relatively, although not perfectly, democratic on average. 
The critical point when it comes to measuring the degree of democracy is assessing to 
which extent the political processes and policy-making in general is responsive to the 
wider populace. Moving away from superficial categorization of Botswana based on 
for example an alternation rule, Andreas Danevad (1995) conducted a case study, 
investigating to which degree politics in Botswana actually could be characterized as 
responsive to the wider public? His answer was generally affirmative. Even if 
traditional elites like the powerful cattle-owners have been privileged, elections and 
the need for maintaining political support have “induced the Government to be 
responsive to the interests of various segments of Botswana society” (1995:401). 
Danevad also claims the weakness of the opposition is not only attributable to the 
inherently strong position of the BDP (1995:399). In addition, when it comes to 
separation of powers and institutional checks, there are characteristics of 
Botswanaian government that strongly reflect “liberal democracy traits” such as the 
legal constraints on government employees wanting to stand for election, and the 
existence of a relatively independent judiciary. 
But they did find many diamonds, didn’t they? 
Critical voices however claim that even if Botswana could be considered a 
democracy, this has had little to do with its economic successes in the post-colonial 
period. The small country has been blessed by nature with abundance of diamonds. 
Sheer luck, rather than politics, is the postulated cause of Botswana’s economic 
growth. The importance of the diamond income should not be underestimated for 
Botswana. The diamond-related revenues are for example making up half the 
government’s income, giving the government a “financial maneuverability which is 
exceptional in the developing world” (1995:387). The road from natural resource 
abundance to macroeconomic success is however not an automatic one, as Terry 
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Lynn Karl (1997) so clearly has showed. States with weak institutional capacities are 
according to Karl actually more prone to suffer from such instant and “easy” wealth, 
leading to rentier behavior and the slow development of other aspects of the 
economy, rather than success. In Karl’s investigation of the effect of another resource 
that brought easy windfall profits from the 1970’s, namely oil, only democratic 
Norway with an already well-developed institutional capacity is found to have 
benefited substantially from oil-revenues (1997:213-221). Democracy, as Karl is 
acutely aware of, is no guarantee to not becoming victim of ones own resources. 
According to Karl “the observation that democracies may be able to weather 
economic crisis or resolve at least some of the current problems of petro-states better 
than autocracies must be treated with caution” (1997:233). Nevertheless, I would 
argue, democracy could in some cases help. Karl herself hinted at this in her study. 
She claimed that “even if variations in regime type and the idiosyncracies of 
government agents are relegated to a secondary level of explanation in petro-states, 
they still matter a great deal” (Karl, 1997:227-228). 
If one generalizes from the interaction between politics and oil as a commodity to the 
interaction between politics and valuable natural resources in general, the number of 
potential examples on the relation increases from Karl’s study. Botswana is one such 
example. The contrast to for example authoritarian Sierra Leone (World Bank, 
2003:127), where diamonds instead of prosperity, rather have contributed to the 
country’s demise is all too obvious. The politically motivated trade of mining rights 
for personal support in politics, as well as the later contribution of “blood diamonds” 
to keep financing parts in the civil war clearly shows that the income from natural 
resources does not have a positive effect on the macro-economy independent of 
institutional structure. In Botswana, diamonds benefited the broader populace, 
because the trade of diamonds followed completely different patterns, partly due to 
the management of the resource by the Botswanaian political institutions and 
government, responsive to a populace broader than its local militia. Profits from 
mining go to the government through official, institutionalized channels, unlike in for 
example the Congo, Sierra Leone and Angola. The deal negotiated with the South 
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African company De Beers on mining rights is acknowledged a good one for the 
government of Botswana (Danevad, 1995:386), and this has bore fruits for the wider 
economy as well. Institutionalization of politics as well as the responsiveness to the 
broader public has led diamonds not to be a disaster to the general economy other 
African experiences show it could have been. In stead the revenues contributed to 
positive opportunities for the country. If one wants, there is an interaction detectable 
between the type of government and institutions a country possesses and the effect 
from natural resources on wider economic outcomes. Critics would point out that is 
actually the institutionalization of politics and structure of state institutions that leads 
to the experiences of Botswana, rather than regime type in itself. My answer, like 
elsewhere in the study, is that these institutional structures are not causally 
independent from the type of regime a country exhibits over a longer period of time, 
even if the two variables can be disconnected logically. 
The wider economy 
The economy has however not only been characterized by diamonds, even though 
they are extremely important as a source of income in this sparsely populated 
country. There have been some politically managed attempts and strategies on 
economic diversification and industrialization. It was recognized by the political elite 
that “there was a need for more employment opportunities in both the towns and rural 
areas, and diversification of the economy, especially by the development of 
manufacturing, emerged at the forefront of the Government’s agenda” (Danevad, 
1995:390). The government supposedly struck the fine balance that has been shown 
so difficult to attain in many countries, between government intervention and relying 
on more market-oriented forces. The government actively worked for development of 
other sectors than only in cattle farming and diamond mining. Two of the most 
important attempts in actively pushing the development of manufacturing were the 
“Financial Assistance Policy” of 1982 and the “Industrial Development Policy” of 
1984. (Danevad, 1995:391)   There were for example issued grants to private 
entrepreneurs, which consisted of resources taxed from the diamond industry. 
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However, Botswanaian government did not engage to heavily in direct production, 
and pursued an “open and market-oriented economic strategy” (Danevad, 1995:390). 
The relationship between democracy and mix of market and plan is as discussed in 
argument VIII) in 3.0 hard to delineate. Nevertheless, at least the Botswanaian 
government seems to have rested on a decent mix, avoiding both a complete laissez 
faire approach but also a strategy based purely on direct government planned 
production driven by parastatals. Efforts to further diversify the economy involves 
building on the tourism industry already established, establishing the country as a 
financial center for companies wanting to do activity north of Botswana, as well as 
launching an ambitious national program in ICT, which is hoped to create the 
educated workforce and infra-structure in order for small and medium enterprises to 
pop up in Botswana, also outside the capital of Gaborone (African Business, 
2005:32-37).  
Also, some considerations point in the direction that the government in Botswana 
contributed to economic growth by designing decent policies on the macroeconomic 
front. Botswana held a fairly low rate of inflation throughout the period. The 
empirical evidence that a small rate of inflation is negative to the economy is lacking, 
and a difference between a 2% and a 4% inflation rate might not be the largest of 
factors when thinking about overall development. However, extremely high inflation-
rates, and possible events of hyperinflation can doubtless be “distortionary” to the 
economy at best, and destructive to both economic and social relations at worst 
(Blanchard, 2000:447-460). The German experience in the beginning of the 1920’s is 
a well-known example to many, but also in recent years have countries seen their 
currency value dwindle by such rates in Latin America and African131. As was argued 
in chapter 3, such hyperinflation is actually hard to distinguish analytically from 
 
131 The former French colonies have not had this problem, since most of them (except Guinea) have held the CFA-
currency, which up until 1994 was fixed against the French Franc in a 1:50 rate (Bøås and Dokken, 2002:128), thereby 
following this currency’s modest inflation rate. Fixing a currency, as economists would point out, means losing the option 
of using monetary policies in economic management, and this might have negative effects if your economy is not at the 
same stage in “the business cycle” as the currency’s country of origin. However, it also means that your country will have 
reduced some other uncertainties, like for example disastrous hyper-inflation, if the mother country of the currency is 
known for its sound monetary policy. 
 confiscation of property, since it works in quite similar ways: The government’s 
nominal debt is reduced because of the currency’s falling value, and holders of 
monetary assets see their savings de facto taken away from them. Democracies would 
in connection to argument VIII) maybe be less suspected of performing these type of 
policies, even though the relation between property rights and democracy was not a 
fully clarified one. A situation resembling the one described above has far from been 
the case in Botswana, where macroeconomic management has been comparatively 
well-functioning, and the macroeconomic environment has been characterized by 
“insignificant inflation, a stable exchange rate and balanced public budgets” 
(Danevad, 1995:390).  
The figure below shows the growth rate of the Botswanaian economy. As we can see, 
some years early on in the period contributed to massive growth from a low level, 
surely partly connected among others to diamond mining activity. 1999, and not 
2000, is unfortunately the last year of data for Botswana 
Figure 5.22 The annual GDP per capita growth rate of Botswana from 1970 to 
1999 
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Theory and causality; did democracy make a difference, and if, then how?  
 433
  434
Some of the more general mechanisms that were argued in chapter 3 would 
theoretically be linked to democracy also seem in large part to be attributable to the 
Botswanaian experience. First of all, “[C]orruption has been restricted and Botswana 
is outstanding in creating and maintaining effective structures of control” (Tsie, 
1996:612). Looking at the numbers from Transparency International’s “Corruption 
Perception Index”, Botswana was ranked as the least corrupt nation in Africa in 1999, 
and it was also estimated to be less corrupt than countries such as Belgium and Japan, 
and far less corrupt than Italy. Only one relatively authoritarian country, Singapore, 
was perceived as less corrupt. Botswana has not been without its corruption scandals, 
for example in its National Development Bank (Tsie, 1996:612). Nevertheless, the 
reaction of the government and the measures taken afterwards confirm the 
expectations of the relevant mechanisms proposed in 3.0 within a democratic setting 
with relatively high degrees of freedom of speech and public debate, and the shadow 
of future elections looming large over politicians. 
Two other arguments X) and XI) related democracy to more equal opportunities and 
outcomes as well as to being conductive to accumulation of “human capital”. 
According to Balefi Tsie, the average citizen of Botswana has then also benefited 
through the “provision of social services by the state in form of health facilities, 
schools, clean pipe-born water and other welfare services” (1996:600). Primary 
schooling rates are according to my data, relatively high by African standards, lying 
above the 80% mark since 1980, and reaching more than 90% in the early nineties, 
although dipping again at the end of the decade. Secondary school enrollment has not 
been nearly as impressive, with under half of the relevant population attending 
secondary school. HIV has famously troubled this country in recent years, as it has in 
the further region. Infection rates are extremely high, and this will of course have 
several economic implications in addition to the human suffering it brings. The 
government has not been able to curb the virus spreading in its society, but there are 
actions done by the government that has contributed to reducing the effect of the 
virus, for example in the economy, by establishing a national program lately to 
medicate the populace. The relative wealth and small size of Botswana’s population 
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are of course strong explanatory factors when it comes to why this country in contrast 
to other African has been able to establish such a program. However, one should not 
underestimate the potential role of a combination of freedom of speech and future 
elections, and even more generally responsiveness to popular needs and demands, 
when it comes to establishing this type program, echoing argument XI). 
It is easy to interpret these goods described above as a result of economic growth and 
development, but as I argued in chapter 3, they are also to be seen as a precondition 
of further economic growth. The fact that pressures for these goods being provided 
by public institutions in democracy, leads one to expect a relatively higher degree of 
these traits under democratic regimes. In general, this has some empirical support, as 
could be interpreted from the analysis of the 1990’s in chapter 5.1.7. I want to 
illustrate this point further by picking one specific example. Amartya Sen (1999:160-
184) has argued that due to the type of mechanisms I highlighted in arguments X) and 
XI) on egalitarian pressures and human capital as well as because of the general role 
of openness and transparency, famine does not occur in democracies. Sen claims that 
this has historically held without exception, and is an intriguing fact that should be 
taken into account when discussing democracy and development. Cattle farming has 
historically been one of the most important means of survival for many Botswanians, 
and meat was up until the diamond-rush in the 1970’s also the chief export product 
from the country. Even if it is only a richer elite that actually owns many enough 
cattle to produce surplus for exports, the industry also has important implications for 
the poorer peasantry since they are often working at least part time as wage laborers 
for the larger cattle farmers. Poor and medium income farmers also engage in more 
regular crop production. As Tsie (1996:603) remarks; Botswana is a country that 
because of climatic and geographical conditions is prone to drought, lying in the 
Kalahari Desert. However, the Botswanaian government has “since the early 1980’s 
been compelled to intervene with a series of policy measures to avert famine and 
starvation in the rural areas and to ensure political quietness” (Tsie, 1996:603). 
Several rural development programs have been posted, and the BDP with a traditional 
support base in the rural areas has been eager to please rural interests. In the urban 
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areas, at least the laboring classes have tended to vote for the main opposition party 
Botswana National Front (BNF) (Tsie, 1996:611). There can of course, as described 
in the argument V) on interest groups, occur negative macroeconomic consequences 
from such policies, but when the interests are defined broad enough, the 
responsiveness to these groups wishes at least secure against an economic disaster 
such as famine. One of the general key points in this thesis is that the autonomy from 
broader interest groups which authoritarianism might bring, means both the 
opportunity to design austere development reforms and policies, but also the 
possibility to treat the whole economy carelessly, ignoring other preferences than the 
inner political circle’s. In Botswana, the practical consequences of the government’s 
responsiveness to the population resulted in plans like the “Arable Lands 
Development Program” in 1979, where concrete policy measures like free seeds, free 
fencing of fields and draught power in the form of up to either six donkeys or four 
oxen was meant to improve the livelihoods and economic self-sufficiency of 60 000 
of the country’s poorest peasants (Tsie, 1996:605). 
Chapter 3.1 and the experiences of many African countries, as was evident when 
looking at the list of “growth disasters” in 5.1.3, suggest that general political 
stability and absence of armed conflict can be the most vital determinants of whether 
a country prospers or falls into economic decline. To what degree did democratic rule 
contribute to mechanisms as suggested by argument II) on internal division healing 
by democratic means, and the “democratic peace” related argument in XVII). What I 
referred to as the foundational brick of the “development pyramid” in figure 3.4 has 
been lacking in many other countries in Southern Africa. Regional spillover of 
internal wars, as has been mentioned, has been a trait in post-colonial Africa (Bøås 
and Dokken, 2002). It has to be remembered Botswana is surrounded by former hot 
spots such as Angola and Mozambique. The democratic features of its political 
regime might have brought the political stability avoiding being involuntarily pulled 
into such conflicts. Furthermore, democratic political checks might have prevented 
political leaders of joining in on armed adventures or proxy wars abroad. One could 
point to the relative ethnic homogeneity of Botswana as an alternative explanation of 
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the country’s stability, and avoidance of being caught in civil or external war (which 
distinction is often not clear in the African context, as examples from Liberia and 
Sierra Leone to Congo remind us of). Quantitative analysts of causes of conflict are 
however skeptical of the explanatory power of ethnic group concentration at least 
monocausally, even in explaining ethnic conflict (Blanton et al., 2001: 485-487). 
One should of course be aware of overdoing the economic prosperity of Botswana, 
which still is a medium income nation. Also on other accounts, should one be 
moderate: Even if the World Bank describes the country’s income distribution as 
“relatively equal” (2003:127), my data (gathered from, you guessed it, the World 
Bank) show that Botswana actually possessed the third highest Gini-coefficient in the 
world after Lesotho and Namibia, suggesting a large degree of income inequality. 
There can be many nuances hiding behind such a statistic, and as we have seen, the 
government has provided subsidies for the poor, general education and health care 
facilities as well as providing infrastructure in poor rural areas.  
Argument XII) on the relation between democracy and social capital is one of the 
hardest to test empirically. In a speech, addressing parliament in November 2005, 
President Festus Mogae, acknowledged the country’s still relative poverty when 
compared to the world’s richest nations, and its dependence upon diamonds as a 
revenue-resource. However, the president stressed the importance of Botswanians 
working together “as a team”, in order to spur further development. The president 
spoke warmly about the political culture of the nation, stressing the “traditional 
commitment to tolerance of each other at both the individual and group level”, and 
this feature’s importance in handling the many future obstacles to further 
development (Festus Mogae cited in African Business, 2005: 28). If the president is 
correct in his analysis, and argument XII) on the relationship between democracy and 
economic growth, due to the former’s role in enhancing “social capital”, holds, 
Botswana might be better equipped with the means to tackle further economic 
development problems, than if it were counterfactually to have a more authoritarian 
regime. 
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Mauritius 
The small island state in the Indian Ocean, Mauritius, is even smaller than Botswana 
population wise, and more ethnically dispersed. Currently the country inhabits under 
one and half million people making up an ethnic mix of Indians, Europeans, Chinese 
and “Creoles” of African and mixed origin. Thomas Hylland Eriksen sums up the 
diversity of Mauritius by referring to it as an island of “2000 square kilometers 
containing four major religions and fifteen languages” (1995:428). Additionally, the 
colonial origin of the country is also mixed, being first under French and then under 
British rule, something which is reflected by its unusual combination of a 
“Westminster electoral system and a French penal code” (Hylland Eriksen, 
1995:428). 
Politics 
Mauritian political history after its independence in 1968 has been characterized by 
its consistent adherence to democratic practices of government. Elections have 
consistently been held, and there is no reason to believe that these elections have only 
been formal exercises either. Unlike Botswana, there have been several shifts of 
governments due to outcomes of the electoral process. Various coalition-governments 
have run the country. These governments have been based on different ethnic groups, 
but also on what would be recognized by students of West European politics as 
differences along an economic “left-right” dimension. Despite its Westminster 
electoral system, Arend Lijphart places the island empirically between an 
archetypical “Majoritarian” democratic system and a “Consensual” system (Lijphart, 
1999: 248). Using Lijphart’s older (pre-1999) choice of terms, Deborah Bräutigam 
referred to the Mauritian system as one of “modified consociationalism” (1997:59). 
This was partly a result of deliberate suggestions from several electoral commissions, 
which designed the representational system on the island in such a way that ethnic 
representation should be secured for all major groups. If an unmodified “first past the 
post system” had been adopted, the Hindu majority would probably have been 
overrepresented (Bräutigam, 1997:53). Eight seats to “best losers” is the most 
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important modification in this respect. As mentioned, the governments have been, as 
a rule of thumb, coalitional governments, and the party system would have to be 
considered moderately fractured (Lijphart, 1999:76-77)132. I will not go through the 
complete history of changing governments and dominating parties in Mauritian post-
colonial history133, but use historical events selectively later. For our purpose, the 
most interesting event is one that can be seen as a short breach with democratic 
practices. Mauritius had a long history of elections, although up until the years before 
independence with limited suffrage. The government, which started in office during 
Mauritius’ postcolonial period, was actually elected the year before in 1967, and it 
was a coalition government of the “Mauritian Labor Party” (MLP) and its traditional 
archrival the “Parti Mauricien Social Démocrate” (PMSD). MLP had its basis in 
Hindu plantation laborers and small-scale farmers. Its ideological position has been 
described as one of “moderate Fabian socialist beliefs” (Bräutigam, 1997:50). PMSD 
was made up “largely of European planters and Creole voters frightened by the 
prospect of Indo-Mauritian domination” (Bräutigam, 1997:49). Both of these parties 
however faced a new party after a year in office, namely the “Mouvement Militant 
Mauricien” (MMM), which was founded as a “non-sectarian, class-based alternative” 
(Bräutigam, 1997:49) to the other parties. This new party was leaning to the 
ideological “left” as one would expect from the name. After MMM won a by-election 
in 1969, the government postponed the 1972 elections. It also used other authoritarian 
means such as banning some of the unions supportive of MMM, and the government 
imposed a state of emergency and arrested MMM-leaders. This example however 
only serves as the “exception which confirms the rule”. Mauritius returned to more 
democratic ways shortly, and MMM won more seats than any other party in the 1976 
election, although not a majority and MMM did not form part of a government 
 
132 Lijphart uses an index of average “effective parties”. You can see Lijphart (1999:65-69) for details of the index. 
Mauritius has a more fractured party-system than Britain and its other former colonies, but is generally less fractured than 
continental European party-systems. Botswana actually exhibits the least fractured system of all countries according to 
Lijphart’s index, used on 36 democracies. This is coming as no surprise after the short introduction to the country’s recent 
political history given above. 
133 Henry Srebrnik’s “ ‘Full of Sound and Fury’: Three Decades of Parliamentary Politics in Mauritius” (2002) gives a 
concise chronological introduction. 
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(Bräutigam, 1997:49-50). This changed however in 1982 when MMM, which had 
now moderated its “radical image and campaigned on a social democratic platform” 
(Bräutigam, 1997:51), and its coalition partners formed government. I will come back 
closer to the importance of political developments for the economy, leaving pure 
description here. Nevertheless, I can already now hint at the possible connection 
between this interesting empirical example and argument II). This argument saw 
democracy as a way of solving social conflict. Democracy can be the solution if one 
wants a way of incorporating demands from broad population groups, as well as 
modifying confrontational and more extreme elements by bringing them into the 
political process. The alternative could be locking these groups out of the formal 
political process and thereby possibly sharpen the edges of conflict.134  
A small “African Tiger” in the Indian Ocean: The Economy 
Most people who know about it acknowledge the great economic performance of 
Mauritius. Mauritius is one of the richer African countries, and compared to the 
disastrous performance of this continent in general over the last decades, the 
Mauritian economy is indeed a small miracle. Some have been more sanguine. Percy 
S. Mistry claims that Mauritius’ performance is rather bleak when compared to 
countries such as Singapore, Hong Kong and even in some respects the United Arab 
Emirates (1999:560). Even if Mauritius’ growth rate or economic level (see figure 
5.24 in 5.3.3) look bleak compared to for example Singapore, the fact that according 
to my PWT-data, Mauritius grew at the ninth highest annual rate globally over the 
period from 1970 to 2000, deserves attention. The fact that it was second in Africa, 
only lagging behind Botswana, and that growth has not been driven by oil or other 
                                              
134 It is tempting to make a large and crude historical analysis of European experiences as well, bringing me here somewhat 
on the sideline. The revolution famously never swept through Western Europe neither, but working class demands were 
rather expressed increasingly through social democratic “collaborators” in parliament, and by legalized unions in the 
economic sphere. Some would point to the extreme importance of general welfare increase for the moderation of worker 
demands, but democracy as a system probably contributed to stability by supplying formal, institutional channels through 
which the working classes could “voice” their interest. The Bolshevik revolutions that did appear came in authoritarian 
regimes. These thoughts are hardly original, and I will leave this issue here before I have to confront one of the most 
researched topics in the human and social sciences. 
 mineral resources, also makes special attention to the sources of the Mauritian 
experience well founded.  
When looking at academic articles from the 1950’s and 1960’s about the prospects of 
the small island economy, the suggested development pattern was not looking very 
bright according to some scholars. One article (Meade:1961) names Mauritius a case 
study in “Malthusian economics”, after the 19th century Britton that more than any 
contributed to the reputation of economics as the “dismal science”. Another article 
describes the “Problem of Monoculture and Diversification in a Sugar Island” 
(Brookfield: 1959).  How did then Mauritius escape these bleak forecasts, and 
emerge as an economic success story of the late 20th century? I will suggest that even 
though both geographical and international factors played an important role, the role 
of domestic politics was crucial in this small democracy. 
Figure 5.23 Mauritius GDP per capita growth rate from 1970 to 2000. 
GDP per capita growth for Mauritius
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When it comes to the historical development lines of the island, economic growth and 
development was generally slower and less stable up until the early eighties, and 
some authors date the period of structural transformation of the Mauritian economy 
from 1983 (Bräutigam (1997), Mistry (1999)). In the years before, Mauritius had 
gone through economic hardship with a small economic crisis starting in 1976. My 
PWT-numbers show an average growth rate from 1977 to 1983 of approximately 
0,9%. These years were hard also in other respects, with austere structural adjustment 
programs being conducted. These programs had adjacent steep price rises on many 
important goods, especially imports due to devaluations, and Mauritians also saw an 
increase in unemployment rates. After 1984 however, a new and brighter era, at least 
macro economically started, with growth rates picking up considerably. This was the 
era of export led growth. The government based its economic development strategy 
on developing financial services, tourism and most successfully textile-
manufacturing, but also other types of manufacturing (Mistry, 1999:558). The 
traditional sugar industry continued to be an important source of both private capital 
accumulation and government revenue. However, manufacturing blossomed. This 
economic activity was mainly located to so-called “Export Processing Zones” (EPZ) 
with special legal status, thriving on low-wage labor and access to the large EU-
market. Activities within the EPZ increasingly became both a dominant contributor to 
GDP and a source of export earnings. (Mistry (1999:559) claims these numbers were 
11% and 54% respectively, for 1997.) By 1998, tourism also contributed with 5% of 
the total GDP (Mistry, 1999:561). 
Table 5.51 Democracy and economy in Mauritius throughout the period under 
study. 
Decade 1970's 1980's 1990's 
Start GDP 4005 5760 9006 
Average growth PWT 4,9 3,6 4,4 
Average growth WB  5,1 4,2 
Average FHI-PR 2,6 2,1 1,2 
Average FHI-CL 2,5 2,1 2,0 
Average Polity 9,0 9,8 10,0 
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As with the relationship between politics and development in general, it is also in the 
particular case of Mauritius hard to delineate and ascribe relative causal weights to 
the different factors. One can make plausible stories about how economic 
development contributed to an economy with enough opportunities and hope for 
young people of the island state not to violate the political stability and democratic 
nature of Mauritius’ political system (Bowman, 1991). However, as economists like 
to point out, one way causal relationships is sometimes not as valid an explanation as 
a more functional approach highlighting the two-way mutually reinforcing nature of 
certain relationships. Democracy and economic growth might very well best be 
understood in such a light, especially concerning the case of Mauritius. Political 
stability and a relatively well-functioning democratic regime are obviously reinforced 
by a prospering economy, but it would be far-fetched to stop the explanation here. 
Mauritius benefited from its natural and geographical location as a small island, with 
the Suez Canal creating proximity to European markets by sea-trade. The island also 
had proximity to Asian and South African markets. Transport costs are not only a 
function of distance per se. Landlocked countries often face much higher costs of 
transportation than regions close to the sea, especially if the infrastructure for land-
transportation is particularly bad. Being a small island state, Mauritius can put sugar 
or textiles from the island “directly on the ship” to Marseille, Rotterdam or any other 
place. As an island, Mauritius could also avoid the possibility of politically unstable 
neighbors affecting the country through spillover of conflict or other general social 
problems, as has so often been the case in Africa’s recent history (Bøås and Dokken, 
2002).  
Another factor, which has been put forward as an explanation of Mauritius relative 
success, is the possibility to export sugar to the EU-market at artificially high 
minimum prices, and the free access to the EU-market for manufactured goods 
agreed upon with the first Lomé-convention in 1975. The revenues stemming from 
the sugar trade would later prove to be invaluable to the further development in other 
sectors of the Mauritian economy as well. This included investments in the country’s 
later booming textile industry. The free access of Mauritian manufactured goods to 
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EU-markets, of course also helped unquestionably in the development process. 
However, the access to sea, markets and good prices on agricultural export products 
do not necessarily lead to economic growth and further development. Otherwise, 
other countries within the ACP-group, including Caribbean islands, would surely also 
have blossomed. They benefited from the very same conditions. These structural 
traits present mere opportunities, which will ease the path to a more prosperous 
society if handled in an appropriate manner by the political class, and society more in 
general. Mauritius, as understood from the two older articles cited above, was not 
destined for development because of external or more random factors alone. Its 
development experience is better understood as an interaction between these traits 
and a political system, which to a sufficient degree took care of the opportunities for 
bringing development. Other factors cannot be excluded either. The discussion above 
presented two alternative explanations for the existence of both democracy and 
economic growth in Mauritius over the last decades. First, development can be 
understood as the cause of stable democracy, resembling the “Lipset-thesis” generally 
elaborated upon earlier. Secondly, one could see the political process as something 
epi-phenomenal, and focus solely on “natural” or external conditions in explaining 
economic growth. None of them is sufficient, and I will present a more promising 
“narrative” below. 
 
Figure 5.24: Alternative explanations for the Mauritian experience. 
 Alternative explanation 1): The ”modernization-theory approach” 
Alternative explanation 2): Geographical and external factors 
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Suggesting a role for democracy in explaining economic outcomes 
First of all, it has to be said that the Mauritian case does not illustrate nor conform 
perfectly to all of the theoretical predictions presented earlier. The role of pushing for 
egalitarian distribution is often theoretically attributed to democracy. However, as 
students of various regions in the developing world often complain, this theory 
poorly fits the facts in an unequivocal way. Clientilist practices and elitist politics are 
used as explanations why incomes do not seem to be redistributed in the way 
suggested by mechanical “median voter” models, where the median tax-payer should 
generally be expected to want extensive redistribution. Marxist scholars would point 
to the general irrelevance of politics, serving only a role as a cover up for the 
inegalitarism rooted in the material (economic) structures of society. Proponents of 
the “Transition Paradigm” have also stressed the role of “pacts” when it comes to 
establishing democracy and avoiding coups or counterrevolutions (Carothers, 2002). 
Even if this particular theory of democratization was constructed on the basis of 
mainly Southern European and Latin American experiences, and has served as a 
punching bag for many later critics (Carothers, 2002, Grugel, 2002), some of the 
 445
points have relatively general relevance. Surely, the transition-approach does not fit 
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Mauritius well as such, since it has held uninterrupted “free and fair” elections since 
it first gained independence in 1968. However, the point is still that economic elites, 
such as the “Grand Blancs” (the sugar barons of European origin which make up a 
small fraction of the population), have kept their economic assets, their properties, 
and their incomes (Srebrnik, 2002). Many observers note the strong separation of 
economic and political powers on the island, leading sugar barons and others to be
important in economic production, but play a smaller role in political affairs. This fi
neatly with the thought of a general “social contract”, or a sort of pact where 
important actors “guarantee for the ‘vital interests’ of those entering into it” 
(O’Donnell and Schmitter, 1986:37). We are probably not talking of a pact in
explicit and negotiated way O’Donell and Schmitter theorized about, but rather in 
tacit manner, where different actors stay out of each others main areas of interest. 
Indeed, Mistry (1997:554) describes the relation between the holders of political 
power and the economic elite as an “implicit entente cordiale”. 
on egalitarian pressures in democracy. Mauritius is not assigned with a Gini-
coefficient in my data set, and this more “objective” measure of general incom
distribution can therefore not be applied in evaluations. One should however be 
careful not to confuse levels with changes when arguing. Mauritius, being a 
plantation-economy from the outset, inherited an extremely inegalitarian stru
from its colonial past. When reading Mauritian political history closer, one can see 
that certain types of redistribution have actually been very important in political 
discourse and practice. Even if estates and plantations have not been redistributed
parcelled out, there are several other aspects of redistribution. Actually, Bräutigam 
(1997: 58) who has access to older Gini coefficients, suggest that income inequality
has decreased substantially in the period from 1965 to 1987. Moreover, one has 
sought to contribute to redistribution and securing the standards of living by othe
means like provision of a wide range of social services like for example education 
and health care (Bräutigam, 1997:56). This is of course important for the living 
standard of the ordinary Mauritian, but what is interesting for this thesis are the 
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effects discussed in argument X) and XI), connected to this type of redistribution
developing countries. Pressures for redistribution through vital social services was 
suggested to be generally growth enhancing since they lead to accumulation of 
human capital, be it by having better health, or accumulating knowledge. Accord
to Mistry (1999:553) governmental policies in Mauritius has contributed to sufficient
“budgetary allocations for keeping free education, health care and generous social 
safety nets”. I would further argue that these factors through enhancing capabilities
and providing for social stability probably have had a growth enhancing effect in 
Mauritius. The relationship between creating egalitarian policies and growth is 
however not a matter of general agreement among politicians and academics. I 
suggested in chapter 3 that the relationship could change with context. More 
specifically these policies might be more beneficial to poverty-striken develop
countries than rich post-industrialized societies. 
sight. Based on the crude aggregate numbers on primary school enrolment, Mauritius 
has an excellent track record on education, at least since 1985, constantly having 
more than 90% of youngsters attending school. Numbers on early secondary scho
attendance is also lacking except for 1975, when only a third of the Mauritians within
the relevant age group attended school. The data for 1998, the first year in 23 years 
where statistics are available, show that the proportion is more than doubled, 
suggesting that schooling and the size of the economy, which grew especially
1982, have been moving in the same direction. Tertiary education rates were low all
the way up to the end of the period under study. In the early 1990’s the proportion of 
Mauritians receiving higher education was only marginally higher than in much 
poorer African countries such as Mauritania, Cameroon and Madagascar, wherea
was clearly outperformed by countries such as Nicaragua and Mongolia. What is 
cause and what is effect, is as always for schooling and income hard to delineate. A
plausible suggestion is nevertheless that a democratic regime has ceteris paribus at 
least contributed to higher participation rates, which again has meant increased 
economic growth for the island. Schooling is probably also to a certain degree a
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What is extra interesting about the Mauritian educational system is that it has been 
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Regarding corruption, Mauritius does not possess as high rating as for example 
e Mauritian 
effect of development, but it would be fair to believe that an educated Mauritian 
contributes more to the economic development of his or her society than an 
uneducated.  
freely provided by government for several years. Even university education was 
freely provided from 1988, following free primary and secondary schooling as 
policies conducted by democratically elected Mauritian politicians (Bräutigam, 
1997:57). The system is however described as highly competitive, and this is 
reflected in the relatively low enrolment rates, especially in tertiary education.
combination of free, but strongly contested, degrees in higher education has probabl
however made Mauritius confirming more to a meritocratic model. The school 
system has maybe reduced the degree to which class structures are reinforced th
the connection of inherited wealth and future opportunities. This is of course 
important to study because of its wider social and distributional consequences
also argued earlier that these differences are of strong importance to economic growt
as well. Bräutigam (1997) stresses the importance of the highly qualified bureaucracy 
and state apparatus on the island when explaining its development. She suggests 
further that it is not this apparatus’ autonomy from society that has contributed to
growth of democratic Mauritius. The political processes in general have been fairly 
responsive to popular demands. The quality of policy makers and bureaucracy in this
small island can probably partly be explained by the relatively meritocratic structure 
of selection for these posts (although some ethnic groups, especially the majority 
Hindus are overrepresented, and there can be systematic non-meritocratic reasons 
behind this). In Mauritius, political power and economic wealth are not two sides o
the same coin, as so often elsewhere in for example Africa.  
Botswana on the CPI from Transparency International, but it is still not a 
comparatively corrupt country in the regional setting. The arguments of 
egalitarianism, human capital and corruption does not seem to explain th
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growth miracle alone, even though rampant corruption has been avoided, primary 
schooling has been secured for almost all youngsters on the island and the selection
procedures for higher education have been relatively meritocratic. There are other 
arguments as I see it that have larger explanatory power when considering the 
Mauritian experience over the last years. 
had a relatively high MFP plus human capital component of growth. We saw above
that education probably contributed somewhat, but we could not in 5.1.7 let human 
capital growth be separated from the MFP because of lack of data. When looking 
closer at the numbers, and interpolating a little, one finds that educational increase
can hardly account for more than a fraction135. When analyzing the combination of 
human capital and MFP-related growth earlier, I found that only China in my sampl
had higher such growth during the nineties. This suggests strong efficiency 
improvements and a decent portion of “technological change” during even th
part of the transition of the Mauritian economy. Only a slight look at the numbers for 
the 1980’s suggests that the same was the case for this decade. Average investment 
rates have not been particularly high, neither increasing for this country, especially 
when you compare it to the East Asian economies. The economy on the small island
transformed from being a “pre-modern” plantation based economy to a 
manufacturing economy. The country also developed a very large servic
(Mistry, 1999:557), also in rather complex fields like finance, with the governme
trying to establish the island as a regional financial hub. The quantity of investments
alone can not explain the transition of the Mauritian economy. Efficiency and 
technological improvements are the most important factors of this small growth
miracle if one is to believe the method of growth accounting. 
 
135 Mauritius did have sufficient schooling numbers for 1975 and 2000, but not for other years earlier than 1990. If we 
90 assume that School Index A increased linearly from 1975 to 2000, we can make an estimate of the schooling level in 19
(The calculated index was 0,724 for 1990). I then calculated growth rates in human capital, and applied the growth 
accounting formula. By doing this I found that 0,4% annual growth in per capita GDP could be assigned to human capital 
increases, due to this method. This still leaves more than 4% as MFP-related economic growth. 
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change in several sectors of the economy would be necessary to investigate the claim 
that technological dynamics has characterized the island. 
To how large a degree democratic features like freedom of speech and related factors 
have contributed to the technological transformation of Mauritius is as Karl Popper 
would put it not possible to put to an empirical test that is “objective, i.e. inter-
subjectively testable” (2002:25). Theoretical reasoning in arguments XIV) and XV) 
on civil liberties and technological change, I admit, is also very vague and extremely 
general, and therefore difficult to apply in empirical studies at least on a case by case 
basis.  
Mauritius has been relatively open at least by traditional economic measures like the 
openness ratio, even though Mistry (1999) on the basis of personal experiences claim 
there are closed aspects of Mauritius when it comes to social and economic relations. 
These are according to Mistry related to informal social mechanisms, and therefore 
the collection of ideas and personnel from the outside world is actually somewhat 
restricted. Additionally he claims that there is an “absence of sufficiently 
entrepreneurial internal dynamic” (1999:560). These considerations are being made 
by a person with much better knowledge of Mauritian society than I, and they should 
even if based on a less than rigorous evidence-basis be taken notice of. However, it is 
important to remember that the basis for Mistry’s comparisons, through which he 
arrives at his conclusions, is the dynamic economy of Hong Kong and more 
interestingly for this thesis Singapore. Once again, one has to remember the 
distinction between level and growth. Saying that Mauritius technologically has come 
a long way since 1970, is not the same as saying that it is as advanced as neither 
Western countries, nor even as the Asian Tigers on a technological level. Investing in 
efficient, and relatively modern garment factories in Mauritius, could be seen as a 
“technological improvement” what the overall economy concerns. This would 
probably not have been the case if one were to invest further in the garment industry 
in contemporary Italy. Closer study of organizational and technical development and 
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ll as sources for more 
endogenous technological development. Mauritius has had its fair share of 
, 
1997:49), but developments really accelerated first in the early eighties within these 
developed locally can therefore have been an important part of technological change. 
contributed to changes in “ways of doing things”. Technological change has not only 
change. Many authors stress the way in which Mauritian politicians have collected 
ited and 
activity thereafter can very well be viewed as a gain in the efficiency of resource use. 
There are some evidence for openness and links through which foreign technology 
could have flowed to the island in the Indian Ocean, as we
entrepreneurs and Mauritians are the largest owners not only of traditional economic 
enterprises, but also manufacturing plants in Export Processing Zones (EPZ) 
(Bräutigam, 1997:58). The “EPZ-Act” was passed already in 1970 (Bräutigam
“juridical areas” spread around the island with special laws applying in order to 
promote export. The EPZ-manufacturing has been the backbone of Mauritian 
industrialization, and also its export-led growth strategy (Meisenhelder, 1997:283-
285). Because of the existence of local entrepreneurs, the ideas and creative projects 
However, Mauritius has gathered both capital investments and ideas from abroad. 
Foreign direct investments have attributed to a large part of Mauritian factories and 
other investments. Capital from the Chinese Diaspora has been an important source, 
and ideas and organization techniques flowing through this network might have 
been confined to the manufacturing sector. In 1988, the government in cooperation 
with the sugar-producers, developed policies that were to rationalize the crop-
production of sugar, by mechanization and other measures. (Bräutigam, 1997:57).  
Perhaps even more importantly I have argued that organizational change and 
generally “new ways of doing things” are also to be perceived as technological 
ideas and used as role models the different Asian Tigers’ experiences in a lim
selected fashion (For example Mistry, 1999:551). By using the export-growth 
oriented “Asian Development Model” as a guiding light and organizing economic 
Openness and the willingness to collect information and learn from others 
experiences can therefore safely be said to have been a factor in the economic 
development of this small democracy. 
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espect. In chapter 3 I argued that elections and 
different checks and balances secured against the worst policies and abuses of power. 
Macroeconomic statistics look decent but not perfect for the island, with a budget 
deficit over the period averaging about 3% and inflation rates close to 10% (Mistry, 
an export-oriented development strategy in the 1970’s), and deliberate industrial 
policies and different programmes to spur development. Meisenhelder (1997) stresses 
one.  The decision to set up the Export Processing Zones is hard to overlook as a 
significant factor a posteriori for the economic growth of the island. Meisenhelder 
state-planning” was the factor. The relevant factor is how the Mauritian government’s 
policies, both general “designing of institutional frameworks” and more deliberate 
                                             
According to Mistry (1999:564) Mauritius has a “track record of good (if n
spectacular) government”. Many observers would claim that the future shadow
election is a determining factor in this r
However, having to steadily confront the electorate will influence policy makers to be 
more responsive to short term demands, and thereby sometimes having to 
compromise on long term development goals (the “not spectacular part”). 
1999:599). When it comes to more specific policies, the Mauritian government under 
no doubt have contributed to the development of its country by a combination of 
reliance on markets, especially export markets (import-substitution was scrapped for 
the active role of the Mauritian state in the island’s development. He argues that 
“planning has been accomplished in a ‘top-down’ fashion” (p.295). In contrast to 
Bräutigam (1997), he claims that the Mauritian state has been an “autonomous” 
136
(1997.295) also highlights the importance of the state taxing the sugar production and 
using these resources for various productivity-increasing measures. However, as 
Evans (1995:10) argued, there is no reason to start a quarrel over whether “markets or 
policies, industrial and social, interacted with market-mechanisms, national and 
international, in shaping the Mauritian economic miracle. The government can 
 
136 The disagreement is at least partly a result of unspecified language and differences in usage of concept. Bräutigam talks 
largely of autonomy from the electorate (relatable to my argument III) on investment), whereas Meisenhelder speaks about 
autonomy from the important interest groups in the economy, mainly the sugar barons (relatable to my argument IV)). 
However, the former tends to see the state as more responsive also to these groups in her analysis. The “autonomy” of the 
Mauritian state apparatus is therefore a disputed field. 
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To how large degree, these abovementioned features are connectable to the degree of 
electorate using elections as a means of punishing politicians because of economic 
f 
rated 
e 
lly 
these 
. 
populace, as well as the contribution of the “semi-consociational” democratic system 
 
re were 
neither be characterized as a “laissez faire” one, nor taking a command approach to 
economic relations. The government of Mauritius applied what I have elsewhere
vaguely referred to as a “decent mix” of various economic mechanisms. 
democracy of the regime is hard to determine. There are however examples of the 
stagnation and bad economic policies. In addition to the large increase in oil-prices 
and an unfavourable global economic environment, also “egregious fiscal and 
monetary management” (Mistry, 1999:558) contributed to the bad economic years o
1979-82. The economic downturn finally led to the MLP-PMSD government being 
thrown out of office and being replaced by an MMM-government that reinvigo
the economy although adopting many of the policy-prescriptions it had earlier 
rejected (Srebrnik, 2002:280). The opportunity of using elections to change a 
negative economic course is one of the virtues of democracy, and it has been 
suggested that this was the case when the Mauritian economy was dipping in th
early eighties (Srebrnik, 2002:280). Politicians in Mauritius in any case genera
produced decent economic policies both macro- and micro economically, and 
were at least partly under the influence of the electorate, both for good and for bad
Helped by an open EU-market and good prices for its sugar, Mauritius could then 
prosper in the last decades of the twentieth century. 
The “democratic factors”, probably most interesting for the case of Mauritius is 
related to the “embeddedness” and “legitimacy” of the political regime in the wider 
in bringing political stability. These “softer” features of democracy relate to 
arguments VI) and II) in the theoretical chapter, and were haled as possible 
mechanisms through which democracy could be beneficial to development. Earlier I 
mentioned how ethnic division in itself not is an explanatory factor for social
instability. The “other factors” have cleverly been avoided in Mauritius. The
fears of ethnic rioting before independence (Miles, 1999:215), but the carefully 
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popular revolt, in their effort to establish austere IMF and WB- policies that were 
supposed to bring better days later on. I will not enter into the (polarized) debate on 
, I 
 
 
th 
d 
83 
 
h 
designed electoral system that contributed to representation for most groups m
have contributed in mitigating possible ethnic tension. Curiously, openness and 
tolerance, connected among others to the democratic system might actually have
served as a basis for the creation of a Mauritian national identity based on these pro
traditions (Hylland Eriksen, 1995), and thereby further reducing the possibility o
sectarian violence. Even though there has been sectarian related violence on the 
island lately, and there has been an increasing feeling among the Creole population 
that they are loosing out in the system (Srebrnik, 2002), the Mauritian democracy h
still avoided large-scale political instability or civil war. As Lebanon showed, ev
carefully designed consociational democracy can not be trusted to guarantee totally 
against a country splitting along its major socio-cultural division lines and enter 
chaos. That does not mean such a system can not contribute to stability in many 
practical cases. 
Many governments going through structural adjustment programmes experienced 
whether these programmes had any positive effects, even if it is clearly established
think, by now that there were clear deficiencies in these programmes. The probably
biggest one was to not incorporate popular reactions, and political and social factors 
“into the model”. Mauritian politicians mitigated these problems. They were 
conducting parts of the IFIs’ (International Financial Institution) programmes, and 
receiving loans. Nevertheless, they did so in a way that was eatable to the public, 
securing popular support and stability, as well as making adjustments such as
refusing to cut in schools and health care, which have later been interpreted as grow
enhancing. The Mauritian politicians engaged in a comparatively open decision an
policy making process, even when dealing with the IFIs on hard reforms. In 19
letters from government members to IMF and WB officials were actually published 
publicly. (Bräutigam, 1997:54). Engaging the public in policy-making, and not taking
the autonomous route to reform as seen in for example Singapore, was the approac
to economic reform.  
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 withdraw loans. If this was so, then argument XVIII) on 
democracy in international relations would have shown its empirical relevance. The 
eatable for the population. By exhibiting a certain legitimacy, and ensuring that the 
programmes it had earlier refused, although making some modifications. The 
(Bräutigam, 1997:57). In the words of Deborah Bräutigam “informal rules governing 
 
nts relies on a somewhat more rational 
interest based explanation, but these points are not disconnected. The ability of 
bring “necessary” adjustments to initially proposed reforms, but also the more general 
There are two points: One, Mauritian policy makers probably had a higher legitimacy 
within the IFIs, being elected and representative for the country’s electorate, making 
it harder for the IFIs to
second and more important point is that the nature of the Mauritian political regime 
made austere and hard reforms (in order to transform the islands economy) practically 
people possibly suffering from lower wages and higher prices in the short term would 
be compensated by social policies like the ones described earlier, the democratic 
regime made reform easier. It was actually the earlier radically oriented MMM that 
gave the reform process new coal in 1982, accepting the structural adjustment 
democratic nature of the system contributed to this important faction actually being 
an integral part of driving reform, in stead of opposing it on the streets. Side 
payments were not only given to the poor laborers, but the sugar barons frightened by 
the prospect of increasing wages were also cuddled and bribed into reform 
the use of side-payments and other compensatory coalition maintenance tactics are 
important in explaining the ability of the government to maintain support while 
implementing difficult reforms” (1997:57).  
I argued strongly in argument VI) that the nature of a democratic regime, with its 
expected legitimacy and basis in broader population groups, eased the process of
implementing reform. The use of side-payme
democratic government to be responsive, and also reflect a more general “popular 
will” is its source of legitimacy. Both the responsiveness to the populace that might 
legitimacy of the regime might be factors easing reform. This probably empirically 
was the case in Mauritius, which went through structural adjustment programmes that 
were initially “hugely unpopular” (Bräutigam, 1997:50). The government response to 
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the conciliatory measures and adjustments taken by the government in order to let 
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a general strike against some of the contested policies (a devaluation of the currency 
in 1979, with higher import prices as one result) is illustrative. After trying the hard 
and autonomous approach, associated with authoritarian governments from argument 
IV), of repressing the strike, the government then reversed its approach and started 
negotiation with the groups behind the protests (Bräutigam, 1997:51).  
Meisenhelder (1997) sees the fact that several governments continued these reform 
policies as a sign of the autonomy of the Mauritian state, and there might be some 
correctness to this view. One must not however forget the “softer” approaches and 
these initially unpopular policies go through in a manner which secured basic 
political stability. At the end of the day the clever politics made different forces like
the sugar farmers backing PMSD and the left-leaning intellectuals and workers 
supporting MMM go with reform. Bräutigam suggests the most important feature o
Mauritian politics in securing economic transformation was that “the system fo
coalition to be built on a regular basis” (1997:53), and contrasts it with more 
majoritarian versions of democracy. This might be a point well worth a nuance, 
here I will take these abilities of Mauritian democracy in gathering support for 
policies in broader societal segments and attribute them to democracy in general as a
political regime type. 
5.3.3 A short comparison of the Mauritian, Botswanaian and Singaporean 
experiences 
It is easy to see that the stressing of political regime type’s relevance for these three 
schem ifferent-System-Same-Outcome”, or “Most-Similar-System-
Different-Outcome” (Frendreis, 1983). These countries possess different values on 
e 
cases, does not follow any of the more rigorous macro-comparative explanation 
es like “Most-D
the main explanatory variable, political regime type and relatively similar outcomes, 
high growth. They additionally possess both differences and more importantly 
similarities on other factors. A superficial analysis based on a dichotomous, 
simplified “variable-matrix”, (without too many specified variables), would therefor
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terms are constructed in such a way that they encapsulate all “benevolent” factors. 
They are often relatively vague as concepts, and can be stretched during 
interpretation of empirical examples in such a way that the explanations almost 
The democracy-authoritarian distinction is well alive in public debate. It has a long 
ore far from a tautological question, and it 
is of great normative importance as well, as argued in chapter 1.1. More importantly, 
 
after 
lead us to believe that political regime type has been an irrelevant factor 
economically. One could point to their relatively small size as an important fact
easing coordination of development projects and policies. One could point to
stability. Economists would surely like to point to usage of markets, and the role of 
export opportunities. Some development economists would like to talk ab
predatory institutions”. The World Bank would speak of “good governance”. Politica
scientists would surely highlight the “state capacity” of these states, whereas some 
political economists would claim that concepts such as the relative “autonomy of the
state” would make for explanations. None of these explanations above is completely
wrong, and I admit that most of these concepts probably have a higher explanatory 
power isolated.  
I will avoid further discussion on the topic, but this is expected, since many of these 
become tautological. (If a “non-predatory” state, exhibiting a large degree of “state 
capacity” and “good governance” does not manage to get the economy going, then 
call me!). 
history, and is clearly separable from economic outcomes conceptually. Asking 
whether democracy affects growth is theref
I have throughout the thesis tried to show how democracy relate to a host of these 
other concepts and factors. Democracy or authoritarianism can be important in 
explaining why institutions might be “autonomous” or whether they might be 
expected to be “non-predatory”, and is therefore in some situations conceived as a 
more foundational explanatory variable. Democracy cannot by far explain all 
variation in economic growth. This is illustrated by both relatively authoritarian
Singapore and relatively democratic Botswana and Mauritius growing rapidly 
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pirical examples. There are some who doubt the 
degree of democracy in Botswana, pointing to its extremely dominant and always 
nds of 
e in 
litician and freely criticize the regime, calling 
the PAP “arrogant” and “power crazy”. The younger participants even accused the 
ith 
edom 
K-47 
1970. This does not mean that the characteristics of these countries’ political regim
did not causally affect their development patterns. Claiming regimes are unimportant 
would be an abuse of easy “propositional logic-reasoning” on macro-phenomena
context dependent and too complex to be analyzed perfectly in such a simplified 
manner. 
First, democracy as I argued in 2.0 is a question of degrees, and dichotomous 
empirical classifications hide too much information. This was clearly exemplified by 
Botswana and Singapore as em
reelected “government-party”, BDP. There are also some questions on the grou
civil liberty, like whether the access to media is free and fair, especially regarding 
television coverage. Adding to this, the party’s dominant positions in society, lik
the case of Singapore, attracts many young and talented individuals seeking to this 
institution, where the most important decisions also in the future are expected to be 
made (Danevad, 1995:398). One-party politics was the preferred alternative by 
Huntington and Lee Kuan Yew.  
When it comes to Singapore, the case for authoritarianism is definitely not clear cut 
either. Lee Kuan Yew recently held a Singaporean aired TV-debate where youngsters 
were able to discuss with the aging po
PAP of making people afraid to vote for the opposition (The Economist, 2006c). 
Even if this is far from saying Singapore exhibits total freedom of speech, this 
episode could surely not have taken place in North Korea. The most important 
qualification to calling Singapore authoritarian is the existence of elections. These 
elections are certainly not taking part on a fair playing ground, with several 
hindrances to effective opposition. Nevertheless, elections are relatively free, w
voters being able to vote for several parties, although there is no full-fledged fre
of association. Singaporean elections are not like in Iraq under Saddam Hussein, 
where I still remember television pictures aired on Norwegian television of A
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When using the FHI-aggregate as an indicator, Botswana and Mauritius have 
typically received a score in the proximity to 2, and Singapore close to 5, indicating 
that only half the scale is used when we talk about the differences between the two 
African democracies and the Asian autocracy. Moreover, the existence of democratic 
e the 
 
h 
ree decades under study. Singapore had the second highest 
average growth rate, using data from PWT, Botswana the third and Mauritius the 
ninth. We are therefore in economic growth terms dealing with the “premier league”. 
 much 
 
 
One can argue that these countries were “lucky” in the sense that they were presented 
access for example to the American market on preferable terms, as were the other 
armed soldiers hanging over voters, checking whether you voted “for” or “against” 
the president.  
traits in Singapore, like future elections, and authoritarian in say Botswana, lik
de facto domination of one party with an adjacent long time perspective in policy-
making, might actually have contributed to the growth record. The fact that the PAP
in Singapore is probably being judged by the electorate on the economic performance 
it presents in the previous five-year period is maybe an important factor (The 
Economist, 2006c). It at least provides the PAP with an extra incentive of 
“performing well”. These discussed factors are worth remembering, when we now 
further will discuss the role of the political regimes in a more idealized and 
dichotomous way. 
* 
Singapore, Botswana and Mauritius are all to be found among the top growt
performers in the th
One has to be aware of the limits of these comparisons however. Singapore is a
richer country than Mauritius, far more resembling an ideal “modern knowledge
based economy”, and Mauritius again is far richer than Botswana, and surely has a
very different economic structure, with a larger reliance on manufacturing.  
with favorable international contexts, which gave a better opportunity to develop 
economically. Singapore was for example helped by foreign investments and open 
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I certainly agree that the structural conditions and international contexts were 
at the political organization of these 
societies were crucial to their actual exploitation of their favorable contexts. Even 
d 
, one 
ace, 
or 
 the 
Asian Tigers. These factors helped trig the development of a high-income modern 
society. Botswana had its diamonds, and an ethnic homogeneity uncommon in 
Africa. Mauritius had no imminent external security threat of considerable size to 
worry about, and even more importantly, they received a large inflow of foreign 
capital on their main export sugar, due to the Lomé-agreement. This agreement 
between the EU and the “ACP”-countries established guaranteed access of amo
other Mauritian sugar to fixed prices that were set in such a manner they largely 
exceeded world market prices. One can also point to the small sizes geographical
and population wise for these two island states that possibly made co-ordination 
the development process easier than in larger or more populous countries. Botswan
is larger but still not populous. These considerations might suggest that the politic
regime and institutional arrangements in the respective countries were epi-
phenomenal, and that international and other structural factors were the important 
ones in the development process.  
favorable to the two island nations, and that Botswana thrived from its diamond 
revenues. However, I will strongly argue th
though geography, for example in the form of easy access to the sea-routes, an
international factors presented opportunities for trade, investment and production
can not actually benefit from these opportunities if one does not have internal pe
a framework to co-ordinate collective problems and economic transactions within, 
even a coherent macro-economic plan. Small countries, abundant with natural 
resources, not totally unlike Botswana, such as Sierra Leone, or Caribbean islands 
falling under the same ACP-treaty as Mauritius, strongly suggest that these factors 
are not at all sufficient for jumping on a development path. Opportunities are not 
always translated into successful outcomes, but might as well be squandered on
way.  
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unication location at the tip of the Malaccan peninsula by managing good 
macro-economic policies, creating a stable environment for investment and 
secured stability. Through institutional channels the regime secured that diamond-
spent the money in ways that were compatible with further development. Mauritius 
a result of prudent political interaction among the different groups of the population. 
The country also had sufficient human capital and the regime encouraged local 
imported capital cannot alone be an explanation of the growth of the wider Mauritian 
Singapore exploited its favorable environment as an important trade and 
comm
production, keeping politics non-corrupt and society stable and peaceful through 
diverse instruments. The country was on the political level focusing explicitly and 
consciously on how to achieve development. The political regime in Botswana also 
revenue from the mines operated by South African company De Beers came to the 
benefit of the larger public. True, these investments came from abroad, but foreign 
mineral extraction is as Congo exemplifies not a free-ticket to a prosperous society. 
The Botswanaian government negotiated relatively good deals with De Beers, and 
on its part secured amounts of foreign investment. Nevertheless, as economists would 
stress, rational investors would not invest their capital in a society with large risks of 
expropriation or general societal havoc. The framework for attracting investment in 
Mauritius was established, largely due to a co-coordinated policy framework that was 
This interaction took place within a relatively well-functioning democratic 
framework. Political economists would further stress that foreign investments do not 
automatically lead to general economic development. Mauritius had coherent plans 
for what to do with its inflowing capital, building up a significant textile industry. 
entrepreneurs in order to maximize the effect of incoming capital from Hong Kong 
and other places. Due to the large MFP-improvements in Mauritius indicating 
technological improvement, and the fact that Export Processing Zone-manufacturing 
only makes up about a tenth of GDP in the late 90’s (Mistry, 1999:559); foreign 
economy. Spillover effects and other related mechanism have probably been relevant. 
Democracy in Mauritius primarily meant a way of solving inter-group conflicts and 
establishing lasting cooperation, thereby escaping the traumas of many African post-
colonial societies. 
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Singapore shows the more impressive record 
Surely, when making a comparative interpretation of the absolute GDP-levels and 
growth in absolute GDP, Singapore’s record looks by far the most impressive. Mistry 
(1999), as mentione ritian economic 
miracle when comparing it for example to Singapore. It is almost a philosophical 
than absolute increases, as deliberated somewhat upon in chapter 2.1. Clearly, 
key investments and technology diffusion would lead to fast growth, catching up with 
ed 
impressive”: Singapore’s growth from a medium income level, or Botswana’s growth 
d, moderated the unequivocal praise of the Mau
question whether one should focus more on growth rates in percentage terms rather 
Singaporeans are on average more well off than their democratic, African 
counterparts in Mauritius and Botswana are. Growing from such a low level as 
Botswana, initially one of the world’s decidedly poorest countries at independence, is 
by economist reading the “catch-up” thesis only assumed to be an easy task. Since 
countries already at “their steady state” or at the “technological frontier” is assum
to happen. Closer scrutiny of history shows however, that transforming a dirt-poor, 
landlocked country in a “troubled neighborhood” is no easy task. When making 
closer investigation therefore, it becomes more difficult to say which one is “more 
from almost subsistence minimum. 
Figure 5.24: GDP-per capita throughout the period under study in the three 
countries. 
 0
5000
10000
15000
20000
25000
1970 1980 1990 1996
Botswana Mauritius Singapore
 
It should be noted however that Singapore started out after World War II as a much 
poorer country than it was in 1970. Only in 1960 was it a country with GDP-levels 
just exceeding 2000$ per capita, under half of the 1970 level, and this tells that the 
Singaporean Tiger’s economic boom started earlier than its African counterparts. The 
relevant question is therefore probably whether Botswana and Mauritius can sustain 
their economic growth in the way Singapore has done? This will probably require not 
only continued political stability, but continued innovation, structural transformation 
of the economies with development of for example productive spheres within the 
service sector, continued decent policies, probably ambitious reform plans, and 
further investment in physical and human capital. Extrapolating is always a 
dangerous business in the social sciences.  
Judging by empirical evidence alone however, there are reasons to postulate, 
especially when compared to Mauritius starting in 1970 at the approximate same 
level of income, that the Singaporean experience has been even more exceptional and 
eyebrow raising as an economic transformation and development story. The 
Singaporean economy’s development has been spectacular, and the economic 
policies the country followed have contributed to a dramatic change in the economy. 
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This transformation is not fully captured by considering GDP-statistics alone, but 
involves a qualitative structural change of the small nation’s economy. Sectors most 
often associated with a dynamic twenty-first century economy, like ICT and 
biomedicine, are to a whole other degree existent in Singapore than when compared 
to the two other countries. 
Taking context and counterfactual hypotheses seriously 
It has been argued earlier that authoritarian countries have “fewer constraints” when 
it comes to designing economic policies, and that this could ease the possibilities of 
achieving economic booms, if all the structural and actor-oriented prerequisites were 
present. Authoritarian regimes also presented the largest variation empirically in 
growth rates. Not only the worst, but also the best economic performances have 
occurred in authoritarian regimes. Singapore’s spectacular performance, compared to 
Mauritius good one (Mistry interestingly described economic policy making in 
Mauritius as “good (if not spectacular”) (1999:564)) can function as an illustration. 
Mauritian policy makers, as we saw had more concerns when it came to pleasing 
interest groups like the sugar barons and also the electorate. Therefore they were 
maybe more constrained in their choices of policies when it for example came to 
structural transformation of the economy? The same goes for the BDP in Botswana, 
which always had to make sure of not distancing and alienating for example cattle-
owners.  
This is not saying that an authoritarian regime would have fared better in Mauritius or 
Botswana. If for example political violence and social riots would have been the 
result of a more autonomous authoritarian Mauritian regime pushing development 
policies over the heads of its populace, then democracy is clearly preferable. There is 
no guarantee that an authoritarian regime in Botswana or Mauritius would have had 
the same interests or preferences for genuine developmental policy making as in 
Singapore. Here technocratic elites both possessed genuine capacities, and a 
perceived interest of making their country an economic powerhouse, much because 
of the international situation with Malaysia (and to a lesser degree Indonesia) as a 
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constant perceived threat. Would an authoritarian regime in Mauritius for example 
have been based upon the sugar-elite, which initially did not want industrialization of 
the island? If an authoritarian regime were to base itself on other groups than the 
European economic elite, would one have managed to keep the cordial relations that 
secured the continued production of sugar and investment of the surplus in 
manufacturing? Possibly an even more dramatic question is whether an authoritarian 
regime in Botswana would have handled the diamond extraction and usage of 
revenue in the same decent way the current democratic regime has done, allowing 
this resource to be a blessing rather than a curse for the country?  
These counterfactual considerations are extremely central when making the claim that 
“democracy contributed to economic growth in Mauritius and Botswana”. As we saw 
in chapter 5.1, democracy consistently seemed to deter growth rates in Asia and spur 
economic growth in Africa, indicating some regional interaction trends. The 
description of the ideal type authoritarian regime in Asia in 5.1.2, and the generalized 
description of African politics drawing on Chabal and Daloz (1999) could bring some 
insight. An authoritarian regime, or a democracy, will not be expected to have the 
same characteristics across contexts. Even the general distinctions I have presented 
can claim some explanatory power, although there is certainly room for even more 
nuances. 
What is however a more realistic proposal is that the democratic regimes in Botswana 
and Mauritius because of the intrinsic nature of this regime type (and possibly also 
other constraints) could not perform many of the same actions as the PAP-elite in 
Singapore did. The latter was relying on technocratic, largely personally 
disinterested, rule, pushing investment and savings rates very close to half of GDP, 
neglecting broad popular demands, and pushing rapid and thorough reforms by the 
“command approach”. As we saw, Mauritius and Botswana were able to conduct 
hard policies, but only after “cuddling and bribing important groups”. This might 
have been the only option for reform in their respective contexts, but this meant a 
slower and more half-hearted approach to reform than in Singapore. This short 
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discussion therefore reinforces the hypothesis that democracies in general is a good 
way of securing decent economic policies through a variety of measures, but that in 
certain specific contexts and with the right leadership authoritarian regimes can 
transform economies dramatically, as they have done throughout Eastern and 
Southeastern Asia. Whether the growth rates are sustainable by using the 
authoritarian approach to development when a country reaches the “technological 
frontier” and has to rely more upon innovation than imitation and large investments, 
is an intriguing question. It will be interesting to see if by now very rich Singapore 
continues to grow in the next decades, assumed the political system does not open up 
by then. 
Different regimes, different channels of growth? 
I will now leave the discussion of the differences in aggregate economic growth 
performances. I will instead concentrate on the factors that made the different 
countries economic success stories. There might however be more than “one way to 
Rome”, leading us to look after differences in democratic and authoritarian growth 
strategies. Once again, we do not start with a “Tabulas rasa”, but have theoretical 
suggestions to guide the search for factors, easing the search but possibly also biasing 
interpretation of empirical events. 
As we remember from 5.1, one of the general findings consistent over time was that 
African democracies on average outperformed their authoritarian neighbours, 
whereas authoritarian regimes in Asia, contrary to most other places in the world, 
consistently have had superior track records when compared to regional democratic 
counterparts. One should be aware of circular argumentation here, since these three 
countries history might have contributed to the more general findings. Still, one can 
of course see these countries as manifestations of the two described general regional 
trends. An important issue is therefore to find out which contextual traits and further 
closer characteristics of the regimes in the different continents, here embodied by 
three particular countries that contributed to growth. I will use the “developmental 
pyramid” presented in 3.1 as an organizing concept for the following discussion. 
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Block 1) Political and social stability 
When it comes to the foundational block in the pyramid, general political and social 
stability, all the three countries faired pretty well. As we could see from the 
theoretical chapter, there could be reasons why both authoritarian regimes and 
democracies could provide this type of stability. The PAP in Singapore has long 
claimed the need to keep order, calm and national unity are reasons good enough for 
curbing freedom of speech and freedom of association. One fear was the possibility 
of Malay discontent and its consequences for the nation if this minority were to rebel, 
or cause Malaysia or Indonesia to interfere. These issues were seen as pivotal reasons 
for taking a command approach towards securing order in a way that resembles 
Huntington’s prescriptions from 1968. Botswana has been an oasis of calm in a 
troubled region. What might be the most important factor for Botswana is not getting 
involved in the region’s conflicts. If an authoritarian regime would have been more 
tempted in acting in such a way, or would have triggered actions from the Apartheid 
regime on its southern border is difficult to say. Urban workers also found a legal 
voice in BNP, the opposition party which however has not yet tasted power even if 
increasing its share of the votes in later elections. In the case of Mauritius, I argued 
that the semi-consociational structure of that democratic regime, with shifting 
coalitions based on different ethnicities and different social classes, made for a long 
term political solution. The initially radical MMM was incorporated into “ordinary 
politics” instead of left alienated. Up until the end of the period under survey at least, 
it looked like this “soft approach” was successful in Mauritius. 
Block 2a) Economic institutions 
All governments were similar in the way that they provided both the opportunity for 
market mechanisms to work, as well as designing deliberate industrial policies. All 
countries have targeted growth in certain specific sectors, like textile- manufacturing 
or tourism, from a political level. More recently as we have seen development of an 
ICT-sector has been a political want in all three countries. These strategies have been 
implemented; using a host of different instruments, and they have been fairly 
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successful at least in some cases. All countries however stepped away from taking a 
total control approach to the economy, although state owned enterprises are important 
in both Singapore and Botswana. Reliance on foreign export markets and 
encouragement of local entrepreneurs to engage in decentralized economic operations 
have been common and very important factors. All countries thrived off exports to 
world markets. Singapore and Mauritius had their manufactured goods, and 
Botswana its diamonds. Additionally, all three countries seemed to benefit from 
foreign direct investments coupled with wise policies on how to use this capital.  
We saw in argument VIII) that the relation between democracy as defined in this 
study and markets are somewhat ambiguous. As Sylvia Chan (2002) points out, one 
needs to analytically separate between political, civil and economic liberties. She 
turns this into the main argument of the case that authoritarian countries are not 
inferior in producing economic development. By keeping market-activity vibrant and 
guaranteeing investors and others the fruits of their inputs in economic processes, 
authoritarian regimes like the Southeast Asian can develop at least no more slowly 
than democracies. What is however lacking in Chan’s argument is the more general 
propensity of political regime types to be related to economic liberties. They might 
very well be analytically separable, but empirically connected in a cause and effect 
hierarchy. Democracies might generally be more prone to secure property rights for 
actors, as well as rely on markets; however this is empirically only a moderately 
strong relationship. Singaporean government provided these features, even as an 
authoritarian regime, avoiding the temptation to act kleptocratic, thus not separating 
the country from Mauritius or Botswana in this regard. 
Block 2b) Public goods 
It was argued that democracies would generally be better at providing goods that 
were of public character, and provide for general human capital. Botswana and 
Mauritius are in this respect no exception, having better educational characteristics 
under this period of study than what might be expected from them on the basis of 
their income only. The countries were also improving these numbers substantially 
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during the period, possibly as a response to popular demands. Health wise, Mauritius 
also possesses a population with among other higher life expectancy than could be 
predicted, if not knowing its democratic characteristics. Botswana has been plagued 
by the HIV, but has tried to establish public programmes to deal with this scourge. 
Botswanaian government has also improved rural infra-structure, important for 
development, as a response to electoral pressures. 
However, Singapore does not score badly on this account, despite being authoritarian. 
Indeed, all the East Asian Tigers are known for having an extremely well-educated 
and healthy workforce. Even if there has been some shortage on high-skill workers in 
Singapore, the country has managed, mainly through importing educated foreigners. 
Public infrastructures, for example a famous subway-system, and social policies, for 
example in the form of public housing projects, have also been provided in an 
exceptional manner. Singapore has therefore avoided what I argued could be a 
potential development pitfall for authoritarian government. Singapore has not 
neglected the needs and interests of its populace and workforce, even though salaries 
have been kept artificially low through deliberate policies. 
Block 3) Practical policies 
Singaporean government has by now been credited for its outstanding 
macroeconomic management, its visual industrial policies, its investment policies, 
and its general eye for long term economic growth and development. Economic 
transformation has been wisely guided by politicians and technocrats, sometimes 
using selected incentives and sometimes relying more on markets. This included 
opening up for international capital and multinational companies. Singaporean 
government has also recently actively engaged in attracting industries in “innovation-
intensive” sectors to the country, in order for economic growth to continue. This is an 
idealized story, and one could surely provide examples to the contrary if digging deep 
enough. Nevertheless, the overall evaluation remains as I see it. 
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Comparatively to the policies of many third world countries, the democratic regimes 
of Botswana and Mauritius have also fared pretty well. Macro economically, 
Mauritius has seen some inflation and deficits on the budget throughout the period, 
but this is marginal when compared to many other developing countries. Botswana 
has avoided inflation comparable to that of some of its neighbours, and has also 
avoided indebting its government, helped by diamond revenues but also prudent 
policy-making. Corruption has been low, although not as low as in Singapore, an 
extreme case among authoritarian governments in this respect. Reforms have also, 
especially in the case of pre-1983 Mauritius, been conducted in a more half-hearted 
and stumbling manner. Government in Botswana and Mauritius have had relatively 
more concerns and group interests to take into consideration when designing broad 
economic policies. Still, they have been relatively successful, partly because this line-
balancing act between different social interests have made policies eatable for the 
wider population, and thereby easier to implement. Whereas policies in Singapore 
have followed the “autonomous command approach” sketched up in argument IV) 
and V), the two African countries seemed to have rested more on a strategy 
recognizable from argument VI), relying more on dialogue and legitimacy of policy 
than autonomous design and top-down implementation. There are some who sees it 
different. Meisenhelder (1997) claims that the top-down approach has been a strategy 
also to a certain degree used by Mauritius’ government.  
The Singaporean government is the one that has come the furthest in designing 
policies to transform its economy from being an industrial one to an “information and 
knowledge-based” economy, but all countries have possessed strategies. Botswana 
and Mauritius have so far not been as successful, even though there has been some 
development of for example the financial sector also in Mauritius. The autonomous 
policy-design effort in the Singaporean context has therefore probably been more 
successful overall than the more “soft-and embedded-approach” in the two African 
countries, although these have also been relatively successful by all common 
standards. This does not imply the universal superiority of the first approach. 
Authoritarian regimes in other contexts both have different incentives and interests, 
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they possess different capabilities, and they face different social constraints. Whether 
such an approach would have worked in Botswana or Mauritius is impossible to 
answer determinately, but the post-colonial experience of other African countries 
suggest not, if they are to be seen as relevant for the two small countries. 
Investment- or technologically driven growth? 
There is one final issue which I would like to elaborate further upon. The question on 
whether growth is technologically or investment driven is one of the more important 
questions in economic growth theory. Others might find this question artificial and 
claim that new technology is embedded in investment. However, using the conceptual 
classification of growth related to economic growth theory, I did make empirical 
estimations for the 1990’s in 5.1. Botswana and Singapore did not get numbers due to 
lack of data. Mauritius’ growth was largely estimated to be MFP-driven, complying 
with theoretical suggestions that democracies would be better at diffusing new 
technology into the economy than accumulating capital. Even though the role of 
investment capital from abroad and from sugar-barons was stressed in the literature, 
the quantity of investments can not explain Mauritius’ growth record. Alwyn Young 
(1995) suggested that Singapore’s growth rate from 1966 to 1990 was almost totally 
driven by investment in capital, changes in labor participation rates and the 
movement of labor to more productive sectors, which Young was able to separate 
from the MFP-term. Physical capital growth was by far most important. Young’s 
extremely low rate of MFP-related growth, only 0,2% on average annually over the 
24 year interval, was criticized by among others Hsieh (1999) which found somewhat 
higher MFP-numbers as discussed in 5.3.1.  
Still, the role of capital accumulation in Singapore looks extremely important. As 
argued, the PAP took many measures to increase savings and investment rates, and 
was extremely successful. I doubt whether a democratic regime, especially in a poor 
or medium-income country like Singapore initially in the period, could take these 
measures and force through such a curbing of immediate consumption, through 
among others keeping wages down. The overall picture of investment-driven growth 
 and lack of technologically-driven growth conforms well to the theory presented in 
this study. I unfortunately have no numbers to rely upon for Botswana’s part. Close 
growth accounting for this country could be an interesting exercise for later. A quick 
look at data suggest however that GDP per worker and GDP per capita have followed 
each other close in the same 3:1 proportion through the period, suggesting no large 
increases due to increased workforce. Moreover investments have not been extremely 
large, and somewhat declining over the years, implying that MFP and human capital 
related growth explain part of the Botswanaian growth in later years. In the 1970’s 
when growth was highest, Botswana invested the most, and we also know that these 
investments probably in large part were connected to mining activities. This element 
has, as argued before, been important to the country. I did not however make 
calculations particular for Botswana on the basis of the years when data exists. 
Instead I below present a graph which shows investment as a percentage of GDP. 
Botswana has had a higher investment rate than Mauritius generally, but not by far as 
high as the exceptional rates in Singapore. 
Figure 5.25: Investment as a percentage of GDP in Singapore, Botswana and 
Mauritius 
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Summing up this comparative discussion in the light of chapter 3, one could say that 
most of the virtues attributable to democracy, found for example in arguments VI) on 
implementation of reform, X) on increased equality, XI) on human capital, XIII) on a 
comparatively low level of corruption, and possibly also XII) on a relatively high 
level of social capital, were to a large degree existent in Botswana and Mauritius. The 
countries’ politicians also managed to design decent policies, which enabled the 
transformation of their respective economies to happen. In Singapore, one recognizes 
the existence of almost all the theoretical arguments in favour of authoritarianism, 
like arguments I) on stability, III) on investment, IV) on autonomy from interest 
groups. Additionally, Singapore has avoided the possible detrimental aspects 
connected to authoritarianism by providing public goods and educational 
possibilities. It has also reduced corruption, kept a functioning system of property 
rights and so on. In the light of my arguments, I would propose that argument XX) is 
relevant for understanding why this has been a case. Understanding the national 
context and how actors function and act in it are important. Singapore has had a 
competent and developmentally oriented political elite. The incentives for making the 
economy develop, and the abilities to make it do so were existent in the PAP. The 
only source of concern is the fact that some claim that Singapore has not been an 
innovation economy. Arguments XIV) and XV) on the role of civil liberties may 
suggest why. Some would say that argument IX) on the role of democracy and 
decentralization of economic projects, also highlights a problematic aspect of the 
Singaporean economy. Singapore has had a relatively centralized economic structure, 
based on large multinational companies and diverse state-enterprises. Whether this is 
a drawback or a benefit, is pretty much under debate. 
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6.0 Conclusive thoughts: What can be said and 
what can`t? 
As should be clear from the discussion above, there is no necessary relation between 
type of political regime and economic growth. In a 2X2 matrix, categorizing after 
dichotomous versions of the variables, empirical examples are to be found in all 
categories.  
The tendency to overdo the importance of ones favourite subject I think is a natural 
psychological inclination of human beings. My study might also fall into this trap, so 
some words of caution are in place. Political institutions are not everything, when it 
comes to explaining economic outcomes. Max Weber (2001) famously stressed the 
role of religion in the creation of capitalism. Jeffrey Sachs (2005) has recently been 
advocating the need to take factors like geography and disease environment seriously 
when thinking about developmental issues. Also when it comes to institutions, many 
authors suggest that the democracy-authoritarian distinction is not, by far, the most 
fruitful when explaining growth. Traditionally of course, economists have focused 
more on economic institutions like property rights and the degree of “freedom in the 
marketplace”, rather than political and civil rights and liberties. Others, like Peter 
Evans (1995), have suggested that the important characteristics concerning state 
institutions are rather connected to concepts such as “state autonomy” and 
“embeddedness of the state in society”.  
I have however argued that the first type of variables like geography and culture 
might be important, also because they are interacting with political institutions in 
general and political regime type more specifically. The second type of variables, 
other institutional variables than regime type, is extremely important for 
understanding the factors behind economic growth and development. This does not 
preclude the importance of studying political regime types however, since the general 
way of structuring decision making power in society, more specifically the degree of 
popular control and participation in collective decision making, can affect these 
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institutional categories in different ways. Political regime type in some situations 
therefore needs to be studied as a kind of underlying cause. 
I have summed up the theoretical debate in 3.1, the statistical analysis in 5.2, and 
tried to make some conclusive statements on the basis of three cases in 5.3.3. 
Therefore I will not go into tedious detail on the findings here. Democracy is not a 
universal key to increased economic growth. Neither is authoritarianism. In this 
respect, political regime type does not necessarily matter. However, lack of 
Newtonian laws does not mean lack of interesting social mechanisms. Aristotle 
(2000) made the distinction between which political regime type was “best ideally”, 
crediting a monarchy with an enlightened ruler this award, and which regime type 
functioning “best in most contexts”, pointing to “Politeia”, a kind of balanced 
political regime with checks and balances where the middle class played a significant 
role. I would substitute “monarchy” with “authoritarian rule” and “Politeia” with 
“democracy”, and claim this is my main finding in the almost 2500 year younger 
study. Democracies are less prone to disaster, and they also performed better on 
average according to statistical analysis in the period from 1970 to 2000. There were 
however some extreme successes in authoritarian countries like Singapore and other 
Asian countries. Having “fewer strings attached” means the ability for politicians to 
act in ways that are destructive for economy and society. Nevertheless, it also means 
the opportunity, if combined with appropriate incentives, motivation and skill, to 
conduct policies that are developmentally superior to the policies possible when 
being under popular constraint.  
Theoretical reasoning, but also empirical analysis, on what matters for technological 
change did however cast under doubts the ultimate long term efficiency properties of 
“perfect authoritarianism” contra democracy. Innovation and growth are broad 
processes embedded in society, not only steered by politicians, or limited to elites to 
bring forth. In this respect, as well as many others, the importance of operating with a 
broad concept of democracy was stressed. More generally, economic growth can be 
caused through different channels and mechanisms. I have suggested both 
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theoretically, but also vaguely based on empirical material that the relative 
importance of these mechanisms tends to vary between different political regime 
types. In these respects, political regime type does matter also economically. 
I started out with an argument that more research was needed on the topic, and that 
this is not a closed issue as some academics actually almost claim it is. I still hold on 
to this suggestion after several hundred pages of analysis. Especially through which 
mechanisms political regime type affect growth is poorly understood theoretically, 
and more stringent and improved empirical analysis than what has been presented 
here can surely be conducted. This goes not only for the statistical part, where growth 
accounting measurement is one obvious place to start, but also when it comes to 
investigating concrete cases. The in many ways most important, China, has been little 
debated here. The recent Chinese experience could both be an interesting contribution 
to theoretical development, as well as in itself being understood in new lights by 
using theoretical arguments which resemble the ones presented here. Twisting Mark 
Twain: The rumours of the death of the study on the relationship between political 
regime type and growth have been greatly exaggerated! 
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Appendix 1: Edited data-matrix. Selected data from 
MA1. 
 
Country 
Average 
aggregate 
FHI 1972-
79 
Average 
aggregate 
FHI 1980-
89 
Average 
aggregate 
FHI 1990-
2000 
Average 
aggregate 
FHI 1972-
2000 
Avrage 
Polity 
1970-
79 
Avrage 
Polity 
1980-
89 
Avrage 
Polity 
1990-
2000 
Variance 
FHI 
1972-
2000 
Popula
tion 
1990 
in 
million 
people 
Afghanistan          6,31 6,89 6,91 6,73  -6,30  -7,10  -4,60 0,30 17,70 
Albania              7,00 7,00 4,14 5,88  -9,00  -9,00 3,81 2,30 3,28 
Algeria              6,06 5,83 5,68 5,84  -9,00  -8,30  -3,90 0,39 25,01 
Andorra              3,90 . 1,06 2,15 . . . 2,10 . 
Angola               6,60 7,00 6,18 6,56 .  -7,00  -2,54 0,33 9,23 
Antigua and 
Barbuda  . 2,50 3,27 2,95 . . . 0,22 0,06 
Argentina            4,38 2,39 2,36 2,95  -4,50 3,00 7,20 1,93 32,53 
Armenia              . . 4,05 4,05 . . 3,40 0,25 3,69 
Australia            1,00 1,00 1,00 1,00 10,00 10,00 10,00 0,00 17,09 
Austria              1,00 1,00 1,00 1,00 10,00 10,00 10,00 0,00 7,72 
Azerbaijan           . . 5,40 5,40 . .  -4,70 0,21 7,60 
Bahamas              1,50 2,11 1,59 1,74 . . . 0,19 . 
Bahrain              4,94 5,06 6,09 5,43  -9,30  -10,00  -9,30 0,43 . 
Bangladesh          4,31 4,72 3,23 4,02  -1,90  -5,60 5,00 1,12 110,37 
Barbados             1,00 1,11 1,00 1,04 . . . 0,02 0,26 
Belarus              . . 5,10 5,10 . .  -0,70 1,04 10,26 
Belgium              1,00 1,00 1,23 1,09 10,00 10,00 10,00 0,04 9,97 
Belize               . 1,31 1,05 1,16 . . . 0,06 0,19 
Benin                6,63 6,83 2,50 5,07  -6,00  -7,00 5,50 4,69 4,74 
Bhutan               4,25 5,06 6,55 5,41  -8,00  -8,00  -8,00 1,11 . 
Bolivia              4,63 2,89 2,36 3,18  -6,20 5,50 9,00 1,50 6,57 
Bosnia-
Herzegovina   . . 5,39 5,39 . . . 0,36 4,50 
Botswana             2,56 2,39 1,95 2,27 7,00 7,30 8,40 0,19 1,28 
Brazil               4,38 2,61 3,05 3,29  -6,00 2,00 8,00 0,72 147,94 
Brunei               5,50 5,67 6,05 5,77 . . . 0,12 . 
Bulgaria             7,00 7,00 2,45 5,21  -7,00  -7,00 8,00 5,10 8,63 
Burkina Faso        3,94 6,00 4,64 4,88  -1,70  -7,00  -4,70 1,15 8,88 
Burma                6,19 6,89 7,00 6,73  -6,40  -7,60  -7,00 0,15 405,00 
Burundi              6,81 6,39 6,45 6,54  -7,00  -7,00  -2,70 0,15 5,46 
Cambodia             6,50 7,00 5,86 6,41  -5,40 . 0,50 0,57 10,05 
Cameroon            5,44 6,11 5,95 5,86  -7,80  -7,90  -4,70 0,19 11,47 
Canada               1,00 1,00 1,00 1,00 10,00 10,00 10,00 0,00 27,70 
Cape Verde          5,80 5,94 1,91 4,14 . . . 4,58 0,34 
Central African 
Repu 6,94 6,17 4,14 5,59  -7,00  -7,00 1,90 1,77 2,94 
Chad                 6,38 6,67 5,64 6,18  -6,90  -3,90  -3,50 0,29 5,75 
Chile                5,31 5,17 2,05 3,98  -3,10  -4,40 8,10 3,27 13,10 
China                6,63 6,11 6,86 6,55  -7,60  -7,00  -7,00 0,23 
1 135,
16 
Colombia             2,31 2,61 3,59 2,91 7,60 8,00 7,80 0,44 34,97 
Comoros              4,10 5,22 4,23 4,56 .  -6,30 2,60 0,70 0,43 
Congo 
(Brazzaville)  6,19 6,50 4,77 5,73  -7,10  -8,00  -0,70 1,15 2,22 
Congo 
(Kinshasa)     6,50 6,56 6,27 6,43  -9,00  -9,00  -1,50 0,12 37,36 
Costa Rica           1,00 1,00 1,36 1,14 10,00 10,00 10,00 0,05 2,99 
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Cote d'Ivorie        5,69 5,44 5,23 5,43  -9,00  -9,00  -5,00 0,11 11,64 
Croatia              . . 3,80 3,80 . .  -2,40 0,23 4,80 
Cuba                 6,56 6,17 7,00 6,61  -7,00  -7,00  -7,00 0,23 10,69 
Cyprus (Greek)     3,31 1,61 1,00 1,86 8,80 10,00 10,00 1,09 0,68 
Czech Republic    . . 1,50 1,50 . . 10,00 0,00 10,36 
Czechoslovakia    6,69 6,44 2,00 5,88  -7,00  -6,90 . 2,72 . 
Denmark              1,00 1,00 1,00 1,00 10,00 10,00 10,00 0,00 5,14 
Djibouti             3,50 5,50 5,50 5,24 .  -8,00  -5,30 0,76 . 
Dominica             2,25 1,94 1,23 1,61 . . . 0,21 0,07 
Dominican 
Republic   2,75 1,94 2,77 2,50  -1,20 6,00 6,70 0,34 7,11 
East Timor           . . 4,75 4,75 . . . 0,13 . 
Ecuador              4,75 2,17 2,59 3,07  -2,60 8,60 8,60 1,59 10,26 
Egypt                5,13 4,56 5,64 5,14  -6,60  -6,00  -6,00 0,43 52,44 
El Salvador          3,31 3,83 2,91 3,32  -2,10 4,00 6,90 0,66 5,11 
Equatorial 
Guinea    6,44 6,78 6,95 6,75  -7,00  -7,00  -5,50 0,12 0,35 
Eritrea              . . 5,38 5,38 . .  -6,00 0,20 3,10 
Estonia              . . 2,00 2,00 . . 6,00 0,33 1,54 
Ethiopia             6,31 6,89 5,09 6,02  -7,10  -7,60 0,00 1,01 51,18 
Fiji                 2,00 3,00 3,77 3,02 9,00 5,40 5,10 1,42 0,74 
Finland              2,00 1,78 1,00 1,54 10,00 10,00 10,00 0,24 4,99 
France               1,44 1,50 1,50 1,48 8,00 8,40 9,00 0,01 58,03 
Gabon                6,00 5,94 4,32 5,32  -9,00  -9,00  -4,20 0,72 0,96 
Gambia, The        2,00 3,11 4,68 3,41 8,00 7,10  -0,70 3,11 0,92 
Georgia              . . 4,30 4,30 . . 4,60 0,51 5,50 
Germany              . . 1,50 1,50 . . 10,00 0,00 79,36 
Germany, E.         6,88 6,61 . 6,74  -9,00  -9,00 . 0,10 0,09 
Germany, W.        1,19 1,44 . 1,32 10,00 10,00 . 0,06 . 
Ghana                5,56 5,67 4,05 5,00  -3,00  -5,70  -0,50 1,72 14,87 
Greece               3,00 1,72 1,86 2,14 1,30 8,80 10,00 1,21 10,16 
Grenada              3,17 3,50 1,55 2,60 . . . 2,70 . 
Guatemala            3,31 4,39 3,91 3,89  -1,80  -1,90 5,30 1,16 8,75 
Guinea               7,00 6,50 5,50 6,25  -9,00  -7,80  -3,00 0,47 5,76 
Guinea-Bissau      6,00 6,28 4,41 5,42  -7,00  -7,60 0,20 1,15 0,97 
Guyana               3,69 4,89 2,55 3,63 0,80  -7,00 3,60 1,97 0,80 
Haiti                6,25 6,06 5,41 5,86  -9,60  -8,30 1,90 0,73 6,47 
Honduras             4,56 2,72 2,77 3,27  -0,90 4,90 6,20 0,74 4,88 
Hungary              5,81 4,94 1,64 3,89  -7,00  -5,40 10,00 3,67 10,37 
Iceland              1,00 1,00 1,00 1,00 . . . 0,00 0,25 
India                2,56 2,50 3,18 2,79 8,30 8,00 8,50 0,35 849,52 
Indonesia            5,00 5,22 5,50 5,27  -7,00  -7,00  -4,00 0,42 178,23 
Iran                 5,50 5,56 6,14 5,77  -9,00  -5,40  -2,70 0,21 54,40 
Iraq                 6,94 6,78 7,00 6,91  -7,20  -9,00  -9,00 0,04 18,08 
Ireland              1,25 1,00 1,09 1,11 10,00 10,00 10,00 0,04 3,51 
Israel               2,31 2,00 1,95 2,07 9,00 9,00 9,20 0,05 4,66 
Italy                1,69 1,17 1,45 1,43 10,00 10,00 10,00 0,10 56,72 
Jamaica              1,94 2,33 2,23 2,18 10,00 10,00 9,30 0,13 2,40 
Japan                1,50 1,00 1,55 1,36 10,00 10,00 10,00 0,09 123,54 
Jordan               6,00 5,39 4,05 5,04  -9,60  -8,90  -2,40 0,87 3,17 
Kazakhstan          . . 5,30 5,30 . .  -3,60 0,12 16,30 
Kenya                4,69 5,44 5,77 5,36  -6,90  -6,80  -4,10 0,41 23,55 
Kiribati             2,00 1,56 1,14 1,39 . . . 0,11 . 
Korea, North         7,00 7,00 7,00 7,00  -9,00  -9,00  -9,00 0,00 20,00 
Korea, South        5,06 4,39 2,14 3,70  -5,90  -2,50 6,50 2,23 42,87 
Kuwait               4,38 4,72 5,14 4,79  -8,90  -9,00  -7,20 0,60 2,40 
Kyrgyzstan           . . 4,25 4,25 . .  -3,00 0,57 4,47 
Laos                 6,13 6,83 6,50 6,50  -4,20  -7,00  -7,00 0,37 4,10 
Latvia               . . 2,10 2,10 . . 8,00 0,38 2,67 
Lebanon              3,25 4,78 5,36 4,57 2,50 0,00 . 1,16 3,64 
Lesotho              4,69 5,22 4,27 4,70  -7,60  -7,00 2,30 0,38 1,72 
Liberia              5,25 5,22 5,86 5,48  -6,00  -6,40 0,00 0,52 2,40 
Libya                6,44 6,17 7,00 6,57  -7,00  -7,00  -7,00 0,22 4,30 
Liechtenstein        3,00 . 1,00 1,71 . . . 0,99 . 
  497
Lithuania            . . 1,80 1,80 . . 10,00 0,18 3,73 
Luxembourg         1,31 1,00 1,00 1,09 . . . 0,04 0,38 
Macedonia            . . 3,33 3,33 . . 6,00 0,06 1,93 
Madagascar         5,06 5,28 3,27 4,43  -4,10  -6,00 6,40 1,18 11,63 
Malawi               6,50 6,50 3,95 5,50  -9,00  -9,00 1,30 2,80 8,51 
Malaysia             3,19 3,94 4,64 4,00 3,70 4,00 3,50 0,47 18,20 
Maldives             3,69 5,22 5,73 4,98 . . . 1,04 . 
Mali                 6,69 6,39 3,14 5,20  -7,00  -7,00 4,70 3,28 8,46 
Malta                1,56 2,39 1,00 1,61 . . . 0,68 . 
Marshall 
Islands     . . 1,00 1,00 . . . 0,00 . 
Mauritania           6,00 6,39 6,14 6,18  -7,00  -7,00  -6,10 0,15 2,03 
Mauritius            2,56 2,11 1,59 2,04 9,00 9,80 10,00 0,23 1,06 
Mexico               3,69 3,67 3,64 3,66  -5,10  -2,40 3,50 0,11 81,75 
Micronesia           . . 1,20 1,20 . . . 0,07 . 
Moldova              . . 3,85 3,85 . . 6,60 0,61 4,34 
Monaco               3,00 . 1,50 2,08 . . . 0,58 . 
Mongolia             7,00 7,00 2,64 5,29  -7,00  -7,00 8,20 4,72 2,10 
Morocco              4,44 4,39 4,82 4,57  -8,70  -8,00  -6,90 0,23 24,04 
Mozambique         6,80 6,56 4,23 5,58 .  -8,00  -7,60 1,89 14,15 
Namibia              5,50 3,50 2,45 3,13 . . 6,00 1,59 1,35 
Nauru                2,00 1,94 1,86 1,93 . . . 0,03 . 
Nepal                5,38 3,61 3,36 4,02  -9,00  -2,70 5,20 0,89 18,77 
Netherlands          1,00 1,00 1,00 1,00 10,00 10,00 10,00 0,00 14,95 
New Zealand        1,00 1,00 1,00 1,00 10,00 10,00 10,00 0,00 3,36 
Nicaragua            4,63 5,11 3,36 4,29  -7,20  -2,10 7,10 0,90 3,83 
Niger                6,38 6,44 4,91 5,82  -7,00  -7,00 1,50 0,89 7,73 
Nigeria              4,56 4,61 5,36 4,89  -4,90  -1,20  -3,60 1,81 96,20 
Norway               1,00 1,00 1,00 1,00 10,00 10,00 10,00 0,00 4,24 
Oman                 6,25 6,00 5,91 6,04  -10,00  -10,00  -9,10 0,05 1,60 
Pakistan             4,69 4,83 4,55 4,68 1,50  -3,10 5,30 0,78 107,98 
Palau                . . 1,50 1,50 . . . 0,00 . 
Panama               6,00 4,72 2,55 4,23  -6,80  -4,80 8,60 2,56 2,40 
Papua New 
Guinea     2,10 2,06 2,73 2,36 . 10,00 10,00 0,16 3,84 
Paraguay             5,13 5,06 3,36 4,41  -8,00  -7,00 6,00 0,89 4,22 
Peru                 5,25 2,56 4,27 4,00  -5,50 7,00 2,00 1,52 21,57 
Philippines          5,00 3,61 2,86 3,71  -6,80  -1,70 8,00 1,28 62,60 
Poland               5,81 5,11 1,73 3,98  -7,00  -5,70 8,30 3,61 38,12 
Portugal             3,38 1,56 1,05 1,88 0,00 9,80 10,00 1,59 9,90 
Qatar                5,25 5,11 6,32 5,63  -10,00  -10,00  -10,00 0,40 . 
Romania              6,50 6,83 3,27 5,34  -7,30  -7,40 6,40 3,42 23,21 
Russia               . . 3,75 3,75 . . 4,60 0,35 148,62 
Rwanda               6,13 6,00 6,27 6,14  -6,40  -7,00  -6,10 0,11 6,95 
Samoa                3,00 3,33 2,05 2,73 . . . 0,42 . 
San Marino           2,00 . 1,00 1,36 . . . 0,25 . 
Sao Tome and 
Princip 5,50 6,67 2,00 4,38 . . . 5,49 0,12 
Saudi Arabia         6,00 6,44 6,91 6,50  -10,00  -10,00  -10,00 0,16 15,80 
Senegal              4,88 3,67 3,95 4,13  -5,60  -1,10  -0,20 0,55 7,33 
Serbia and 
Montenegr 5,81 5,33 5,50 5,54 . .  -4,90 0,27 10,50 
Seychelles           4,38 6,00 3,82 4,73 . . . 2,21 0,07 
Sierra Leone         5,19 5,00 5,50 5,25  -5,50  -7,00  -3,40 0,51 4,00 
Singapore            5,00 4,50 4,73 4,73  -2,00  -2,00  -2,00 0,12 3,05 
Slovakia             . . 2,44 2,44 . . 7,80 0,53 5,28 
Slovenia             . . 1,65 1,65 . . 10,00 0,11 2,00 
Solomon 
Islands      2,00 2,00 1,59 1,80 . 7,00 8,00 0,43 . 
Somalia              6,75 7,00 6,95 6,91  -7,00  -7,00 0,63 0,04 7,20 
South Africa         4,93 5,50 2,68 4,20 4,00 4,00 7,90 2,56 35,20 
Spain                3,94 1,56 1,36 2,16  -1,40 9,80 10,00 1,94 38,85 
Sri Lanka            2,50 3,50 4,09 3,45 7,60 5,20 5,00 0,60 16,99 
St. Kitts and . 1,38 1,36 1,37 . . . 0,15 0,04 
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Nevis  
St. Lucia            2,50 1,67 1,50 1,62 . . . 0,08 0,13 
St. Vincent and 
Gren 2,00 1,83 1,45 1,64 . . . 0,08 0,11 
Sudan                5,69 5,28 7,00 6,07  -6,50  -2,10  -7,00 0,89 24,90 
Suriname             2,00 5,22 3,00 3,60 . . . 2,90 . 
Swaziland            4,81 5,33 5,45 5,23  -7,00  -10,00  -9,30 0,24 1,10 
Sweden               1,06 1,00 1,00 1,02 10,00 10,00 10,00 0,01 8,57 
Switzerland          1,00 1,00 1,00 1,00 10,00 10,00 10,00 0,00 6,71 
Syria                6,19 6,50 7,00 6,61  -9,00  -9,00  -8,80 0,24 12,12 
Taiwan               5,13 4,72 2,77 4,07  -7,50  -5,20 6,40 1,69 20,23 
Tajikistan           . . 6,10 6,10 . .  -4,00 1,43 6,30 
Tanzania             6,00 6,00 5,05 5,63  -7,00  -7,00  -3,20 0,37 25,47 
Thailand             4,63 3,22 3,27 3,64  -1,30 2,20 7,50 1,02 55,60 
Togo                 6,44 6,17 5,50 5,98  -7,00  -7,00 2,80 0,25 3,51 
Tonga                3,88 3,94 3,73 3,84 . . . 0,13 . 
Trinidad and 
Tobago  2,06 1,39 1,36 1,57 8,00 8,60 9,40 0,17 1,22 
Tunisia              5,50 5,06 5,36 5,30  -8,90  -7,20  -3,50 0,13 8,16 
Turkey               2,69 3,83 4,14 3,63 6,70 3,60 7,90 0,81 56,20 
Turkmenistan       . . 6,80 6,80 . .  -8,90 0,23 3,70 
Tuvalu               2,00 1,33 1,00 1,26 . . . 0,15 . 
Uganda               6,88 4,56 4,95 5,38  -7,00  -1,30  -4,80 1,20 16,33 
Ukraine              . . 3,50 3,50 . . 6,50 0,11 51,89 
United Arab 
Emirates 5,31 5,06 5,55 5,32  -8,00  -8,00  -8,00 0,10 1,92 
United 
Kingdom       1,00 1,00 1,50 1,20 10,00 10,00 10,00 0,06 57,56 
United States        1,00 1,00 1,00 1,00 10,00 10,00 10,00 0,00 249,98 
Uruguay              5,31 3,11 1,59 3,14  -4,60 1,10 10,00 3,19 3,11 
USSR                 6,19 6,44 4,25 6,11  -7,00  -6,60 . 0,60 . 
Uzbekistan           . . 6,50 6,50 . .  -9,00 0,22 20,50 
Vanuatu              . 2,89 2,09 2,45 . . . 0,24 . 
Venezuela            1,75 1,56 2,86 2,13 9,00 9,00 8,00 0,56 19,50 
Vietnam              7,00 6,72 6,95 6,88 .  -7,00  -7,00 0,05 66,20 
Vietnam, N.          7,00 . . 7,00  -7,00 . . 0,00 . 
Vietnam, S.          5,13 . . 5,13  -3,00 . . 1,56 . 
Yemen                . . 5,36 5,36 . .  -2,50 0,10 11,88 
Yemen, N.            5,06 5,17 . 5,12  -4,20  -5,80 . 0,20 . 
Yemen, S.            6,88 6,61 . 6,74  -6,60  -7,50 . 0,07 . 
Zambia               4,94 5,28 3,95 4,66  -7,40  -9,00 2,40 0,70 7,78 
Zimbabwe             5,25 4,78 5,00 5,00 4,10 0,10  -5,90 0,26 9,75 
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Country 
PWT-
growth 
per 
capita 
1970's 
PWT-
growth 
per 
capita 
1980's 
PWT-
growth 
per 
capita 
1990-
2000 
PWT-
growth 
per 
capita 
1970-
2000 
WB-
growth 
per 
capita 
1980's 
WB-
growth 
per 
capita 
1990's 
Economic 
growth 
related to 
growth of 
capital 
stock 
1990's 
Economic 
growth 
related to 
Human 
capital and 
MFP-
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Afghanistan    . . . . . . . . . 
Albania    . . 4,90 .  -0,50 4,49 . . 2 212 
Algeria    3,83 1,31  -0,55 1,46  -0,22  -0,07 . . 4 965 
Andorra    . . . . . . . . . 
Angola     -4,50 0,78  -4,03  -2,63 0,66  -0,63 . . 1 946 
Antigua and 
Barbuda  . 5,47 2,81 . . . . . 13 024 
Argentina    1,33  -2,81 3,53 0,77  -2,17 2,52 0,24 1,98 7 219 
Armenia    . . 2,77 . .  -0,32 . . 2 264 
Australia    1,49 2,05 2,04 1,87 1,89 2,68 0,75 1,28 20 063 
Austria    4,00 2,21 1,96 2,70 2,05 2,01 1,01 0,93 19 813 
Azerbaijan    . . 2,11 . .  -5,89 . . 2 540 
Bahamas    . . . . . . . . . 
Bahrain    . . . . . . . . . 
Bangladesh     -0,11 1,75 3,06 1,61 1,29 3,17 1,46 2,66 1 278 
Barbados    5,48 4,35 1,33 3,64 . .  -1,17 3,46 13 483 
Belarus    . .  -0,17 . .  -0,55 . . 8 990 
Belgium    3,17 2,18 1,92 2,41 1,96 2,15 1,02 0,73 19 877 
Belize    . 1,29 2,21 . . . . . 5 646 
Benin     -0,96 0,40 1,62 0,40  -0,63 2,31 0,70 1,15 1 000 
Bhutan    . . . . . . . . . 
Bolivia    2,17  -2,55 1,09 0,26  -2,25 1,73 0,27  -1,65 2 446 
Bosnia-
Herzegovina   . . . . . . . . . 
Botswana    10,00 5,19 3,88 6,28 7,58 2,95 . . 5 421 
Brazil    5,97 1,00 0,86 2,55 0,75 1,57 0,27 0,97 6 218 
Brunei    . . . . . . . . . 
Bulgaria    . .  -2,33 . 3,20  -0,68 . . 7 318 
Burkina Faso    1,80 0,86 1,02 1,22 1,17 1,42 1,50  -0,08 845 
Burma    . . . .  -1,00 . . . . 
Burundi    3,00 0,26  -3,59  -0,22 1,62  -4,60  -0,17  -4,63 828 
Cambodia    . . 3,07 . . 4,18 . . 1 071 
Cameroon    4,05 0,87  -1,59 1,03 0,58  -0,34  -0,71  -0,38 2 266 
Canada    3,09 1,90 1,54 2,16 1,98 2,55 0,91 0,65 22 350 
Cape Verde    1,04 7,92 3,07 3,98 . . 1,37 1,48 2 913 
Central African 
Repu  -1,33  -2,79  -3,57  -2,59  -1,01 0,62 . . 1 382 
Chad    5,96  -3,87  -1,23 0,23 3,60  -1,88  -0,38 0,30 913 
Chile    1,22 1,68 4,62 2,57 2,59 4,97 2,24 1,77 6 148 
China    2,72 5,11 7,66 5,24 8,84 8,94 2,71 4,66 1 787 
Colombia    3,40 1,30 1,03 1,88 1,64 0,35 0,39  -3,15 4 934 
Comoros     -1,69 0,97  -3,27  -1,39 . .  -0,27  -2,96 2 156 
Congo 
(Brazzaville)  5,79 4,84  -1,75 2,81 0,45  -1,80  -1,24  -0,19 2 093 
Congo 
(Kinshasa)     -3,32  -2,36  -8,24  -4,76  -1,65  -8,31 . . 572 
Costa Rica    3,34  -1,16 1,71 1,31 0,29 3,05 0,64  -0,17 4 931 
Cote d'Ivorie    2,88  -3,05  -1,45  -0,57  -2,81 0,68  -0,60  -0,80 2 123 
Croatia    . . . . . 1,50 . . . 
Cuba    . .  -3,80 . . . . . 6 668 
Cyprus (Greek)    4,03 5,15 4,03 4,39 . . . . 12 909 
Czech Republic    . . 0,14 . . 1,17 . . 13 586 
Czechoslovakia    . . . . . . . . . 
Denmark    1,68 1,57 1,90 1,72 1,97 2,25 0,77 1,83 21 805 
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Djibouti    . . . . . . . . . 
Dominica    . 4,71 3,29 . . . . . 5 863 
Dominican 
Republic   4,78 1,65 4,38 3,63 0,88 5,06 0,99 3,75 3 160 
East Timor    . . . . . . . . . 
Ecuador    6,59  -0,82  -0,71 1,61  -0,44  -0,27  -0,04  -1,23 3 774 
Egypt    1,63 3,61 2,72 2,65 2,91 2,93 0,20 1,44 3 244 
El Salvador    1,35  -2,67 2,05 0,30  -0,88 2,67 1,12 0,68 3 525 
Equatorial 
Guinea     -3,75  -4,22 13,18 2,11 . . . . 1 419 
Eritrea    . . . . . 0,94 . . . 
Estonia    . . 4,26 . . 2,07 . . 6 893 
Ethiopia    0,35  -0,86 1,33 0,31  -0,85 2,53 0,51 0,66 574 
Fiji    4,51 0,08 1,46 2,00 . . . . 4 784 
Finland    3,42 3,31 1,50 2,70 2,88 2,78 0,50 1,24 20 270 
France    3,07 2,04 1,25 2,09 1,91 1,68 0,76 0,41 20 023 
Gabon    4,32 0,23  -0,49 1,29  -2,39  -0,15  -0,62 0,17 9 056 
Gambia, The    1,12 0,65  -0,30 0,47  -0,01  -0,07 1,11  -1,30 1 250 
Georgia    . . . . .  -5,39 . . . 
Germany    2,76 1,90 1,65 2,09 2,17 1,53 . . 19 563 
Germany, E.    . . . . . . . . 4 729 
Germany, W.    . . . . . . . . . 
Ghana    1,54  -0,51 1,25 0,77  -0,25 1,91  -0,28 1,52 1 181 
Greece    4,39 0,16 1,79 2,10 0,38 1,72 0,40 0,78 11 970 
Grenada    . 4,51 2,72 . . . . . . 
Guatemala    2,97  -0,87 0,82 0,97  -1,69 1,64 0,60  -0,06 3 598 
Guinea    0,57  -0,15 1,46 0,65 . 2,11 0,09 1,50 2 435 
Guinea-Bissau    3,38 0,26 4,09 2,63 1,98  -1,81 0,65  -0,06 651 
Guyana    1,92  -2,64 5,98 1,89 . . . . 2 089 
Haiti    0,90  -1,92 12,91 4,25  -2,10  -2,91 . . 866 
Honduras    2,39  -0,05  -1,02 0,39  -0,43 0,22 1,16  -2,39 2 224 
Hungary    4,89 1,92 0,57 2,40 1,62 2,31 . . 9 603 
Iceland    5,32 2,04 1,56 2,93 . . 0,55 0,81 21 051 
India    0,34 3,97 3,89 2,77 3,58 4,19 1,63 2,08 1 675 
Indonesia    5,57 4,27 2,95 4,22 4,26 1,87 2,18  -0,09 2 851 
Iran    1,53  -2,42 4,48 1,30  -1,60 1,63 0,28 3,77 3 882 
Iraq    . . . . 
 -
10,60 . . . . 
Ireland    3,25 2,73 6,81 4,35 2,90 7,27 1,97 3,75 14 158 
Israel    2,84 1,53 2,46 2,28 1,66 2,65 1,29 0,93 13 627 
Italy    3,24 2,56 1,29 2,33 2,45 1,72 0,76 0,49 19 308 
Jamaica    0,71 0,60  -0,40 0,28 0,81  -0,21 0,46  -1,72 4 100 
Japan    3,99 3,30 1,44 2,86 3,34 1,07 1,26  -0,27 22 220 
Jordan    4,19 0,01 0,56 1,55  -1,24 0,61 0,81  -0,03 3 459 
Kazakhstan    . . 4,24 . .  -3,03 . . 5 858 
Kenya    3,36 0,54  -0,48 1,09 0,72  -0,48  -0,33  -0,65 1 336 
Kiribati    . . . . . . . . . 
Korea, North    . . . . . . . . . 
Korea, South    7,01 6,29 5,22 6,14 7,83 4,84 2,57 1,76 9 952 
Kuwait    . . . .  -3,20 2,02 . . . 
Kyrgyzstan    . . 1,15 . .  -3,89 . . 2 843 
Laos    . . . . . 4,07 . . . 
Latvia    . .  -1,81 . . 0,38 . . 9 940 
Lebanon    . . 6,28 . . 3,16 . . 3 239 
Lesotho    5,40 0,25 0,99 2,17 2,04 2,42 3,35  -1,97 1 369 
Liberia    . . . . 
 -
10,50 8,48 . . . 
Libya    . . . . . . . . . 
Liechtenstein    . . . . . . . . . 
Lithuania    . . 1,30 . .  -1,70 . . 6 678 
Luxembourg    1,71 4,28 4,66 3,59 . . 1,97 3,02 26 891 
Macedonia    . . 2,08 . .  -0,69 . . 4 413 
Madagascar     -0,92  -1,42  -1,07  -1,13  -1,61  -0,51 0,15  -0,99 901 
Malawi    3,54  -1,11 2,80 1,77  -0,69 1,63  -0,62 3,01 621 
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Malaysia    5,12 2,98 4,53 4,22 2,50 4,22 2,55 2,90 6 525 
Maldives    . . . . . . . . . 
Mali    3,22  -1,93 1,70 1,02  -1,70 1,58  -0,11 2,67 755 
Malta    . . . . . . . . . 
Marshall 
Islands    . . . . . . . . . 
Mauritania    1,67  -3,47  -0,04  -0,60  -0,87 1,70 . . 1 296 
Mauritius    4,89 3,60 4,42 4,31 5,10 4,23 1,96 4,55 9 006 
Mexico    3,21  -0,20 1,95 1,66  -1,02 2,03 0,72 0,66 7 334 
Micronesia    . . . . . . . . . 
Moldova    . . . . .  -8,31 . . 2 379 
Monaco    . . . . . . . . . 
Mongolia    . . . . 2,50  -3,92 0,43  -0,28 . 
Morocco    2,79 1,73 0,78 1,73 2,05 0,40 . . 3 550 
Mozambique     -2,61  -3,16 1,13  -1,46  -1,67 4,21 1,33  -0,18 926 
Namibia    3,66  -2,91 0,09 0,28  -1,41 1,13 . . 4 102 
Nauru    . . . . . . . . . 
Nepal    1,54 1,67 2,67 1,98 2,02 2,73 1,74 1,17 1 087 
Netherlands    2,42 1,57 2,35 2,12 1,85 2,79 0,60 0,51 19 480 
New Zealand    0,28 1,46 1,31 1,03 1,23 1,85 0,47 0,51 16 169 
Nicaragua     -1,90  -3,47  -1,95  -2,43  -4,60 1,27  -0,25  -2,62 2 250 
Niger     -1,23  -2,52  -0,93  -1,54  -3,35  -1,14  -1,03 0,31 948 
Nigeria    2,87  -1,16  -3,19  -0,58  -1,42 0,16 0,68  -5,06 1 095 
Norway    3,80 2,35 2,72 2,95 2,63 3,45 0,67 2,30 20 446 
Oman    . . . . 3,60 0,80 . . . 
Pakistan    1,78 4,90 1,37 2,64 3,64 1,26 0,99 0,90 1 747 
Palau    . . . . . . . . . 
Panama    2,24 0,97 2,06 1,77  -1,57 2,99 1,36 0,03 4 989 
Papua New 
Guinea    1,33  -0,88 0,03 0,16  -0,28 1,10 . . 2 881 
Paraguay    4,73 1,14  -0,31 1,78  -0,54  -0,50 0,40  -3,95 4 962 
Peru    0,91  -1,94 1,76 0,29  -2,29 2,36  -0,12  -0,93 3 585 
Philippines    2,97  -0,54 1,28 1,24  -1,59 1,27 0,42  -0,17 3 009 
Poland    .  -0,50 2,51 . . 4,79 . . 6 601 
Portugal    4,30 3,12 2,78 3,38 3,07 2,83 1,77 0,69 12 307 
Qatar    . . . . . . . . . 
Romania    6,83 6,50  -1,78 3,67 0,86  -0,69  -0,44  -0,85 4 792 
Russia    . .  -1,33 . .  -3,55 . . 9 193 
Rwanda    2,32 0,37  -0,17 0,81  -0,78  -0,12 0,02  -1,97 1 066 
Samoa    . . . . . . . . . 
San Marino    . . . . . . . . . 
Sao Tome and 
Princip . 3,57 0,96 . . . . . 1 369 
Saudi Arabia    . . . .  -5,60  -0,16 . . . 
Senegal    0,19  -0,16 0,68 0,25 0,30 1,29 0,31 0,42 1 505 
Serbia and 
Montenegr . . . . . 0,60 . . . 
Seychelles    8,22 0,95 2,07 3,69 . . 2,01  -0,67 8 959 
Sierra Leone     -1,86 1,50  -4,61  -1,75  -1,62 
 -
11,25 . . 1 284 
Singapore    8,34 5,02 5,76 6,35 4,37 5,11 . . 17 933 
Slovakia    . .  -0,29 . . 1,81 . . 11 982 
Slovenia    . . 2,01 . . 3,17 . . 13 054 
Solomon 
Islands    . . . . . . . . . 
Somalia    . . . .  -0,90 . . . . 
South Africa    1,36 0,32  -0,32 0,43  -1,44 0,10  -0,50 0,06 7 786 
Spain    2,59 2,12 2,40 2,37 2,75 2,51 0,89 0,14 14 477 
Sri Lanka    1,37 3,18 2,93 2,51 2,58 3,92 1,34 1,00 2 515 
St. Kitts and 
Nevis  . 4,46 6,18 . . . . . 7 869 
St. Lucia    . 4,21 3,35 . . . . . 5 641 
St. Vincent and 
Gren . 4,98 3,10 . . . . . 5 353 
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Sudan    . . . .  -0,60 3,31 . . . 
Suriname    . . . . . . . . . 
Swaziland    . . . . 3,30 0,51 . . . 
Sweden    1,83 2,14 1,23 1,72 2,20 2,21 0,49 0,79 20 787 
Switzerland    0,93 1,80 0,40 1,02 1,50 0,75 0,42  -0,78 26 131 
Syria    4,21 1,20 3,14 2,86  -1,81 1,85 0,15 2,01 3 114 
Taiwan    8,20 6,61 5,48 6,72 . . . . 10 981 
Tajikistan    . . . . . 
 -
10,73 . . . 
Tanzania    1,89  -1,69 0,01 0,07 . 0,24  -1,21 0,95 494 
Thailand    4,68 5,19 4,27 4,70 5,86 2,60 2,24 1,08 4 833 
Togo     -1,83 1,63  -3,23  -1,21  -1,25 0,75 0,66  -3,82 1 194 
Tonga    . . . . . . . . . 
Trinidad and 
Tobago  3,50  -0,03 2,35 1,95  -4,46 2,40 0,23 1,62 8 765 
Tunisia    5,40 1,47 3,32 3,39 0,85 3,25 . . 4 937 
Turkey    2,55 1,81 2,27 2,21 2,95 1,58 1,93  -0,55 5 740 
Turkmenistan    . . . . .  -6,25 . . . 
Tuvalu    . . . . . . . . . 
Uganda     -2,81 4,43 3,40 1,73 0,47 4,15 1,99 1,33 686 
Ukraine    . .  -6,94 . .  -8,41 . . 9 900 
United Arab 
Emirates . . . .  -6,90 . . . . 
United 
Kingdom    2,25 2,22 1,79 2,08 2,98 2,70 1,04 0,82 18 323 
United States    2,73 2,05 2,19 2,32 2,67 2,47 1,18 0,62 26 458 
Uruguay    2,67  -0,19 2,58 1,71  -0,14 2,31 0,58 0,67 7 263 
USSR    . . . . . . . . . 
Uzbekistan    . . . . .  -1,30 . . . 
Vanuatu    . . . . . . . . . 
Venezuela     -1,56  -2,30  -0,35  -1,37  -1,46  -0,17  -0,41  -0,78 6 952 
Vietnam    . . 5,84 . 2,60 6,03 . . 1 192 
Vietnam, N.    . . . . . . . . . 
Vietnam, S.    . . . . . . . . . 
Yemen    . .  -2,63 . . 2,63 . . 1 100 
Yemen, N.    . . . . . . . . . 
Yemen, S.    . . . . . . . . . 
Zambia     -0,80  -1,68  -1,30  -1,26  -2,05  -1,63  -0,85  -0,72 1 021 
Zimbabwe    3,05 1,81  -0,97 1,22 0,30 .  -0,44  -1,15 2 914 
 
  503
 
Country 
R
e
gi
o
n
137
Gini-
coeffici
ent 
Popula
tion 
growth 
1990's 
Popula
tion 
growth 
1970-
2000 
Averag
e 
investm
ent as 
percent
age of 
GDP, 
1970-
2000 
Scool
ing 
Index 
A 
Workfo
rce 
related 
growth 
1990's 
Corrupt
ion 
Percep
tion 
Index 
1999 
GDP 
per 
capita 
1970 
Afghanistan       3 . . 0,00 . . . . . 
Albania              7 28,20  -0,30 0,00 10,55 . . 2,30 . 
Algeria              2 35,30 1,90 2,65 19,00 73,50 . . 3 433 
Andorra             6 . . 0,00 . . . . . 
Angola               1 . 2,80 0,00 7,50 . . . 3 329 
Antigua and 
Barbuda  4 . . 0,00 9,74 . . . . 
Argentina          4 52,20 1,00 1,45 17,32 . 2,00 3,00 9 265 
Armenia            7 37,90  -1,10 0,00 12,09 . . 2,50 . 
Australia            6 35,20 1,20 1,34 23,84 89,00 0,39 8,70 14 820 
Austria              6 30,00 0,40 0,28 26,04 .  -0,16 7,60 11 176 
Azerbaijan         7 36,50 1,10 0,00 15,85 . . 1,70 . 
Bahamas           4 . . 0,00 . . . . . 
Bahrain             2 . . 0,00 . 92,00 . . . 
Bangladesh       3 31,80 1,70 2,25 9,82 41,00  -1,36 . 1 105 
Barbados          4 . . 0,37 14,84 .  -0,32 . 6 040 
Belarus              7 30,40  -0,20 0,00 20,75 . . 3,40 . 
Belgium             6 25,00 0,30 0,21 23,11 92,50 0,05 5,30 12 143 
Belize               4 . . 0,00 14,46 . 1,09 . . 
Benin                1 . 2,70 2,86 7,40 . 0,09 . 1 094 
Bhutan              3 . . 0,00 . . . . . 
Bolivia              4 44,70 2,10 2,27 9,45 60,00 2,46 2,50 2 498 
Bosnia-
Herzegovina   7 26,20  -0,60 0,00 . . . . . 
Botswana          1 63,00 2,30 3,05 18,85 63,50 . 6,10 1 193 
Brazil               4 59,30 1,40 1,91 20,70 50,50 0,22 4,10 3 620 
Brunei               2 . . 0,00 . . . . . 
Bulgaria             7 31,90  -0,80 0,00 5,02 74,50 . 3,30 . 
Burkina Faso     1 48,20 2,40 2,31 9,93 .  -0,18 . 669 
Burma               3 . 1,50 0,00 . . . . . 
Burundi             1 33,00 2,10 2,20 5,68 . 0,20 . 848 
Cambodia          3 40,40 2,60 0,00 4,93 . . . . 
Cameroon         1 44,60 2,50 2,70 7,75 . 0,05 1,50 1 580 
Canada             6 33,10 1,00 1,22 22,84 93,00 0,30 9,20 14 102 
Cape Verde       1 . . 1,67 17,15 . 0,40 . 1 387 
Central 
African Repu 1 61,30 2,10 2,22 4,42 . . . 2 240 
Chad                 1 . 3,00 2,48 8,45 . 0,04 . 1 180 
Chile                4 57,10 1,40 1,57 15,14 71,50 0,78 6,90 4 794 
China                3 44,70 1,00 1,44 17,76 . 0,03 3,40 815 
Colombia           4 57,60 1,90 2,10 11,62 . 3,62 2,90 3 159 
Comoros           1 . . 2,50 7,77 . 0,11 . 2 353 
Congo 
(Brazzaville)  1 . 3,20 2,90 17,27 .  -0,02 . 929 
Congo 
(Kinshasa)     1 . 2,70 2,79 5,40 . . . 1 056 
                                              
137 The values are 1=Africa south of the Sahara, 2= North Africa and the Middle East, 3=Asia, 4=Latin America, 5=The 
Pacific, 6= “The West” and 7= Eastern Europe and ex-Soviet. 
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Costa Rica        4 46,50 2,10 2,62 15,10 61,00 1,28 5,10 4 181 
Cote d'Ivorie      1 44,60 2,70 3,55 7,63 . 0,13 2,60 2 391 
Croatia              7 29,00  -0,60 0,00 16,41 71,00 . 2,70 . 
Cuba                 4 . 0,50 0,00 3,38 80,50 . . . 
Cyprus 
(Greek)       2 . . 0,62 25,17 . . . 5 275 
Cyprus 
(Turkey)      2 . . 0,00 . . . . . 
Czech 
Republic       7 25,40  -0,10 0,00 22,10 . . 4,60 . 
Czechoslova
kia       7 . . 0,00 . . . . . 
Denmark           6 24,70 0,40 0,27 22,89 92,50  -0,61 10,00 16 038 
Djibouti             1 . . 0,00 . . . . . 
Dominica           4 . . 0,00 13,19 . 0,00 . . 
Dominican 
Republic   4 47,40 1,60 2,13 13,79 . 0,37 . 2 018 
East Timor        3 . . 0,00 . . . . . 
Ecuador            4 43,70 1,80 2,50 18,87 . 0,42 2,40 2 292 
Egypt                2 34,40 1,90 2,20 7,57 . 0,91 3,30 1 970 
El Salvador        4 53,20 1,90 1,85 7,23 . 0,50 3,90 4 141 
Equatorial 
Guinea    1 . . 1,50 12,96 . . . 3 758 
Eritrea              1 . 2,60 0,00 . . . . . 
Estonia              7 37,20  -1,10 0,00 14,65 . . 5,70 . 
Ethiopia             1 30,00 2,30 2,66 4,13 .  -0,17 . 608 
Fiji                 5 . . 1,44 14,88 . . . 3 433 
Finland              6 26,90 0,30 0,39 26,01 .  -0,14 9,80 11 412 
France               6 32,70 0,40 0,50 24,58 .  -0,07 6,60 12 336 
Gabon               1 . 2,60 2,97 14,00 .  -0,30 . 6 857 
Gambia, The     1 47,50 3,30 3,44 6,44 .  -0,08 . 1 113 
Georgia             7 36,90  -0,50 0,00 4,03 . . 2,30 . 
Germany           6 28,30 0,30 0,19 23,81 .  -0,06 8,00 12 428 
Germany, E.      7 . . 0,00 . . . . . 
Germany, W.     6 . . 0,00 . . . . . 
Ghana               1 40,80 2,30 2,69 7,29 . 0,11 3,30 1 282 
Greece              6 35,40 0,60 0,61 24,74 88,50 0,82 4,90 8 441 
Grenada            4 . . 0,00 20,68 . 0,00 . . 
Guatemala        4 59,90 2,60 2,58 8,11 . 0,30 3,20 2 991 
Guinea              1 40,30 2,40 2,14 11,27 .  -0,08 . 2 282 
Guinea-
Bissau        1 47,00 2,90 2,75 20,61 .  -0,04 . 332 
Guyana             4 . . 0,22 16,41 82,00 . . 2 432 
Haiti                4 . 2,00 1,75 5,23 . . . 930 
Honduras          4 55,00 2,80 3,02 12,72 . 0,41 1,80 1 861 
Hungary            7 26,90  -0,20  -0,10 19,15 83,00  -1,88 5,20 5 372 
Iceland              6 . . 1,07 25,79 . 0,28 9,20 10 925 
India                3 32,50 1,70 2,06 11,75 . 0,20 2,90 1 073 
Indonesia          3 34,30 1,40 1,94 14,59 67,50 0,36 1,70 1 087 
Iran                 2 43,00 1,50 2,69 19,74 . 0,30 . 5 225 
Iraq                 2 . 2,40 0,00 . . . . . 
Ireland              6 35,90 1,00 0,83 19,15 85,50 0,51 7,70 7 260 
Israel               2 35,50 2,80 2,47 27,08 .  -0,04 6,80 8 837 
Italy                6 36,00 0,10 0,23 23,31 .  -0,04 4,70 11 294 
Jamaica            4 37,90 0,80 1,14 17,31 80,00 0,21 3,80 3 867 
Japan                6 24,90 0,20 0,67 32,21 98,50 0,06 6,00 11 474 
Jordan               2 36,40 4,00 3,92 14,61 . 0,41 4,40 2 228 
Kazakhstan       7 32,30  -0,70 0,00 9,55 . . 2,30 . 
Kenya                1 42,50 2,40 3,21 10,82 . 0,28 2,00 821 
Kiribati             5 . . 0,00 . . . . . 
Korea, North      3 . 1,00 0,00 . . . . . 
Korea, South     3 31,60 0,90 1,28 31,14 95,00 0,34 3,80 2 716 
Kuwait               2 . 0,90 0,00 . . . . . 
Kyrgyzstan        7 34,80 1,00 0,00 7,88 . . 2,20 . 
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Laos                 3 37,00 2,40 0,00 . . . . . 
Latvia               7 33,60  -1,10 0,00 11,46 . . 3,40 . 
Lebanon            2 . 1,60 0,00 12,35 . . . . 
Lesotho             1 63,20 1,00 2,16 18,87 . 0,12 . 883 
Liberia              1 . 2,50 0,00 . . . . . 
Libya                2 . 2,00 0,00 . . . . . 
Liechtenstein     6 . . 0,00 . . . . . 
Lithuania           7 31,90  -0,50 0,00 14,18 . . 3,80 . 
Luxembourg      6 . . 0,88 22,47 .  -0,07 8,80 15 121 
Macedonia        7 28,20 0,60 0,00 11,51 . . 3,30 . 
Madagascar      1 47,50 2,90 2,72 2,80 . 0,09 . 1 274 
Malawi               1 50,30 2,00 2,75 13,80 .  -0,06 4,10 455 
Malaysia            3 49,20 2,40 2,54 22,26 .  -1,26 5,10 2 884 
Maldives            3 . . 0,00 . . . . . 
Mali                 1 50,50 2,50 2,36 7,55 13,00  -0,06 . 784 
Malta                6 . . 0,00 18,43 89,50 . . . 
Marshall 
Islands     5 . . 0,00 . . . . . 
Mauritania         1 39,00 2,60 2,49 6,62 . . . 1 881 
Mauritius           1 . 1,10 1,21 12,56 .  -2,15 4,90 4 005 
Mexico              4 54,60 1,60 2,31 18,24 72,50 0,40 3,40 5 522 
Micronesia         5 . . 0,00 . . . . . 
Moldova            7 36,90  -0,20 0,00 9,52 . . 2,60 . 
Monaco             6 . . 0,00 . . . . . 
Mongolia           3 30,30 1,30 0,00 . . . 4,30 . 
Morocco            2 39,50 1,70 2,10 13,94 . . 4,10 2 261 
Mozambique     1 39,60 2,20 2,11 2,72 .  -0,02 3,50 1 571 
Namibia             1 70,70 2,80 2,58 18,47 . . 5,30 4 770 
Nauru                5 . . 0,00 . . . . . 
Nepal                3 36,70 2,40 2,37 13,49 . 0,04 . 816 
Netherlands       6 30,90 0,60 0,67 23,42 89,50 1,10 9,00 13 320 
New Zealand     6 36,20 1,20 1,02 21,05 93,00 0,54 9,40 13 665 
Nicaragua          4 43,10 2,80 2,90 11,26 . 0,45 3,10 3 980 
Niger                1 50,50 3,30 3,19 7,26 15,50  -0,08 . 1 519 
Nigeria              1 50,60 2,70 2,90 8,86 . 0,00 1,60 1 113 
Norway              6 25,80 0,60 0,49 31,80 94,00  -0,17 8,90 11 188 
Oman                2 . 3,60 0,00 . . . . . 
Pakistan            3 33,00 2,40 2,74 11,72 .  -0,50 2,20 943 
Palau                5 . . 0,00 . . . . . 
Panama            4 56,40 1,70 2,13 20,66 71,00 0,57 . 3 824 
Papua New 
Guinea     5 50,90 2,50 2,42 12,46 . . . 2 862 
Paraguay           4 57,80 2,40 2,83 12,11 59,50 2,97 2,00 2 874 
Peru                 4 49,80 1,80 2,22 17,03 . 3,52 4,50 4 686 
Philippines         3 46,10 2,20 2,33 15,16 . 1,04 3,60 2 396 
Poland               7 34,10 0,00 0,57 24,40 86,50  -1,16 . . 
Portugal            6 38,50 0,40 0,46 21,30 . 0,12 6,70 6 296 
Qatar                2 . . 0,00 . 77,00 . . . 
Romania           7 30,30  -0,50 0,34 27,48 . 0,17 3,30 2 056 
Russia               7 31,00  -0,30 0,00 17,33 . . 2,40 . 
Rwanda             1 28,90 1,50 2,75 3,89 36,50 0,21 . 887 
Samoa              5 . . 0,00 . . . . . 
San Marino        6 . . 0,00 . . . . . 
Sao Tome 
and Princip 4 . . 0,00 20,10 . . . . 
Saudi Arabia     2 . 2,70 0,00 . 45,00 . . . 
Senegal             1 41,30 2,60 2,76 7,24 . 0,02 3,40 1 627 
Serbia and 
Montenegr 7 . 0,10 0,00 . 65,50 . 2,00 . 
Seychelles         1 . . 1,39 14,93 . 0,00 . 4 091 
Sierra Leone     1 62,90 2,20  -0,95 3,08 . . . 1 496 
Singapore          3 42,50 2,60 1,90 45,35 . . 9,10 5 279 
Slovakia            7 25,80 0,20 0,00 23,84 . 0,32 . . 
Slovenia            7 28,40 0,00 0,00 21,79 . 0,10 6,00 . 
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Solomon 
Islands      5 . . 0,00 . . . . . 
Somalia             1 . 2,30 0,00 . . . . . 
South Africa      1 57,80 2,00 2,21 11,97 . 0,13 5,00 6 878 
Spain                6 32,50 0,40 0,55 24,25 . 1,18 6,60 9 076 
Sri Lanka           3 33,20 1,30 1,45 11,88 . 0,37 . 1 557 
St. Kitts and 
Nevis  4 . . 0,00 16,31 . . . . 
St. Lucia            4 . . 0,00 15,14 . . . . 
St. Vincent 
and Gren 4 . . 0,00 9,54 . 0,00 . . 
Sudan               1 . 2,30 0,00 . . . . . 
Suriname          4 . . 0,00 . . . . . 
Swaziland          1 60,90 2,80 0,00 18,19 . . . . 
Sweden             6 25,00 0,30 0,33 21,30 92,50 0,00 9,40 14 828 
Switzerland       6 33,10 0,70 0,46 26,62 . 0,46 8,90 20 611 
Syria                2 . 2,80 3,17 12,91 72,00 0,58 . 1 645 
Taiwan              3 . . 1,34 19,20 . . 5,60 2 790 
Tajikistan           7 32,60 1,30 0,00 9,05 . . . . 
Tanzania           1 38,20 2,60 3,00 24,31 34,50 0,02 1,90 565 
Thailand            3 43,20 0,80 1,77 30,89 . 0,18 3,20 1 822 
Togo                 1 . 2,60 2,69 7,84 . 0,00 . 1 397 
Tonga                5 . . 0,00 . . . . . 
Trinidad and 
Tobago  4 40,30 0,60 0,98 10,57 . 0,57 . 6 582 
Tunisia              2 39,80 1,50 2,08 15,96 . 0,47 5,00 2 568 
Turkey               2 40,00 1,80 2,10 16,20 65,00 0,36 3,60 3 619 
Turkmenistan    7 40,80 2,20 0,00 . . . . . 
Tuvalu               5 . . 0,00 . . . . . 
Uganda             1 43,00 2,90 2,72 2,27 .  -0,16 2,20 608 
Ukraine             7 29,00  -0,50 0,00 16,67 . . 2,60 . 
United Arab 
Emirates 2 . 6,30 0,00 . . . . . 
United 
Kingdom       6 36,00 0,20 0,24 18,10 88,00 0,06 8,60 12 085 
United States    6 40,80 1,20 0,98 19,70 91,00 0,49 7,50 16 351 
Uruguay            4 44,60 0,70 0,58 12,15 . 1,56 4,40 6 131 
USSR                7 . . 0,00 . . . . . 
Uzbekistan        7 26,80 1,70 0,00 11,78 . . 1,80 . 
Vanuatu            5 . . 0,00 . . . . . 
Venezuela         4 49,10 2,00 2,71 16,83 53,50 0,40 2,60 10 528 
Vietnam             3 37,00 1,60 0,00 9,97 . . 2,60 . 
Vietnam, N.       3 . . 0,00 . . . . . 
Vietnam, S.       3 . . 0,00 . . . . . 
Yemen              2 33,40 3,70 0,00 6,15 .  -0,03 . . 
Yemen, N.         2 . . 0,00 . . . . . 
Yemen, S.         2 . . 0,00 . . . . . 
Zambia              1 52,60 2,20 2,93 16,86 . 0,21 3,50 1 335 
Zimbabwe         1 56,80 1,90 2,92 19,88 . 0,00 4,10 2 155 
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8.1 Appendix 2: Edited data-matrix. Selected data 
from MA3. 
Countrycod
e-year of 
regime 
change 
Democratiz
ation-
dummy 
GDP per 
capita in 
year of 
regime 
change 
Average 
per capita 
growth in 5 
years 
before 
regime 
change 
Average 
per capita 
growth in 
10 years 
before 
regime 
change 
Average 
per capita 
growth in 5 
years after 
regime 
change 
Average 
per capita 
growth in 
10 years 
after 
regime 
change 
arg73*            1 9735,41 . . . . 
arg83             1 9129,27 -0,0097 . -0,0127 . 
bang91           1 1293,35 0,0171 . 0,0305 . 
ben91             1 1023,6 -0,0213 . 0,0156 . 
bol82             1 2871,57 -0,016 0,0096 -0,0374 -0,0154 
bra85             1 6150,84 -0,0073 0,0175 0,0022 0,0095 
bulg90            1 . . . . . 
camb93*        1 1070,52 . . 0,0258 . 
centrafr93      1 1188,45 -0,041 . -0,0361 . 
chile89           1 6068,43 0,0444 0,0149 0,0512 0,0455 
com90            1 2156,09 -0,0094 . -0,0518 . 
congbra92      1 2161,76 0,0012 . -0,0316 . 
domrep78      1 2738,89 0,0214 0,0483 0,0293 0,0535 
ecu79             1 4127,18 0,0425 . -0,0103 . 
elsalv84         1 3585,71 -0,0549 -0,0206 -0,0018 0,0112 
ethi95            1 528,16 -0,0166 . 0,0367 . 
fiji90*           1 4783,61 . . . . 
gree75           1 10403,83 0,0418 0,053 0,0261 0,01 
guat86            1 3534,01 -0,0244 0,0014 0,0043 0,0083 
guibis94         1 743,5 0,0708 . -0,0175 . 
hai94*            1 1023,41 . . . . 
hond82           1 2382,65 0,0216 0,0131 -0,0088 -0,0078 
hung90           1 9602,63 0,0095 0,0158 -0,0212 0,0084 
iran97*           1 5458,41 . . . . 
sokorea88      1 8714,76 0,0809 0,0608 0,0592 0,0433 
les93             1 1338,2 -0,0213 . 0,0235 . 
madag92        1 861,67 -0,0183 . -0,0102 . 
malaw94        1 544,24 -0,0245 . 0,0773 . 
mali92            1 796,36 0,0114 . 0,0213 . 
mong92          1 . . . . . 
moza94          1 876,29 -0,0119 . 0,0236 . 
nep81             1 915,62 0,0034 0,0119 0,0206 0,0217 
nep90             1 1086,89 0,0166 0,0235 0,0268 0,0295 
nica90            1 2250,27 -0,0568 -0,03 -0,0425 -0,0242 
niger92*         1 880,67 . . . . 
nigeria79        1 1214,45 -0,0178 . -0,0529 . 
pakis73*         1 1019,87 . . . . 
pakis88          1 1663,42 0,0424 0,042 0,0203 0,0152 
panam89        1 4858,07 -0,0283 0,0069 0,0307 0,0202 
para89           1 4872,55 0,0243 0,0106 0,0066 0,0012 
peru80           1 4901,31 -0,0171 0,0045 -0,0229 -0,0313 
phil87            1 2810,17 -0,0351 -0,007 0,0054 0,0178 
pol91             1 6181,85 -0,0165 . 0,0443 . 
por76             1 7763,09 0,0281 0,0495 0,0323 0,0213 
rom90            1 4791,88 -0,0371 0,0013 -0,1621 -0,0112 
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sierra96          1 921,22 -0,0454 . . . 
spain78          1 11519,81 0,0126 0,0346 0,001 0,0152 
sud86*           1 . . . . . 
taiw92            1 12431,62 0,0592 . 0,0558 . 
thai78            1 2582,19 0,0506 . 0,0331 . 
thai92            1 5476,97 0,0834 . 0,0499 . 
turk73            1 3924,55 0,0255 . 0,0344 . 
turk83            1 4600,59 -0,0026 . 0,0355 . 
uga80             1 443,05 -0,0663 . 0,0761 . 
uru85             1 6197,98 -0,0517 -0,0048 0,0317 0,035 
zam91            1 1038,13 -0,0048 . -0,0428 . 
arg76             0 9623,11 -0,0002 . 0,0065 . 
azer95            0 2172,93 -0,0505 . . . 
bangl75          0 963,43 -0,0273 -0,0123 0,002 0,019 
belar96*         0 5667,22 . . . . 
burk80            0 764,77 0,0116 0,0134 0,0147 0,01 
cam97*          0 1298,4 . . . . 
chil73            0 4832,92 0,0083 0,0174 -0,0001 -0,0047 
com76            0 1954,79 -0,0528 -0,0185 0,0202 -0,0215 
congbra97*    0 1845,58 . . . . 
ecua72           0 2588,04 0,0355 . 0,0838 . 
fiji87*           0 4164,96 . . . . 
gamb94          0 743,5 0,0708 . -0,0175 . 
guy80             0 2822,9 0,0159 0,0149 -0,0471 -0,0301 
sokore72        0 2962,96 0,071 0,0657 0,0789 0,0584 
laos75            0 . . . . . 
les70             0 882,92 0,0041 0,0235 0,0353 0,0396 
niger96*         0 799,4 . . . . 
nigeria84        0 932,16 -0,0529 . 0,0246 . 
pakis77*         0 1039,51 . . . . 
peru92           0 3643,03 -0,0678 . 0,0488 . 
phil72            0 2537,06 0,0202 0,0189 0,0344 0,0278 
seych71         0 4589,08 0,0756 0,0475 0,0452 0,0501 
sud71             0 . . . . . 
sud89*           0 . . . . . 
swaz73          0 . . . . . 
thai71*           0 1848,76 . . . . 
turk80*           0 4271,87 . . . . 
uga86             0 630,88 0,0002 . 0,0195 . 
uru73             0 6085,57 0,0179 0,0081 0,0311 0,0045 
zamb72          0 1417,19 0,0023 0,0203 -0,0106 -0,0149 
zimb87           0 2716,23 -0,0095 0,0094 -0,007 -0,0013 
 
 8.3 Appendix 3: Mathematical Appendix 
 
Calculation of approximate growth rates: 
This technique is the one used when calculating approximate growth rates throughout 
the study, be it population or GDP-growth. “Taking logs and then derivatives” is the 
key-phrase. The one exception in the study is by the way PWT economic growth per 
capita and per worker numbers in the ordinary analysis, where average growth rates 
are calculated as averages of the already posted growth numbers from PWT. 
Take the production function as an example: 
Y = F(K, L, H, A)= KαHβ(TL) 1-α-β 
What we now do is take the natural logarithm on both sides of the equation: 
Ln Y = Ln KαHβ(TL) 1-α-β 
We can now use the rules for logarithms: 
Ln Y = α Ln K + β Ln H + (1-α-β) Ln T + (1-α-β) Ln L 
We can now take derivatives on both sides with respect to time, and since the derivate 
of  Ln X, dLn X = dX/X, we get the result below if a variable with a dot over 
represents the derivative of the variable with respect to time: 
)/()1()/()/()/()1(/
.....
LLHHKKTTYY •−−+•+•+•−−= βαβαβα  
This was the method used for arriving at equation 2) in the text. 
The variable with a dot over is change in the variable with respect to time. When the 
change in variable, or growth, is divided by the variable itself, we get the growth rate. 
 is for example the growth rate in labor. )/(
.
LL
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The trick for going from a continually to a discrete formulation is described in Barro 
and Sala-i-Martin (2004:435), and I refer to this text for further details on this 
specific operation. 
Labor participation rate: 
The labor participation rate can be described as number of laborers, L, divided by 
number of persons, P, in an economy: 
L/P 
We now want to calculate growth, due to increases in the labor participation rate. We 
multiply both nominator and denominator by the GDP and manipulate further 
algebraically by dividing both by LP: 
L/P = (GDP*L)/(GDP*P) = (GDP/P)/(GDP/L). 
The last expression is equivalent to GDP per capita divided by GDP per laborer. I 
now take logarithms: 
Ln(GDP/P)/(GDP/L) = LN (GDP/P) – LN (GDP/L) 
We now take derivatives with respect to time as shown above and get: 
grGDP/P – grGDP/L 
gr is used to indicate that we are talking of the growth rate of the variable. 
What have we seen here? By taking first logs and then derivatives, we found the 
growth rate of the labor participation rate, which was entered as a transformed 
expression. The growth rate in labor participation rate can therefore be expressed as 
the growth rate of GDP per capita minus the growth rate of GDP per worker. 
Capital base estimation: 
For those interested, this is the practical calculations I performed when estimating the 
capital base per worker in 1990 and 2000. The variable q stands for investment per 
worker in the respective years. * symbolizes a multiplicative term, whereas ** 
symbolizes “power” ( marks exponential expression). 
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Capital base per worker 1990:  q60 * 0.94 ** 30 + q61 * 0.94 ** 29  + q62 * 0.94 
** 28 + q63 * 0.94 ** 27 + q64 * 0.94 ** 26 + q65 * 0.94 ** 25 + q66 * 0.94 ** 24 + 
q67 * 0.94 ** 23 + q68 * 0.94 ** 22 + q69 * 0.94 ** 21 + q70 * 0.94 ** 20 + q71 * 
0.94 ** 19 + q72 * 0.94 ** 18 + q73 * 0.94 ** 17 + q74 * 0.94 ** 16 + q75 * 0.94 ** 
15 + q76 * 0.94 ** 14 + q77 * 0.94 ** 13 + q78 * 0.94 ** 12 + q79 * 0.94 ** 11 + 
q80 * 0.94 ** 10 + q81 * 0.94 ** 9 + q82 * 0.94 ** 8 + q83 * 0.94 ** 7 + q84 * 0.94 
** 6 + q85 * 0.94 ** 5 + q86 * 0.94 ** 4 + q87 * 0.94 ** 3 + q88 * 0.94 ** 2 + q89 * 
0.94 ** 1 
 
Capital base per worker 2000: capbaseperwo90 * 0.94 ** 11 + q90 * 0.94 ** 10 + 
q91 * 0.94 ** 9 + q92 * 0.94 ** 8 + q93 * 0.94 ** 7 + q94 * 0.94 ** 6 + q95 * 0.94 
** 5 + q96 * 0.94 ** 4 + q97 * 0.94 ** 3 + q98 * 0.94 ** 2 + q99 * 0.94 ** 1 + q00 
 
