Effective model-checking of modern object-oriented software systems requires providing support for program features such as dynamically created threads, heapallocated objects and garbage collection. These features have often proven problematic to treat using many previous model-checking frameworks that do not provide sophisticated heap representations and optimizations.
Introduction
Despite its significant complexity, model checking has proven to be an effective technique for uncovering subtle errors in the implementation of concurrent programs [2] . Researchers are working on a variety of techniques to allow model checking to scale to be an effective analysis framework for large, complex concurrent programs. Two directions being pursued are automated data abstraction (e.g., [15] ) and thread modular approaches (e.g., [11, 14] ). While these offer the potential for scalability, the use of such techniques is currently limited to reasoning about properties of scalar data that are local to threads. They are not, for example, applicable to reasoning about properties that span multiple program threads and that relate to complex heap structures. For those kinds of properties, which arise in specifications of object-based concurrent systems, general explicit-state model checking approaches for dynamic software [2, 6, 7] must be used.
In this paper, we present methods that enable memory reductions for explicit-state model checking of dynamic software. Reduction of both the number of program states that are stored and of the size of those states are presented. Our work extends existing approaches for exploiting symmetries in the structure of a program's dynamic data (i.e., heap) [17] . Specifically, we develop a flexible framework for identifying symmetric heap states that is tunable to trade run-time overhead for precision. In addition, we improve the thread (or process) symmetry [1] in the calculation of heap symmetry information to improve on the results of [17] by providing better heuristics for thread ordering. In general, our approach can be applied to any non-deterministic heap object diagram. The framework is presented using group-theoretic notions that greatly simplify its formalization. We also extend existing approaches to compressing the representation of individual program states (e.g., [16] ) by identifying information that is shared by multiple state components and eliminating that duplicate information from the state encoding.
The contributions of the paper include: (i) the definition of a framework and algorithm for combined heap and thread symmetry reduction in explicitstate model checking; (ii) the definition of a framework and algorithm for duplication-reducing state-space encodings; and (iii) empirical data to support the effectiveness of these memory reductions on a collection of realistic examples.
These reductions are implemented in a new model checking framework called Bogor. Bogor [21] is an extensible and highly modular explicit-state model checking framework. It provides a rich modeling language including features that allow for dynamic creation of objects and threads, garbage collection, virtual method calls and exception handling. It also provides extension mechanisms to ease the task of customizing the model checker with domainspecific abstraction layers and to accommodate, for example, variations in scheduling policies, search modes for state exploration, state encodings, and checkers for specification languages. Bogor has been customized to support different kinds of software artifacts including: Java source code [9] and eventdriven component-based designs [8, 12] . The techniques described in this paper are broadly applicable and help to make Bogor an efficient core on which to build domain-specific model checking-based analyses.
The next section presents an example used to introduce the reductions presented in the paper. Section 3 presents our general symmetry reduction framework and describes how heap and thread symmetries are combined. Section 4 describes how information from symmetry reductions can drive the 
Fig. 2. 3-Dining Philosophers State Example
compression of heap data encodings. Section 5 presents preliminary empirical results that suggest the benefit of using our memory reductions. Related work is discussed in Section 6 and we conclude with a discussion of future work in Section 7.
An Example
Figure 1 presents a fragment of the BIR (Bogor's input language) model for the N-dining philosophers problem -an example of resource deadlock in concurrent programs. This example is small, but interesting enough to illustrate many of our proposed reduction strategies. A BIR system (in this case named nDiningPhilosophers) consists of declarations of records and threads. BIR records are used to model the state of Java objects, and a subtype relation is associated with them to model Java's class inheritance hierarchy. Accordingly, in our example, there is a unique top record named Object, and a Fork record that extends the Object record. The state of a fork is modeled by a boolean value: true if it is held and false otherwise. All non-top record types are required to extend some other record. When a record A extends another record B, then all of the fields of A are implicitly present in record B.
A thread declaration begins with the name of the thread followed by the declaration of any parameters. For example, the Philosopher thread takes two parameters of type Fork named left and right. The body of a thread consists of a sequence of location declarations. Thread execution begins at the first declared location. Each location construct consists of declarations of transformations (transitions out of that location). A transformation is a guarded command and its execution is atomic. A when transformation consists of the definition of the guard and the command that may be executed when the guard holds. When several transformations are enabled at the same time, one is chosen for execution non-deterministically. A transformation declaration ends with a jump to a destination location or a return (which terminates the thread's execution). Due to space constraints, we elided the content of the main method which creates the initial state. Figure 2 illustrates the state where there are 3 philosophers with 3 forks and after the first philosopher takes its left fork and the other two are ready to take their left forks. The location of each philosopher and the value of each fork's isHeld field are listed inside the circles and boxes, respectively.
Heap and Thread Symmetry Reductions
Symmetry reductions exploit the structure of states in order to identify equivalence classes. Only one state in each symmetry equivalence class needs to be visited, thus, it can significantly reduce the space and, because of that, the time required to verify a system. Assuming that states are ordered sets of components (i.e., objects, threads), the intuition behind these techniques is that the order in which these components are represented does not influence the future behavior of the system. Hence, identifying symmetries amounts to identifying bisimulations [13] . The larger the equivalences classes resulting from the symmetry, the more effective the reduction. Ideally, we would like to identify all possible symmetric states in a system on-the-fly (i.e., before generating the actual successors of the current state). The general problem of finding all symmetric states given a state, however, has been shown to be as hard as the graph isomorphism problem [3] . The latter problem is in NP in general and in P for directed deterministic graphs. A closely related problem, the subgraph isomorphism problem is known to be NP-complete.
The rest of this section is organized as follows: in Subsection 3.1 we introduce the formal concepts needed to reason about symmetry and in Subsection 3.2 we present a theoretical framework for developing symmetry reductions. Two instances of this framework, namely heap and thread symmetry are considered in Subsection 3.3. An algorithm implementing the latter is given in Subsection 3.4.
Preliminaries
Let us assume that the system we want to verify is given as a set of states denoted by S. Each state s ∈ S is a finite set of objects (i.e. s = {o i } i∈I indexed by the set I). For the moment we will ignore the connections between objects as well as other structural and typing information; this will be added later. Let G I denote the set of all bijective functions (permutations) on I. It can be shown that (G I , •, I) forms a group, with • being function composition and I the identity permutation. For each permutation π ∈ G I we denote the application of the permutation to a state s by π(s) = {o π(i) } i∈I (i.e., we change the index labeling on each object). Note that this operation induces a permutation group on states. We are now ready to formalize the general notion of state symmetry.
Definition 3.1 Given G a subgroup of G I , we say that two states s, t ∈ S are G-symmetric (s ≈ G t) if and only if there exists a permutation π ∈ G such that π(s) = t.
From basic group properties, we obtain that ≈ G is an equivalence relation on S, thus inducing a partition of S in equivalence classes. In order to make this partition coarser we need greater symmetry relations, and, by the following lemma, greater symmetry groups. To enhance the presentation, all proofs in this paper are deferred to the Appendix.
The most important problem, given a symmetry relation ≈ G I is testing membership (i.e., deciding whether s ≈ G I t for any two states s, t ∈ S). The naive approach of enumerating all permutations of G is hopeless since |G I | = |I|!. The challenge is to find greater symmetry groups for which the membership problem has an effective decision procedure.
One way to compute greater symmetry groups is by composition. Assume for instance that we can identify symmetries within two groups G I 1 and G I 2 corresponding to disjoint subsets of I i.e., I 1 ∪ I 2 ⊆ I and I 1 ∩ I 2 = ∅. Then we can define a composition operator by setting
According to Lemma 3.2, this leads to a larger symmetry relation ≈ G I 1 ⊗I 2 for which the complexity the membership problem is the sum of the complexities for G I 1 and G I 2 . This construction shows the advantage of combining independent symmetry reduction techniques for better verification, e.g., by combining heap symmetry and thread symmetry reductions.
Sorting Criteria Revisited
As mentioned before, given a symmetry relation induced by a permutation group, the membership problem is computationally hard. This fact requires the use of heuristic techniques. The basic idea behind all heuristics used in this paper is to order the objects of a state according to some given criterion and use the sorted state as a representative for the symmetry equivalence class. We decide that two states are in the same class if and only if their sortings coincide. Notice that this approach is pessimistic in deciding state symmetry (i.e., two states whose sortings match are symmetric, however some symmetric states may not have coincident sortings).
Let us now consider a total order <: I × I. Formally a sorting criterion is a ternary predicate ξ : S × I × I → B. The intended meaning is that ξ(s, i, j) is true for a state s and two indices i and j, only if the objects indexed by i and j respectively are in the right order. For example, if i and j are entries in a vector of natural numbers v and ξ(v, i, j)
, then we can say that the vector is sorted when i < j implies ξ(v, i, j), for each i, j ∈ I.
Assuming that t is a sorting of s, there must be a permutation π such that π(s) = t. Such a permutation is called a sorting permutation and is formally defined as follows: Definition 3.3 Given a state s ∈ S and a sorting criterion ξ : S × I × I → B, a permutation π ∈ G I is said to be sorting for ξ in s if and only if:
The above definition guarantees neither the existence nor the uniqueness of sorting permutations. Given a state s and a sorting criterion ξ we define Sort(s, ξ) = {π ∈ G I | ∀i, j ∈ I.π(i) < π(j) ⇒ ξ(s, i, j)} be the set of all sorting permutations for ξ in s. These sets enjoy the following monotonicity property, where the implications of sorting criteria are defined point-wise:
If, for all states s ∈ S we have Sort(s, ξ) = ∅, we say that ξ is well-formed. The next definition introduces an invariance property that needs to be met by a sorting criterion in order to be useful for symmetry reduction purposes. Definition 3.5 A sorting criterion ξ : S × I × I → B is said to be invariant if and only if, for any permutation π ∈ G I and indices i, j ∈ I we have ξ(s, i, j) = ξ(π(s), π(i), π(j)).
Obviously, a permutation is sorting for an invariant criterion ξ in state s if and only if π(i) < π(j) ⇒ ξ(s, i, j) for any indices i, j ∈ I. The following theorem is the main result of this section. It sets a bound on the complexity of the symmetry problem. To the best of our knowledge, this is also the lowest bound.
Theorem 3.6 Given two states s, t ∈ S and a well-formed invariant criterion ξ : S × I × I → B we have s ≈ G I t if and only if there exists π 1 ∈ Sort(s, ξ) and π 2 ∈ Sort(t, ξ) such that π 1 (s) = π 2 (t).
This theorem generalizes our preliminary result in [17] . There an additional condition was imposed on ξ, to reduce the size of Sort(s, ξ) to one:
In other words, the order induced by the criterion is both strict and total, and thus unique. However finding invariant criteria that meet this requirement is hard, and therefore we shall content ourselves with approximations. In the light of Lemma 3.4, using stronger criteria minimizes the size of the Sort sets, improving the time performance of the symmetry decision procedure. On the other hand, when using non-canonical reduction methods, one chooses non-deterministically between two permutations π 1 and π 2 trying to meet the condition of Theorem 3.6. Obviously, having smaller Sort sets improves the chance of choosing two matching permutations.
Heap Symmetry with k-Bounded Thread Symmetry
In this section we present two symmetry reduction methods that use sorting permutations. The present implementation of Bogor combines the two methods, in a way that is formally defined by the ⊗ operation, introduced in Section 3.1.
For the purposes of this section we will refine the structure of a state s = {o i } i∈I over an index set I with o ι as the root object. Assume now that each object o i is a tuple t, v 1 , . . . v n ∈ (T ype∪P C)×V al×. . . V al. An object has an associated type (or a program counter if it is a thread 1 ) and carries an any finite number of values. Let fst(i) denote the type (or the program counter), val(i) denote the tuple of values carried by o i , and val(i) j denote the selection of the j-th element of val(i). We assume that the set of types, program counters, and values are totally ordered.
In real object-oriented applications objects are organized as a directed graph where objects are nodes and edges represent pointers between objects. This graph is sometimes referred to as the shape graph. In defining the shape graph of a BIR state, we consider a partition over the set I of indices as I = {ι} ∪ H ∪ T where {ι}, H and T are disjoint sets and:
• H contains the indices of passive objects,
• T contains the indices of active objects, i.e., threads.
Let Σ be a set of pointer variables, or edge labels in our setting. Also, let be a special symbol, not in Σ. The shape graph of a state is (I, E) where E ⊆ I × Σ ∪ { } × I is a set of directed labeled edges. As usual, we write i σ −→ j for (i, σ, j) ∈ E. A path in the graph is a sequence of indices i = i 1 , i 2 , . . . , i n = j, where (i k , σ k , i k+1 ) ∈ E for each 1 ≤ k < n. We denote paths by i w ⇒ j where w = σ 1 σ 2 . . . σ n . A node j is said to be reachable from i if and only if there exists a word w over Σ ∪ { } such that i w ⇒ j. We assume that all nodes in the shape graph are reachable from the root node ι, and the shape graph satisfies the following requirements:
(i) for no σ ∈ Σ ∪ { } and no k ∈ I, k σ −→ ι (i.e., there are no incoming edges to the root node);
(ii) for all t ∈ T , we have ι −→ t;
e., the graph is deterministic, except for the edges).
The representation of states as shape graphs is intuitive (Figure 2) . Moreover, it is easy to see that the problem of deciding symmetry between states reduces to the graph isomorphism problem. In general, this problem is in NP whereas for deterministic graphs (i.e., no two or more outgoing edges from an object with the same label), it is in P. In our case, the only sources of nondeterminism within the shape graph are the edges between the root node and the threads (requirement ii above). The intuition behind this is common to garbage collected languages (e.g., Java): passive objects can exist only if they are reachable from the set of program variables (i.e., the root node in our case), whereas active objects can live as long as they still execute, even though they have become unreachable.
Let us now give a (heuristic) solution to the symmetry problem based on sorting criteria (Section 3.2). Assume that is the neutral element of word concatenation over Σ * i.e. w = w = w. Given two nodes in the shape graph we define the following set of words:
that label all paths initiating in i and ending in j. Since Σ is finite, we can assume a total order ≺: Σ×Σ and the lexicographical order induced is denoted by ≺ * : Σ * × Σ * . By the fact that ≺ is total, we have that ≺ * is also total, and since Σ is finite, each subset S of Σ * has a minimal element denoted by inf * S. We say that a node i dominates another node j in the shape graph of a state s if all paths reaching j go through i. For an arbitrary node i, we denote by dom(i) the set of nodes it dominates. Then D T (s) = t∈T dom(t) is the set of nodes dominated by a thread.
For an arbitrary node i let ord(i) denote the ordering of its successors i.e., j 1 . . . j n such that i σ k −→ j k and, for all k < l we have σ k ≺ σ l . Next, for each node i we define its signature to be sign(i) = fst(i), val(i) sign(j) j∈ord(i) , i.e., the word obtained by concatenating its type (or program counter), value and the types and values of all its successors in depth-first order. By sign k (i), we denote the first k type-value entries in the sign(i) word. The sign function can be lifted to work on a set of nodes in a natural way. Since all types and values are totally ordered, we have a lexicographical order on signatures, denoted by ≤ * . The ≤ * ordering can be lifted to work on sets of signatures by comparing the least signatures of the sets. Let us denote by Θ(i) the thread dominators of a node i.
We are now ready to define the sorting criterion that is used in Bogor to deal with symmetry:
It can be shown [18] that any two nodes that are not both thread-dominated (the default case), can be totally ordered by the sorting criterion, in the sense of condition (1). The problem caused by the non-determinism in the shape graph is reflected by the first case i, j ∈ D T (s). Here, we need to strengthen the sorting criterion by comparing the signatures of the least thread dominators of i and j. Note that by the fact that ≤ * is a lexicographical order, for
By Theorem 3.6, in combination with Lemma 3.4, this means that we obtain potentially better reduction by increasing the k factor. In general, this increases also the time complexity of computing sign k (i) by a linear factor. An algorithm that decides, given two nodes i and j, whether inf * (ι/i) ≺ * inf * (ι/j) is given in [17] . In the next section, we present the kBOTS algorithm implemented in Bogor, that given two threads t 1 and t 2 computes sign k (t 1 ) ≤ * sign k (t 2 ).
The kBOTS Algorithm
The sorting criterion defined in the previous section depends on the observables of the state from the point of view of each thread in the system. Observables of a thread are defined as: (1) the thread stack height, (2) the program counters, (3) the thread local (primitive) values in the thread stack frames, and (4) the reachable objects from the thread. The computation of the thread symmetry may be expensive in the worst case, however, the computation can be configured so that it only compares up to k-navigations of heap objects; thus, the term k-Bounded Thread Symmetry (kBOTS). Figure 3 presents the kBOTS algorithm for ordering two threads. The threads are first ordered based on stack heights (begins at line 1), thread counters (begins at line 4) , local (primitive) values in the thread stack frame (line [7] [8] [9] [10] [11] [12] [13] [14] , because the ordering of these are generally cheap. If the threads cannot be ordered based on those observables, then they are ordered based on their reachable objects. If there are no such reachable objects, i.e., the values of the threads's non-primitive type locals are null, then they are indistinguishable. Thus, they are equivalent.
If there are some reachable objects, then the objects are compared based on the data that are contained in the objects. The comparison is as follows. reachable object, and compare them (line 44-51). This recursive comparison is done for all the reachable objects if k is specified to be infinite. The algorithm always terminates because of the nature of the depth-first search algorithm that is used (with or without a bound). To sort all threads, existing sorting algorithms can be used with kBOTS as the comparison function for two threads.
For completeness, Figure 4 presents the heap symmetry algorithm that is used to generate the sorting permutation for heap objects. This algorithm has been presented in [17] . We refer the reader to that paper for a detailed discussion of the algorithm.
In order to illustrate how the heap symmetry with kBOTS works, let us consider the 3-dining philosophers example with the state that is illustrated in Figure 2 . Suppose that the ordering on boolean values is that false is less than true. Suppose also that k is infinite. First the threads are ordered as follows. Clearly, P1 is greater than both P2 and P3 based on their location. However, P2 and P3 cannot be ordered based on their stack heights, thread counters or thread local (primitive) values in the stack frame. Thus, we need to compare the reachable objects from P2 and P3. Note that P3 refers to a F1 that is being held by P1 and P2 refers to free forks. Thus, P2 < P3. Therefore, the ordering of threads is P2 < P3 < P1. Once the ordering of the threads is obtained, then we sort the heap objects using Figure 4 . We will discuss the usage of the heap-objects-sorted permutation and the threads-sorted permutation in the next section.
The complexity of thread ordering is O(P × N + P log P ) where N is the number of objects and P the number of threads. To compute the signature of each thread at most N visits to the objects in the heap are needed. Hence P × N . Then the ordering itself would take no more than P log P steps with classical sorting algorithms, considering that a comparison of two signatures is atomic.
Symmetry in Type Extensions
Bogor [21] allows new abstract data structures to be defined as first-class constructs of the BIR modeling language via extensions. One of the obligations of the extension when introducing new abstract data types is to implement an interface to linearize the values of the data types. That is, Bogor requires the new data type value to be converted to a bit-vector.
However, some data types, for example, a key-value table does not have a natural ordering over its elements. A table representation is insensitive to the ordering of the key and value mappings, however, we want to have a unique representation of the table for model checking purpose, if possible.
Our approach for thread symmetry reduction can also be adapted for linearizing these kind of abstract data types. That is, we can, for example, sort the elements of the table by using each object's signature as defined in Subsection 3.3.
Collapse Compression
Collapse compression is a reduction technique that gives a significant reduction in the amount of memory needed to store the visited states during finite-state exploration [16, 20] . State collapsing is based on the observation that although the number of distinct states in a finite-state exploration can become very large, the number of distinct states of parts of the system such as data in objects or threads and globals, are usually smaller. These parts of the state can be shared across all the visited states that are stored, instead of storing the complete encoding of state every time a new state is visited. For example, consider the 3 dining philosophers example when the system state is the one that is illustrated in Figure 2 . When the philosopher holding his left fork takes his right fork, then the only change to the state is the philosopher's right fork and the philosopher's thread. The other part of the state does not change. Therefore, when storing the encoding of the new state, we can reuse the parts of state that does not change from the encoding of the previous state.
The efficiency of a collapse compression algorithm depends on the choice of parts of the state that are collapsed. In this section, we present a collapse compression that takes advantage of the natural structure in object-oriented languages such as Java in order to determine the parts to be collapsed. Furthermore, the collapse compression that we use takes advantage of the symmetry reductions that are described in the previous section.
Structure Collapsing
Given a state s = {o i } i∈I with a shape graph (I, E) where I = {ι} ∪ H ∪ T , the symmetry reductions presented earlier sort the objects indexed by both H and T . Thus, the objects indexed by H can be numbered from 1 through N for |H| = N that reflects the DFS ordering number of Figure 4 . Similarly, threads can be given a number based on the ordering of the thread symmetry. This is a nice property that will be used to efficiently represent states as shown below. We first describe the notations that are used for describing the collapse compression algorithm, and then we describe how the collapse compression is performed.
A bit-vector v ∈ BitV ector is denoted using and . The bit-vector can have the base number annotation as its subscript. For example, both 11 2 and 3 denotes a bit-vector containing the integer 3. We use a comma (,) to append elements of a bit-vector. For example, 1, 3 denotes a bit-vector that is obtained by appending 3 to 1 . Boolean values are represented using only one bit, however, we allow boolean values written inside bit-vectors for presentation, e.g., true . We also allow other values to be directly written inside the bit-vectors when it is unambiguous to do so. We assume that the number of bits to encode locations and integers are fixed apriori.
A bit-vector pool Γ ∈ BitV ectorP ool is a function of type (BitV ector Int) × BitV ector Int × (BitV ector Int) that is defined as follows:
where n = |∆| + 1. The intuition is that whenever the pool Γ is given a new bit-vector that is not mapped in the table ∆, it then assigns the new bit-vector to the next available integer and returns it along with an updated table that maps the new bit-vector to the integer. Whenever it is given a bit-vector that is mapped in the table, it simply returns the unique integer of the bit-vector and the table.
A values-vector pool Λ ∈ V aluesV ectorP ool is a function of type S × I × (BitV ector Int) Int × (BitV ector Int) that is defined as follows:
where
order(S, e) gives the order number of element e in an ordered-set S, O H denotes the ordered set of heap objects that are indexed by H, and O T denotes the ordered set of threads that are indexed by T . This is where we exploit the ordering number given by the symmetry reductions to refer to the objects and threads. A thread-vector pool Ψ ∈ T hreadV ectorP ool is a function of type S × I × (BitV ector Int) Int × (BitV ector Int) that is defined as follows:
Given a state s = {o i } i∈I with a shape graph (I, E) where I = {ι} ∪ H ∪ T , |H| = N , |T | = M , and a bit-vector table ∆, the collapse compression is performed as follows:
(i) We first collapse the global store o ι by applying Λ, i.e., Λ(s, ι, ∆) = (n, ∆ 0 ). (ii) We then collapse the heap objects indexed by H. Since the objects indexed by H are now ordered from 1 to N , then we can encode the heap as the bit-vector
We then get the final encoding of the heap by using ∆ N (i.e., Γ(∆ N , V H ) = (n N +1 , ∆ N +1 )). Note that the choice of putting type information in the encoding of heap instead of the encoding of each object is to allow sharing between object bit-patterns although their types are different. (iii) Next, we collapse the threads indexed by T . Since the threads indexed by T are now ordered from 1 to M , we can encode the threads as a bit-vector
We then get the final encoding of the threads by using ∆ N +M +1 (i.e., Γ(∆ N +M +1 , V T ) = (m M +1 , ∆ N +M +2 )). (iv) Last, the encoding of the state is the bit-vector n, n N +1 , m M +1 that consists of the integer representations of the global store, the heap, and the threads. Therefore, the final encoding of the state s is
Note that we use only one bit-vector pool for simplicity of the presentation. In general, several bit-vector pools may be used. Moreover, the Γ may further recursively divides the given bit-vector into small chunks of bit-patterns, e.g., by limiting the maximum number of bits that a bit-vector can have. Figure 5 illustrates the process of collapsing the state at Figure 2 with ∆ = ∅. The column n denotes the unique number of the bit-vector in the Bit-vector column, the bit-vector table is propagated down the rows as Γ is applied. We describe some of the collapsing cases briefly.
Since there is no global variable in the dining philosopher example, then, the global variables bit-vector is empty (after edges are removed). Since the ordering of objects in Figure 2 is F3 < F2 < F1, then the heap is encoded as the bit-vector containing the encoding number of F3, F2, and F1, respectively. Similarly, since the ordering of the threads in Figure 2 is P2 < P3 < P1, then Figure 2 and after P1 takes its right fork the threads are encoded as the bit-vector containing the encoding number of P2, P3, and P1, respectively. Figure 6 illustrates the collapsing process of the state at Figure 2 after P1 takes its right fork with the bit-vector table resulting from the process in Figure 5 . In this state, the orderings are P3 < P2 < P1 and F2 < F1 < F3. We use a bold font to emphasize the differences from Figure 5 . Notice that many bit-vectors from the previous state are reused.
Preliminary Results
The heap symmetry, k-Bounded Thread Symmetry, and the collapse algorithms presented in this paper have been implemented in Bogor [21] . In order to assess the effectiveness of our approach, we have run several model checks using our approaches and known algorithms for thread symmetry reduction and state compression. There are three modes of thread symmetry reductions: (1) no thread symmetry reduction (NTS) (2) thread symmetry reductions using program counters (PCS) used in [1] , and (3) thread symmetry reductions using infinitely-bounded thread symmetry (∞−BOTS). Mode (2) is equivalent to the approach in [17] , which are the most effective symmetry reductions for dynamic systems developed to date. There are also three modes of state compressions: (1) no compression (NC), (2) state compression using the GZIP algorithm (GZIP), and (3) collapse compression (COLL). We ran the test cases using the combinations of the thread symmetry reductions and state compressions. We use heap symmetry reduction in all of the experiments.
All experiments were performed on an Intel Pentium 4 2.4 GHz machine with 1 Gb memory, using the Sun J2SE 1.4.1 platform. In the experiment tables that we present below, the amount of memory at the end of each search (m) is given in kilobytes or megabytes (Mb); the amount of time for each search is given in seconds (x.y), or hours (h:m:s); the number of states (s) and the number of seen states during the search (seen) is given directly. There are systems used for the experiments: dining philosophers, bounded buffer, and ordered list (from [17] ). All of the systems are available from the Bogor website [22] . We describe the experiments in the following sub-sections.
Dining Philosophers
The dining philosophers test case is the one presented earlier. We check for deadlocks in the model with 3, 5, 7, and 10 philosophers (N ). Table 1 presents the collected data. Bogor fully explored the states of each test case and it found only one unique deadlock state in each of the test case.
In general, ∞-BOTS with collapse compression gave the best reduction in terms of the number of distinct visited states, the space required to store those states, and the time to perform the search. For example, in the case with 10 philosophers, the search was almost four times faster and used one fourth of memory as compared to the search without using any thread symmetry reduction and state compression.
The search with the GZIP state compression required more time than collapse compression, yet, it consumes more memory. This can be observed clearly when there are 7 or 10 dining philosophers. The ∞-BOTS algorithm always gave a better reduction than using process counters. For example, in the case with 10 philosophers, ∞-BOTS search required half the time of the PC search and used 36% less space.
Bounded Buffer
This system is similar to the dining philosophers. Instead of locking resources, however, the threads pass messages (as objects) via buffers. The threads and the buffers form a ring to pass messages circularly. The size of the buffers is bounded when the buffers are created. Threads can only take messages from non-empty buffers. If the buffers are empty, then the threads are blocked. Conversely, threads can only add messages to non-full buffers. If the buffers are full, then the threads are blocked. The buffers use lock mechanisms similar to Java monitors for enforcing the described synchronization conditions. Table 2 presents the result of the experiments. N refers to the number of bounded buffers and, because of the ring structure, the number of threads. M refers to the number of messages (objects) that are passed. Searches with collapse compression only consumed 25% to 33% of the space required without state compression. While GZIP compression offered some reductions, it was more than twice as consumptive of memory than our collapse compression. Furthermore, GZIP compression introduced more runtime overhead than collapse compression. ∞-BOTS yielded only marginal improvement (9%) in terms of state reduction, memory and time over PCS for the small number of threads (3 and 4) considered.
Ordered List
The ordered list example is a linked list ordered by key nodes that is accessed concurrently by an arbitrary number of updater threads (N). Every such thread inserts values in the list. Each node has a lock used by the threads to synchronize. Each thread needs to hold the lock of the current and next node in the list in order to preserve the structure. The number of insert actions done by each updater is bounded (MAX). Table 3 presents the result of the ordered-list experiments. We omit the comparison with (NTS) because it has been done in [17] . As with the BoundedBuffer, collapse compression outperformed GZIP significantly in terms of both space and time. Although ∞-BOTS did not give significant reduction over the PCS, there was a significant upward trend in the percentage reduction as the number of updater threads increased (3 threads had a 0.02% reduction and 4 threads had a 2.5% reduction). We plan to run additional experiments to understand the scaling of reductions with system size.
Symmetries have been proposed by a number of researchers [1, 4, 5, 10, 17, 19] as a means of reducing the cost of model checking. Here we only compare approaches that address issues in dynamic and concurrent programs (e.g., Bosnacki et. al. [1] and our previous work [17] ); these subsume the more static approaches in the literature for the most part.
Bosnacki et. al. introduced a form of thread symmetry reduction that is achieved by ordering program counters when ordering threads. Although the idea is simple, the reduction is very effective. Our previous work on heap symmetry reduction takes advantage of the fact that the location of objects in modern programming languages such as Java are irrelevant to the programs written in that language. Thus, when checking a Java program, for example, we can find state symmetries based on heap objects by permuting the locations of the objects. In that work, we gave an efficient algorithm to find a canonical representation of deterministic heap object diagrams.
Our current work extends the above mentioned work by providing better heuristics for deciding ordering of elements of a state. We extend the work by Bosnacki et. al. by adding better heuristics than ordering based on only thread program counters. We also extend our previous work by providing heuristics to find symmetries even in the presence of non-deterministic heap object diagrams. This had not been handled previously, and it is very useful in an extensible model checker such as Bogor where users can define new abstract data types. For example, our method can be used to order elements of a set of objects.
Another approach to heap symmetry reduction is embodied in JPF [20] , but it is known that the approach does not give rise to a canonical state representation. Our approach on heap symmetry reduction that is derived from our previous work [17] can find a canonical state representation as mentioned previously.
Collapse compression has been used in Spin [16] and JPF [20] and has been shown to give significant space reductions when model checking as confirmed by our approach. The main novelty of our work is that we take advantage of the information provided by the heap symmetry and the thread symmetry reductions to drive compression of the complex data state that arises in objectoriented programs.
Conclusion and Future Work
This paper has proposed the extension of two existing frameworks for reducing the memory required when model checking software. We present a framework that integrates approaches to thread and heap symmetry. The resulting framework is tunable to allow for approximation of symmetry calculations to trade model checking overhead cost with the degree of reduction. The information calculated by this framework can be used to drive the compression of state encodings that exploit the shared structure of different program states. We present preliminary data that suggests the benefit of these reductions.
While this work is mature from a foundational perspective, we believe that additional empirical study is warranted. We would like to increase the breadth of our empirical evaluation to understand the sensitivity of our methods to program structure. While it is clear that state-of-the-art symmetry reductions can yield dramatic space and time savings in model checking, the degree of further reduction that is possible remains unclear. We would like to understand the extent to which the existing reduction frameworks are reaching the point of diminishing returns. We plan to further adapt our symmetry framework to explore this question.
