ABSTRACT This paper provides an effective method for the joint direction-of-departure (DOD) and direction-of-arrival (DOA) estimation in bistatic multiple-input multiple-output (MIMO) radar in the presence of unknown spatial colored noise. First, a temporal cross-correlation matrix is constructed to eliminate the spatially colored noise, which would not bring virtual aperture loss. To further utilize the inherent multidimensional structure, the covariance matrix is formulated into a quadrilinear decomposition model. Thereafter, an alternating least square algorithm is developed to approximate the loading matrices. Finally, DODs and DOAs can be easily obtained via the least squares fitting method. The proposed scheme can achieve automotive paired DODs and DOAs, and it has much better direction estimation performance than the existing methods. Besides, it does not require singular value decomposition of the array data. Numerical experiments verify the improvement of our scheme.
I. INTRODUCTION
The topic of multiple-input multiple-output (MIMO) radar is of great interest in theoretical research owing to its potential advantages in jamming suppression, fading resistance, resolution improvement, etc [1] . Generally speaking, MIMO radar can be divided into two categories concerning its antenna configuration: statistical MIMO radar and colocated MIMO radar [2] , [3] . In this paper, we focus on bistatic MIMO radar, which is a kind of colocated MIMO radar. In the past decade, joint direction-of-departure (DOD) and direction-of-arrival (DOA) estimation in bistatic MIMO radar has attached extensive attention. Many excellent algorithms have been proposed, for instance, MUSIC [4] , ESPRIT [5] , propagator method (PM) [6] , tensor-based methods [7] - [11] , optimization methods [12] , [13] , etc. However, as suggested in the literature, the super resolution estimation performance can achieved only if the received noise is white Gaussian or with a known covariance matrix. In practice, the received array noise may be strongly correlated and the covariance matrix is too complicated to predicate. In such cases, the performances of the above mentioned methods will degrade and may fail to work.
Source location for sensor array in the presence of nonuniform noise has attracted much attention in the past few years [14] - [17] , however, the colored noise scenario in a bistatic MIMO radar is more complicated. A number of improved methods have been developed to deal with the spatial colored noise in MIMO radar. By exploiting the uncorrelated characteristic between the matched noise corresponding to different transmit antenna, a spatial cross-correlation method is presented in [18] . Unfortunately, it is only suitable for three transmit antenna configuration. Improved ESPRIT algorithms are derived in [19] and [20] , where the antenna arrays are divided into several non-overlapped subarrays, and they are feasible for three or more transmit/receive antennas configuration. A tensor-based spatial cross-correlation method is given in [20] , in which the covariance matrix is rearranged as a fourth-order tensor, and the the higher-order singular value decomposition (HOSVD) is applied to capture the multidimensional structure of the array data. Although the spatial cross-correlation methods are effective to eliminate the spatial colored noise, they can not avoid the drawback of virtual aperture loss, which may considerably degrade the estimation performance. Taking the temporal white Gaussian characteristic of the received array noise into consideration, a temporal cross-correlation algorithm is presented in [21] . In contract to the spatial cross-correlation methods, the method in [21] would not hurt the effective aperture of the radar system. More recently, tensor subspace-based algorithms are investigated in [22] and [23] , where the HOSVD is utilized to explore the inherent multidimensional nature. Nevertheless, the singular value decomposition (SVD) and eigenvalue decomposition (EVD) operation is computationally inefficient. Meanwhile, the rotation invariance technique is lossy. The performance of directions estimation can be further improved.
In this paper, we propose a new tensor-based approach for joint DOD and DOA estimation. The spatial colored noise is suppressed via temporal cross-correlation method. The covariance matrix is formulated into a parallel factor quadrilinear model. The direction matrices are estimated iteratively based on the alternating least square (ALS) criteria. The DODs and DOAs are obtained in closed-form and automatically paired. The identifiability and the computational complexity of the proposed method is analyzed. Numerical simulations are carried out to shown the improvement of the proposed method.
The paper outline is as follows. Necessary tensor preliminaries and the noisy data model for the bistatic MIMO radar is given in section 2. The proposed method is given in section 3. The algorithm is analyzed in section 4. Simulation results are illustrated in section 5. The paper is ended by a brief concluding in section 6.
Some useful notations in [22] and [23] are listed here to help the reader better understand this paper. Bold capital letters, bold lowercase letters and boldface calligraphic letters, e.g., X, x and X , denote matrices, vectors, and tensors, respectively. The M × M identity matrix is denoted by I M . The superscript (X) T , (X) H , and (X) † stand for the operations of transpose, Hermitian transpose and pseudo-inverse, respectively; ⊗ and represent, respectively, the Kronecker product and the Khatri-Rao product (column-wise Kronecker product); diag (·) and vec (·) denote, respectively, the diagonalization and the vectorization operation. rank (·) denotes the rank of a matrix, and phase (·) is to get the phase of a vector; E {·} represents the mathematical expectation.
II. TENSOR PRELIMINARIES AND DATA MODEL A. TENSOR PRELIMINARIES
A tensor is a multidimensional array [24] . Some useful definitions concerning tensor and tensor operation have been used in our previous works [22] , [23] , [33] are listed as follows:
Definition 1 (Fibers of a Tensor): Let X ∈ C I 1 ×I 2 ×···I N denotes an N -th order tensor. The fibers are the higher-order analogue of matrix rows and columns. A mode-n fiber of X is an I n -dimensional column vector obtained from X by varying the index i n and keeping the other indices fixed.
Definition 2 (Unfolding or Matricization):
The mode-n unfolding of an N -th order tensor
The mode-n product of an N -order tensor X ∈ C I 1 ×I 2 ×···×I N and a matrix A ∈ C J n ×I n , is denoted by Y = X ×n A.
Definition 4 (CANDECOMP/PARAFAC (CP) Decomposition):
The CP decomposition factorize a tensor into a sum of component rank-one tensors. The CP decomposition of an rank-R tensor X ∈ C I 1 ×I 2 ×···×I N can be expressed in tensormatrix product format as
where G is a tensor with the (r, r, . . . , r)-th element g k is nonzero and zeros elsewhere.
. Matrix-wise, the CP decomposition in Eq. (1) can be rewritten in tensor unfolding version as
where pulses. Moreover, we assume the doppler frequency f k and the radar cross section (RCS) coefficient α k of the k-th target invariant during a CPI. Therefore, the observation of the l-th (l = 1, 2, . . . , L) pluse at the receive array can be written as [9] , [20] 
where A R , b l , A T , S, W l represent, respectively, the receive loading matrix, the signal characteristic vector, the transmit loading matrix, the transmit code matrix, the noise matrix, and
where a r (θ k ) and a t (ϕ k ) are the k-th receive steering vector and the k-th transmit steering vector, respectively; f s is the pulse repetition frequency; In this paper, the receive array noise is considered to be spatial colored, the columns of W l are independent and identical distribution complex Gaussian random vectors with zero mean and unknown covariance matrix C, i.e.,
The received array signals
The output of the matched filters can be expressed as
where
Suppose that the signal B is uncorrelated with the noise N.
respectively, the signal covariance matrix and the noise covariance matrix. The array covariance matrix of Y is then given by
Note that R N is no longer a scaled identity matrix, the signal subspace can not be separated correctly from the noise subspace via the conventional EVD method. As a result, the estimation accuracy of the traditional subspace-based algorithms would degrade.
III. THE PROPOSED ALGORITHM A. SPATIAL COLORED NOISE SUPPRESSION
In this paper, the temporal uncorrelated characteristic is utilized to suppress spatial colored noise. Let p, q ∈ {1, 2, . . . , L}, we can get
From Eq. (7), one can observe that the noise corresponding to different pluse are uncorrelated. Define N 1 and N 2 represent the first and last L − 1 columns of N. According to Eq. (7), we have E N 1 N H 2 = 0. Let Y 1 and Y 2 denote the first and last L−1 columns of Y. Consequently, the following temporal cross-correlation matrix can be constructed
where RB = E B 1 B H 2 , B 1 and B 2 are the first and last L − 1 columns of B, respectively. Obviously, the spatial colored noise term is eliminated in R. In the presence of non-coherent targets, RB can be modeled as a diagonal matrix, e.g, RB = diag ([ρ 1 , ρ 2 , . . . , ρ K ]), where ρ k (k = 1, 2, . . . , K ) is a nonzero element. According to [25] - [27] , R can be viewed as a symmetrical multimode unfolding of a fourth-order tensor R ∈ C M ×N ×M ×N given by
where RB ∈ C K ×K ×K ×K is the sources covariance tensor with the (k, k, k, k)-th element is ρ k and zeros elsewhere. The fourth-order tensor decomposition model in Eq. (9) is commonly known as the CP decomposition (Definition 4) of R. Remark 1: In practice, R can be estimated via finite measurement, and the cross-covariance matrix N 1 N H 2 is not a strict zero matrix, but it can be viewed as a white Gaussian matrix.
Remark 2: From Eq. (9) one can observe that the dimension of the cross-correlation matrix is MN × MN , while the dimension of the cross-correlation matrix in [28] and [20] is min
where M 1 and M 2 represent, respectively, the antenna numbers of two subarrays (M 1 + M 2 = M ). Therefore, the de-nosing method does not hurt the array visual aperture.
B. QUADRILINEAR DECOMPOSITION
To get the estimates of DODs and DOAs, we need to estimate the loading matrices A T and A R , which can be accomplished VOLUME 6, 2018 by computing a quadrilinear decomposition with K components that best approximate R, i.e.,
where · F denotes the Frobenius norm. The ALS method is a''workhorse" algorithm to compute a CP decomposition. The core idea of the ALS approach is to fix all but one matrices, then transform the tensor optimization problem to a linear least squares (LS) problem. According to Eq. (2), four matrices can be obtained by mode-n (n = 1, 2, 3, 4) unfolding of R, e.g.,
Accordingly, the loading matrices estimation problem in Eq. (10) reduces to
Consequently, the optimal solutions of A T , A R , A * T are then given by
where A 1 , A 2 , A 3 and A 4 denote the LS estimates of A T , A R , A * T and A * R , respectively. Moreover, according to Eq. (8), RB can be obtained by solving
it is straightforward to get the LS estimate of RB via
The ALS approach fixes RB, A R , A * T and A * R to solve for A T , and it fixes RB, A T , A * T and A * R to solve for A R , then it fixes RB, A T , A R and A * R to solve for A * T , thereafter, it fixes RB, A T , A R and A * T to solve for A * R , finally, it fixes A T , A R , A * T and A * R to solve for RB. The iteration continues to repeat until some convergence criterions are satisfied, e.g., the iteration number reaches a threshold,
, where old and new represent, respectively, the residual in the last iteration and in the current iteration.
Remark 3: The initialization of A T , A R and RB can be randomly generated. However, it suffers from the slowness of the convergence steps [29] . In this paper, the loading matrices are initialized by the PM algorithm [5] to speed up convergence.
Remark 4: According to Eq. (9), the factor matrices A T , A R are conjugate with A * T , A * R , therefore, we only need to update A T , A R and RB in a ALS iteration.
C. JOINT DOD AND DOA ESTIMATION
Once ALS is accomplished, A 1 and A 2 are obtained. The following uniqueness property helps to determine the DODs and DOAs.
Theorem 1 [30] : Let k A T and k A R denote the Kruskal-rank of A T and A R , respectively. For the CP model in Eq. (8), if
then A T and A R are unique up to permutation and scaling of columns.
In our work, the permutation and scaling effect of quadrilinear decomposition can be expressed as
where is a permutation matrix, N 1 , N 2 and N 3 represent the fitting error, T and R stand for the diagonal scaling matrices. Note that the phases of A 1 and A 2 are still linear, the LS method in [8] and [31] is still effective for joint DOD and DOA estimation. Herein, we construct the following fitting matrices
and let
where a 1k and a 2k denote the k-th (k = 1, 2, . . . , K ) column of A 1 and A 2 , respectively. Thereafter, we compute
Let u k2 and v k2 are the second element in u k and v k , respectively. Clearly, u k2 and v k2 are the LS solutions for sin ϕ k and sin θ k , respectively. Therefore, the k-th DOD and DOA can be estimated via
where arcsin (·) returns the inverse sine of a value.
Remark 5: According to Eq.(17), A 1 and A 2 have the same column ambiguity, hence the estimated DOD and DOA are paired automatically.
Remark 6: The proposed method is different from the PARAllel FACtor (PARAFAC) analysis algorithms in [7] and [8] , which can be regarded as the direct PARAFAC decomposition algorithms. The PARAFAC decomposition in [7] and [8] only need to handle a third tensor, and they will exhibit a degraded estimation performance in the presence of unknown spatial colored noise. The proposed algorithm, however, from the PARAFAC model with the cross-covariance measurement, which require to process a fourth-order tensor.
IV. ALGORITHM ANALYSIS
The proposed method can be summarized as the following steps:
step.1 Arrange the matched data into a matrix Y, and construct the cross-correaltion matrix R according to Eq. (8), then construct the tensor R according to Eq. (9) The ALS approach is quite easy to implement and is guaranteed to converge [32] . In ALS iteration, the conditional update of any given matrix may either improve or maintain, but cannot worsen, the current fit. Global monotone convergence to (at least) a local minimum follows directly from this observation [33] . Experimentally, it is found that such a suboptimal solution can always offer a satisfactory performance, which will be shown in the simulation section.
Also, the number of complex multiplication (CM) that required in the proposed method is analyzed. The estimation Table 1 , we summarize the total computational loads of our method, the methods in [28] (marked with Chen's method), [20] (marked with Wang's method) and [22] (marked with Wen's method). At first glance, the proposed method seems to be more complicated than the existing tensor-based method (e.g., Wnag's method and Wen's method). However, in practice, a radar system usually have thousands of T/R modules. In this situation, both Wang's method and Wen's method are inefficient, since SVD is required in their methods. From an engineering point of view, the proposed method is computationally more efficient. 
V. SIMULATION RESULTS
In the simulation, we consider a ULA-based bistatic MIMO radar system with M = 10 transmitters and N = 12 receivers. The pulse number Q and the pulse repetition frequency f s are configured to Q = 256, f s = 20KHz. We suppose that there are K = 3 uncorrelated sources located at (θ 1 , ϕ 1 ) = (30
• ), and the associate Doppler frequency are {f k } 3 k=1 = {200, 400, 800}Hz, respectively. The RCS coefficients fulfill the Swerling I model. 200 Monte Carlo trials were carried out, and the following root mean square error (RMSE) is adopted to assess the estimation performance In the first example, the (p, q)-th element in C is given by C (p, q) = 0.9 |p−q| e jπ (p−q)/2 [18] , [23] , and L = 200 pluses are collected. The performance of the proposed method is examined by varying the signal-to-noise ratio (SNR), which is defined as SNR = 10log 10
, where X l and W l are the matrices given in Eq(1). Fig. 2 depicts the RMSEs versus SNR. It is shown that the de-noising methods provide better RMSE performances than ESPRIT method at low SNR regions (SNR ≤ −15dB), since the spatial colored noise has been eliminated. Another interesting observation is that Chen's method and Wang's method would perform worse than ESPRIT at high SNR regions (SNR ≥ −10dB), while RMSE of Wen's method coincides with that of ESPRIT. The reason is that the virtual aperture loss is inevitable in Chen's method and Wang's method, while Wen's method does not reduce the effective array aperture. As expected, the proposed method outperforms all the compared methods. It is evident that the iterative method can achieve more accurate localization performance.
In the second example, the performance of the proposed method is examined by varying the pluse number L with SNR = −15dB. The RMSE performances are presented in Fig. 3 . Notably, RMSE performance of all the methods gradually improves with the growing L. Besides, the proposed method provides more accurate direction estimation performance than all the compared methods.
In the third example, the spatial colored noise is modeled as a second-order autoregressive process with the coefficients z = [1, −1, 0.8] [20] , [23] , [28] . Fig. 4 gives the RMSE performances of various methods versus the SNR, where L = 200 is considered in the simulation. It can be seen that the results are very similar to that in the first example. Moreover, we examine the probability of the successful detection (PSD) versus SNR [22] , [23] . A successful trial is recognized when the absolute error of all the estimated angles are smaller than 0.2 • . The results are given in Fig. 5 . It is worth pointing out that all the methods exhibit a 100% successful detection at high SNR regions. As the SNR decreases, the PSD of each method starts to drop at a certain point, which is known as the SNR threshold. Obviously, the proposed method provides a lower SNR threshold than all the compared methods. In sum, the proposed method significantly outperform all the compared methods.
VI. CONCLUSION
In this paper, we have devised a quadrilinear decompositionbased method for joint DOD and DOA estimation in bistatic MIMO radar in the presence of unknown spatial colored noise. The spatial colored noise is eliminated by taking the temporal uncorrelated characteristic into account. To further explore the inherent multidimensional nature, the array data is formulated into a fourth-order CP model. Thereafter, the ALS approach is utilized to obtain the associated loading matrices. Finally, DODs and DOAs are estimated via LS criterion. The proposed method provides more accurate directions estimation. Moreover, it does not require a SVD/EVD of the array data, making it more efficient in applications. Also, numerical simulations are given to verify the improvement of the proposed method.
