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Abstract
Novice programmers have diﬃculties with their visual attention strategies when following program visual-
izations. This article presents work in progress on improving the user interfaces of visualization tools to
support students in the visual attention problems. We introduce a user interface solution called the dynamic
evaluation tree. The basic idea is to reduce the amount of separate windows of the user interface and thus
make it possible to concentrate the visual attention more in one part of the screen.
Keywords: Novice programmers, Program visualization tools, Visual attention strategy, Dynamic
evaluation tree.
1 Introduction
The user interfaces (UIs) of visualization tools are often build with a similar struc-
ture. Many tools seem to have the same components in their UI and similar locations
for them. We feel that this is partly because the tools are oﬀering multiple diﬀerent
perspectives for the example and no speciﬁc design principles are applied for the UI
design. Components are in their places just because they always used to be.
However, the eﬀectiveness of a visualization tool in its pedagogical point of view
may suﬀer from the use of multiple components and their placement in the screen.
This article references the results of an eye-tracking study by Bednarik [2]. Based on
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this, we suggest a new way of integrating some of the UI components and improving
the user’s target of visual attention.
2 A Typical Layout of a Visualization Tool User Inter-
face
A typical visualization tool presents multiple diﬀerent kinds of actions in turns and
parallel during the execution of a program or algorithm. The diﬀerent kinds of
actions can be for instance:
• Control reaches a new statement in the program code or algorithm.
• The values stored in the memory of the computer are referenced or changed.
• The values of expressions are evaluated.
• The program prints output and reads input.
The layout of visualization tools’ UI usually presents diﬀerent kinds of actions
in diﬀerent windows. Diﬀerent tools have diﬀerent names for the windows. We list
some possibilities:
• Code window: Shows the program code or the algorithm that is executed. It
typically illustrates the execution by highlighting the line of code or algorithm.
It can also be named the algorithm window.
• Memory window : Performs most of the visual eﬀects by drawing pictures of the
variables and data structures and highlighting parts of the pictures. In the UI of
Jeliot [6], this window is named the theater.
• Evaluation window: This window is activated whenever the code window executes
an expression. The values of the operands, the operator, and the value of the
whole expression are shown here. An example is marked with a red circle in
Figure 1.
• Console window: Prints the input and reads the output of the program.
In addition to the most usual windows mentioned above, there can be other possi-
bilities like the annotation window that explains the run of the program in writing
[9]. Also the visualization tools that allow user interaction, often have a window for
the control buttons.
Depending on the focus of the visualization, it is possible that some of the
windows are not necessary and are thus absent. For example, algorithm visualization
tools might not need the evaluation window at all since they present the algorithm
on a higher abstraction level than individual expressions. Examples of tools that
do not need an evaluation window are presented by Malmi et al. [5] and Naps et al.
[7]. Sometimes one window of the visualization tool contains more than one kind of
actions. For instance, the theater in Jeliot 3 [6] actually includes both the memory
window and the execution window.
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Fig. 1. The values of the variable in the expression executed in the code window is copied to the evaluation
window for evaluation.
3 Results of an Eye-Tracking Study
A study on the methods of analyzing visual attention strategies in programming
by Bednarik [2] is partly conducted by tracking the eye movements of programmers
using a visualization tool Jeliot 3 [6]. The study describes the visual strategies of
both expert and novice programmers.
According to the study, expert programmers can better follow the information
shown parallel in diﬀerent windows of the visualization tool. They are able to
change their visual attention strategy during a session of using the visualization
tool. At the beginning of a session, they often concentrate on the code window
and later on in the session on relating the code with the presentations in the other
windows. Speciﬁcally, the experts follow the code window of the visualization tool
more comprehensively than novices.
In contrast, novice programmers use only a couple of visual attention strategies.
They either switch their visual attention repeatedly between diﬀerent windows or
concentrate all the time on one of the windows. Since the target audience of visual-
ization tools are mainly novice programmers, this kind of a visual attention strategy
should be taken into account when designing the UI of the tools.
4 Dynamic Evaluation Tree
When teachers explain the execution of program code to students, they tend to
annotate the program code using curly brackets above or below the code line as
seen in Figure 2. It is an easy way to mark the value or the type of an expression.
This kind of annotations can be used in many diﬀerent ways. Table 1 gives some
examples. The same notation has also been used by Kumar [4] in an applet that
generates problems related to expression evaluation. Since this has proven to be a
good way to illustrate the execution to students, we suggest it should be tried in a
visualization tool too.
The expressions that the evaluation window presents are also shown in the code
window since they are, of course, part of the statement in execution. Instead of
separating the expression in the evaluation window, we suggest that the evaluation
tree could be integrated into the code window. This would reduce the need to switch
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Fig. 2. Using curly brackets to explain on a white board.
Purpose Example
1. To show the value of an expres-
sion
2. To show the type of an expres-
sion, especially useful in case of hier-
archical data structures like a vector
containing structs
3. To explain some error situations
Table 1
Some examples on the use of curly brackets.
the focus of visual attention to the other side of the screen and thus should be easier
to use for novice programmers.
E. Lahtinen, T. Ahoniemi / Electronic Notes in Theoretical Computer Science 224 (2009) 41–4644
One possibility for integrating the evaluation of expressions in the code window
is to use a presentation similar to the curly brackets in Table 1. In this kind of
illustration, the evaluation of an expression would of course not stay in the code
window all the time, but appear step by step when the expression is executed and
disappear when the execution proceeds to the next line. Thus, we call it the dynamic
evaluation tree.
An alternative way of presenting the data dynamically inside the code window
would be to show it in a tooltip window when the cursor of the mouse is placed
on an expression in the code window. This could be used in any visualization tool
regardless of the use of the dynamic evaluation tree. However, this solution does
not help if you want the evaluations to be shown as the user clicks the step button.
The idea of using curly brackets is just to present the values of expressions in
program code. In addition to this, also the other functionalities of the visualization
tool are needed to present the execution of the program as a whole. For example
on a line that contains a function call the tool can ﬁrst present that the control
changes to the deﬁnition of the function and use the highlighting of the executed
line for this. After the execution of the function the tool can use a curly bracket to
express that the return value of the function evaluates to the function call.
5 Discussion and Conclusions
Some tools for functional programming, e.g., WinHipe by Pareja-Flores et al. [8]
and DrScheme by Felleisen et al. [3], use a similar idea of presenting evaluation of
expressions dynamically. It is called the rewriting model of evaluation. In these tools
the evaluation is presented as a sequence of rewritten expressions that shows the
same information than the curly brackets in the dynamic evaluation tree. Actually,
the idea of using curly brackets presents exactly the same information as rewriting.
Both rewriting and use of curly brackets are ways of presenting deduction.
The rewriting model works in a very natural way in functional programming
languages. It also provides a handy solution for non-trivial evaluations like function
calls within imperative program languages. When using curly brackets instead of
rewriting, function calls can be handled with other features than embracing as
explained in previous chapter.
WinHipe has also been evaluated and the students have experienced that the
tool is easy to use [1]. This is encouraging and we think that also the use of curly
brackets is worth trying with students.
The reason why we prefer the use of curly brackets from rewriting is that we
want the original program code to stay in the code window exactly as it is and only
add annotations inbetween the lines. Thus, the curly brackets used in a similar way
than the rewriting model, suits our needs better than rewriting the expressions.
If the code window includes the dynamic evaluation tree, it is actually no longer
merely a code window but more like a multipurpose window. This should not only
reduce the constant switching of the focus of visual attention but also relate the
evaluation directly to the code. When the evaluation is presented directly inside the
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actual program code, the user may be able to form a stronger mental association
between the code and what it actually does. This way the user could hopefully
learn how to read the code better than when using a separate evaluation window.
Since novice programmers have most problems with their visual attention strate-
gies, the dynamic evaluation tree should be most helpful for them. After all, the
biggest target audience of visualization tools is novice programmers. Thus, we feel
that the idea is worth trying.
The dynamic evaluation tree has not been implemented yet but we are charting
the possibilities to add it to the next version of an existing visualization tool, VIP
[9]. There will be some technical challenges in the implementation: the code window
needs to be “stretched” vertically to make space for the curly brackets and the text
above or below them. An other possibility could be to show the curly brackets in
tooltip windows on top of the code window. However, this would obscure some code
and could thus make the use of the tool diﬃcult.
When the dynamic evaluation tree is implemented, it should be evaluated with
an eye-tracking study to determine the possible aid with the visual attention strate-
gies. The student still has at least the code window and the memory window to
follow. An interesting possibility for further research could be to study whether it is
possible to guide the student to develop better visual attention strategies by using
the dynamic evaluation tree and other similar solutions in the UI.
One window ﬁts all!
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