We introduce the notion of pattern for numerical semigroups, which allows us to generalize the definition of Arf numerical semigroups. In this way infinitely many other classes of numerical semigroups are defined giving a classification of the whole set of numerical semigroups. In particular, all semigroups can be arranged in an infinite non-stabilizing ascending chain whose first step consists just of the trivial semigroup and whose second step is the well-known class of Arf semigroups. We describe a procedure to compute the closure of a numerical semigroup with respect to a pattern. By using the concept of system of generators associated to a pattern, we construct recursively a directed acyclic graph with all the semigroups admitting the pattern.
Introduction
A numerical semigroup is a subset of N containing 0, closed under addition and with finite complement in N (here N denotes the set of non-negative integers). The theory of numerical semigroups is intimately related to the study of the non-negative integer solutions of a linear equation in several unknowns with coefficients in N [18, 7, 8, 12, 16] . Applications of numerical semigroups are found in the study of the parameters of algebraic-geometry codes [10, 13, 11] .
For a numerical semigroup , the multiplicity of , denoted by m( ), is the smallest non-zero element of , and the conductor of is the only integer c ∈ such that c − 1 / ∈ and c + N ⊆ [11] . Usually the element c − 1 is known as the Frobenius number of , denoted here by F( ). Clearly, F( ) is the maximum of N \ . Let A be a subset of N. The submonoid of N generated by A ⊆ N is the smallest (with respect to set inclusion) submonoid of N containing A, and it is denoted usually by A , that is,
k i a i | n ∈ N, k i ∈ N, a i ∈ A for all i ∈ {1, . . . , n} .
It is not hard to prove that A is a numerical semigroup if and only if the greatest common divisor of the elements of A is one. If is a numerical semigroup and A is a subset of , then we say that A is a system of generators (or simply that A generates ) if A = . We say that A is a minimal system of generators of if in addition no proper subset of A generates . Every numerical semigroup has a unique minimal system of generators.
A numerical semigroup is said to be Arf if for every x, y, z ∈ with x y z, it holds that x + y − z ∈ . Arf numerical semigroups and their applications to coding theory have been widely studied in [3, 4, 6, 5, 9, 15] . In this work, we try to generalize the idea of Arf numerical semigroup to a semigroup satisfying the condition that a certain expression on any decreasing sequence of elements of the semigroup belongs always to the semigroup. The expression is what we call a pattern.
Furthermore, in [15] the authors introduce the notion of the Arf closure of a numerical semigroup as the smallest Arf numerical semigroup containing (the idea of Arf closure appears for algebraic curves in [2] , though of course not with this name). In this work, this idea is generalized for other patterns and we define a procedure to obtain such closure. We also extend the concept of an Arf-system of generators to any pattern and show how to construct recursively a directed acyclic graph with all the numerical semigroups admitting a given pattern.
In Section 1, we give the definition and some examples of patterns. In Section 2, we characterize those patterns that can be admitted at least by one numerical semigroup. This enables us to define admissible patterns. Section 3 introduces the concept of strongly admissible pattern. The advantage of these patterns is that one can effectively (computationally) deal with them. In Section 4, we give the definition and a procedure to obtain the closure of a numerical semigroup with respect to a pattern. In the next section we introduce the concept of p-system of generators for a numerical semigroup admitting the pattern p. The uniqueness of minimal p-systems of generators for a given semigroup can be ensured when the pattern p is strongly admissible. We will show how to use this information to construct the set of all numerical semigroups that admit a given strongly admissible pattern. In Section 6, we show that each numerical semigroup admits infinitely many patterns. In particular, there will be a pattern giving information on "how far" from substraction a semigroup is. This will yield an infinite non-stabilizing ascending chain of sets of numerical semigroups containing all numerical semigroups. The concept of substraction pattern generalizes that of the Arf pattern. In the last section, we go one step beyond by presenting the concept of Boolean pattern, for which we can give invariants for equivalent patterns in this class.
Patterns
A pattern p of length n is a linear homogeneous polynomial with non-zero integer coefficients in x 1 , . . . , x n (for n = 0 the unique pattern is p = 0). We say that a numerical semigroup admits a pattern p(x 1 , . . . , x n ) if for every n elements s 1 , . . . , s n in with s 1 s 2 · · · s n , the integer p(s 1 , . . . , s n ) belongs to . We denote by S(p) the set of all numerical semigroups admitting p. A numerical semigroup is said to be of maximal embedding dimension if its multiplicity equals the cardinality of its minimal system of generators (known as the embedding dimension of the semigroup). From [3, Proposition I.2.9], one can easily derive that a numerical semigroup is of maximal embedding dimension if and only if for all x y ∈ , x, y m( ), one has that
) is not linear, and thus it is not a pattern. Note also, that this in particular means that every Arf numerical semigroup is of maximal embedding dimension.
Example 3.
The only numerical semigroup that admits the pattern q = x 1 − x 2 is N. Indeed, suppose that admits this pattern and let c be the conductor of . Consider s 1 = c + 1 and s 2 = c. Since admits q, s 1 − s 2 = 1 belongs to and thus, = N. Consequently, q will be called the trivializing pattern.
We say that a pattern p 1 induces another pattern p 2 if every numerical semigroup admitting p 1 admits also p 2 . We say that two patterns are equivalent if they induce each other. . Actually, by using the same argument given in that proposition, it is not hard to prove that for n 2, the patterns x 1 + · · · + x n − x n+1 and x 1 + · · · + x n−2 + 2x n−1 − x n are equivalent. However, in general it is not true that x 1 + · · · + x n − x n+1 is equivalent to x 1 + (n − 1)x 2 − x 3 (see Example 29).
Proof. The next proposition together with Example 1 points out that every pattern is either equivalent to the zero pattern or equivalent to a pattern with the last coefficient negative.
Suppose that a n < 0 and that a n +1 , a n +2 , . . . , a n are positive. Then p is equivalent to
Proof. The pattern p induces the pattern p n by Lemma 6. The pattern p n induces the pattern p n by applying Lemma 7 several times.
Admissible patterns
For certain patterns p the set S(p) is empty and for this reason we are not interested in them. In this section we characterize those patterns p for which S(p) is not empty. To this end, we need a couple of technical lemmas, one of which will be also used in the last section. 
Proof.
We proceed by induction on n. It is clear for n = 1. Assume that the result holds for any linear homogeneous polynomial in n unknowns. • There exists a numerical semigroup that admits p,
The patterns satisfying any of the three equivalent conditions in Theorem 12 will be called admissible patterns.
Remark 13
• Note that the definition of admissible pattern implies a 1 0.
• All non-admissible patterns are equivalent.
Strongly admissible patterns

Given a pattern
and define recursively p (0) = p and
A pattern p is said to be strongly admissible if it is admissible and p is admissible as well. We will see that for a strongly admissible pattern p, the set S(p) is infinite and that it is possible to check computationally whether or not a numerical semigroup admits p.
Lemma 14. Let p be a strongly admissible pattern of length n. Then for every k
Observe that for a numerical semigroup with multiplicity m( ), the set \ {m( )} is also a numerical semigroup. Next corollary shows that this semigroup admits all strongly admissible patterns admitted by . 
This proves that S(p) has infinitely many elements if p is a strongly admissible pattern. We will see in Section 5 which elements we can remove from ∈ S(p) so that the resulting numerical semigroup also admits p. This result enables us to check computationally if a strongly admissible pattern is admitted or not by a numerical semigroup. Observe that for an admissible pattern p not being strongly admissible, the best lower bound we have for p(s 1 , . . . , s n ) is given in Lemma 9, which unfortunately cannot be used to effectively check whether or not a numerical semigroup admits p.
Closures
A covering of a numerical semigroup with respect to an admissible pattern p is a numerical semigroup containing and admitting p. A closure of a numerical semigroup with respect to an admissible pattern p (or simply a p-closure of ) is a covering of with respect to p not containing properly any other covering.
If p is an admissible pattern, then S(p) is not empty, since by Theorem 12 N is in this set. Moreover, notice that N is a covering of any numerical semigroup with respect to any admissible pattern.
Let be a numerical semigroup. As N \ has finitely many elements, we have that the set of { ∈ S(p) | ⊆ } is finite (and not empty by the remark made above). Besides, one can easily proof the following result.
Lemma 17. Let p be an admissible pattern and let
Hence the p-closure of is
. However, this construction cannot be (so far) easily performed, since we still do not have a procedure to construct the set S(p). In this section, we show how a covering of a numerical semigroup with respect to certain admissible patterns can be constructed algorithmically. Proof. This follows easily from the linearity of p.
Given a subset A of N and an admissible pattern p, the set {p(s 1 , . . . , s n ) | s 1 s 2 · · · s n , s 1 , . . . , s n ∈ A} will be denoted by p(A), and the set
will be denoted by p k (A).
Remark 19. Given a numerical semigroup and an admissible pattern p, the set p( ) will not be a numerical semigroup in general. For instance, if we take p = 2x 1 , then N \ p( ) has infinitely many elements and thus p( ) is not a numerical semigroup.
Remark 20. A numerical semigroup admits a pattern p if and only if
In particular, all monic patterns are premonic.
Lemma 21. If p is a premonic pattern, then p( ) contains , for every numerical semigroup .
Proof. Suppose that n n is such that n i=1 a i = 1. Let be a numerical semigroup and let l ∈ . Then
Proposition 22. If p is a premonic pattern and if is a numerical semigroup, then p( ) is a numerical semigroup.
Proof. As a consequence of Lemma 21 the number of elements in N \ p( ) is finite. This, together with Lemma 18, proves that p( ) is a numerical semigroup.
Remark 23
• A numerical semigroup admits a premonic pattern p if and only if the condition p( ) = holds.
• By Proposition 22, if p is a premonic pattern and if is a numerical semigroup, then the set p k ( ) is indeed a numerical semigroup containing . Proof. We have to prove that p k ( ) is a covering of with respect to p and that any other covering of with respect to p will contain p k ( ). The first part is a consequence of the choice of k. For the second part, notice that any covering must contain p i ( ) for all i. In particular, it must contain p k ( ).
p-Systems of generators and S(p) in a directed acyclic graph
In this section, we exploit the concept of closure given in the preceding section in order to introduce the concept of p-system of generators for an admissible pattern p. This will enable us to construct recursively the set S(p) and arrange it in a directed acyclic graph.
The idea is the following. Let be a numerical semigroup. It is not hard to prove that given λ ∈ , the set \ {λ} is a numerical semigroup if and only if λ is in the minimal system of generators of . Besides, if is a numerical semigroup not equal to N, then so is ∪ {F( )} (the reader can check that ∪ {n}, with n ∈ N \ , is a numerical semigroup if and only if 2n, 3n and n + λ ∈ for all λ ∈ ; see [14] ). Note also that if λ is a minimal generator of greater than F( ), then F( \ {λ}) = λ, and trivially F( ) is a minimal generator of ∪ {F( )}. Thus, the operations of adding the Frobenius number and removing a minimal generator greater than the Frobenius number are the reverse of one another.
Given a numerical semigroup , for n ∈ N, define recursively the semigroup n as
Clearly for every numerical semigroup there exists k ∈ N such that k = N. Hence every numerical semigroup can be constructed from N by removing minimal generators greater than the Frobenius number of the current numerical semigroup in the chain. We will do the same for any admissible pattern p. First, we need to introduce the concept of a p-system of generators. We will see that minimal p-systems of generators are unique and that S(p) is closed under the operations of adding the Frobenius number and removing minimal p-generators greater than the Frobenius number. This will allow us to construct recursively the set of all elements of S(p).
Let be a numerical semigroup and let p be an admissible premonic pattern. As defined above, we can construct the p-closure of as the intersection of all numerical semigroups in S(p) containing (this intersection is finite, since N \ has finitely many elements). Hence for ∈ S(p), we say that A is a p-system of generators of if the p-closure of A is equal to . We will write = A p , when A is a p-system of generators of . Clearly, if A = {n 1 , . . . , n r } is a system of generators of , then A is also a p-system of generators of . As in [15] , we show that minimal (with respect to set inclusion) p-systems of generators are unique. The procedure to follow is similar to the one exposed in the above mentioned paper, and the keystone to generalize it is Lemma 14. 
If s ∈ p n ( A ), then s ∈ p n ( A(s) ).
Proof. We proceed by induction on n. For n = 0 the result follows trivially. Assume that the statement holds for n and let us prove it for n + 1. Let s ∈ p n+1 ( A 
. , s k ∈ p n ( A(s) ). We conclude that s ∈ p n+1 ( A(s) ).
Theorem 25 and Lemma 27 allow us to generalize the proof of Theorem 6 in [15] to any strongly admissible premonic pattern. Example 29. Let p be a strongly admissible premonic pattern. As we pointed out above, if {n 1 , . . . , n p } is a minimal system of generators of ∈ S(p), then it is also a p-system of generators of . Thus the cardinality of a minimal p-system of generators is smaller than or equal to that of a minimal system of generators: Next we show a procedure to construct the set of all the elements in S(p) which is analogous to the one presented in [15] for Arf semigroups.
Theorem 28. Let p be a strongly admissible premonic pattern and let ∈ S(p). Then has a unique minimal p-system of generators.
Proof. Assume that
7, 15 x 1 +x 2 +x 3 −x 4 = 7, 15 x 1 +2x 2 −x 3 = 7,
Lemma 30. Let be in S(p) \ {N} with p a strongly admissible pattern. Then, ∪ {F( )} ∈ S(p).
Proof. Assume that p has length n and let s 1 , . . . , s n be elements in ∪ {F( )} such that s 1 · · · s n . We wonder if p(s 1 , . . . , s n ) ∈ ∪ {F( )}. We distinguish two cases.
• If F( ) > s 1 , then {s 1 , . . . , s n } ⊆ . As ∈ S(p), it follows that p(s 1 , . . . , s n ) ∈ ⊂ ∪ {F( )}.
• If F( ) s 1 , then by Lemma 14, p(s 1 , . . . , s n ) s 1 F( ) and thus p(s 1 , . . . , s n 
Given a numerical semigroup , recall that we defined a chain
Note that if ∈ S(p) with p a strongly admissible pattern, then by Lemma 30, the chain = 0 ⊆ 1 ⊆ · · · ⊆ k = N is a chain of numerical semigroups admitting p, and i = i+1 \ {a} for some a ∈ i+1 . The following result studies a condition that we must impose on an element a in a numerical semigroup ∈ S(p) for \ {a} to be again in S(p). The proof of this result is analogous to that of [15, Lemma 8] . We include it here for sake of completeness.
Lemma 31. Let p be a strongly admissible premonic pattern, let ∈ S(p) and let a ∈ . The following conditions are equivalent:
(1) a belongs to the minimal p-system of generators of , (2) \ {a} ∈ S(p).
Proof. Let A ⊆ be the minimal p-system of generators of .
Assume that a ∈ A. Then
From the uniqueness of A (Theorem 28),
The following result (similar to [15, Proposition 9] for Arf numerical semigroups) now can be easily deduced from the observations made so far and characterizes the leaves in the directed acyclic graph of numerical semigroups admitting a certain pattern.
Proposition 32. Let p be a strongly admissible premonic pattern, and let ∈ S(p). The following conditions are equivalent:
(1) = ∪ {F( )}, with ∈ S(p).
(2) The minimal p-system of generators of contains at least one element greater than F( ).
Example 33. We "draw" the set S(p) for p = x 1 + x 2 + x 3 − x 4 . Its associated directed acyclic graph is given in Fig. 1 .
If we compare it with the directed acyclic graph given in [15] for Arf numerical semigroups, one readily sees two main differences. This directed acyclic graph is not a binary tree; for instance 4, 5, 6, 7 has four "sons". Observe also that the numerical semigroups appearing in the directed acyclic graph are no longer of maximal embedding dimension, as is the case for Arf numerical semigroups.
The leaves in the portion of the directed acyclic graph drawn in Fig. 1 are 3, 4 , 4, 5, 6 and 3, 5 .
Substraction patterns
The pattern x 1 + x 2 + · · · + x k − x k+1 is called the substraction pattern of degree k. Let q be a rational number. Define q = min{z integer | q z}. 
Besides, by the inequality relation between the s i 's,
Now by (1) and (2), s 1 + s 2 + · · · + s k − s k+1 belongs to .
Remark 35.
As a consequence of Lemma 7, for each integer n, the pattern x 1 + x 2 + · · · + x n−1 − x n induces the pattern x 1 + x 2 + · · · + x n − x n+1 . In particular, by Proposition 34, every numerical semigroup admits infinitely many substraction patterns.
The substraction degree of a numerical semigroup is the minimum k such that it admits a substraction pattern of degree k.
The substraction degree of a numerical semigroup gives us an idea of how far from substraction the numerical semigroup is. It can be thought of as the number of elements that we need to add in order to be able to substract another element smaller than the first ones.
In particular, the substraction degree is always finite and larger than or equal to 1. It will be equal to 1 if and only if the numerical semigroup is N and it will be 2 if and only if the numerical semigroup is Arf and non-trivial. Example 37. Let q be a prime power. The Hermitian curve over F q 2 is defined by the affine equation x q+1 = y q + y and it has a single rational point at infinity. The Weierstrass semigroup at the rational point at infinity is = q, q + 1 (for further details see [11, 17] ). Its multiplicity is q and its conductor is q(q − 1). So c m + 1 = q. Its substraction degree is q. Indeed, by Remark 36, it is enough to prove that the substraction pattern of degree q − 1 is not admitted (see Proposition 44 for a generalization of this fact). Take s 1 = · · · = s q−1 = q + 1 and s q = q. Then
∈ . This means in particular that the bound in Remark 36 is tight.
By using the ideas in this example, it is not difficult to prove the following.
Proposition 38. Two substraction patterns are equivalent if and only if they have the same degree.
Finally, by Remark 35, we can get a graded classification of numerical semigroups by means of the substraction degree. If we denote S i = S(x 1 + · · · + x i − x i+1 ), the chain
Arf semigroups
contains all numerical semigroups and it is non-stabilizing.
Next we give a lower bound for the substraction degree based on the structure of the Apéry set of the numerical semigroup.
Let be a numerical semigroup and λ ∈ \ {0}. The Apéry set (see [1] ) of λ in is the set
It can be easily shown that given i ∈ {0, . . . , λ − 1}, if w(i) is the least element in congruent with i modulo λ, then Ap( , λ) = {w(0) = 0, w(1), . . . , w(λ − 1)} and thus this set has finitely many elements.
Given λ, λ ∈ , we write λ λ if there exists λ ∈ such that λ = λ + λ (λ < λ denotes λ λ and λ / = λ ). If w and w are elements of Ap( , λ) such that w − w ∈ , then clearly w − w ∈ Ap( , λ). Thus in some way the partial order λ λ can be restricted to the set Ap( , n). A chain in Ap( , λ) is a sequence of the form w 1 < · · · < w d , and we say that d is the length of the chain. We define the Apéry depth of as the maximum length of the chains in Ap( , m( )) . As the cardinality of Ap( , m( )) is m( ), the Apéry depth of is bounded by m( ).
Example 39. Let be a numerical semigroup of maximal embedding dimension, that is, to say, a numerical semigroup minimally generated by {m = n 1 < n 2 < · · · < n m }. Then the reader can easily check that Ap( , m) = {0, n 2 , . . . , n m } and thus the Apéry depth of is 2. Now let = m, n , with m < n and gcd{m, n} = 1. Then Ap( , m) = {0, n, 2n, . . . , (m − 1)n} and the Apéry depth of is m.
The Apéry depth yields a lower bound on the substraction degree as we see next.
Proposition 40. Let be a numerical semigroup with Apéry depth d and substraction degree s. Then d s.
Proof. Let w 1 < . . . < w d be a chain of maximal length (this implies that Unfortunately, the other inequality (and thus the equality) does not hold.
Example 41. Let = 3, 8, 13 . The reader can check that ∈ S(x 1 + x 2 + x 3 − x 4 ). Observe that 8 + 8 − 6 = 10 / ∈ , which in particular implies that / ∈ S(x 1 + x 2 − x 3 ). Thus the substraction degree of is 3 and its Apéry depth is 2 ( has maximal embedding dimension).
Boolean patterns
A pattern is called Boolean if all its coefficients are either 1 or −1. Notice that the Arf pattern as well as all substraction patterns are Boolean.
Let p be the substraction pattern of degree k. Observe that p (k) = −x 1 is not admissible whereas for i < k, p (i) is an admissible pattern. Generalizing this idea we define the admissibility degree of a pattern p as the least k such that p (k) is not admissible. If this minimum does not exist (this occurs exactly for those patterns described in Example 1), then the admissibility degree is said to be ∞. Clearly if a pattern p is not admissible, then its admissibility degree is 0. Proof. Let p be a Boolean pattern with admissibility degree k. In view of Lemma 42, p can be expressed as p = f + g + h. Assume that admits p and let us prove that also admits 
Hermitian numerical semigroups can be used to discriminate patterns with different admissible degrees, as we see next.
Proposition 44. The numerical semigroup q, q + 1 , with q 2 admits a Boolean pattern if and only if its admissibility degree is greater than or equal to q.
Proof. Let p be a Boolean pattern of length n and admissibility degree k. Let f , g and h be as in Lemma 42. The sum of the coefficients of g is 0 and the sum of the coefficients of h is a non-negative (in fact positive) integer amount, say S.
Assume that k q and let s 1 · · · s n be elements of q, q + 1 . We must prove that p(s 1 , . . . , s n ) ∈ q, q + 1 . We distinguish two cases: Assume now that k < q and that q, q + 1 admits p. By Lemma 43, the semigroup q, q + 1 also admits x 1 + · · · + x k − x k+1 . Then, by evaluating this pattern in s 1 = · · · = s k = q + 1 and s k+1 = q, one gets that k(q + 1) − q should be in q, q + 1 . However, Ap( q, q + 1 , q) = {0, q + 1, 2(q + 1), . . . , (q − 1)(q + 1)}, and thus k(q + 1) ∈ Ap( q, q + 1 , q), which means that k(q + 1) − q / ∈ q, q + 1 , a contradiction.
This result has a nice consequence. Proof. Let x = s 1 + n i=2 a i s i . We use induction on n. For n ∈ {2, 3}, the result follows trivially from the definition of Arf numerical semigroup. Assume that n > 3. If a i = 1 for all i, then we are done. Thus assume on the contrary that a i = −1 for some i ∈ {2, . . . , n}, and let i be the minimum integer fulfilling this condition. From the hypothesis, we deduce that i > 2.
which is an expression of x with length less than n and fulfilling the hypothesis of the statemet. By the induction hypothesis we deduce that x ∈ .
Proposition 48
(1) All Boolean patterns with admissibility degree 0 are equivalent. Proof. The first point is trivial since the patterns with admissibility degree 0 are admitted by no semigroup. By Proposition 43, it is enough to prove that the trivializing pattern induces any pattern with admissibility degree 1 and that the Arf pattern induces any pattern with admissibility degree 2. The first part is to say that any pattern with admissibility degree 1 is admitted by N, which is obvious. The second part follows easily from Lemma 47.
Example 49. Again, Proposition 48 could be false for non-Boolean patterns. For instance, the pattern 5x 1 − 5x 2 has admissibility degree 1 as does the trivializing pattern. However, the trivializing pattern is admitted only by N, while 5x 1 − 5x 2 is admitted by any numerical semigroup containing 5 and not necessarily the trivial semigroup. On the other hand, the pattern 10x 1 − 9x 2 has admissibility degree 2 as does the Arf pattern. However, the semigroup Unfortunately, we cannot get the converse of Corollary 45 for admissibility degree greater than 2 as we did in Proposition 38 for substraction patterns and in Proposition 48 for patterns with admissibility degree less than or equal to 2. 
