ABSTRACT Combined heat and power economic dispatch (CHPED) problem aims to optimally schedule the output of generating units with minimum fuel cost, which is a highly non-linear, non-convex and large-scale global optimization problem with many practical constraints. The complexity of the problem demands solution methods with powerful search ability, robustness, and computational efficiency. This paper proposes a heterogeneous evolving cuckoo search (HECS) algorithm with a novel constraint-handling mechanism to solve the large-scale CHPED problem considering valve-point effect. Based on the cuckoo search algorithm, we apply a comprehensive learning strategy to enhance the search ability in the highdimensional environment, and a heterogeneous evolving strategy to improve the robustness of the algorithm. Moreover, we develop a novel constraint-handling mechanism that uses strict mathematical methods to repair unfeasible solutions and avoid redundant calculation. 5 tests are conducted on 24-unit, 48-unit, 84-unit, 96-unit, and 192-unit systems and the results are compared with the state-of-the-art algorithms published in the year 2015-2019. The comparisons show that the HECS could annually save millions of dollars in some large-scale systems, which verify its effectiveness.
I. INTRODUCTION
Traditional thermal units are of low energy efficiency because a significant amount of energy is wasted during the conversion from fossil fuels to electricity. However, combined heat and power (CHP) units are able to achieve an energy efficiency of 90%, save 10%-40% of generation cost, and reduce 10%-18% of gas emission by making full use of the wasted heat [1] . As integration of energy service, CHP energy systems are playing an important role in the modern energy systems. CHP economic dispatch (CHPED) aims at
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finding the optimal schedule to arrange the output of generating units with minimum fuel cost under several practical constraints, including valve-point effect, heat and power balance constraint, and generation capacity limits which considering non-convex feasible operating zones of CHP units. With the growing size and complexity of the CHP systems, CHPED has become a typical non-linear, non-convex, and large-scale global optimation problem, which is a concerned topic from both prospects of optimization theories and engineering applications [2] .
The solution techniques of CHPED can be divided into two groups: classical and swarm intelligence (SI). Classical approaches use mathematical methods including Lagrangian VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ relaxation method [3] , benders decomposition [4] , and normal boundary intersection (NBI) method [5] , to solve the CHPED with ideal convex objective functions. However, considering the valve-point effect of thermal units, the practical cost function is highly non-convex. Classical methods require approximations in the modeling of the objective function or decomposition methods which restricts their application. SI algorithms are a set of population-based, bio-inspired optimization techniques learning from the fact that the collective behaviors within a swarm make the overall functionalities much richer than the simple sum of individual actions [6] . For the CHPED problem, researches can be categorized into two groups based on the major contributions: one that considers novel constraints of the CHPED problem, and one that proposes new optimization approaches for obtaining minimum operation cost.
For the first group, many researches focus on the modeling of constraints and its solution method. A time-varying acceleration multi-objective particle swarm optimization (TVAC-PSO) is utilized in [7] to solve CHPED with an additional object of minimizing gas emission. In addition, a two-stage approach combining θ-dominance based evolutionary algorithm (θ-DEA) with integrated decision making is proposed in [8] to solve the CHPED considering environment effect and ramp rate limits. Also, CHPED considering the constraint of prohibited operating zones is studied by differential evolution with gaussian mutation (DEGM) in [9] .
For the second group, many researchers have made remarkable studies in applying or improving SI algorithms with more powerful search ability to find better solutions. A cuckoo optimization algorithm (COA) is applied in [10] . It utilizes penalty functions to handle constraints. An effective cuckoo search algorithm (ECSA) is applied in [11] to solve CHPED and the improvement in computing time and iteration number is significant. However, the standard deviation of its results are too high and it can only obtain good solutions occasionally. An improved genetic algorithm using novel crossover and mutation (IGA-NCM) is applied in [12] . It utilizes a fancy idea that combines an enhanced algorithm with a novel constraint-handling mechanism and does comprehensive experiments on 24-unit and 48-unit systems. An exchange market algorithm (EMA) is applied in [13] , which can get excellent optimal solutions but some important results including average value, standard deviation, and computing time are not fully demonstrated in 24-unit and 48-unit tests.
It can be conducted that the robustness of the algorithm has not caught enough attention and many optimization methods have not been tested on large-scale test systems with a complex environment that has numerous local optima. Besides, the multiple constraints may disturb the search process from optimization to just seeking a feasible solution and leading to computation waste [14] . Penalty function is the most common technique for constraint-handling but it is sensitive to the penalty coefficient and computational low-efficient. Thus, designing an effective constrainthandling mechanism needs to be studied. This paper proposes a heterogeneous evolving cuckoo search (HECS) algorithm with a novel constraint-handling mechanism to deal with the large-scale CHPED problem with valve-point effect constraint.
Cuckoo search (CS) [15] is an effective SI algorithm owing to its unique search pattern of Lévy flight as well as the easy implementation. It has been applied to tackle many problems [16] - [18] and achieves good performance. However, CS suffers from slow convergence and premature in high-dimentional and multi-modal environment. Thus, we design a HECS with two enhance strategies. First, to improve the search ability and accelerate the converging speed, we apply a comprehensive learning (CL) strategy with stronger search ability in the high-dimensional environment. Then, to improve the robustness, we design a heterogeneous evolving (HE) strategy which can balance the exploitation and exploration abilities of the algorithm. Moreover, a polygon-handling method is applied to deal with feasible operating zones of CHP units. This method uses simple but effective mathematical formulations to directly repair the unfeasible solutions with minimum computational costs.
To highlight the effect of our proposed approach in highdimensional and multi-modal environment, we apply the HECS in several large-scale CHP systems. The valve-point effect is considered in all test systems which induce the solution space with local optima. The results are compared with the most recent state-of-the-art algorithms in 2015-2019. In addition to the 24-unit and 48-unit system, we have also conducted tests on 84-unit, 96-unit, and 192-unit. Moreover, all the experiments are comprehensively analyzed with optimal solutions, statistic results, and convergence characteristics.
The main contributions of this paper are: 1) A CL strategy is applied to improve the search ability of algorithm in the high-dimensional environment. 2) A HE strategy is designed to achieve a certain balance between exploration and exploitation in order to improve the robustness of the algorithm. 3) A polygon-handling method is proposed to deal with the non-convex feasible operating zones of CHP units. 4) The experimental comparisons show that our method can achieve a significant improvement over the stateof-the-art algorithms and the annual saving could be $22236508.392 and $81421516.812 in 96-unit, 192-unit systems, respectively.
II. PROBLEM DEFINITION
In this chapter, the mathematical model of the CHPED problem is discussed. CHP system consists of power-only units which are thermal units that generate power, heat-only units which are boilers that generate heat, and CHP units which 
A. OBJECTIVE FUNCTION
The ideal objective function is described as
where
B. VALVE-POINT EFFECT For conventional power-only units, the steam admits ripples when the valves are changing their status, so-called valvepoint effect [1] . For modeling it, a sinusoidal term is added to (2) leading to the non-convex function as follows. 
C. GENERATION-DEMAND BALANCE CONSTRAINT
1) POWER BALANCE CONSTRAINT D p i=1 P p i + D c k=1 P c k = P d (6) 2) HEAT BALANCE CONSTRAINT D h j=1 H h j + D c k=1 H c k = H d (7) D. CAPACITY LIMITS 1) CAPACITY LIMITS FOR POWER-ONLY UNITS P p min i ≤ P p i ≤ P p max i .(8)
2) CAPACITY LIMITS FOR HEAT-ONLY UNITS
3) CAPACITY LIMITS FOR CHP UNITS
The feasible operating zones of CHP units are constrainted by both power and heat capacity limits. A typical model is shown in Figure 1 .
III. HETERGENEOUS EVOLVING CUCKOO SEARCH ALGORITHM A. STANDARD CUCKOO SEARCH ALGORITHM
Learning from the representative brood parasitism of cuckoos, CS has a two-stage structure to generates new nests, where the nests represent solutions. The first generation is performed by Lévy flight, and the second is performed by crossover. For each generation, the nests are updated by a competition between the new and old ones to maintain the total account. The details are given below.
1) FIRST UPDATE BY LéVY FLIGHT
Lévy flight is a unique searching paragram whose variance shows an exponential relationship over time [15] . In CS, it is achieved by
where X l is random chosen nest in the swarm, and α (0 < α < 1) affects the step size of Lévy flight, and we take 0.4 in this paper. Note that r 1 is a random number uniformly distributed from 0 to 1 and so are the r 2 , r 3 , r 4 . X l is calculated by
σ v (β) and (X l − X gbest ) are respectively the step size and the direction of Lévy flight, and X gbest is the global best nest. u and v are stochastic ariables that obey standard normal distribution with the standard deviations of σ u and σ v , respectively.
where obeys gamma distribution, and β (0.3 < β < 2) is 1.5 in this paper.
2) SECOND UPDATE BY CROSSOVER
For the second generation, a substantial fraction of the new nests is created by crossover.
where X m and X n are randomly chosen nests in the swarm, and P a is a variable that controls the ratio of exploration and exploitation.
B. COMPREHENSIVE LEARNING STRATEGY
The crossover process is an effective strategy for lowdimensional problems. However, the new nest is constructed based on the experience of only two nests, which are insufficient to build a high-quality nest as the complexity and dimensions of problems grow higher. To tackle this issue, we apply a CL [19] strategy to make full use of the experience of other nests. CL is a dimensional learning strategy that constructs learning model to generate new nests. Each dimension of the learning model is constructed by a competition between two random chosen nests, so it contains advanced experience of more nests. For CL, the new nests are generated by
where d is the index of dimension, and M d l is the dth dimension of the learning model for lth nest. K is controlled by P a :
The models are updated when the fitness of global optimum fit(X gbest ) stays the same for 3 consecutive iterations, which makes sure that the model maintains the most advanced. Algorithm 1 indicates how to update the model, where M is the learning model, N is the total number of nests, X gbest_new is the global best solution for the current iteration, and cc is a counter for the updating. for l = 1 to N do 9: for d = 1 to D do 10: X m and X n are randomly picked from the swarm 11: if fit(X m ) < fit(X n ) then 12 :
13:
end if 16: end for 17: end for 18 :
Return M 20: end if
C. HETEROGENEOUS EVOLVING STRATEGY
The balance between exploration and exploitation abilities affects the robustness of the algorithm [20] . Exploration needs a diverse swarm to search over a broad space which is likely to find the best region but converges slow, and on the contrary, exploitation demands a dense swarm which converges fast but easily gets trapped by local optimums. We create a HE strategy to overcome the adverse effects of exploration and exploitation on each other, inspired by [21] , [22] . HE strategy is a multi-population strategy that divides the whole swarm into an exploration group and an exploitation group. By a special communication mechanism, the two groups are assigned with different goals and evolving directions. The main rules of HE strategy are 1) Both groups utilize the CL strategy, but the communications are restricted. The exploration group is only permited to use its own learning model whereas the exploitation group can learn from the models of both groups. 2) For Lévy flight, the exploitation group still uses (13) whereas the exploration group uses the following formulation
3) Suppose that P 0 is the proper P a of CS for a system. Then, the value of P a in the exploitation group should be lower than P 0 , and the value of P a in the exploration group should be higher than P 0 . 4) The exploitation group should be bigger than the exploration group. These rules make the groups focus solely on either exploitation or exploration. The (13) let the swarm converge to the global best nest and (18) leads the swarm to diverse evolving directions. Besides, the exploration group is not permitted to learn from exploitation group, and thus the exploration group could have an independent swarm. A small value of P a for the exploitation group can accelerate the convergence and a high value of P a for exploration group can promise a diverse swarm. However, the restricted communications between groups affected the converging speed of the whole swarm. Therefore, the proportion of exploitation group should be increased to maintain the general converging efficiency of the algorithm because that exploitation group has higher converging efficiency. The recommended settings of HE are shown in Table 2 .
IV. CONSTRAINT-HANDLING MECHANISM
The penalty function is sensitive to the penalty coefficient and computational low-efficient. Thus, we design a technique that uses strict mathematical methods to repair the unfeasible solutions.
A. INEQUALITY CONSTRAINT
To deal with inequality constraints, which are capacity limits constraints in this paper, compensate the out-of-bound solutions to the nearest bounds is the simplest and most effective way. However, CHP units have a unique constraint of feasible operation zones which sometimes shape in non-convex polygons. We design a polygon-handling function to decide the nearest point on the boundary as shown in Algorithm 2. Note that (x, y) is a two-dimensional sulotion from the general solution X , where x and y are the power and heat output of a CHP unit that is not running in the feasible operating zone, respectively.
Algorithm 2 Polygon-Handling Function
Input: A two-dimensional unfeasible sulotion (x, y) and the endpoints of the feasible operating zone. Output: The corresponding feasible sulotion (x 0 , y 0 ).
1: Calculate the distance from (x, y) to all the endpoints. 2: Rank the distance value and find the two endpoints (x 1 , y 1 ), (x 2 , y 2 ) with minimun distance values where we indentify (x 1 , y 1 ) is the nearest endpoint to (x, y). y 0 ) is the foot point from (x, y) to the nearest bound of the feasible operating zone. However, this foot point may lie at the extension cord of the bound, so one more judging is needed. CHPED has two equality constraints which are heat balance constraint and power balance constraint, and they can be handled in the same slack method. Here we take the power balance constraint as an example.
First, we calculate the slack value by
where PS is the slcak value of the system. Then, we add the slack value to the slack unit by
VOLUME 7, 2019 where P s is a random-chosen slack unit with enough capacity to make up the slcak value. This method works for the heat balance constraint by changing the generation and demand of power into heat. However, the slack method is effective only under the circumstance that compensation should be within a few generators because changing too many dimensions of a solution would damage the random search ability of SI algorithms [23] . Therefore, the number of slack units should be 1 by default, and only if 1 unit is not able to handle the slack value can we add more slack units.
C. THE IMPLEMENTION OF HECS TO CHPED
A general procedure of HECS to solve CHPED problem is shown in Algorithm 3. Note that t is a counter of iterations number and T max is the upper bound of t.
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, 5 tests are conducted on 24-unit, 48-unit, 84-unit, 96-unit, and 192-unit systems. The experiments are carried out by using Matlab (R2017a) on a PC with Intel I7 3.8GHz, 8GB of RAM and Windows 10 Professional. In addition to HECS, the standard CS using the same constrainthandling mechanism is also tested. For each test, the best solution, statistic results, and convergence characteristics are recorded. The statistic results including the best, mean, worst value, standard deviation, and computing time are based on 50 independently trials, and the best value of each term are marked in bold. All the compared techniques are shown in Table 3 .
A. PARAMETER SETTINGS
The standard CS has three controllable variants which are swarm size N , maximum iteration number T max , and for l = 1 to N do 8: Generate a new solution X l_new by Lévy flight using (12), (13) , and (14) for the exploitation group and (12), (18) , and (14) for the exploration group.
9:
Constraints check and repair the unfeasible solution by Algorithm 2, (19) , and (20). 10: if fit(X l_new ) < fit(X l ) then 11: X l = X l_new ;
12:
end if 13: Generate a new solution by CL strategy using (16) , where exploitation group can learn from the learning models of both group but exploration group can only learn from its own model. 14: Constraints check and repair the unfeasible solution by Algorithm 2, (19) , and (20) . 15: if fit(X l_new ) < fit(X l ) then 16: X l = X l_new ; 17: end if 18: end for 19: Find X gbest_new . 20: if fit(X gbest_new ) < fit(X gbest ) then 21: X gbest = X gbest_new ; 22: cc = 0; 23: else 24: cc = cc + 1; 25: end if 26: if cc = 3 then 27: Update the learning models of both groups using Algorithm 1.
28:
end if 29: t = t + 1; 30: end while discover rate P a . Dividing the swarm into two subpopulations, the extra parameters of HECS are determined by the recommended parameters in Table 2 . The parameter settings of HECS for all the tests are shown in Table 4 . Notice that CS uses the same settings as HECS except that the P a of CS is the mean P a value of the two groups. 
B. 24-UNIT SYSTEM
This 24-unit system contains 13 power-only units, 6 CHP units, and 5 heat-only units and the data are presented in [1] . The respective power and heat demands are 2350 MW and 1250 MWth, and valve-point effect is incorporated in all the power-only units. Because CHP units have both power and heat output, the dimension of the solution space is 30 (13+6*2+5). The comparison of optimal solutions is reported in Table 5 , where HECS gets a slight advantage in fine-tuning the solution. Due to the limitation of typesetting, we only list 10 of the best solutions.
The comparison of statistic results is shown in Table 6 . WOA can get a similar optimal solution with HECS, but it takes 92.62s for a single run, which is over 30 times longer. ECSA takes the least computing time, but its standard deviation is 1000000 times higher than the HECS which denotes that ECSA is highly unstable. As reported in [11] , ECSA needs 200 independent runs which means 112s (0.56*200) to get the best value of 57839.896, in comparison, HECS can get the worst value of 57825.4462 in 2.9934s which is actually shortened by 37 times. CSO achieve robust performance, but its best value is much higher than the HECS. In fact, the wost value of HECS has little differences with the best value and it is better than the best value of all other state-of-the-art algorithms which indicates our method has the most powerful search ability as well as strong robustness.
The convergence characteristics are shown in Figure 3 . Apparently, HECS enjoys fast and accurate convergence. In addition, HECS is superior to CS on all five statistic indexes, which proves the effectiveness of our strengthen strategies.
C. 48-UNIT SYSTEM
This 48-unit system contains 26 power-only units, 12 CHP units, and 10 heat-only units with the power and the heat demand of 4700 MW and 2500 MWth, respectively. Valvepoint effect is incorporated in all the power-only units and the dimension of the solution space is 60 (26+12*2+10). The system data are presented in [1] . The comparison of optimal solutions is shown in Table 7 , where HECS gets the best solution with an improvement of 36.6271 $/h over others. Note that the best solution of CSA-BA-ABC is not shown because it is not presented in the referred paper [26] .
The comparison of statistic results is shown in Table 8 . In this test system, IGA-NCM gets the best and mean value among state-of-the-art algorithms, but they are inferior to the worst value of HECS by 36.6271 $/h and 132.0122 $/h, respectively. Meanwhile, IGA-NCM takes 59.92s for a single run which is 5 times longer than HECS. ECSA takes the least computing time again, but its standard deviation is up to 1440.9155, which is 1E+9 times higher than the HECS. Moreover, the mean value of HECS is 1428.3984 $/h lower than ECSA, which means annually an expense of $12512769.984 can be saved by implementing HECS rather than ECSA. It identifies the fact that real-world engineering optimization problems demand the solution techniques to be robustness not just fast. Notice that CSA is the standard CS algorithm with a different constraint-handling mechanism which is reported in [25] . The best value of our CS is shortened by 948.8664 $/h compared to CSA, which proves the superiority of our constraint-handling mechanism. In conclusion, HECS not only gets the best optimal solution but also permits an extremely stable performance without sacrificing computational resources, meanwhile, the effectiveness of our constraint-handling mechanism is verified.
The convergence characteristics are shown in Figure 4 . It can be seen that CS suffers from slow convergence and VOLUME 7, 2019 premature whereas HECS converges fast with higher accuracy.
D. 84-UNIT SYSTEM
This 84-unit system contains 40 power-only units, 24 CHP units, and 20 heat-only units with the power and the heat demand of 12700 MW and 5000 MWth, respectively. The system data are presented in [34] and valve-point effect are incorporated in all the power-only units. The dimension is 108 (40+24*2+20). The comparison of optimal solutions is reported in Table 9 , where HECS gets a clear improvement of 556.4532 $/h.
The comparison of statistic results is shown in Table 10 . The differences between solution techniques are stark in this super large system, but few approaches have been tested on this tests system. MPHS get the best optimal solution in those state-of-the-art algorithms, but it is higher than HECS by 556.4532 $/h which means the extra cost would be at least $4874530.032, annually. Furthermore, the computing time of HECS is shortened by at least 3 times due to its specific designed high-dimensional searching strategies. It is worth pointing out that the valve-point effect constructs numerous local optima leading to a challenging searching environment, and thus all the listed algorithms can not promise stable performance. However, the standard deviation of HECS is still 27 times lower than WOA and the mean value is shortened by 3309.5221 $/h, which means the annual saving could be a significant amount of $28991413.596. The convergence characteristics are shown in Figure 5 . Although CS and HECS sharing the same constraint-handling mechanism, CS still takes more computing time which proves the superiority of our strengthen strategies. Furthermore, the difference between statistic results is obvious.
E. 96-UNIT SYSTEM
The data of the 96-unit system is presented in [34] . It contains 52 power-only units, 24 CHP units, and 20 heat-only units with the power and the heat demand of 9600 MW and 5000 MWth respectively. Valve-point effect is incorporated in all the power-only units and the dimension of the solution space is 120 (52+24*2+20). The comparison of optimal solutions is reported in Table 11 , where HECS achieves an improvement of 2456.6502 $/h.
The comparison of statistic results is shown in Table 12 . The large solution space with numerous local optima enlarge the differences between solutions techniques. Compare to those state-of-the-art algorithms, the best, mean, and worst value of HECS is shortened by 2456.6502 $/h, 2538.4142 $/h, and 2654.5449 $/h, respectively. Take the mean value in account, the annual saving would add up to $22236508.392. Moreover, the standard deviation is shortened by 50 times by COA, and the computing time is shortened by almost 8 times by TVAC-PSO. In conclusion, the HECS has overall advantages over other state-of-the-art algorithms and the improvement is significant.
The convergence characteristics are shown in Figure 6 where HECS is obvious the better one. 40 heat-only units with the power and the heat demand of 19200 MW and 10000 MWth respectively. Valve-point effect is incorporated in all the power-only units and the dimension of the solution space is 240 (104+48*2+40). According to our searches, although COA has been tested on this system, its optimal solution has not been presented, and thus we record the optimal solutions of our tested algorithms in Table 13 . HECS gets the optimal solution with an improvement of 7072.4102 $/h.
The comparison of statistic results is shown in Table 14 . This is the largest test system so its result is most convincing. Compare to COA, the best, mean, and worst value of HECS is shortened by 8864.0957 $/h, 9294.6937 $/h, and 10835.5665 $/h, take the mean value in account, the annual VOLUME 7, 2019 saving would add up to $81421516.812. Moreover, the standard deviation is shortened by 18 times, and the computing time is shortened by over 8 times. It can be conducted from the analysis that our HECS has outstanding search ability, robustness, and computational efficiency even in the superlarge environment. The convergence characteristics are shown in Table 7 and obviously, HECS performs superior search ability. Moreover, It can be seen from those comparisons that the difference between HECS and CS is enlarging as the dimensions of the problem growing higher. It proves the high efficiency of our designed strategies in the high-dimensional environment. 
VI. CONCLUSION
This paper concentrates on designing an effective method to deal with large-scale CHPED problems. As a typical largescale global optimization problem, it demands solution techniques with powerful search ability, computational efficiency, and robustness. Thus, we develop a HECS with a novel constraint-handling mechanism to tackle the CHPED. The HECS contains two strategies to enhance the search ability and the robustness of the algorithm in high-dimensional environment. The constraint-handling mechanism is designed with simple mathematical functions to avoid the computational waste caused by the penalty function and thus improves the computational efficiency. Experiments are conducted on 5 large-scale CHP systems and comprehensive comparisons with the most recent works during 2015-2019 are recorded. Besides, all the optimal solutions of HECS are shown in tables and compared with state-of-the-art algorithms to prove our solutions are feasible and credible. The results verify that our HECS could get the best solution on every test system with very stable performance. Moreover, our HECS is more competitive as the dimensions of the problem grow higher. Comparing to the most recent and powerful state-ofthe-art algorithms, the average annual cost saving could reach the significant level of $28991413.596, $22236508.392 and $81421516.812 on 84-unit, 96-unit, and 192-unit systems respectively. Moreover, the computing time is shortened by 3, 8, and 8 times at least, and standard deviation are shortened by 28, 8, and 18.5 on the 84-unit, 96-unit, and 192-unit systems respectively, which indicates that our method has a promising application prospect on the related fields. In the future, we would like to consider the environmental effect into the CHPED and discover the potential of our HECS in other application fields.
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