Construction of control barrier function and $C^2$ reference trajectory
  for constrained attitude maneuvers by Tan, Xiao & Dimarogonas, Dimos V.
Construction of control barrier function and C2 reference trajectory for
constrained attitude maneuvers
Xiao Tan, and Dimos V. Dimarogonas
Abstract— Constrained attitude maneuvers have numerous
applications in robotics and aerospace. In our previous work,
a general framework to this problem was proposed with
resolution completeness guarantee. However, a smooth refer-
ence trajectory and a low-level safety-critical controller were
lacking. In this work, we propose a novel construction of a
C2 continuous reference trajectory based on Be´zier curves on
SO(3) that evolves within predetermined cells and eliminates
previous stop-and-go behavior. Moreover, we propose a novel
zeroing control barrier function on SO(3) that provides a
safety certificate over a set of overlapping cells on SO(3) while
avoiding nonsmooth analysis. The safety certificate is given as
a linear constraint on the control input and implemented in
real-time. A remedy is proposed to handle the states where the
coefficient of the control input in the linear constraint vanishes.
Numerical simulations are given to verify the advantages of the
proposed method.
I. INTRODUCTION
The study of the attitude (orientation) control problem
arised from early space and aerial applications and became
prevalent in autonomous robotic systems. A recent trend in
this field is to study this problem using Lie group theory
[?], [1]–[3], motivated by the fact that there exists no
attitude parametrization other than the special orthogonal
group SO(3) that both globally and uniquely represents the
rotational space and avoids singularities and the unwinding
phenomenon. Many safe-critical applications, such as space
telescopes observing some celestial regions while avoiding
bright stars [4], and the anisotropy sensitive imaging and
communication payloads on UAVs and AUVs, motivate
further study of the attitude planning and control problem
in the presence of orientation constraints (i.e., unfeasible
rotational regions).
There exist two main approaches for the constrained at-
titude maneuver problem: the potential-function [5]–[7] and
the planning based methods [8]–[10]. By delicately designing
a potential function, the feedback controller utilizes the
negative gradient to guide the rotational movement. Gen-
erally speaking, potential-function based methods are easy
to implement, but the state trajectory may get stuck at local
minima (where the gradient vanishes) and requires convexity
of the safe regions. On the contrary, planning-based methods
try to find a feasible trajectory leading to the target state and
then a tracking controller is utilized. This approach, however,
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mainly suffers from the lack of completeness guarantees, i.e.,
derive a solution if it exists, and safety guarantees, i.e., a
certificate that the actual trajectory will not derivate from
the reference and remain in the safe region.
In our previous work [11], a hierarchy framework was
proposed for the constrained attitude maneuver problem
consisting of 1) discretizing the rotation group SO(3) into
finite overlapping cells, 2) planning over the cells, and 3)
reference trajectory generation and tracking control. Viewing
the sampling step as the resolution level, we guarantee a
feasible path is to be found in finite time when one exists at
that resolution. However, the reference trajectory in [11] is
constructed by the concatenation of geodesic paths and has to
reach zero velocities at end points for each sub-maneuvers.
This is a potential drawback as it requires the vehicle to
stop and go from configuration to configuration. Moreover,
no safety guarantee is developed for the low-level tracking
controller.
In this work, we follow the framework in [11] and further
construct a C2 reference trajectory and develop a safety
certificate by designing zeroing control barrier functions
on SO(3). The C2 reference trajectory is generated by a
Be´zier curve on SO(3). By choosing the controlling points
carefully, we show that the constructed curve is of C2
continuity, connects the initial and target orientations, and
evolves within the set of given cells.
This paper has two additional contributions: 1) Noting
that the safety region is a union of a set of overlapping
cells, we formulate a smooth control barrier function and
thus avoid the nonsmooth analysis as the case in [12]. The
proposed formulation is at the cost of shrinking the safety
region and this conservativeness can be explicitly adjusted by
a user-defined parameter; 2) Since the Lie derivative of the
control barrier function candidate vanishes at certain states,
existing high-order control barrier function design methods
[13], [14] are not directly applicable. To address this issue,
we introduce a remedy with a proof to render the constraint
on the control input feasible for all states in the safety region.
All results are illustrated though relevant simulations.
II. PRELIMINARIES AND PROBLEM FORMULATION
The set of real, non-negative real, and positive integer
numbers are denoted as R,R≥,N, respectively. Rn denotes
the n-dimensional Euclidean space. The 2-norm of a vector
x ∈ Rn is ‖x‖2 :=
√
x>x. I is the 3-dimensional identity
matrix. The Frobenius norm of A is defined as ‖A‖F =
tr(A>A), where tr(·) denotes the trace of a matrix. The Lie
derivatives of a function h(x) for the system x˙ = f(x) +
1
ar
X
iv
:2
00
8.
08
92
1v
1 
 [e
es
s.S
Y]
  2
0 A
ug
 20
20
g(x)u are denoted by Lfh := ∂h∂xf(x) and Lgh :=
∂h
∂xg(x),
respectively. A continuous function α : (−b, a)→ (−∞,∞)
is said to belong to extended class K for some a, b > 0 if it
is strictly increasing and α(0) = 0 [15].
Any rotation matrix is an element of the Special Or-
thogonal group SO(3) := {R ∈ R3×3|R>R = RR> =
I, det (R) = 1} which, when associated with the matrix
multiplication operation, forms a Lie group. The associated
Lie algebra, denoted by so(3), consists of the set of all
skew-symmetric 3 × 3 matrices, i.e., so(3) := {Ω ∈ R3×3 :
Ω> = −Ω}. The Lie bracket for so(3) is given as [V,W ] =
VW −WV , for any V,W ∈ so(3). The map [(·)]× : R3 →
so(3) and its inverse map ∨ : so(3) → R3 are explicitly
defined as x =
(
x1
x2
x3
) [(·)]×−−−⇀↽ −
(·)∨
[x]× =
( 0 −x3 x2
x3 0 −x1−x2 x1 0
)
. The
Lie algebra so(3) allows to represent rotation matrices on
SO(3) via the matrix exponential exp(·). For [x]× ∈ so(3),
exp([x]×) = I+
sin(‖x‖2)
‖x‖2 [x]×+
1−cos(‖x‖2)
‖x‖22 [x]
2
× when x 6= 0,
and exp([x]×) = I otherwise [16]. For all rotation matrices
R with tr(R) 6= −1, the exponential map admits an inverse
logarithmic map given by log(R) = θ(R)2 sin(θ(R)) (R − R>)
when R 6= I , and log(R) = 0 otherwise, where θ(R) :=
arccos ((tr(R)− 1)/2) is the rotation angle associated to R
[16].
A path F (·) in A connecting R1 ∈ SO(3) and R2 ∈
SO(3), where A is a subset of SO(3), is defined as a
continuous function F : [a, b] → A with F (a) = R1 and
F (b) = R2. If there exists such a path F (·), we say (R1, R2)
is connected. If any two points in A are connected, then we
call the set A path-connected. Given any R1, R2 ∈ SO(3)
with tr(R>1 R2) 6= −1, the geodesic path between R1 and
R2 is R(τ) = R1 exp(τ log(R>1 R2)), 0 ≤ τ ≤ 1. The
angular distance between R1, R2 is given by d(R1, R2) :=
‖log (R1R>2 )‖2.
In [11], we proposed a general framework for the con-
strained attitude maneuver problem consisting of SO(3)
space partitioning, planning, and reference trajectory gener-
ation. We briefly recall the results here. Let the sampling
set U := {R1, R2, . . . , Ri, . . . , Rn} be a finite set with
n elements in SO(3) and let N ′ := {1, 2, . . . , n} be an
index set. For each i ∈ N ′, define the cell region Si as
the open ball centered at Ri with a radius θ ∈ (0, pi/2),
i.e., Si := {R ∈ SO(3) : d(R,Ri) < θ},∀i ∈ N ′. The
neighborhood set Ni of Ri is defined as Ni := {R ∈ U :
d(R,Ri) < 2θ,R 6= Ri},∀i ∈ N ′. Cells Si, Sj are adjacent
if Si ∩ Sj 6= ∅.
By choosing U and θ such that the conditions in [11,
Theorem 1] are satisfied, we guarantee that for an arbitrary
cell Si ∈ N ′, it has adjacent cells; the center points of
adjacent cells are strictly outside of Si; the union of the
cells covers the whole SO(3) space. Mathematically,
i. For all i ∈ N ′, Ni 6= ∅;
ii. For all i, j ∈ N ′, i 6= j, we have Rj /∈ Si;
iii. For all Ri ∈ U , and all Rj ∈ Ni, θ < d(Ri, Rj) < 2θ;
iv. ∪
i∈N ′
Si = SO(3).
Lemma 1 ([11]). For any cell Si, i ∈ N ′ and two arbitrary
points Ri1, Ri2 ∈ Si, the geodesic path between Ri1 and
Ri2 is within Si, i.e., for any Ri1 ∈ Si, Ri2 ∈ Si, R(τ) =
Ri1 exp(τ log(R
>
i1Ri2)) ∈ Si, 0 ≤ τ ≤ 1, holds.
Lemma 2 ([11]). The geodesic path between any two
neighboring sampling rotations Ri and Rj is within Si∪Sj ,
i.e., R(τ) = Ri exp(τ log(R>i Rj)) ∈ Si ∪ Sj , 0 ≤ τ ≤ 1.
We approximate a generic safe attitude zone on SO(3)
by a set of cells {Si}, i ∈ N ,N ⊂ N ′ and a graph
search algorithm is utilized that gives out a sequence of cells
whenever feasible at the given resolution level. Without loss
of generality, by re-labeling the cells, we assume that the
initial orientation R0 ∈ S1, the target orientation Rf ∈ Sm,
Si and Si+1 are adjacent cells for i ∈ {1, · · · ,m − 1}.
Based on Lemmas 1,2, a center-to-center attitude maneuver
was then designed, as illustrated in blue dash line in Fig. 1.
Though the reference trajectory is guaranteed to be within
the feasible region, it is not favorable in practice as it requires
the rigid-body to reach zero velocities at the end points for
each sub-maneuvers.
A. Problem formulation
The attitude dynamics of a rigid body are given by{
R˙ = R[ω]×,
Jω˙ + [ω]×Jω = u,
(1)
where the attitude R ∈ SO(3), ω ∈ R3 is the angular
velocity in the body-fixed frame, J is the constant and known
inertia matrix and u ∈ R3 is the input torque. Given a set of
cells {Si}, i ∈ N ,N ⊂ N ′, we call a trajectory γ : t 7→ R(t)
is safe if the trajectory always evolves within ∪i∈NSi.
The control scheme consists of two parts: reference gen-
eration and trajectory tracking.
Problem 1. (reference generation) Given a set of cells
{Si}, i ∈ N ,N ⊂ N ′ such that ∪i∈NSi is path-connected.
For any given R0, Rf ∈ ∪i∈NSi, find a C2 curve γ :
R≥ → ∪i∈NSi such that dγ/dt(0) = dγ/dt(T ) =
0, D2γ/dt2(0) = D2γ/dt2(T ) = 01, γ(0) = R0, γ(t) =
Rf ,∀t ≥ T .
Problem 2. (trajectory tracking) Given a C2 curve γ :
R≥ → ∪i∈NSi, design a control law u for the system (1)
such that R(t) ∈ ∪i∈NSi for t ≥ 0 and limt→∞R(t) =
γ(t).
In the following, we will solve Problem 1 and Problem 2
in Section III and Section IV, respectively.
III. BE´ZIER CURVE CONSTRUCTION OVER CELLS
In this section, we construct a reference trajectory based on
Be´zier curve on SO(3) that solves Problem 1. Be´zier curve
is chosen here because De Casteljau Algorithm, which gen-
erates Be´zier curves, is in essence a geometric construction,
1 For a curve γ : R → SO(3), D2γ/dt2 represents the geometric
acceleration instead of the second-order total derivatives, following the
terminology in [16].
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and naturally generalizes to SO(3) manifold, while other
splines are not defined / easy to compute on SO(3).
A. De Casteljau Algorithm on SO(3)
We briefly recall De Casteljau Algorithm from [17] as
follows. Taking the geodesics on SO(3) as the analog of
straight lines, De Casteljau Algorithm connects two points
in SO(3) via an iterative linear interpolation process. Let
n + 1 ordered points of SO(3) be {x0, x1, · · · , xn}. The
sequence of curves is defined recursively on SO(3) as
xki (τ) = x
k−1
i−1 (τ) exp(τ log([x
k−1
i−1 (τ)]
>xk−1i (τ))),
k = 0, 1, · · · , n, i = k, k + 1, · · · , n, (2)
where x0i (τ) = xi. The Be´zier curve is then given by
xnn(τ) = x
n−1
n−1(τ) exp(τ log([x
n−1
n−1(τ)]
>xn−1n (τ))). (3)
Lemma 3 ( [18]). Let n + 1 ordered points of SO(3) be
{x0, x1, · · · , xn}. The corresponding Be´zier curve generated
from (3) satisfies the following boundary conditions:
xnn(0) = x0, x
n
n(1) = xn,
d
dτ
xnn(τ)|τ=0 = nx0V0,
d
dτ
xnn(τ)|τ=1 = nxnVn−1,
D2
dτ2
xnn(τ)|τ=0 = n(n− 1)x0Υ−10 (V1 − V0),
D2
dτ2
xnn(τ)|τ=1 = n(n− 1)xnΥ−11 (Vn−1 − Vn−2),
(4)
where Vi = log(x>i xi+1) ∈ so(3), i = 0, 1, · · · , n −
1, Υ−10 and Υ
−1
1 are respectively the inverses of the
operators Υ0(W ) =
∫ 1
0
exp(uadV0)Wdu,Υ1(W ) =∫ 1
0
exp(−uadVn−1)Wdu.
For any W ∈ so(3), the operator Υ0 : so(3) → so(3) is
given explicitly by the power series
∫ 1
0
exp(uadV0)Wdu =∫ 1
0
W + u[V0,W ] +
u2
2! [V0, [V0,W ]] + · · · du. The operator
Υ1(W ) is given in a similar way. It can be easily verified that
both operators Υ0,Υ1 are linear transformations on so(3),
i.e., Υi(aW ) = aΥi(W ),Υi(W +V ) = Υi(W )+Υi(V ) for
W,V ∈ so(3), a ∈ R, i = 1, 2. In [18], it is shown that the
inverse operator Υ−1i always exists for i = 1, 2.
Lemma 3 introduces the analytical expression of the
velocity and geometric acceleration at the boundary point
that will facilitate our construction of the reference trajectory
with C2 continuity.
Remark 1. Note that the De Casteljau algorithm in (2) is not
well-defined for arbitrary points x0, x1, · · · , xn on SO(3)
when tr([xk−1i−1 (τ)]
>xk−1i (τ)) = −1 occurs.
B. Be´zier curve construction in one cell
In this subsection, we demonstrate the procedure to design
the controlling points and the properties of the constructed
Be´zier curve.
Given a cell Si, i ∈ N with center point x2 and two
arbitrary points x0, x4 ∈ Si, the curve cx0,x2,x4 : [0, 1] →
SO(3) is generated as follows: first add controlling points
x1, x3 as the midpoints of x0, x2, and x2, x4, respectively;
then applying De Casteljau algorithm with n = 4. The
construction is given in Algorithm 1:
Algorithm 1 Be´zier curve construction in one cell.
Input: start point x0, cell center x2, end point x4
Output: curve cx0,x2,x4
1: x1 ← x0 exp(1/2 log(x>0 x2))
2: x3 ← x2 exp(1/2 log(x>2 x4))
3: calculate a sequence of curves recursively as in (2) given
the ordered points {x0, x1, x2, x3, x4} with n = 4
4: return cx0,x2,x4 ← x44
Noticing that V0 = log(x>0 x1) = 1/2 log(x
>
0 x2), V1 =
log(x>1 x2) = 1/2 log(x
>
0 x2), we have V0 = V1. Similarly,
V2 = V3. From Lemma 3, we can easily check that
cx0,x2,x4(0) = x0, cx0,x2,x4(1) = x4. The velocities at the
boundary point are
d
dτ cx0,x2,x4(0) = 2x0 log(x
>
0 x2),
d
dτ cx0,x2,x4(1) = 2x4 log(x
>
2 x4),
(5)
and the geometric accelerations are given by
D2
dτ2 cx0,x2,x4(0) = 12x0Υ
−1
0 (V1 − V0) = 0,
D2
dτ2 cx0,x2,x4(1) = 12xnΥ
−1
1 (V3 − V2) = 0,
(6)
noticing that V1 − V0 = V3 − V2 = 0 and Υ−10 ,Υ−11 being
linear transformations.
In addition to these explicitly expressed velocities and
geometric accelerations at the endpoints, we have another
nice property of the constructed curve cx0,x2,x4 .
Proposition 1. Given arbitrary n + 1 ordered points
{x0, x1, x2, · · · , xn} such that xi ∈ S, i = 0, 1, · · · , n,
where S is a ball region in SO(3) with radius θ ∈ (0, pi/2).
The Be´zier curve xnn(τ) generated from (3) always exists and
evolves in S, i.e., xnn(τ) ∈ S, 0 ≤ τ ≤ 1.
Proof. This can be shown by induction on k. For k = 0,
as x0i (τ) = xi, we have x
0
i (τ) ∈ S for i = 0, 1, · · · , n and
d(x0i−1(τ), x
0
i (τ)) < pi, which means log([x
0
i−1(τ)]
>x0i (τ))
is well-defined and from Lemma 1, x1i (τ) ∈ S. For any k ∈
{1, 2, · · · , n}, assume that xk−1i (τ) ∈ S for i = k−1, · · · , n,
then xki (τ) = x
k−1
i−1 (τ) exp(τ log([x
k−1
i−1 (τ)]
>xk−1i (τ))) is
well-defined as d(xk−1i−1 (τ), x
k−1
i (τ)) < pi. As x
k
i (τ) lies in
the geodesic path between xk−1i−1 (τ) and x
k−1
i (τ), Lemma
1 dictates that xki (τ) ∈ S. Thus, by induction, we obtain
xnn(τ) ∈ S, 0 ≤ τ ≤ 1.
A straightforward conclusion is that the curve cx0,x2,x4
constructed from Algorithm 1 is well-defined and evolves
within the cell.
C. Be´zier curve construction in a set of cells
Now we apply Algorithm 1 to generate a curve evolving
among a set of cells. In the following, we use the notation
cx0,x2,x4(τ) : [0, 1]→ SO(3) to denote the curve generated
from Algorithm 1 given the three points x0, x2, x4.
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Proposition 2. Assume that R0, Rf are the initial and target
orientations, respectively, R0 ∈ S1, Rf ∈ Sm, and assume
there exists a sequence of cells S1S2 · · ·Sm such that SiSi+1
are adjacent for i = 1, 2, · · · ,m− 1. Then, a curve c : R ⊃
[0,m]→ SO(3) defined as
c(τ) =

cR0,R1,R1,2(τ), τ ∈ [0, 1),
cRi−1,i,Ri,Ri,i+1(τ − i+ 1), τ ∈ [i− 1, i),
i ∈ {2, 3, · · · ,m− 1},
cRm−1,m,Rm,Rf (τ −m+ 1), τ ∈ [m− 1,m],
(7)
where Ri is the center of cell Si, Ri,i+1 :=
Ri exp(1/2 log(R
>
i Ri+1)), has the following properties:
i. c(0) = R0, c(m) = Rf ;
ii. c(τ) is a C2 curve;
iii. c(τ) ∈ ∪mi=1Si for τ ∈ [0,m].
Proof. Property i can be straightforwardly verified
by substituting τ = 1, 2, · · · ,m − 1 and the fact
that cx0,x2,x4(0) = x0, cx0,x2,x4(1) = x4. As c(τ)
is a continuous and piecewise smooth curve, we
need to check the left/right velocity/acceleration at
τ = 1, 2, · · · ,m − 1. By differentiating (7) and
using (5), we obtain, for i ∈ {1, 2, 3, · · · ,m − 1},
dc(τ)
dτ |τ=i− = 2Ri,i+1 log(R>i Ri,i+1), dc(τ)dτ |τ=i+ =
2Ri,i+1 log(R
>
i,i+1Ri+1). Note that since
Ri,i+1 = Ri exp(1/2 log(R
>
i Ri+1)), we get
log(R>i Ri,i+1) = 1/2 log(R
>
i Ri+1), log(R
>
i,i+1Ri+1) =
log(exp(−1/2 log(R>i Ri+1))R>i Ri+1) =
1/2 log(R>i Ri+1). As the left and right derivative coincide
at τ = 1, 2, · · · ,m − 1, c(τ) is at least a C1 curve. From
(6), the geometric acceleration at τ = 1, 2, · · · ,m − 1
satisfies D
2c(τ)
dτ2 |τ=i− = D
2c(τ)
dτ2 |τ=i+ = 0. Thus, c(τ) is a
C2 curve.
Property iii can be verified piecewise. Rewrite the curve
segments in (7) in the form of cR0i ,Ri,R2i (τ), τ ∈ [0, 1], i ∈{1, 2, · · · ,m}. Proposition 1 implies cR0i ,Ri,R2i (τ) ∈ Si.
Thus, the concatenation of the curve segments is contained
in the union of the cells, which completes the proof.
D. Time re-parameterization
In order to obtain a reference trajectory that solves Prob-
lem 1, let τ be a smooth function of time, i.e., τ : R≥ →
[0,m] that rescales the trajectory c : [0,m]→ SO(3) to the
time domain γ := c ◦ τ : R≥ → SO(3).
Numerous smooth transition functions are known. Here
we adopt one from [19] that fits our needs.
s(x) =

0 x ∈ (−∞, 0),
ρ(x)
ρ(x)+ρ(1−x) x ∈ [0, 1),
1 x ∈ [1,∞)
(8)
with ρ(x) := (1/x)e−1/x.
Theorem 1. Given a sequence of cells S1, S2, · · · , Sm such
that R0 ∈ S1, Rf ∈ Sm, SiSi+1 are adjacent. Choose
c : [0,m] → SO(3) defined in (7) and τ(t) := ms(t/T )
with s(·) in (8). The curve γ := c ◦ τ : R≥ →
SO(3) is continuously differentiable, and satisfies γ(0) =
R0, γ(T ) = Rf , dγ/dt(0) = dγ/dt(T ) = 0, D
2γ/dt2(0) =
D2γ/dt2(T ) = 0, γ(t) ∈ ∪i∈NSi for t ≥ 0.
Proof. Since c is C2 continuous and s(·) is smooth, γ is
also C2 continuous. From Proposition 2 and the proper-
ties of s(·), it can be checked that γ(0) = R0, γ(T ) =
Rf , D
2γ/dt2(0) = D2γ/dt2(T ) = 0, γ(t) ∈ ∪i∈NSi for
t ≥ 0. Noticing the fact that s(x) is a smooth function with
dis/dxi(0) = dis/dxi(1) = 0 for any integer i (proven in
[19]), we conclude that dγ/dt(0) = dγ/dt(T ) = 0.
Remark 2. Although in this work we set the initial and ter-
minal velocities to be zero, the presented method can be di-
rectly extended to solve interpolation problems with non-zero
velocity boundary conditions by manipulating the controlling
points in the cells S0, Sm and the time-reparametrization
function s(·). This is a straightforward extension and details
are omitted here.
We demonstrate in Fig. 1 the constructed reference curve
c ◦ τ (red line) and the curve from [11] (blue dash line) for
comparison. The data is given in the simulation section. It is
seen that a smoother attitude maneuver is obtained compared
to that of [11]. Figure 2 further shows that the trajectory in
[11] needs to reach zero velocities at intermediate points,
which is avoided in the new construction. The maximal
angular velocity magnitude has also decreased compared to
that of [11].
IV. CONTROL BARRIER FUNCTION DESIGN
In this section, we present the procedure to construct a
zeroing control barrier function that guarantees the actual
attitude trajectory evolves within ∪i∈NSi.
We start the barrier function design from one cell. For an
arbitrary cell Si, define a function ri : SO(3)→ R
ri(R) = − ‖Ri −R‖2F /2, (9)
where constant  := 4 sin2(θ/2), Ri, θ are the cell center
and radius of cell Si, respectively. It is easy to show that
ri(R) > 0 if and only if R ∈ Si, in view of the fact that
‖v − w‖F = 2
√
2 sin(d(v, w)/2) holds for v, w ∈ SO(3).
If we need to constrain the trajectory in cell Si, ri(R) is a
natural candidate as a zeroing control barrier function as it
indicates how far the state is from the cell boundary. Note
that there are many alternatives ri(R) to (9), for example,
ri(R) = θ − d(R,Ri). The reason we choose ri(R) as in
(9) is merely to simplify the expression of its derivatives, as
shown later.
To ensure the actual attitude trajectory evolves within
∪i∈NSi, we need for every time instant t ≥ 0, there exists
at least one i ∈ N that R(t) ∈ Si, i.e.,
max
i∈N
(ri(R(t))) > 0, for t ≥ 0. (10)
This max operation would lead to nonsmooth analysis and
a complex formulation [12]. In the following, we will show
how to circumvent the nonsmooth analysis.
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(a) Trajectory of x-axis. (b) Trajectory of y-axis. (c) Trajectory of z-axis.
Fig. 1: Comparison of the trajectories of body-fixed axes: c ◦ τ in red and the one from [11] in blue.
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Fig. 2: Time histories of the reference angular velocity
magnitude of the trajectory c ◦ τ in red and the one from
[11] in blue.
Define
h(R) =
∑
i∈N
s(ri(R)/)− δ, (11)
where δ > 0 is a user-defined constant, and s(·) is given
in (8). The associated constrained set is thus CRh = {R ∈
SO(3) : h(R) ≥ 0}. Since ∪i∈NSi = {R : h(R) >
−δ}, it is straightforward that CRh ⊂ ∪i∈NSi, and the
constant δ represents the safety margin. The conservativeness
is illustrated in Fig. 3 in the planar case. For any given C2
curve c ◦ τ : R≥ → ∪i∈NSi, we can find a safety margin
(i.e., δ) such that the curve c ◦ τ evolves within CRh . In the
following, we thus assume c ◦ τ(t) ∈ CRh for t ≥ 0.
We embed the attitude dynamics in (1) in a higher dimen-
sional Euclidean space as
x˙ := f(x) + gu, (12)
where x = (r11, r12, · · · , r33, ω1, ω2, ω3) ∈ R12, f(x) =(
r12ω3 − r13ω2; r13ω1 − r11ω3; r11ω2 − r12ω1; r22ω3 −
r23ω2; r23ω1−r21ω3; r21ω2−r22ω1; r32ω3−r33ω2; r33ω1−
r31ω3; r31ω2−r32ω1; J−1(−[ω]×Jω)
) ∈ R12, g = (09×3
J−1
)
.
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Fig. 3: Illustration of Ch in the planar case with different
conservativeness δ′s.
This is equivalent to (1) by rewriting the attitude dynamics in
a vectorized manner. Note that for r11, r12, · · · , r33, there ex-
ist 6 implicit equality constraints since they are elements of a
rotation matrix. We denote the corresponding 6−dimensional
submanifold CTSO(3) := {x ∈ R12 :
(
x1 x2 x3
x4 x5 x6
x7 x8 x9
)
∈ SO(3)}.
Moreover, if x(0) ∈ CTSO(3), then given any control signal
u which is Lipschitz continuous in x, the solution of the
dynamical system (12) satisfies x(t) ∈ CTSO(3) for t ≥ 0.
This fact can be easily obtained considering that (12) and (1)
are equivalent. h in (11) is thus a function of the system states
x, in particular, of the states (x1, x2, · · · , x9). The associate
constrained set is Ch := {x ∈ CTSO(3) : h(x) ≥ 0}.
For all x ∈ Ch, we obtain Lgh = 0, and LgLfh(x) may
vanish at some points in Ch (see Appendix for derivations).
Here we note that the higher-order control barrier function
design developed in [13], [14] is not directly applicable
as a result of this issue. More specifically, to render the
set Ch forward invariant, the existing methods enforce it
by requiring h˙(x) + α(h(x)) ≥ 0 for all x ∈ Ch. Re-
denote h1(x) := h˙(x) + α(h(x)) = Lfh + α(h(x)). In
order to show h1(x) ≥ 0, it is again enforced by a linear
constraint LgLfh(x)u+Lfh1(x)+β(h1(x)) ≥ 0 on u with
α, β extended class K functions. However, this inequality
constraint may not be feasible when LgLfh(x) vanishes.
A key observation regarding the singularity set D = {x ∈
Ch : LgLfh(x) = 0} is given below:
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Proposition 3. Let D = {x ∈ Ch : LgLfh(x) = 0}. Then,
there exists a constant ξ > 0 such that infx∈D h(x) ≥ ξ.
Proof. See Appendix.
In the following a remedy is derived to handle the singu-
larity set D = {x ∈ Ch : LgLfh(x) = 0} effectively. Denote
the associated set Ch,ξ = {x ∈ CTSO(3) : h(x) ≥ ξ}.
Let χ(·) be a twice differentiable function satisfying the
following properties
χ(0) = 0,
χ(a) = 1, for a ≥ 1,
dχ
dι (a) > 0, for a < 1.
(13)
Then we smoothly truncate h(x) by the upper bound ξ, i.e.,
b(x) = χ(h(x)/ξ) (14)
It is easy to verify that Ch = Cb := {x ∈ CTSO(3) : b(x) ≥
0}. Thus, in the following we show the forward invariance
of the set Cb instead.
We adopt the procedure of the higher-order control barrier
function design as in [13], [14]. The idea is briefly presented
here: from Brezis version of Nagumo’s theorem (see [20,
Theorem 4.7] and [21, Theorem 4] for a detailed account),
the forward invariance of the set Cb is guaranteed by showing
that on the boundary of Cb, the system states are directed into
the interior or along the boundary of the constrained set. This
condition is enforced as b˙(x) ≥ −α(b(x)) for all x ∈ Cb,
where α is a continuously differentiable, extended class K
function. Note that Lgb = 0, then b1(x) := b˙(x)+α(b(x)) =
Lfb+α(b(x)) is still a function of the state x. To guarantee
the forward invariance of the set Cb1 := {x ∈ CTSO(3) :
b1(x) ≥ 0}, using Brezis version of Nagumo’s theorem
again, we have the new condition b˙1(x) ≥ −β(b1(x)) for
all x ∈ Cb ∩ Cb1, where β is a continuously differentiable,
extended class K function. Thus, the condition we will
enforce in real-time is given as
Lgb1(x)u+ Lfb1(x) + β(b1(x)) ≥ 0 (15)
for all x ∈ Cb ∩ Cb1. The feasibility result is as follows:
Proposition 4. The inequality condition on u ∈ R3
Lgb1(x)u+ Lfb1(x) + β(b1(x)) ≥ 0 (16)
is feasible for all x ∈ Cb ∩ Cb1.
Proof. We examine the condition in two cases. If x ∈ Ch,ξ∩
Cb1, we have Lgb1 = 0, Lfb1 = 0, thus inequality in (16)
is equivalent to β(b1(x)) ≥ 0, which is trivially satisfied. If
x ∈ (Ch \ Ch,ξ) ∩ Cb1, Lgb1 6= 0, thus we can always find
a u that satisfies (16).
Suppose a nominal bounded control input unom(x), Lip-
schitz continuous in x, has been designed for the attitude
dynamics and the closed-loop solution tracks the constructed
reference trajectory γ. We modify the control input online to
account for the safety constraints. Concretely, the controller
is given by the quadratic program below:
u(x) = arg min
u∈R3
‖u− unom‖2
s.t. Lgb1(x)u+ Lfb1(x) + β(b1(x)) ≥ 0.
(17)
This formulation reflects that the safety constraint has prior-
ity over the tracking mission.
Theorem 2. For the attitude control system in (1), the
controller (17) renders the set Cb ∩ Cb1 forward invariant.
Proof. The feasibility of the linear inequality constraint on
u is guaranteed by Proposition 2 for every x ∈ Cb ∩ Cb1.
The solution to the quadratic program (17) has a closed-form
solution, given by the KKT condition [22], as
u(x) = unom + µL
>
g b1(x) (18)
with
µ =
 0, if Lgb1unom + β(b1) + Lfb1 ≥ 0,−Lgb1unom − β(b1)− Lfb1‖Lgb1‖2 , otherwise.
This is derived from considering whether the constraint
in (17) is activated or not and thus omitted here. Viewing
Lgb1 in (26), the property of χ(·) and Proposition 3, we
obtain Lgb1 = 0 if and only if when x ∈ Ch,ξ ∩ Cb1, and,
in the meanwhile, Lgb1unom + β(b1) +Lfb1 ≥ 0 is trivially
satisfied for x ∈ Ch,ξ∩Cb1. Thus the solution is well-defined
for every x ∈ Cb ∩ Cb1.
The solution in (18) can be viewed as
u(x) = v1(x) + v2(v3(x))v4(x) (19)
with v1(x) = unom(x), v2(s) =
{
0, if s≥0
s, if s<0 , v3(x) =
Lgb1unom + β(b1) + Lfb1, v4(x) =
−L>g b1
‖Lgb1‖2 . For x ∈
(Cb \ Ch,ξ) ∩ Cb1, Lgb1(x) 6= 0, we obtain v1, v2, v3, v4
are locally Lipschitz continuous and thus u(x) is locally
Lipschitz continuous in (Cb \Ch,ξ) ∩Cb1. Furthermore, for
x ∈ Ch,ξ ∩ Cb1, we have u(x) = unom(x) and thus u(x) is
locally Lipschitz continuous in Ch,ξ ∩ Cb1.
Now we show that the control input u(x) is continuous
at the boundary between (Cb \Ch,ξ) ∩Cb1 and Ch,ξ ∩Cb1.
Assume a Cauchy sequence of points {xi}i=1,2,3,··· ⊂ (Ch \
Ch,ξ) ∩ Cb1, limi→∞ xi = x0 ∈ ∂Ch,ξ ∩ Cb1. Viewing
Lfb(x0) = 0, b1(x0) = Lfb(x0) + α(b(x0)), we get
b1(x0) = α(b(x0)). Examining closer, it further derives
b1(x0) = α(1) > 0. We then obtain limi→∞ u(xi) =
u(x0), viewing the closed-form solution in (18) and the facts
that unom(xi) is bounded by definition, limi→∞ Lgb1(xi) =
0, limi→∞ Lfb1(xi) = 0, limi→∞ β(b1(xi)) = β(b1(x0)) >
0. Thus u(x) is Lipschitz continuous in x for all Cb ∩ Cb1,
which guarantees the existence and uniqueness of the system
solution.
For all x ∈ Cb ∩ Cb1, we have
∂b
∂x
(f(x) + g(x)u) = b1 ≥ 0;
∂b1
∂x
(f(x) + g(x)u) ≥ 0
(20)
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Thus, the vector field lies in the tangent cone of set Cb∩Cb1
for all x ∈ Cb ∩ Cb1. Applying Brezis version of Nagumo’s
Theorem [21, Theorem 4] and noticing the locally Lipschitz
vector field, we obtain the set Cb ∩ Cb1 is thus forward
invariant.
Remark 3. Compared to the nonsmooth barrier function de-
sign in [12], we formulate a smooth control barrier function
and thus avoid the nonsmooth analysis. This formulation
comes at the cost of conservativeness in terms of the set
difference between ∪i∈NSi and CRh . Note that the conser-
vativeness can be explicitly adjusted by choosing a proper δ.
Based on this smooth control barrier function, we restore the
solvable optimization problem in (17). This set difference can
be viewed as a safety margin in many robotic applications.
Remark 4. Although [23] has studied the application of
barrier functions in constrained attitude control problem, the
proposed framework in this paper is generally more advan-
tageous as 1)zeroing instead of reciprocal barrier function is
used, which is well-defined even outside of the safety set
and is guaranteed to be robust to model perturbations [15];
2)here we deal with safety regions of arbitrary shape and the
feasibility to the online optimization is guaranteed.
Remark 5. In Theorem 2 we guarantee the forward in-
variance of the set Cb ∩ Cb1 instead of Ch. This does not
cause conservativeness. For any h(x(0)) > 0, or equivalently,
b(x(0)) > 0, there always exists an extended class K func-
tion α(·) such that b1(x(0)) = Lfb(x(0)) +α(b(x(0))) > 0.
In this way, Cb1 is constructed such that x(0) ∈ Cb ∩ Cb1.
V. SIMULATIONS
In this section, we demonstrate the favorable properties
of the constructed reference trajectory and the designed
zeroing control barrier function. The scenario is given as
follows: the inertia matrix of the rigid body is given by
J =
[
5.5 0.06 −0.03
0.06 5.5 0.01−0.03 0.01 0.1
]
kg · m2. The target attitude is set as
Rf = I , and the center points of the sampling cells are given
as R3 = exp(15◦/180◦ × pi[e1]×), R2 = exp(30◦/180◦ ×
pi[e2]×)R3, R1 = exp(30◦/180◦ × pi[0, 0.447, 0.894]×)R2,
and the initial attitude R0 = exp(10◦/180◦ × pi[e1]×)R1.
The radius of the cells is set as θ = 0.3491 rad (20◦). The
settling time is T = 40s. Based on these data, we show the
constructed reference trajectory in red in Fig. 1.
In what follows, we use the saturated controller from [2]
as the nominal controller in (17):
unom = JR˜
>ω˙r + [R˜>ωr]×JR˜>ωr
− k1(R˜− R˜>)∨ − k2 tanh(ω˜), (21)
where R˜ = R>r R, ω˜(t) = ω − R˜>ωr, Rr, ωr are the
reference orientation and reference angular velocity obtained
from the constructed trajectory γ, respectively, k1, k2 > 0
are tuning gains and tanh(·) is the element-wise hyperbolic
tangent function. It is shown in [2] that the control law
(21) achieves asymptotic convergence of the attitude tracking
error from almost all initial conditions.
In the simulations, we augment the control sig-
nal in (21) with an additive signal uadd = 0.3 ∗(
sin(2pi t−205 ), sin(pi
t−20
5 ),− sin(pi t−205 )
)
for the time inter-
val t ∈ [20, 25]. This control signal simulates, for example,
a human input to the system that could lead to a deviation
from the reference trajectory and may even drive the states
out of the safe cells. The controller parameters are set as
k1 = 0.2, k2 = 0.2. The parameters in the control barrier
function are chosen as δ = 0.1, ξ = 0.7, α(x) = β(x) =
x, χ(x) =
{
(x− 1)3 + 1, if x ≤ 1,
1, if x > 1.
The simulation results are shown in the following. Fig. 4
shows the trajectories in three cases: 1) no additive signal is
applied and the control barrier function exists (in blue); 2)
additive signal is applied and control barrier function does
not exist (in dark red); 3) additive signal is applied and
control barrier function exists (in yellow). It is shown that
without the additive control signal, the system trajectory is
similar to the reference trajectory in Fig. 1. However, when
the additive signal exists and only the controller in (21)
is applied, the state deviates from the previous trajectory
and runs out of the safety cells. Once the control barrier
formulation is applied, the resulting trajectory remains in the
safety set. This is further supported by the time history of
b(x) in Fig. 5.
VI. CONCLUSION
In this paper, we construct a C2 reference trajectory
on SO(3) and develop a safety certificate utilizing the
control barrier function formulation for constrained attitude
control problems, following the framework of our previous
work in [11]. To construct the reference trajectory, we first
design the controlling points for Be´zier curve generation
on SO(3), which is then time re-parametrized to satisfy
boundary conditions. The reference trajectory is shown to
be C2 continuous, connect the initial and target orientations,
and evolve within the predefined safe regions. Moreover, a
smooth control barrier function is designed over a set of
overlapping cells to circumvent the non-smooth analysis in
previous works. The safety certificate is given as a linear
constraint on the control input. This paper also provides a
remedy to handle the states when the singularity of the linear
constraint occurs.
APPENDIX
We collect in this appendix all the results supporting the
derivations and claims of the main part of the paper.
From simplicity, denote the auxiliary variables q =
(x1, x2, · · · , x9), ω = (ω1, ω2, ω3) and the elements in Ri as(
xi1 x
i
2 x
i
3
xi4 x
i
5 x
i
6
xi7 x
i
8 x
i
9
)
, and let [A]i,j be the (i, j)th element of matrix
A. Thus the state variable is rewritten as x = (q, ω). As q is
the stacked vector of the rotation matrix R, we use q and R
interchangeably to denote the attitude state in the following.
We obtain that, for ri(q) defined in (9),
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(a) Trajectory of x-axis. (b) Trajectory of y-axis. (c) Trajectory of z-axis.
Fig. 4: Comparison of the trajectories of body-fixed axes in three cases.
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Fig. 5: Time histories of the control barrier function b(x) in
the three cases.
[
∂ri
∂x
]
j
=
{ −xj + xij , j = 1, 2, · · · , 9,
0, j = 10, 11, 12.
(22)
From h(q) given in (11), we further have ∂h∂x = (
∂h
∂q ,
∂h
∂ω )
with ∂h∂q =
∑
i∈N
∂s(ri(q)/)
∂q :=
1

∑
i∈N
ds
dηi
∂(ri(q))
∂q ,
∂h
∂ω =∑
i∈N
∂s(ri(q)/)
∂ω = 0, where ηi(q) := ri(q)/ for brevity.
With f in (12), we further obtain
Lfh =
∂h
∂x
· f = 1

∑
i∈N
ds
dηi
∂(ri(x))
∂x
· f
=
1

∑
i∈N
ds
dηi
ω>
ei32 − ei23ei13 − ei31
ei21 − ei12
 := 1

∑
i∈N
ds
dηi
ω>ei(q),
(23)
where eij,k(q) = [R
>Ri]j,k for j, k = 1, 2, 3.
Similarly, we have Lgh = ∂h∂x · g. Noticing that g in (12)
and ∂h∂ω = 0, we obtain Lgh =
∂h
∂q · 09×3 + ∂h∂ω · J−1 = 0.
Moreover, we can calculate that LgLfh =
∂Lfh
∂x · g =
∂Lfh
∂q · 09×3 + ∂Lfh∂ω ·J−1 = 1
∂
∑
i∈N
ds
dηi
ω>ei(q)
∂ω ·J−1. Note
that ηi(q) only relies on q, and thus
LgLfh =
1

∑
i∈N
ds
dηi
∂ω>ei(q)
∂ω
· J−1 = 1

∑
i∈N
ds
dηi
ei(q)>J−1
(24)
Proof of Proposition 3. Noting that J is positive definite,
x ∈ D := {x ∈ Ch : LgLfh = 0} implies that∑
i∈N
ds
dηi
ei(q)> = 0. Further noticing that the state can
either be in one cell or in the intersection of two cells, we
analyze these two cases separately.
1) If there exists a cell Sj , j ∈ N such that rj(x) >
0, and rk(x) = 0 for all k ∈ N , k 6= j, then∑
i∈N
ds
dηi
ei(q) = 0 ⇒ dsdηj ej(q) = 0 ⇒ ej(q) = 0
viewing the property of dsdηi . Considering the definition
of ei(q) in (23), we obtain R>Ri = I , i.e., R = Ri,
which obviously lies inside Ch.
2) If there exist two cells Sj , Sk, j, k ∈ N such that
R ∈ Sj ∩ Sk, i.e., rj > 0, rk > 0, then the condition∑
i∈N
ds
dηi
ei(q) = 0 is equivalent to
ds
dηj
ej(q) +
ds
dηk
ek(q) = 0. (25)
As x lies in the intersection of two cells, we denote
exp([vj ]×) := R>Rj , exp([vk]×) := R>Rk for some
vj , vk ∈ R3. We can verify that ej(q) is parallel to vj ,
and ek(q) is parallel to vk, respectively. Thus, in order
to fulfill condition (25), it suffices that vj ‖ vk, which
means that R lies on the geodesic path between Rj
and Rk. Notice again that R ∈ Sj ∩SK , from Lemma
2, we obtain that the system state x lies in the interior
of Ch.
Thus, the singular point set D is composed of all the
center points of the sampling cells and certain points on
the geodesic path between Rj , Rk, where Sj and Sk are
adjacent, j, k ∈ N . It can be checked that there exists a
ξ > 0 such that h(Ri) = s(1) > ξ > 0 and h(Rτ ) > ξ > 0
for Rτ = Ri exp(τ log(R>i Rj)), 0 ≤ τ ≤ 1, and thus we
obtain infx∈D h(x) ≥ ξ.
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In the following, we derive the explicit expressions for
Lfb, Lfb1, Lgb1 that are used in the analysis and simula-
tions in previous sections. From (14), we obtain Lfb =
dχ
dι (
h(x)
ξ )
∂h/ξ
∂x · f = 1ξ dχdι Lfh and Lgb = 1ξ dχdι Lgh = 0,
where ι := h(x)/ξ for brevity.
As b1(x) = Lfb + α(b(x)), we obtain Lfb1 =
1
ξ
(
1
ξ
d2χ
dι2 (Lfh)
2 + dχdι L
2
fh
)
+ dαdb (b(x))Lfb with
L2fh =
1

∑
i∈N
(
d2s
dη2i
∂ηi
∂x ω
>ei(q) + dsdηi
∂ω>ei(q)
∂x
)
· f =
1

∑
i∈N
(
1

d2s
dη2i
(ω>ei(q))2 + dsdηi
∂ω>ei(q)
∂x · f
)
and
Lgb1 = LgLfb+
dα
db
(b(x))Lgb = LgLfb
=
1
ξ
(
1
ξ
d2χ
dι2
LghLfh+
dχ
dι
LgLfh
)
=
1
ξ
dχ
dι
LgLfh
(26)
with LgLfh given in (24).
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