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Abstract
We study rare event simulations of semimartingale reflecting Brownian motions
(SRBMs) in an orthant. The rare event of interest is that a d-dimensional positive
recurrent SRBM enters the set Bn = {z ∈ Rd :
∑d
k=1 zk = n} before reaching a small
neighborhood of the origin as n→∞. We show that under a proper scaling and some
regularity conditions, the probability of interest satisfies a large deviation principle.
We then construct a subsolution to the variational problem for our rare event, and
based on this subsolution construct particle based simulation algorithms to estimate
the probability of the rare event. It is shown that the proposed algorithm is stable and
theoretically superior to standard Monte Carlo for a broad class of positive recurrent
SRBMs.
Keywords: Semimartingale Brownian motions; Rare event simulations; Particle split-
ting algorithms; Large deviation principle; Variational problems.
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1 Introduction
In many scenarios one is interested in the dynamics of an entity that is constrained to a subset
of its possible state space by some mechanism. For example, when studying population levels
of many interacting species (e.g., chemical compounds or biological populations), a natural
constraint is that all population levels are non-negative. Alternatively, one may simply be
interested in the dynamics of particles in a container that they cannot escape from. The
so-called reflecting diffusions are a group of stochastic processes that have been developed
to study the phenomena of constrained stochastic dynamics. Roughly speaking, a reflecting
diffusion process behaves as an ordinary diffusion process in the interior of its domain, and
it is pushed into the domain whenever the boundary of the domain is hit.
A substantial amount of research on reflecting diffusions has been carried out going back
to the seminal works of Skorokhod [24] and Kingman [22] in one dimension. Watanabe
[27] and Stroock & Varadhan [25] proved the existence of reflecting diffusions in higher
dimensions when the domain is sufficiently smooth. When dealing with a particle constrained
to an orthant, one does not have a smooth domain and an important extension is the work of
Harrison and Reiman [17] that studied semimartingale reflecting Brownian motions (SRBMs)
constrained to orthants. The SRBMs in orthants arise as diffusion approximations for open
queueing networks in heavy traffic; cf. [19, 16, 29]. Some important results on the existence,
uniqueness and positive recurrence of SRBMs can be found in the survey paper by Williams
[31] (see our Section 2). In particular, Hobson & Rogers [20] and Williams [28] established
the sufficient and necessary condition for the positive recurrence of SRBMs in quadrants. A
fluid-based sufficient condition for the positive recurrence of SRBMs in general dimensions
was developed in Dupuis and Williams [13], which was shown to be a necessary condition in
three dimension by Bramson, Dai, and Harrison [3].
Since these papers a vast literature on the topic has emerged, and of particular interest is
the body of work concerned with the tail probabilities of stationary distributions of SRBMs
(cf. [1, 12, 7]). Until now all results on tail probabilities have been for either two dimensional
systems or special cases of higher dimensional systems. For example, [23] assumed the prop-
erty of rotational symmetry for three dimensional SRBMs, while [6] studied how to ensure
the stationary distribution of an SRBM has a product form, and how this can be used to
identify the asymptotics of its tail probabilities. The work [14] analyzed the properties of the
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most likely trajectories that give rise to tail events in SRBMs. Given the challenge of devel-
oping analytical results for the tail probabilities of SRBMs, our work focuses on developing
numerical algorithms to aid in the estimations of these probabilities.
Broadly speaking, there are two types of algorithms for estimating rare event probabili-
ties – importance sampling and particle methods. The general idea of importance sampling
is to simulate the system of interest under a new probability measure that makes the event
of interest less rare and then adjust the estimator by the Radon-Nikodym derivative between
the original measure and the sampling measure. In particle methods, one simulates multiple
copies of the system of interest and uses some selection method to favor copies of the system
where the rare event of interest is more likely. In the current work we will focus on a particu-
larly simple particle method called the “splitting algorithm”. In this method, one establishes
landmarks in the state space and each time a particle crosses a landmark it is replaced with
a random number of offspring. The creation of landmarks where splitting events occur is
of course the challenging aspect of creating efficient and stable splitting algorithms. In [8],
Dean and Dupuis showed how one can use a large deviation principle to ensure that the
splitting algorithm is stable and efficiently estimates the rare event of interest. There have
been several works (e.g., [8, 9, 2]) that have looked at rare event simulations using particle
methods, but to our knowledge, our work is the first to study rare event simulations for
SRBMs using any method.
In this work we develop splitting algorithms to aid in the estimations of tail probabilities
for SRBMs. We focus on the particular rare event that a positive recurrent SRBM exits the L1
cube of radius n before returning to the cube of radius ǫ. We show that our splitting algorithm
can stably estimate this probability for positive recurrent SRBMs and furthermore provides
an improvement over standard Monte Carlo method. Given that it is not in general possible to
exactly simulate an SRBM, we use the Euler method to simulate an approximate process. We
establish conditions on the discretization size to ensure our approximating process satisfies
the same large deviation principle as the original SRBM. As a result our splitting algorithm
may be used for SRBMs or the approximating processes with identical asymptotic properties.
Given the bias of using an approximating process we also analyze the relative error between
the tail probabilities under the SRBM versus the approximating process.
The remainder of this work is organized as follows. In Section 2, we define the SRBMs,
state the basic assumptions, and define the rare event of interest. In Section 3, we show that
the rare event probability satisfies a large deviation principle. The variational problems for
SRBMs are studied in Section 4, and especially, in Section 4.2, a subsolution to the variational
problem in general dimensions is constructed. In Section 5, we introduce the discretizations
of SRBMs, apply the splitting method to the discretized process, and state our main results
on the performance of the splitting method for estimating rare events. Finally, in Section 6,
we present numerical examples.
Throughout the manuscript we shall use the following notation. For a pair of d dimen-
sional vectors u and v, we denote their standard inner product by 〈u, v〉 =∑di=1 uivi and the
standard Euclidean norm by |u| = √〈u, u〉. We write u ≤ v if ui ≤ vi for i = 1, . . . , d. For
a positive definite d × d matrix A and d dimensional vectors u and v, define the associated
inner product by 〈u, v〉A = 〈u,Av〉, and the associated norm |u|A =
√〈u, u〉A. The trace of
A is denoted by tr(A). For a Polish space S, denote by C([0,∞);S) the space of continuous
functions from [0,∞) to S, AC([0,∞);S) the space of absolutely continuous functions from
[0,∞) to S, and C2([0,∞);S) the space of twice differentiable functions from [0,∞) to S.
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For f ∈ AC([0,∞);S), let f˙ denote its gradient vector, and f¨ its Hessian matrix. For a Borel
set B ⊂ Rd, and a constant c ∈ R, cB = {cz ∈ Rd : z ∈ B}. For a set K of finite number of
elements, denote by card(K) its cardinality. Throughout the paper we will use the following
notation for the asymptotic behavior of positive functions:
f(t) ∼ g(t) if f(t)/g(t)→ 1 as t→∞,
f(t) = o(g(t)) if f(t)/g(t)→ 0 as t→∞,
f(t) = O(g(t)) if f(t) ≤ Cg(t) for all t,
f(t) = Θ(g(t)) if cg(t) ≤ |f(t)| ≤ Cg(t) for all t,
where C and c are positive constants.
2 Problem formulation
Semimartingale refecting Brownian motions (SRBMs) in the nonnegative orthant were first
introduced by Harrison and Reiman [17]. Roughly speaking, such a diffusion process behaves
like a Brownian motion in the interior of the orthant. Upon reaching the boundary, it is
reflected back into the interior in some specified direction, so as to constrain the process in
the orthant. The rigorous definition of SRBMs is stated as follows.
Definition 2.1 (SRBM) An SRBM associated with data (θ,Σ, R) in Rd+ is a continuous
{Ft}-adapted d-dimensional process Z defined on a filtered probability space (Ω,F , {Ft}t≥0,P)
such that
Z(t) = z +X(t) + θt+RY (t), (2.1)
where z ∈ Rd+, X is a d-dimensional driftless Brownian motion with covariance matrix Σ
and X(0) = 0, and Y is a d-dimensional stochastic process such that for i = 1, . . . , d,
(i) Yi(0) = 0;
(ii) Yi is continuous and non-decreasing;
(iii) Yi can increase only when Zi is on Fi = {x ∈ Rd+ : xi = 0}, i.e.,
∫∞
0
Zi(t)dYi(t) = 0.
The parameters θ,Σ, and R are known as the drift, covariance matrix, and reflection
matrix of the SRBM. We assume that Σ is invertible, and for ease of notation we letD = Σ−1.
In [26], the authors consider the weak solution of the SRBM equation (2.1), that is the
existence of the triplet (X, Y, Z) which satisfies (2.1). It is shown in [26] that there exists
an SRBM Z associated with (θ,Σ, R) if and only if R is completely-S, and in this case, Z
is unique in law and is a Feller continuous strong Markov process. A matrix is said to be
completely-S if for its every k×k principle submatrix G, there exists a k-dimensional vector
vG such that vG ≥ 0 and GvG > 0.
An important tool in the study of SRBMs is the Skorokhod problem (SP). Let C0([0,∞);Rd)
= {f ∈ C([0,∞);Rd) : f(0) ∈ Rd+}.
Definition 2.2 (SP) Let ψ ∈ C0([0,∞);Rd). A pair (φ, η) ∈ C([0,∞);Rd+)× C([0,∞);Rd+)
is called a solution of the SP for ψ associated with R if the following hold.
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(i) For all t ≥ 0, φ(t) = ψ(t) +Rη(t) ≥ 0.
(ii) η satisfies the following: (a) ηi(0) = 0, (b) ηi(·) is nondecreasing, and (c) ηi(·) increases
only when φi(·) = 0, that is,
∫∞
0
φi(t)dηi(t) = 0.
Theorem 2.2 in [32] guarantees that there is a solution to the SP for ψ if and only if R is
completely-S. Define
Γ : C0([0,∞);Rd)→ C([0,∞);Rd+);ψ 7→ φ.
If Γ(ψ) is unique for each ψ ∈ C0([0,∞),Rd), then Γ is called the Skorokhod map (SM)
associated with the matrix R, and we will call Γ(ψ) the R-regulation for ψ. Throughout this
work we will make the assumption below to insure that our SRBM satisfies a large deviation
principle.
Assumption 2.1 The SM Γ is well defined on C0([0,∞);Rd), and is Lipschitz continuous
with respect to the topology of uniform convergence on compact sets.
Note that Assumption 2.1 implies that R is completely-S. The work [11] develops conditions
that guarantee the Lipschitz continuity of Γ.
We require that the SRBM Z is positive recurrent such that the expected time that Z
reaches any closed set with positive Lebesgue measure will be finite.
Definition 2.3 (Positive recurrence) The SRBM Z is positive recurrent if for every
closed set F in Rd+ with positive Lebesgue measure, Ez[τF ] < ∞, where τF = inf{t ≥ 0 :
Z(t) ∈ F}.
Based on Theorem 2.6 of [13], we make the following assumption which provides a suffi-
cient condition for the positive recurrence of our SRBM.
Assumption 2.2 Let ψ ∈ C0([0,∞);Rd) be of the form ψ(t) = z + θt, t ≥ 0. Then
limt→∞ Γ(ψ)(t) = 0.
For a positive recurrent SRBM Z, we introduce a large deviation scaling with the scaling
parameter n ∈ N as follows: For n ∈ N, define
Zn(t) =
Z(nt)
n
, t ≥ 0.
Let ǫ ∈ (0, 1). Consider two sets An = {z ∈ Rd+ :
∑d
k=1 zk ≤ ǫ/n} and B = {z ∈ Rd+ :∑d
k=1 zk ≥ 1}. We are interested in the probability that the process Zn first enters B before
reaching An with a starting point zn /∈ An ∪ B. Letting τn = inf{t ≥ 0 : Zn(t) ∈ An ∪ B},
the probability of interest can be defined as
pn(zn) = P(Zn(τn) ∈ B|Zn(0) = zn). (2.2)
The goal of this work is to build algorithms that can stably estimate the probability pn(zn)
and provide an improvement over standard Monte Carlo. Given the positive recurrence as-
sumption on the SRBM Z it is intuitively obvious that pn will go to 0 as n→∞. Furthermore,
the exponential decay rate of the probability will clearly be related to the large deviation
properties of the sequence {Zn}. One minor point that we will have to deal with is that
the sets {An}n≥1 are dependent on the scaling factor n. Ideally we would like to replace
the sequence of sets {An}n≥1 with the set {0}; however for positive recurrent SRBMs it is
possible that the expected time to hit the point 0 is infinite. In the next section, we develop
the necessary large deviation theory to characterize (in terms of a variational problem) the
exponential decay rate of pn(zn).
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3 Large deviation principle for the rare events
For T ≥ 0, using Schilder’s theorem and the contraction principle, {Zn(t); t ∈ [0, T ]} with
initial value Zn(0) = z satisfies the large deviation principle (LDP) in C([0, T ];Rd+) with the
good rate function
IT,z(φ) = inf
ψ∈ACz([0,T ];Rd),φ∈ΓT (ψ)
1
2
∫ T
0
|ψ˙(t)− θ|2Ddt, (3.1)
where ΓT (ψ) is the R-regulation for {ψ(t); t ∈ [0, T ]}, and
ACz([0, T ];Rd) = {ψ ∈ AC([0, T ];Rd) : ψ(0) = z}.
In particular we have the following result for any T > 0. Its proof is a simple application of
the contraction principle and is thus omitted.
Lemma 3.1 Assume that zn → z ∈ Rd+ and let IT,z be as in (3.1). Then
(i) for any closed F ⊂ C([0, T ];Rd+),
lim sup
n→∞
1
n
logPzn (Zn ∈ F ) ≤ − inf
φ∈F
IT,z(φ);
(ii) for any open G ⊂ C([0, T ];Rd+),
lim inf
n→∞
1
n
log Pzn (Zn ∈ G) ≥ − inf
φ∈G
IT,z(φ).
However, the probability pn(zn) is time independent and we need to extend the previous
result to handle infinite time horizon events. A standard technique is to use the stability
properties of the stochastic process to establish an upper bound on the size of the stopping
time τn. The result is present in the following proposition.
Proposition 3.1 There exists c ∈ (0,∞) such that
lim sup
n→∞
sup
z∈Rd+
1
n
logEz/n (e
cnτn) <∞.
where Ez/n denotes the expectation conditioning on Zn(0) = z/n.
We now consider an infinite horizon variational problem which minimizes over all paths
that travel from 0 to a given point z:
I(z) = inf
T≥0
inf
ψ∈AC0([0,∞);Rd),Γ(ψ)(T )=z
1
2
∫ T
0
|ψ˙(t)− θ|2Ddt, (3.2)
where Γ(ψ)(T ) = z if there is a φ ∈ Γ(ψ) such that φ(T ) = z. With Proposition 3.1 the
finite horizon LDP can be extended to infinite time horizon events.
Theorem 3.1 Assume zn = z/n /∈ An ∪ B. Then
lim
n→∞
1
n
log pn(zn) = − inf
x∈B
I(x).
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4 Variational problems
This section focuses on the study of the variational problem (VP) defined in (3.2). A triplet
(ψ, η, φ) is called a solution to the VP (3.2) if (φ, η) is a solution of the SP for ψ, φ(T ) = z
for some T ≥ 0, and
1
2
∫ T
0
|ψ˙(t)− θ|2Ddt = I(z).
The solution (ψ, η, φ) is also referred to as an optimal triple, and ψ and φ are referred to
as optimal path and optimal reflected path, respectively. It is known from [1] that the VP
in R2+ admits an explicit analytical solution. We summarize this result in Section 4.1. For
the VP in R3+, a special case on rotationally symmetric VP is studied in [23], and general
paths properties are studied in [14]. In [15], the value of the VP in Rd+ is characterized as a
solution to a partial differential equation. However, the complete analysis of the VP in three
or higher dimensional space is still open. In Section 4.2, we apply the path properties from
[14] to construct a subsolution for the VP in Rd+ when d ≥ 3.
4.1 Explicit solution for the VP in R2+
The VP in R2+ is analytically solved in [1], in which the solution is characterized by defining
“cones of boundary influence”. In this section, we summarize the result in [1] and adopt its
notation. Without loss of generality, we let
R =
[
1 r2
r1 1
]
. (4.1)
The parameters θ and R are required to satisfy the following assumption, which is sufficient
and necessary for the positive recurrence of Z.
Assumption 4.1 The drift θ and reflection matrix R satify that
θ1 + r2θ
−
2 < 0, θ2 + r1θ
−
1 < 0. (4.2)
For i = 1, 2, we choose a vector pi which is orthogonal (under the usual Euclidean inner
product) to the ith column of R, and |Σpi|D = 1. We define the face Fi = {x ∈ R2+ : xi = 0},
and the associated exit velocity ai = θ− 2(θ′pi)Σpi. The face Fi is said to be reflective if the
ith component of ai is negative, i.e., aii < 0. Denote e
1 = [0 1]T , e2 = [1 0]T . Let ni be a
vector that is normal to Fi, pointing to the interior of the state space, and normalized such
that |Σni|D = 1. We introduce the key definition from [1] as follows:
Definition 4.1 (Cone of influence)
(i) When Fi is not reflective, the cone of influence Ci is defined to be an empty set. In this
case, the face Fi has no boundary influence on solutions to the VP for any z ∈ R2+.
(ii) When Fi is reflective, the cone of influence Ci is defined to be the cone generated by e
i
and a˜i, where
a˜i = 〈ai, ei〉Dei − 〈ai,Σni〉DΣni.
That is
Ci = {αei + βa˜i : α ≥ 0, β ≥ 0}.
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For z ∈ R2+, the cone of influence Ci is said to be active if z ∈ Ci. We define three cost
functions:
I0(z) = 〈a˜0(z)− θ, z〉D,
I1(z) = 〈a˜1 − θ, z〉D,
I2(z) = 〈a˜2 − θ, z〉D,
where a˜0(z) = z|θ|D/|z|D. With Assumption 4.1, the authors in [1] showed that an optimal
path can always be found among these three paths. The search for such path depends on the
location of z and its active cone of influence. The following is the main theorem from [1].
Theorem 4.1 (Theorem 3.1 of [1]) Under Assumptions 2.1 and 4.1, the following hold.
(i) If z /∈ C1 ∪ C2, the optimal value of the VP is given by I0(z).
(ii) If z ∈ C1\C2, the optimal value of the VP is given by I1(z).
(iii) If z ∈ C2\C1, the optimal value of the VP is given by I2(z).
(iv) If z ∈ C1 ∩ C2, the optimal value of the VP is given by min{I1(z), I2(z)}.
4.2 Subsolution for VP in Rd+ when d ≥ 3
In this section we construct a sub-solution to the VP (3.2) in Rd+, d ≥ 3. We first define
L = {1, 2, ..., d}. For J,K ⊂ L, define RJK to be a card(J)×card(K) matrix by deleting rows
and columns with indices in L\J and L\K, respectively. Let Rj denote the jth column of
R. Finally, define the face associated with K ⊂ L to be FK = {x ∈ Rd+ : xi = 0, i ∈ K, xj >
0, j ∈ L\K}.
A d× d matrix is called a nonsingular M-matrix if it can be expressed as µId−A, where
Id is a d× d identity matrix, A is a d× d matrix with nonnegative entries, and µ is greater
than the spectral radius of A. We also note that R−1 > 0, which in particular implies that
R−1θ < 0 under Assumption 4.2. In this section, we make the following assumption on R
Assumption 4.2 The reflection matrix R is a nonsingular M−matrix, and θ < 0.
This implies that the SRBM Z is positive recurrent (see [18]), and also implies Assumptions
2.1 and 2.2 (see [5, 18]).
For any w, v ∈ Rd+, w 6= v, define the globally optimal cost from w to v as follows:
I(w, v) = inf
ψ∈ACw([0,∞);RK)
inf
φ∈Γ(ψ),τφ(v)<∞
1
2
∫ τφ(v)
0
|ψ˙(t)− θ|2Ddt, (4.3)
where
τφ(v) = inf{t ≥ 0 : φ(t) = v}.
A path ψ∗ which leads to the globally optimal cost is called a globally optimal path from w
to v. We next define the locally optimal cost between points w and v, where we constrain
the path to lie on a face FK . In particular we will consider the local cost between points
satisfying the following condition with respect to K ⊂ L.
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Condition 4.1 w 6= v;wi = vi = 0, ∀i ∈ K, and for each j /∈ K wj 6= 0 or vj 6= 0.
For the pair v and w satisfying Condition 4.1 with respect to K ⊂ L, we define the locally
optimal cost from w to v with path constrained in FK as follows:
I∗K(w, v) = inf
ψ∈ACw([0,∞);RK)
inf
φ∈Γ(ψ),φ(t)∈FK ,∀t∈(0,τφ(v)),τφ(v)<∞
1
2
∫ τφ(v)
0
|ψ˙(t)− θ|2Ddt. (4.4)
We now introduce the definition of a sub-solution to the VP (3.2).
Definition 4.2 A function T¯ : Rd+ → R is called a sub-solution to the VP (3.2) if
(i) T¯ is continuous;
(ii) T¯ (x) ≤ 0 for all x ∈ B;
(iii) T¯ (w)− T¯ (v) ≤ I(w, v) for all w, v ∈ Rd+ \ ({0} ∪ B).
The following lemma presents the main idea of constructing a sub-solution.
Lemma 4.1 Let T¯ be a function that satisfies conditions (i) and (ii) in Definition 4.2. If in
addition, for all K ⊆ L, T¯ (w)− T¯ (v) ≤ I∗K(w, v) for all w, v satisfying Condition 4.1 with
respect to K, then it is a sub-solution to the VP (3.2).
In [14], the authors have investigated a local variational problem which is very similar
to the VP (4.4). Specifically, two types of locally optimal paths were investigated: interior
escape paths and single segment boundary escape paths. An interior escape path is the one
for which no reflection is applied. Let K and K ′ be two subsets of L such that K ⊂ K ′ and
0 < card(K) < card(K ′) ≤ d. For w ∈ FK ′, v ∈ FK , an optimal single segment boundary
escape path is a path constrained in FK which has the cost equal to I∗K . The result in [14]
can be applied to the VP (4.4) directly as the proofs are still valid.
In order to state the results in [14] on I∗K , we need some further notation. Given K ⊆ L,
and two points v, w ∈ Rd+ satisfying Condition 4.1 with respect to K, for each J ⊆ K, define
BJ = (RTLJΣ
−1RLJ)
−1
RTLJΣ
−1, for J 6= ∅,
AJ =
{
Id − RLJBJ , for J 6= ∅,
Id, for J = ∅,
αJ(w, v) =
|AJθ|D
|AJ(v − w)|D ,
λJ(w, v) =
|AJθ|D
|AJ(v − w)|DB
J(v − w)− BJθ, for J 6= ∅.
Theorem 4.2 Given K ⊆ L, and two points v, w ∈ Rd+ which satisfy Condition 4.1 with
respect to K, there exists a unique J∗ ⊆ K such that 〈AJ∗Rj, αJ∗(w, v)(v−w)−θ〉D ≤ 0, j ∈
K\J∗, and when J∗ 6= ∅, each component of λJ∗(w, v) is positive. Furthermore,
I∗K(w, v) = 〈bK(w, v)− θ, v − w〉D
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= |AJ∗θ|D|AJ∗(v − w)|D − 〈AJ∗θ, AJ∗(v − w)〉D,
and an optimal path is
xK(t) = w + tbK(w, v), 0 ≤ t ≤ αJ∗(w, v),
where
bK(w, v) =
{
αJ∗(w, v)(v − w)− RLJ∗αJ∗(w, v)BJ∗(v − w) +RLJ∗BJ∗θ, when J∗ 6= ∅,
αJ∗(w, v)(v − w), when J∗ = ∅.
From Theorem 4.2, we can solve the VP (4.4) by identifying the set J∗ for the pair of
points v and w. In particular, when |K| = 0, the problem (4.4) only concerns paths in the
interior of Rd+.
Lemma 4.2 Given two points v, w ∈ Rd+ such that at least one of them is in the interior of
Rd+, we have
I∗∅ (w, v) = |θ|D|v − w|D − 〈θ, v − w〉D,
and the optimal path is
x∅(t) = w + tb∅(w, v), 0 ≤ t ≤ |v − w|D|θ|D ,
where b∅(w, v) =
|θ|D
|v−w|D
(v − w).
When |K| ≥ 1, we can find J∗ by testing all subsets of K through the conditions from
Theorem 4.2.
In the rest of section, we construct a sub-solution for the VP (4.4), which by Lemma 4.1
is sufficient for establishing a subsolution to (3.2). We start with T (·) being a norm on Rd. It
is required that T (·) is monotone on Rd+, that is if v, w ∈ Rd+ and v ≤ w, then T (v) ≤ T (w).
(In Section 5.2, we let T (x) =
∑d
i=1 |xi| for x ∈ Rd.) We will then rescale this norm in an
appropriate fashion by the functions I∗K(·, ·), K ⊂ L, and shift it to allow for the largest
possible value at the origin.
Consider a nonempty subsetK ⊂ L, and two points v, w satisfying Condition 4.1. We note
that, from Theorem 4.2, if w′, v′ ∈ Rd+ also satisfy Condition 4.1, and v′−w′ = α(v−w) for
some α ∈ (0,∞), then I∗K(w′, v′) = αI∗K(w, v). Therefore, it is proper to define I∗K(v−w) =
I∗K(w, v) for any v, w ∈ Rd+ that satisfy Condition 4.1. One note that I∗K(·) is defined on Rd.
Lemma 4.3
Given K ⊆ L, and two points v, w ∈ Rd+ which satisfy Condition 4.1 with respect to K,
we have
(i) If I∗K(w, v) = 0, then J∗ = K, vi − wi < 0, ∀i ∈ L\K, and T (v)− T (w) ≤ 0.
(ii) If I∗K(v) = I∗K(w) = 0, then v = cw for some c > 0.
For a nonempty subset K ⊂ L, define a direction set DK ⊂ Rd such that a vector v ∈ DK
if and only if v satisfies the following conditions:
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(1) vi = 0, ∀i ∈ K,
(2)
∑d
i=1 |vi| = 1,
(3) there exists j ∈ L\K such that vj ≥ 0.
Notice that DK is a closed set and thus compact due to the continuity of the norm | · |. By
the definition of I∗K(v), it is easy to see that I∗K(v) is continuous. We now show that I∗K is
bounded from below on the set DK .
Proposition 4.1 There exists ε > 0 such that for all K ⊂ L and v ∈ DK, I∗K(v) > ε.
The above proposition allows us to consider the maximum of the ratio T to I∗K over the set
DK . Let
r = max
[
T (v)
I∗K(v)
: ∀K ( L, and ∀v ∈ DK
]
,
and define our subsolution to be
T¯ (v) = −T (v)
r
+ inf
x∈B
T (x)
r
, v ∈ Rd+. (4.5)
Theorem 4.3 T¯ is a subsolution to the VP (3.2).
5 Splitting algorithms for SRBMs
Particle splitting methods and importance sampling methods are the two most widely used
methodologies to obtain numerical estimations of probabilities of rare events. Oftentimes,
particle splitting methods are used to simulate a class of rare events called first entrance
probabilities. The main idea of particle splitting is to partition the state space of a process
into a series of nested subsets. Then the rare event of interest can be considered as a nested
sequence of events. When a given subset is entered by a simulated particle for the first time,
a number of offspring will be generated at the entry point according to the assigned splitting
mechanism. All the offspring will follow the same law of the original process independently.
More refined versions of splitting algorithms such as RESTART have been introduced in the
last decades (see [9] for details).
In Section 5.1, we construct the Euler discretization of the SRBM, and show that the
discretized SRBM and the SRBM are exponentially equivalent. In Sections 5.2 and 5.3, we
use the solution/sub-solution developed in Section 4 to develop algorithms to estimate the
probability for our rare event of interest. Finally in Section 5.4 we analyze the performance
of our estimation algorithms.
5.1 Discrete approximation for SRBMs
In this subsection, we construct a discrete approximation to the SRBM Z. Recall that the
d-dimensional SRBM Z in Rd+ is given by
Z(t) = z +X(t) + θt +RY (t), t ≥ 0,
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where X is a d-dimensional driftless Brownian motion with covariance matrix Σ, and Y is
the corresponding reflecting process. Fix ∆ > 0. Consider the discretized process X∆ and
X˜∆ defined by X∆(t) = X((k−1)∆), and X˜∆(t) = X∆(t)+θ(k−1)∆ for t ∈ [(k−1)∆, k∆),
and k ∈ N. Define (Z∆, Y ∆) as the solution of the Skorokhod problem for X˜∆ with the initial
z. Then we have
Z∆(t) = z + X˜∆(t) +RY ∆(t), t ≥ 0. (5.1)
We solve the Skorokhod problem for X˜∆ by solving a sequence of Linear Complementarity
Problems as outlined in [30].
Introducing the large deviation scaling to Z∆, we define
Z∆n (t) =
Z∆(nt)
n
, t ≥ 0.
Let zn = z/n. The first entrance probability associated with Z
∆ is defined to be
p∆n (zn) = P(Z
∆
n (τ
∆
n ) ∈ B|Z∆n (0) = zn),
where τ∆n = inf{t ≥ 0 : Z∆n (t) ∈ An ∪ B}. In the following, the first proposition establishes
the exponential equivalence between Zn and Z
∆
n , and the second one characterize the relative
error between p∆n (zn) and pn(zn).
Proposition 5.1 Under Assumption 4.2, if ∆ ≡ ∆(n)→ 0 as n→∞, then for any T ≥ 0
and ε > 0,
lim sup
n→∞
1
n
log P
(
sup
0≤s≤T
|Zn(s)− Z∆n (s)| > ε
)
= −∞,
and consequently, for zn = z/n /∈ An ∪B,
lim
n→∞
1
n
log p∆n (zn) = − inf
x∈B
I(x).
Proposition 5.2 Let η ∈ (0, 1/2) and ∆ ≡ ∆(n) satisfy lim
n→∞
n∆η = 0, assume that zn =
z/n /∈ An ∪B, and denote zn = (zn,1, . . . , zn,d). Then under Assumption 4.2,∣∣∣∣maxx∈Cn p∆n (x)maxx∈Cn pn(x) − 1
∣∣∣∣ = O (n∆η) , (5.2)
where Cn = {x ∈ Rd+ :
∑d
k=1 xk =
∑d
k=1 zn,k}.
Ideally Proposition 5.2 would be a statement of the form∣∣∣∣p∆n (zn)pn(zn) − 1
∣∣∣∣ = O(n∆η), (5.3)
but unfortunately we were not able to prove such a statement. Since pn(x) will have the
same exponential decay rate for all x ∈ Cn we see that considering a maximum over the set
Cn introduces at most a subexponential effect.
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5.2 Particle splitting methods
Following [8], we first briefly describe the splitting algorithm to estimate the probabilities
{p∆n (zn)}n≥1. Our state space Rd+ is partitioned according to a nested collection of sets
B = Cn0 ⊂ Cn1 ⊂ · · · ⊂ CnK · · · . These sets are often constructed as the level sets of a
particular function V , which is called the importance function in [8], and will be defined in
terms of the solution/sub-solution of the VP (3.2).
Given the sequence of nested sets {Cnj }j≥0 and a splitting number r, the most simple
splitting algorithm works in the following way. Define ln(x) = min{j ≥ 0 : x ∈ Cnj }. The
algorithm generates a time inhomogeneous branching process with generations indexed by
i ∈ {0, 1, . . . , ln(zn)}.
• For generation 0, a single particle starts at zn, and it evolves according to the law of
Z∆n with initial condition Z
∆
n (0) = zn.
• Let Nni−1 denote the number of particles in generation i − 1, and for j = 1, . . . , Nni−1,
let Xni−1,j denote the position of the j-th particles in generation i−1. The j-th particle
behaves according to the law of Z∆n with initial condition Z
∆
n (0) = X
n
i−1,j, and it stops
moving when reaching either the set An or the next level set C
n
ln(Xni−1,j )−1
= Cnln(zn)−i.
• If the j-th particle in generation i− 1 reaches An first, do nothing.
• If the j-th particle in generation i−1 reaches Cnln(zn)−i first, denoting by Xni,j its location
of entrance to Cnln(zn)−i, generate r number of new particles in generation i with position
Xni,j.
Once all the generations have been calculated, define the estimator
sn = r
−ln(zn)Nnln(zn). (5.4)
Now consider a sub-solution T¯ . If the problem is two dimensional, we let T¯ (v) = −I(v)+
infx∈B I(x), where I(v) is the explicit solution to the VP discussed in Section 4.1. It is
easy to check that this is indeed a sub-solution, and T¯ (0) = infx∈B I(x). If the problem
is three or higher dimensional, we use the sub-solution constructed in (4.5) of Section 4.2,
where the norm T on Rd is defined to be T (x) =
∑d
i=1 |xi|. Define the importance function
V (z) = δT¯ (z)/ log(r). The level sets of the importance function V are defined to be
Lx = {y ∈ Rd+ : V (y) ≤ x}, x ≥ 0.
Now define the sets Cnj to be the level sets of V . More precisely, for some δ > 0, let
Cnj = L(j−1)δ/n, j ∈ N.
Here δ is referred to as the level of the splitting algorithm. In the proposition below we
assume that zn = z/n /∈ An ∪B.
Proposition 5.3 The splitting algorithm for Z∆ is stable, i.e., the total number of particles
ever used grows subexponentially as n→∞. Letting {s(k)n }k∈N be an i.i.d sequence of copies
of sn, then for each N ∈ N,
E
[
1
N
N∑
k=1
s(k)n
]
= p∆n (zn). (5.5)
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Furthermore, the variance of sn can be measured using the following rate of decay of the
second moment.
lim
n→∞
−1
n
logEzn [s
2
n] = inf
x∈B
I(x) + T¯ (0). (5.6)
Proposition 5.3 is a combination of Proposition 7 and Theorem 8 from [8]. It should be
noted that [8] assumes the rare event of interest is governed by a large deviations principle
with a specific form that is different from what we consider in the current paper. However,
the proofs of Proposition 7 and Theorem 8 do not depend on that assumption and still apply
to the current setting.
5.3 RESTART splitting
The particle splitting algorithm presented in Section 5.2 is very efficient with regard to
the mean and second moment of the number of particles generated if a sub-solution to
the associated variational problem can be obtained. However, it can still require a lot of
computational effort. The source of inefficiency comes from the fact that most of the particles
generated will not end up in the rare event set (in our case, set B) [9] . For those particles
generated near set B by splitting, most of them will still reach An before B, and it takes
much time to simulate those trajectories.
Here, we briefly introduce the RESTART splitting algorithm we implemented specifically
for our problem. More details about the RESTART algorithm for rare event simulations can
be found in [9]. We first define a sequence of importance functions {V n} as follows.
V˜ n(y) = ∆⌊nU(zn)− nU(y)
∆
⌋, and V n(y) = 0 ∨ V˜ n(y),
where ∆ = log(r) with r being a fixed positive integer, zn is the starting point, and U(·)
is a subsolution satisfying the conditions in definition 4.2. For each n, we define a sequence
of nested sets Cn0 ⊃ Cn1 ⊃ · · · ⊃ CnJn ⊃ CnJn+1, where Cn0 = Rd+, and CnJn+1 = ∅, such that
y ∈ Cnj \ Cnj+1 if and only if V n(y) = j∆. For simplicity, we denote Cnj \ Cnj+1 by Dj .
The algorithm starts from an initial particle y1 located at zn. Each particle will be assigned
a killing threshold l when it is generated. The killing threshold for the initial particle is set
to be 0. A particle is killed whenever it reaches any Dj such that j < l. A killed particle
will not be simulated further. During the simulation, whenever a particle moves from Dj to
Dk, k > j, in one step, a total number of r
k−j − 1 (excluding the original particle) offspring
will be generated. For each integer j < α ≤ k, (r− 1)rα−j−1 of the offspring will be assigned
the killing threshold α. A particle is said to be stopped whenever it reaches set An or B.
Notice that splitting can happen at the moment of a particle being stopped. In such case,
all the offspring will also be stopped. A stopped particle will not be simulated further. The
algorithm terminates when all the particles are stopped or killed.
Let I be the index of those particles which reach set B. For a single trial of simulation,
pn(zn) is then approximated by rn =
∑
i∈I exp(V
n(yi(τ))), where yi(τ) is the position of yi
when it is stopped. The following proposition summarizes the main results on the RESTART
algorithm for Z∆n .
Proposition 5.4
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(i) The estimator constructed from the RESTART algorithm is unbiased.
(ii) Suppose that zn → 0 with each zn /∈ (An ∪ B). Then
lim inf
n→∞
−1
n
logEzn [r
2
n] ≥ inf
y∈B
{I(y) + (T¯ (0)− T¯ (y)) ∨ 0}
(iii) Let wn denotes the sum of the lifetimes of all the particles simulated in a single trial.
Then
lim
n→∞
1
n
logEzn [w
n] = 0.
This proposition is a combination of results from [9]. The RESTART algorithm does not
necessarily have a faster decay rate of its second moment than standard splitting. However,
due to the lower computational effort per replication it often has superior performance to
standard splitting. In particular, there might be a slight increase in variance of the estimator
due to the use of RESTART instead of splitting, but this increase is often made up for by
not simulating particles that are very unlikely to hit the target set.
5.4 Estimation of Rare Event Probabilities
Our goal is to estimate the rare event probability pn(zn), and we do this with the estimators
sn or rn. We will focus our discussion on sn, but a similar analysis can be carried out for rn.
A standard metric for the quality of the estimator is given by the relative expected mean
square error
rMSE(sn) =
1
pn(zn)2
E
[
(pn(zn)− sn)2
]
=
E
[(
sn − p∆n (zn)
)2]
pn(zn)2
+
(
p∆n (zn)− pn(zn)
)2
pn(zn)2
. (5.7)
The previous display shows that rMSE(sn) can be decomposed into a relative variance term
and a relative bias term. The relative variance term can be rewritten as
E[s2n]
pn(zn)2
−
(
p∆n (zn)
pn(zn)
)2
From Proposition 5.2 we know that the second term in the previous display grows at most
at subexponential rate. From Theorem 3.1 and Proposition 5.3 we know that
E[s2n]
pn(zn)2
= exp
[
n
(
inf
x∈B
I(x)− T¯ (0) + o(1)
)]
.
As mentioned earlier for the 2-d problem we have that T¯ (0) = infx∈B I(x) and thus the
relative variance will grow subexponentially in n. An unbiased estimator whose relative
variance grows subexponentially is said to be efficient, i.e., in two dimensions sn is an efficient
estimator for p∆n (zn). For three and higher dimensions we have that
T¯ (0) =
1
r
= min [I∗K(v) : K ⊂ I, v ∈ DK ] ,
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and therefore the relative variance term grows with exponential rate
inf
x∈B
I(x)−min [I∗K(v) : K ⊂ I, v ∈ DK ] ,
which is guaranteed to be non-negative due to the subsolution property.
As a point of comparison suppose one were to use standard Monte Carlo to estimate
pn(zn) and denote the estimator bymcn(zn). Note that the bias terms would remain the same
but the relative variance term would grow with exponential rate of infx∈B I(x). Therefore
the estimator sn has theoretically superior mean square error to mcn(zn). Another point to
mention, is that analysis of rMSE(sn) leaves out the computational work for generating a
single copy of sn. However, Proposition 5.3 guarantees that the expected work per copy of
sn grows subexponentially and thus when normalized for expected work per replicate sn will
still be a superior estimator to mcn(zn).
Proposition 5.2 is unfortunately not strong enough to provide precise control over the
relative bias term, but we do know that if it does grow it does so in a subexponential fashion.
It is our hope that a stronger statement of the form (5.3) can be achieved.
6 Numerical Examples
6.1 Splitting algorithm
Before we run the splitting algorithm for a specific example, there are some initial steps
needed to be done. We first obtain a sub-solution T¯ to the associated variation problem. If
the problem is two dimensional, we let T (v) = I(v), ∀v ∈ R2+, where I(v) is the explicit
solution to the VP discussed in Section 4.1. Then we let T¯ (v) = −T (v) + infx∈B T (x).
If the problem is three or higher dimensional, we can find the scaling factor r by solving
the corresponding optimization problem with the help of any optimization solver, and then
construct the sub-solution as defined in (4.5) of Section 4.2. Then we choose a positive
integer r > 1 as the number of new particles when a splitting occurs, and choose δ ∈ (0, 1] as
the level size. The importance function is then obtained as V (z) = δT¯ (z)/ log(r). We then
define a collection of level sets {Cnj : j ∈ N}, where Cn0 = B,Cnj = L(j−1)δ/n, j ∈ N, where
La = {z : V (z) ≤ a}. Finally, for a point x, its level can be calculated through the level
function ln(x) = min{j ≥ 0; x ∈ Cnj }.
We conduct numerical experiments for one 2-dimensional SRBM, and one 3-dimensional
SRBM. The first splitting simulation used 1,000 runs with step size 1/(1000∗n). The second
splitting simulation used 200,000 runs with step size 1/(1000∗n). Note that our step size does
not comply with the requirement in Proposition 5.2 to achieve the asymptotic error bound.
However, for every value of n used in the following simulations, 1/(1000∗n) ≤ 1/(n2.5), where
the latter step size satisfies the requirement in Proposition 5.2. In this way, we increase the
accuracy of simulation results when n is relatively small, and the polynomial factor is not
too large as n increases. Simulations are run in Matlab with computer having Intel i7-7500U
CPU @ 2.70GHz, and RAM 8.00 GB(7.88 GB useable).
For a 2-dimensional SRBM, we consider the initial position (0.1, 0.1), R = [1, 0;−1, 1],
θ = [−2; 1], Σ = [1, 0; 0, 1], An = {z ∈ R2+ :
∑2
k=1 zk ≤ 0.15/n}, B = {z ∈ R2+ :
∑2
k=1 zk ≥
1}.
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n 5 10 15
Estimate Value 6.3000× 10−4 5.5500× 10−6 3.8000× 10−8
Time Taken(second) 6.4 386.8 871.3
Standard Error 1.59× 10−4 6.63× 10−7 7.06× 10−9
95% C.I. [3.18, 9.42]× 10−4 [4.25, 6.85]× 10−6 [2.42, 5.18]× 10−8
Average no. particles 1.96 27.99 37.94
Std no. particles 5.12 72.32 132.98
Max no. particles 55 496 1288
For a 3-dimensional SRBM, consider the initial position (0.1, 0.1, 0.1), R = [3,−1,−1;
−1, 2,−1;−1,−1, 2], θ = [−2;−1;−1], Σ = [2, 1, 1; 1, 2, 1; 1, 1, 3], An = {z ∈ R3+ :
∑3
k=1 zk ≤
0.15/n}, B = {z ∈ R3+ :
∑3
k=1 zk ≥ 1}.
n 5 10 15
Estimate Value 8.5600× 10−3 4.1250× 10−4 2.1500× 10−5
Time Taken(second) 66.18 405.9 117.9
Standard Error 2.06× 10−4 1.49× 10−5 3.28× 10−6
95% C.I. [8.15, 8.96]× 10−3 [3.83, 4.42]× 10−4 [1.51, 2.79]× 10−5
Average no. particles 1.00 1.43 1.02
Std no. particles 0.00 1.92 0.392
Max no. particles 1 10 10
Remark 6.1 Splitting algorithm does not always work well for 3-dimensional SRBM due to
the fact that the subsolution might not be good enough in some cases.
We also ran the standard Monte Carlo simulation for the 3-dimensional example with n =
5 to compare with the results generated by splitting algorithm. We ran splitting algorithm
100, 000 times so that 100, 000 ∗ rl(x0)−1 = 1, 000, 000. We also ran standard Monte Carlo
1, 000, 000 times.
n=5 Splitting Std MC
Estimate Value 8.430× 10−3 8.439× 10−3
Time Taken(second) 32.52 288.86
6.2 RESTART algorithm
We applied the RESTART algorithm to simulate the same 2-dimensional example as in the
previous section. As expected, the RESTART algorithm required much less computational
effort. Hence, we could run more trials, and simulate the cases for high value of n which
would be very time consuming when splitting algorithm is applied.
Here we give numerical results for a 2-dimensional SRBM. The simulation used 10,000
runs with step size 1/(1000 ∗ n). Simulations are run in Matlab with computer having Intel
i7-7500U CPU @ 2.70GHz, and RAM 8.00 GB(7.88 GB useable).
For 2-dimensional SRBM, consider the initial position (0.1, 0.1), R = [1, 0;−1, 1], θ =
[−2; 1], Σ = [1, 0; 0, 1], An = {z ∈ R2+ :
∑2
k=1 zk ≤ 0.15/n}, B = {z ∈ R2+ :
∑2
k=1 zk ≥ 1}.
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n 5 10 15
Estimate Value 8.853× 10−4 5.133× 10−6 3.796× 10−8
Time Taken(second) 435.8 492.4 660.7
Standard Error 9.57× 10−5 9.24× 10−7 7.03× 10−9
95% C.I. [6.977, 10.73]× 10−4 [3.322, 6.944]× 10−6 [2.419, 5.174]× 10−8
Average no. particles 36.55 114.61 256.79
Std no. particles 224.37 902.52 2.26× 103
Max no. particles 4.671× 103 2.675× 104 5.949× 104
n 20 30 40
Estimate Value 2.611× 10−10 1.132× 10−14 3.146× 10−19
Time Taken(second) 852.4 965.0 1107.0
Standard Error 5.30× 10−11 3.19× 10−15 1.10× 10−19
95% C.I. [1.573, 3.650]× 10−10 [0.507, 1.757]× 10−14 [0.992, 5.299]× 10−19
Average no. particles 415.3 669.8 845.31
Std no. particles 4.06× 103 8.58× 103 1.39× 104
Max no. particles 1.114× 105 3.267× 105 7.602× 105
7 Discussion
In this project, we developed particle based simulation algorithms for estimating rare event
probability related to SRBMs in a non-negative orthant. We found that splitting-type algo-
rithms provide much better performance than standard Monte Carlo method. Furthermore,
we found that the RESTART splitting algorithm is superior to regular splitting algorithm
in terms of operating time. Following [8, 9] our algorithms are based on subsolutions to the
variational problems associated with our rare events. In particular, the work [1] developed
solutions to these variational problems in two dimensions. For three and higher dimensions
we construct new subsolutions to the variational problem. Due to the results of [8, 9] we are
able to show that our splitting algorithm has superior performance to standard Monte Carlo
in two and higher dimensions.
Future directions for this work include developing subsolutions in three and higher di-
mension that are closer to the solution, and thus enable simulation algorithms with better
performance. Another possible direction is to consider more general reflecting diffusions, i.e.,
reflecting diffusions with state dependent drift and variance.
8 Proofs
We provide all the proofs in this section.
8.1 Proofs for Section 3
To show Proposition 3.1, we introduce the following Lyapunov function introduced in [13].
Recall that Ri is the ith column of the reflection matrix R, and for a d × d matrix M , its
trace is denoted as tr(M).
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Theorem 8.1 ([13]) Under Assumption 2.2, and the assumption that R is completely-S,
there exists a Lyapunov function L : RK+ → R+ such that
(i) L ∈ C2(Rd+\{0});
(ii) Given M0 > 0, there exists an M1 > 0 such that when |z| ≥M1, we have L(z) ≥M0;
(iii) Given ε > 0, there exists a M2 > 0 such that when |z| ≥M2, we have |L¨(z)| ≤ ε;
(iv) There exists c0 > 0 such that
〈L˙(z), θ〉 ≤ −c0, for all z ∈ Rd+.
〈L˙(z), Ri〉 ≤ −c0, for all z ∈ ∂Rd+\{0}.
(v) L(αz) = αL(z) for all α ≥ 0 and z ∈ Rd+.
Some consquences of the above properties are obtained in [4], which are listed as follows.
(vi) For every M3 > 0, there exists a γ(M3) > 0 such that sup|z|≤M3 L(z) ≤ γ(M3).
(vii) There exists an M4 > 0 such that supz∈Rd+\{0} |L˙(z)| ≤ M4.
(viii) There exists 0 < c1 ≤ c2 <∞ such that c1|z| ≤ L(z) ≤ c2|z|.
Lemma 8.1 ([4]) Fix x ∈ Rd+ and ∆ > 0. For m ∈ N, define
νm = sup
(m−1)∆≤t≤m∆
∣∣∣∣
∫ t
(m−1)∆
〈L˙(Z(s)), dX(s)〉
∣∣∣∣ .
Then for any κ > 0 and m,n ∈ N, m ≤ n, we have
Ex
(
exp
{
κ
n∑
i=m
νi
})
≤
(
2
√
2 exp
{
κ2M24γ0∆
})n−m+1
,
where M4 is as in Theorem 8.1 (vii) and γ0 is a positive constant only depending on the
norm of Σ−1.
Proof of Proposition 3.1. Define τǫ = inf{t ≥ 0 :
∑d
k=1 Zk(t) ≤ ǫ} and then nτn ≤ τǫ.
Thus it suffices to show that there exists c > 0 such that
lim sup
n→∞
sup
z∈Rd+
1
n
logEz (e
cτǫ) <∞.
The proof idea is adapted from that of Theorem 4.3 of [4]. From Theorem 8.1 (iii), choose
M2 > 0 such that when
∑d
k=1 zk ≥ M2, tr(L¨(z)Σ) < c0, where c0 is as in Theorem 8.1
(iv). Let M0 > M2, and define κǫ = M0/ǫ. For n ∈ N, consider the set An = {ω ∈ Ω :
inf0≤s≤n∆
∑d
k=1 Zk(s) > ǫ}. For ω ∈ An and m ≤ n, from Ito’s formula, we have
L(Z(m∆)) = L(Z((m− 1)∆)) +
∫ m∆
(m−1)∆
1
2
tr(L¨(Z(s))Σ)ds
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+∫ m∆
(m−1)∆
〈L˙(Z(s)), θ〉ds+
∫ m∆
(m−1)∆
〈L˙(Z(s)), dX(s)〉
+
d∑
i=1
∫ m∆
(m−1)∆
〈L˙(Z(s)), Ri〉dYi(s).
Multiplying both sides of the above equation by κǫ, from Theorem 8.1 (iv), (v) and (viii),
we have for m ≤ n, on An,
c1M0 < κǫL(Z(m∆)) ≤ κǫL(Z(m− 1)∆)− c0∆
2
+ κǫνm,
which implies that
c1M0 < κǫL(Z(n∆)) ≤ κǫL(z)− c0n∆
2
+ κǫ
n∑
m=1
νm. (8.1)
From (8.1) and using Lemma 8.1, we have for any κ > 0,
Pz(An) ≤ Pz
(
κǫ
n∑
m=1
νm ≥ c1M0 + c0n∆
2
− κǫL(z)
)
= Pz
(
κκǫ
n∑
m=1
νm ≥ κ
(
c1M0 +
c0n∆
2
− κǫL(z)
))
≤ exp
{
−κ
(
c1M0 +
c0n∆
2
− κǫL(z)
)}
Ex
[
exp
{
κκǫ
n∑
m=1
νm
}]
≤ exp{κκǫL(z)} exp
{
n∆[log(2
√
2)/∆+ κ2κ2ǫM
2
4 γ0 − κc0/2]− κc1M0
}
.
We can choose ∆ large enough and κ small enough such that −η ≡ log(2√2)/∆+κ2M24γ0−
κc0/2 < 0. Therefore, we have
Pz(An) ≤ exp{κκǫL(z)} exp{−ηn∆}.
For t > 0, there exists n0 ∈ N such that t ∈ [n0∆, (n0 + 1)∆], and we have
Pz(τǫ > t) ≤ Pz(An0) ≤ exp{κκǫL(z)} exp{−ηn0∆} ≤ exp{κκǫL(z) + η∆} exp{−ηt}.
When z ∈ Rd+ satisfies that
∑d
k=1 zk ≤ ǫ or
∑d
k=1 zk ≥ n, we have τn = 0. When ǫ <∑d
k=1 zk < n, we have for c ∈ (0, η),
Ez/n(e
cnτn) ≤ Ez(ecτǫ) = 1 +
∫ ∞
0
cectPz(τǫ > t)dt
≤ 1 + c
η − c exp{κκǫL(z) + η∆}
≤ 1 + c
η − c exp{κκǫc2n+ η∆}.
The result follows.
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Proof of Theorem 3.1 We first show that
lim sup
n→∞
1
n
log pn(zn) ≤ − inf
x∈B
I(x).
From Proposition 3.1, it follows that
lim
t→∞
lim sup
n→∞
1
n
log Pzn(τn > t) ≤ lim
t→∞
lim sup
n→∞
1
n
log
Ezn(e
cnτn)
ecnt
= −∞,
where Pzn and Ezn are the probability and expectation conditioning on Zn(0) = zn. Therefore
we can take T > 0 such that
lim sup
n→∞
1
n
logPzn(τn > T ) < − inf
φ∈F
IT,0(φ).
The following proof is similar to that of Lemma 5.7.21 in [10]. Define the following closed
set of C([0, T ];Rd+):
F = {φ ∈ C([0, T ];Rd+) : ψ ∈ C([0, T ];Rd), φ(t) = Γ(ψ)(t) ∈ B for some t ∈ [0, T ]}.
Then
pn(zn) = Pzn(Zn(τn) ∈ B, τn > T ) + Pzn(Zn(τn) ∈ B, τn ≤ T )
≤ Pzn(τn > T ) + Pzn(Zn ∈ F ).
Also note that for T > 0 we have
inf
x∈B
I(x) ≤ inf
φ∈F
IT,0(φ) <∞.
According to Lemma 1.2.16 in [10],
lim sup
n→∞
1
n
log pn(zn) ≤ lim sup
n→∞
1
n
log(Pzn(τn > T ) + Pzn(Zn ∈ F ))
≤ max
[
lim sup
n→∞
1
n
logPzn(τn > T ), lim sup
n→∞
1
n
log Pzn(Zn ∈ F )
]
≤ − inf
φ∈F
IT,0(φ) ≤ − inf
x∈B
I(x).
Now we show the lower bound
lim inf
n→∞
1
n
log pn(zn) ≥ − inf
z˜∈B
I(z˜).
We next note that
inf
z˜∈B
I(z˜) ≥ inf
ψ∈AC0([0,∞),Rd),τψ<∞
1
2
∫ τψ
0
|ψ˙(s)− θ|2Dds,
where τψ = inf{t ≥ 0 : Γ(ψ)(t) ∈ B}. Thus it suffices to establish that
lim inf
n→∞
1
n
log pn(zn) ≥ −1
2
∫ τψ
0
|ψ˙(s)− θ|2Dds
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for any ψ ∈ AC([0,∞),Rd) such that ψ(0) = 0 and τψ <∞. Noting that the possible optimal
solutions of the VP in (3.2) never return to 0 before reaching B, we only need to consider
ψ such that
∑d
k=1 Γ(ψ)k(s) > 0 for all s ∈ (0, τψ]. Fix such a ψ. Let ϕz˜(t) = z˜ + ψ(t), with∑d
k=1 z˜k > 0. It is clear that∫ τψ
0
|ϕ˙z˜(s)− θ|2Dds =
∫ τψ
0
|ψ˙(s)− θ|2Dds.
Fix κ > 0, and let Bκ = {z˜ ∈ Rd+ :
∑d
k=1 z˜k = κ}. For κ, δ > 0, define
Gκ(ϕ; δ) = ∪z˜∈Bκ
{
η ∈ C([0, τψ];Rd+) : −δ < (1− δ)
d∑
k=1
ηk(t)−
d∑
k=1
Γ(ϕz˜)k(t) < δ for all 0 ≤ t ≤ τψ
}
.
For κ ∈ (0, 1) there exists δ0 > 0 and N ∈ N such that, when 0 < δ ≤ δ0,
d∑
i=1
ηi(t) >
[
inf
0≤t≤τψ
d∑
i=1
Γ(ϕz˜)i(t)− δ
]
/(1− δ) > ǫ/N,
for all t ∈ [0, τψ], and
d∑
i=1
ηi(τψ) >
[
d∑
i=1
Γ(ϕz˜)i(τψ)− δ
]
/(1− δ) ≥ 1.
Assume that n is large enough such that κ >
∑
k zn,k > ǫ/n. From the Markov property
of Zn, we have that
pn(zn) ≥ Pzn(Zn hits Bκ before hitting An)P (Zn hits B before hitting An|Zn(0) ∈ Bκ) .
Using the minimality property of the one-dimensional Skorokhod map, we see that
∑d
k=1Zn,k(t) ≥
Γ1(
∑d
k=1 zn,k +
∑d
k=1 X˜n,k)(t) for all t ≥ 0, where X˜n(t) = θt +X(nt)/n and Γ1 is the one-
dimensional Skorokhod map. Thus we have
Pzn(Zn hits Bκ before hitting An)
≥ P∑d
k=1 zn,k
(
Γ1
(
d∑
k=1
zn,k +
d∑
k=1
X˜k
)
reaches κ before reaching ǫ/n
)
= P∑d
k=1 zn,k
(
d∑
k=1
zn,k +
d∑
k=1
X˜k reaches κ before reaching ǫ/n
)
=
1− e−nγbn
enγan − e−nγbn ,
where γ = 2|
∑
θ|
1′Σ1
, an = κ−
∑d
k=1 zn,k, and bn =
∑d
k=1 zn,k − ǫn . Thus
lim inf
n→∞
1
n
logPzn(Zn hits Bκ before hitting An)
≥ lim inf
n→∞
1
n
log
1− e−nγbn
enγan − e−nγbn
≥ lim inf
n→∞
(
log(1− e−nγbn)
n
− γan
)
= −γκ.
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We next note that
lim inf
n→∞
1
n
logP (Zn hits B before hitting An|Zn(0) ∈ Bκ)
≥ lim inf
n→∞
1
n
log inf
Zn(0)∈Bκ
P (Zn hits B before hitting An)
≥ lim inf
n→∞
1
n
log inf
Zn(0)∈Bκ
P (Zn ∈ Gκ(ϕ; δ))
≥ − sup
x∈Bκ
inf
η∈Gκ(ϕ;δ)
Iτψ ,x(η)
≥ − sup
x∈Bκ
1
2
∫ τψ
0
∣∣∣∣ 11− δ ϕ˙x(s)− θ
∣∣∣∣
2
D
ds
= −1
2
∫ τψ
0
∣∣∣∣ 11− δ ψ˙(s)− θ
∣∣∣∣
2
D
ds.
Letting δ ↓ 0, we conclude that
lim inf
n→∞
1
n
log pn(zn) ≥ −γκ− 1
2
∫ τψ
0
∣∣∣ψ˙(s)− θ∣∣∣2
D
ds.
Finally, letting κ ↓ 0, the result follows.
8.2 Proofs for Section 4
Proof of Lemma 4.1. For any w, v ∈ Rd+\(A ∪ B), suppose we have an optimal triple
(ψ, η, φ) with φ(0) = w, φ(T ) = v. Denote by P(I) the power set of L. When φ traverses
a face FK from time t1 to t2 for some K ∈ P(I), the segment of (ψ, η, φ) must be locally
optimal. Otherwise, we can find a path which has lower cost. For some K ∈ P(I), we define
the set GK = {t ∈ [0, T ] : φi(t) = 0, φj(t) > 0, ∀i ∈ K, ∀j ∈ L\K}o, where for a set E, Eo
denotes its interior. We notice that GK is a open set, and can be represented as the disjoint
union of at most countably many open intervals. Denote the set of these open intervals by
OK . Notice that the optimal path traverses the face FK from time t1 to t2 if (t1, t2) ∈ OK .
Observe that ∪K∈P(I)OK contains at most countably many disjoint open intervals, and
I(w, v) =
∑
K∈P(I)
∑
O∈OK
I∗K(φ(inf(O)), φ(sup(O))) (8.2)
≥
∑
K∈P(I)
∑
O∈OK
T¯ (φ(inf(O)))− T¯ (φ(sup(O))) (8.3)
= T¯ (w)− T¯ (v), (8.4)
Both of the equalities can be justified by the argument that there are at most countably
many singleton points in the set [0, T ] \ {∪K∈P(I)GK}, which contributes 0 to the cost.
Proof of Theorem 4.2. Theorem 4.2 summarizes some major results of [14], including
Theorem 3, Theorem 4, Lemma 5, Proposition 1, and Proposition 2. Despite a small differ-
ence in problem settings, their proofs are still valid for our setting. To be more specific, given
K ⊆ L, and two points v, w ∈ Rd+ which satisfy Condition 4.1 with respect to K, Theorems 3
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and 4 of [14] assert that there is a unique J∗ ⊆ K such that 〈AJ∗Rj , αJ∗(w, v)(v−w)−θ〉D ≤
0, j ∈ K\J∗, and when J∗ 6= ∅, each component of λJ∗(w, v) is positive. Proposition 1 of [14]
shows that I∗K(w, v) = |AJ∗θ|D|AJ∗(v −w)|D − 〈AJ∗θ, AJ∗(v −w)〉D. Lemma 5 and Proposi-
tion 2 of [14] give the explicit form of an optimal path.
Proof of Lemma 4.2. See the proof of Lemma 1 in [14].
Proof of Lemma 4.3. (i) If I∗K(w, v) = 0, then by Theorem 4.2, there exists an optimal
path such that ψ˙(t) = θ < 0 for all t ∈ (0, τφ(v)), where τφ(v) = inf{t ≥ 0 : φ(t) = v} given
that φ(0) = w. Hence
v − w = φ(τφ(v))− φ(0) = w + θτφ(v) +Rη(τφ(v))− w
= θτφ(v) +Rη(τφ(v)),
(8.5)
where ηi(τφ(v)) > 0, ∀i ∈ K, and ηi(τφ(v)) = 0, ∀i ∈ L\K since φ(t) ∈ FK for t ∈ (0, τφ(v)).
From Theorem 4.2, we have
bK(w, v) = α
J∗(w, v)(v − w)−RLJ∗αJ∗(w, v)BJ∗(v − w) +RLJ∗BJ∗θ = θ, (8.6)
and
τφ(v) =
1
αJ∗(w, v)
. (8.7)
Multiply both sides of the second equality in (8.6) by τφ(v), and we can get
v − w = RLJ∗BJ∗(v − w)−RLJ∗BJ∗θτφ(v) + θτφ(v).
Comparing the above equation with (8.5), we obtain that
Rη(τφ(v)) = RIJ∗B
J∗(v − w − θτφ(v)).
Since R is invertible, all its columns are linearly independent. If J∗ 6= K, for i ∈ K \ J∗,
ηi(τφ(v)) = 0, which leads to a contradiction. Thus, we can conclude that J = K.
We next note that vi − wi < 0 for i ∈ L\K from (8.5) and the fact that θ < 0; which
yields that vi − wi ≤ 0, for all i ∈ L. Noting that both w and v are in Rd+, T (v) ≤ T (w)
follows from the monotonicity of T (·).
(ii) Again from Theorem 4.2, we can find two optimal paths such that ψ˙1(t) = θ, t ∈
(0, τ(v)) and ψ˙2(t) = θ, t ∈ (0, τ(w)), where τ(v) = inf{t ≥ 0 : φ1(t) = v} and τ(w) =
inf{t ≥ 0 : φ2(t) = w} given that φ1(0) = φ2(0) = 0. For simplicity, we ignore the symbols
of particular optimal path in the following proof. Similar to (8.5), we have
v = θτ(v) +Rη(τ(v)), w = θτ(w) +Rη(τ(w)),
where ηi(τ(v)) > 0, ηi(τ(w)) > 0, ∀i ∈ K, and ηi(τ(v)) = ηi(τ(w)) = 0, ∀i ∈ L\K. Let
φK = (φi; i ∈ K), ηK = (ηi; i ∈ K), and θK = (θi; i ∈ K). We first consider I∗K(v), noting
that ηi(t) = 0 for i ∈ L\K and t ∈ (0, τ(v)), we have for t ∈ (0, τ(v)],
0 = φK(t) = θt+RKKηK(t),
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which gives that ηK(t) = −R−1KKθt. Similarly, for I∗K(w), we have ηK(t) = −R−1KKθt for
t ∈ (0, τ(w)]. It now follows that for i ∈ K,
vi = τ(v)(θi − [R−1KKθ]i), wi = τ(w)(θi − [R−1KKθ]i),
and for i ∈ L\K,
vi = τ(v)θi, wi = τ(w)θi.
The result follows.
Proof of Proposition 4.1. It suffices to show that for any K ⊂ L, there exists an ǫ > 0
such that for any v ∈ DK , I∗K(v) > ǫ. From the extreme value theorem, I∗K(v) attains the
minimum in DK . It is also known that I∗K(v) 6= 0 for any v ∈ DK . To see this, if there exists
a v ∈ DK such that I∗K(v) = 0, then from Lemma 4.3 (i), vj < 0 for all j ∈ L \ K, which
contradicts the property (3) in the definition of DK . Hence there exists some positive number
ǫ such that I∗K(v) > ǫ for any v ∈ DK .
Proof of Theorem 4.3. From Lemma 4.1, it suffices to show that T¯ (x) ≤ 0 for all
x ∈ B, T¯ is continuous, and that for all w, v ∈ Rd+\B, which satisfy Condition 4.1 for some
K ⊂ L, we have
T¯ (w)− T¯ (v) ≤ I∗K(w, v).
Since the first two conditions are obviously satisfied we only need establish the third condi-
tion. First assume vi − wi < 0, ∀i ∈ L\K, then
T¯ (w)− T¯ (v) = T (v)− T (w)
r
≤ 0 ≤ I∗K(w, v).
Now if there exists at least one j ∈ L\K such that vj−wj ≥ 0, we have (v−w)/|v−w| ∈ DK ,
and
T¯ (w)− T¯ (v) = T (v)− T (w)
r
≤ |v − w|T ((v − w)/|v − w|)
r
≤ |v − w|I∗K((v − w)/|v − w|)
= I∗K(v − w),
where the first inequality follows since T is a norm, the second inequality follows from the
definition of r and the final equality follows from Theorem 4.2.
8.3 Proofs for Section 5
8.3.1 Proofs of Propositions 5.1 and 5.2
Proof of Proposition 5.1. Let W be a standard Brownian motion, and for a fixed ∆ > 0,
define its discretization W∆(t) = W ((k− 1)∆) for t ∈ [(k− 1)∆, k∆) and k ∈ N. Let T > 0,
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and consider WT = {W (t) : 0 ≤ t ≤ T} and W∆T = {W∆(t) : 0 ≤ t ≤ T}. We are interested
in the following discretization error.
d(WT ,W
∆
T ) = max
0≤t≤T
|W (t)−W∆(t)|
≤ max
0≤k≤⌊T/∆⌋
max
t∈[k∆,(k+1)∆)
|W (t)−W (k∆)|.
Define V (∆) = max0≤t≤∆ |W (t)|. By the Markov property of Brownian motion, we have that
d(WT ,W
∆
T ) ≤ max
1≤k≤⌊T/∆⌋
Vk(∆),
where {Vk(∆) : k ∈ {1, . . . , ⌊T/∆⌋} is an independent sequence of copies of V (∆). From [21],
an upper bound on the tail probabilities of V (∆) can be derived. In particular, for z > 0,
P(V (∆) > z) ≤ 4
z
√
∆
2π
e−z
2/(2∆).
It follows that for z > 0
P(d(WT ,W
∆
T ) > z) = 1− P(V (∆) ≤ z)T (∆) ≤ 1−
(
1− 4
z
√
∆
2π
e−z
2/(2∆)
)T (∆)
= 1− exp
[
T (∆) log
(
1− 4
z
√
∆
2π
e−z
2/(2∆)
)]
, (8.8)
where T (∆) = ⌊T/∆⌋. Next we use the inequality that log(z) ≥ −(1− z)/z for z ∈ (0, 1) to
conclude that
P(d(WT ,W
∆
T ) > z) ≤ 1− exp

−T (∆)

 4z
√
∆
2π
e−z
2/(2∆)
1− 4
z
√
∆
2π
e−z2/(2∆)



 .
Considering the exponent in the above equation, we have
−T (∆)

 4z
√
∆
2π
e−z
2/(2∆)
1− 4
z
√
∆
2π
e−z2/(2∆)

 = −(T
∆
+O(1)
)
4
√
∆√
2πzez2/(2∆) − 4√∆
= −(1 + O(∆)) 4T√
2π∆zez2/(2∆) − 4∆ ,
and thus
P(d(WT ,W
∆
T ) > z) ≤ 1− exp
(
− (1 +O(∆))4T√
2π∆zez2/(2∆) − 4∆
)
≤ (1 +O(∆))4T√
2π∆zez2/(2∆) − 4∆ . (8.9)
Now consider a scaled version of WT defined by Wn(t) =
1
n
W (nt), t ∈ [0, T ], which
is denoted by Wn,T = {Wn(t) : 0 ≤ t ≤ T}. For ∆ > 0 we consider the discretization
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W∆n,T = {W∆n (t) : 0 ≤ t ≤ T} defined by W∆n (t) = Wn((k − 1)∆) for t ∈ [(k − 1)∆, k∆).
Finally, we observe that
d(Wn,T ,W
∆
n,T ) =
1
n
d(WnT ,W
n∆
nT ).
Therefore we can use (8.9) to obain
P(d(Wn,T ,W
∆
n,T ) > z) = P(d(WnT ,W
n∆
nT ) > nz) ≤
(1 +O(n∆))4nT√
2πn∆ nzenz2/(2∆) − 4n∆ . (8.10)
Under Assumption 4.2, the Skorokhod map is Lipschitz continuous, and there exists a
constant C which only depends on R, such that for t ≥ 0,
sup
0≤s≤t
|Z(s)− Z∆(s)| ≤ C sup
0≤s≤t
|X˜(s)− X˜∆(s)|. (8.11)
For z > 0, we have
P
(
sup
0≤s≤t
|Z(s)− Z∆(s)| > z
)
≤ P
(
sup
0≤s≤t
|X˜(s)− X˜∆(s)| > z/C
)
≤ P
(
sup
0≤s≤t
|X(s)−X∆(s)| > z/C −∆|θ|
)
≤ P
(
sup
0≤s≤t
|W (s)−W∆(s)| > z/C −∆|θ|
d|Σ1/2|
)
Denote z˜∆ = (z/C −∆|θ|)/(d|Σ1/2|). From (8.9), we have
P
(
sup
0≤s≤T
|Z(s)− Z∆(s)| > z
)
≤ P
(
sup
0≤s≤T
|W (s)−W∆(s)| > z˜∆
)
(8.12)
≤ (1 +O(∆))4T√
2π∆z˜∆ez˜
2
∆
/(2∆) − 4∆ .
Now consider the large derivation scaled processes Zn(t) = Z(nt)/n,Xn(t) = X(nt)/n,
and Yn(t) = Y (nt)/n. From the homogenity property of the Skorokhod map for linear scal-
ings, (Zn, Yn) is the solution of the Skorokhod problem for {X˜n(t) = Xn(t) + θt; t ≥ 0}. It
follows from (8.10) that
P
(
sup
0≤s≤T
|Zn(s)− Z∆n (s)| > z
)
≤ P
(
sup
0≤s≤T
|Wn(s)−W∆n (s)| > z˜∆
)
≤ (1 +O(n∆))4nT√
2πn∆ nz˜∆enz˜
2
∆
/(2∆) − 4n∆ .
Hence
1
n
log P
(
sup
0≤s≤T
|Zn(s)− Z∆n (s)| > z
)
(8.13)
≤ 1
n
log
(
(1 +O(n∆))4nT√
2πn∆ nz˜∆enz˜
2
∆
/(2∆) − 4n∆
)
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=
log((1 +O(n∆))4nT )
n
− 1
n
log
(√
2πn∆ nz˜∆e
nz˜2
∆
/(2∆) − 4n∆
)
=
log((1 +O(n∆))4nT )
n
− 1
n
[
log(enz˜
2
∆
/(2∆)) + log(n) + log(
√
2πn∆z˜∆ − 4∆e−nz˜2∆/(2∆))
]
=
log((1 +O(n∆))4nT )
n
− z˜
2
∆
2∆
− 1
n
[
log(n) + log(
√
2πn∆z˜∆ − 4∆e−nz˜2∆/(2∆))
]
.
When ∆ = ∆(n) = o(1), we have
lim sup
n→∞
1
n
log P
(
sup
0≤s≤T
|Zn(s)− Z∆n (s)| > z
)
= −∞.
To show Proposition 5.2, we introduce the following notation. Let η ∈ (0, 1/2), and take
∆ ≡ ∆(n) small enough such that ǫ/n−∆η > 0 and ǫ/n +∆η < zn.
Lemma 8.2 If ∆(n)→ 0 as n→∞, then for η ∈ (0, 1/2),
lim sup
n→∞
1
n
log P
(
sup
0≤s≤τn
|Zn(s)− Z∆n (s)| > ∆η
)
= −∞. (8.14)
Proof. From (8.12) in the proof of Proposition 5.1, letting ξ = ∆
η/C−∆|θ|
d|Σ1/2|
, we have that for
T ≥ 0,
1
n
logP
(
sup
0≤s≤T
|Zn(s)− Z∆n (s)| > ∆η
)
≤ log(4nT )
n
− ξ
2
2∆
− 1
n
[
log(n) + log(
√
2πn∆ ξ − 4∆e−nξ2/(2∆))
]
.
Next noting that
lim
n→∞
ξ2
2∆
=∞,
it follows that
lim sup
n→∞
1
n
logP
(
sup
0≤s≤T
|Zn(s)− Z∆n (s)| > ∆η
)
= −∞. (8.15)
We next observe that for T > 0
P
(
sup
0≤s≤τn
|Zn(s)− Z∆n (s)| > ∆η
)
≤ P
(
sup
0≤s≤T
|Zn(s)− Z∆n (s)| > ∆η
)
+ P (τn > T ) .
and therefore by Lemma 1.2.16 in [10]
lim sup
n→∞
1
n
log P
(
sup
0≤s≤τn
|Zn(s)− Z∆n (s)| > ∆η
)
≤ lim sup
n→∞
1
n
log P (τn > T ) .
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The result then follows from Proposition 3.1 and sending T →∞.
Define:
A−n =
{
z ∈ Rd+ :
d∑
k=1
zk ≤ ǫ/n−∆η
}
, and B−n =
{
z ∈ Rd+ :
d∑
k=1
zk ≥ 1−∆η
}
,
and
τ−n (A
−
n ) = inf{t ≥ 0 : Zn(t) ∈ A−n }, τ−n (B−n ) = inf{t ≥ 0 : Zn(t) ∈ B−n },
τ−n = inf{t ≥ 0 : Zn(t) ∈ A−n ∪B−n }.
At last, for z˜ ∈ Rd+, let p−n (z˜) = P(τ−n (B−n ) < τ−n (A−n )|Zn(0) = z˜).
Lemma 8.3 For η ∈ (0, 1/2), let ∆ ≡ ∆(n) satisfy lim
n→∞
n∆η = 0. Then
maxz˜∈Cn p
−
n (z˜)
maxz˜∈Cn pn(z˜)
≤ 1 +O (n∆η) ,
where Cn = {z˜ ∈ Rd+ :
∑d
i=1 z˜i =
∑d
i=1 zn,i}.
Proof. Define the boundaries of A−n , B
−
n and An inside R
d
+ as follows:
A−n =
{
z ∈ Rd+ :
d∑
k=1
zk = ǫ/n−∆η
}
,B−n =
{
z ∈ Rd+ :
d∑
k=1
zk = 1−∆η
}
,
and
An =
{
z ∈ Rd+ :
d∑
k=1
zk = ǫ/n
}
.
Using the Markov property,
p−n (zn)− pn(zn)
= P(τ−n (B
−
n ) < τ
−
n (A
−
n ), τn(B) > τn(An)|Zn(0) = zn)
= P(τ−n (B
−
n ) < τn(An) < τn(B)|Zn(0) = zn)
+ P(τn(An) < τ
−
n (B
−
n ) < τ
−
n (A
−
n )|Zn(0) = zn)
≤ max
z˜∈B−n
P(τn(An) < τn(B)|Zn(0) = z˜)P(τ−n (B−n ) < τn(An)|Zn(0) = zn)
+ max
z˜∈An
P(τ−n (B
−
n ) < τ
−
n (A
−
n )|Zn(0) = z˜)P(τn(An) < τ−n (B−n )|Zn(0) = zn).
We observe that {τ−n (B−n ) < τn(An)|Z(0) = zn} ⊂ {τ−n (B−n ) < τ−n (A−n )|Z(0) = zn}, and thus
P(τ−n (B
−
n ) < τn(An)|Zn(0) = zn) ≤ p−n (zn).
Next note that for z˜ ∈ An,
max
z˜∈An
P(τ−n (B
−
n ) < τ
−
n (A
−
n )|Zn(0) = z˜)
≤ max
z˜∈Cn
p−n (z˜)max
z˜∈An
P(τn(Cn) < τ
−
n (A
−
n )|Zn(0) = z˜),
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where τn(Cn) = inf{t ≥ 0 : Zn(t) ∈ Cn}. It follows that
p−n (zn)− pn(zn) ≤ p−n (zn)max
z˜∈B−n
P(τn(An) < τn(B)|Zn(0) = z˜)
+ max
z˜∈Cn
p−n (z˜)max
z˜∈An
P(τn(Cn) < τ
−
n (A
−
n )|Zn(0) = z˜),
which yields that
p−n (zn)[1−max
z˜∈B−n
P(τn(An) < τn(B)|Zn(0) = z˜)]
≤ pn(zn) + max
z˜∈Cn
p−n (z˜)max
z˜∈An
P(τn(Cn) < τ
−
n (A
−
n )|Zn(0) = z˜).
Taking maximum over zn ∈ Cn, we have
max
z˜∈Cn
p−n (z˜)[1−max
z˜∈B−n
P(τn(An) < τn(B)|Zn(0) = z˜)]
≤ max
z˜∈Cn
pn(z˜) + max
z˜∈Cn
p−n (z˜)max
z˜∈An
P(τn(Cn) < τ
−
n (A
−
n )|Zn(0) = z˜),
and
maxz˜∈Cn p
−
n (z˜)
maxz˜∈Cn pn(z˜)
≤
1
1−maxz˜∈B−n P(τn(An) < τn(B)|Zn(0) = z˜)−maxz˜∈An P(τn(Cn) < τ−n (A−n )|Zn(0) = z˜)
.
(8.16)
Similar to the proof of Theorem 3.1, using the minimality property of the one-dimensional
Skorokhod map Γ1, we have
max
z˜∈B−n
P(τn(An) < τn(B)|Zn(0) = z˜)
≤ P
(
Γ1
(
1−∆η +
d∑
k=1
X˜k
)
reaches ǫ/n before reaching 1
)
(8.17)
= P
(
1−∆η +
d∑
k=1
X˜k reaches ǫ/n before reaching 1
)
=
1− e−nγ∆η
enγan − e−nγ∆η , (8.18)
where γ = 2|
∑
µ|
1′Σ1
and an = 1−∆η − ǫ/n.
We next use the Lyapunov function L introduced in Theorem 8.1 to derive an upper bound
for maxz˜∈An P(τn(Cn) < τ
−
n (A
−
n )|Zn(0) = z˜). Choose κ1 > 0 such that when
∑d
i=1 zi ≥ κ1,
tr(L¨(z)Σ) < c0. Let κ2 = 2κ1/ǫ, and define Zˇ(t) = κ2Z(t) for t ≥ 0. Then for z˜ ∈ An,
p(z˜) ≡ P(τn(Cn) < τ−n (A−n )|Zn(0) = z˜)
= P(Zˇ(·) first reaches κ2nCn before reaching κ2nA−n |Zˇ(0) = κ2nz˜).
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From Theorem 8.1 (v), for zˇ ∈ Rd+, L(zˇ) = (
∑d
i=1 zˇi)L(zˇ/
∑d
i=1 zˇi). Let l = inf{L(z) : z ∈
Rd+,
∑d
i=1 zi = 1}. Then l ∈ (0,∞), and
d∑
i=1
zˇi ≤ L(zˇ)
l
. (8.19)
We further define the following two sets
A˜ =
{
zˇ ∈ Rd+ : L(zˇ) ≤ lκ2(ǫ− n∆η)
}
,
C˜ =
{
zˇ ∈ Rd+ : L(zˇ) ≥ lκ2
d∑
i=1
zi
}
.
We will see that A˜ ⊂ κ2nA−n and κ2nCn ⊂ C˜, where Cn = {zˇ ∈ Rd+ :
∑d
i=1 zˇi ≥
∑d
i=1 zn,i}.
Indeed, for zˇ ∈ A˜, from (8.19),
d∑
i=1
zˇi ≤ L(zˇ)
l
≤ l κ2(ǫ− n∆
η)
l
= κ2n(ǫ/n−∆η),
which says zˇ ∈ κ2nA−n . Now for zˇ ∈ κ2nCn, that is
∑d
i=1 zˇi ≥ κ2
∑d
i=1 zi, again from (8.19),
we have
L(zˇ) ≥ l
d∑
i=1
zˇi ≥ lκ2
d∑
i=1
zi.
Fix z˜ ∈ An. Hence from (8.19),
p(z˜) ≤ P(Zˇ(·) first reaches C˜ before reaching A˜|Zˇ(0) = κ2nz˜)
≤ P(L(Zˇ(·)) first reaches lκ2
∑d
i=1 zi before reaching lκ2(ǫ− n∆η) |Zˇ(0) = κ2nz˜).
We next consider the following martingale: For λ > 0,
U(t) = exp
{
λL(Zˇ(t))− λc(t)− λ
2
2
∫ t
0
|L˙(Zˇ(s))|2ds
}
,
where
c(t) =
∫ t
0
1
2
tr(D¨L(Zˇ(s)))ds+
∫ t
0
d∑
i=1
L˙i(Zˇ(s))θids+
d∑
i=1
∫ t
0
d∑
j=1
L˙j(Zˇ(s))RijdYi(s).
Let τ(z˜) = inf{t ≥ 0 : κ3L(Zˇ(t)) ∈ A˜ ∪ C˜}. Now let m = n = 1 and ∆ = t in (8.1) in the
proof of Proposition 3.1, we have for positive constants κ4,
c(t) ≤ −κ4t, 0 ≤ t ≤ τ(z˜).
From Theorem 8.1 (vii), |L˙(Z(t))| ≤M4, and we can choose λ such that
λc(t) +
λ2
2
∫ t
0
|L˙(Zˇ(s))|2ds ≤ 0, 0 ≤ t ≤ τ(z˜).
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Using optional sampling theorem, we have
exp{λL(κ2nz˜)} = E[U(0)] = E[U(τ(z˜))]
= p(z˜)E[U(τ(z˜))|L(Zˇ(τ(z˜))) = lκ2
d∑
i=1
zi]
+ (1− p(z˜))E[U(τ(z˜))|L(Zˇ(τ(z˜))) = lκ2(ǫ− n∆η)]
≥ p(z˜) exp
{
λlκ2
d∑
i=1
zi
}
+ (1− p(z˜)) exp {λlκ2(ǫ− n∆η)} .
Hence
p(z˜) ≤ exp{λL(κ2nz˜)} − exp {λlκ2(ǫ− n∆
η)}
exp
{
λlκ2
∑d
i=1 zi
}
− exp {λlκ2(ǫ− n∆η)}
≤ exp{λκ2ǫL(nz˜/ǫ)} − exp {λL(nz˜/ǫ)κ2(ǫ− n∆
η)}
exp
{
λlκ2
∑d
i=1 zi
}
− exp {λlκ2(ǫ− n∆η)}
≤ (1− exp{−n∆ηλlκ2}) exp{λκ2ǫL(nz˜/ǫ)}
exp
{
λlκ2
∑d
i=1 zi
}
− exp {λlκ2(ǫ− n∆η)}
= O(n∆η). (8.20)
Applying (8.20) and (8.18) to (8.16), we have that
maxz˜∈Cn p
−
n (z˜)
maxz˜∈Cn pn(z˜)
≤ 1 +O(n∆η).
This completes the proof.
Proof of Proposition 5.2: We note that
p∆n (zn)
maxz˜∈Cn pn(z˜)
− 1
=
p∆n (zn)
maxz˜∈Cn p
−
n (z˜)
maxz˜∈Cn p
−
n (z˜)
maxz˜∈Cn pn(z˜)
− 1
Recall that τ−n = inf{t ≥ 0 :
∑d
k=1Zn,k(t) ≥ 1 − ∆η, or
∑d
k=1Zn,k(t) ≤ ǫ/n − ∆η}, and
p−n (zn) = P(
∑d
k=1Zn,k(τ
−
n ) = 1 − ∆η|Zn(0) = zn). We note that Lemma 8.2 is still valid
when τn is replaced by τ
−
n . Thus, from the proof of Lemma 8.2, we have
P
(
sup
0≤s≤τn−
|Zn(s)− Z∆n (s)| > ∆η
)
= e−nξ
2/(2∆)+o(n),
where ξ = ∆
η/C−∆|θ|
d|Σ1/2|
. Also Theorem 3.1 is valid for p−n (zn), which yields that
p−n (zn) = e
−n infx∈B I(x)+o(n).
We observe that
p∆n (zn) = P
(
τ∆n (Bn) < τ
∆
n (An), sup
0≤s≤τ−n
|Zn(s)− Z∆n (s)| < ∆η
)
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+ P
(
τ∆n (Bn) < τ
∆
n (An), sup
0≤s≤τ−n
|Zn(s)− Z∆n (s)| > ∆η
)
≤ p−n (zn) + P
(
sup
0≤s≤τ−n
|Zn(s)− Z∆n (s)| > ∆η
)
Noting that ξ
2
2∆
= Θ(∆2η−1), for some constant C > 0, we have
p∆n (zn)
p−n (zn)
≤ 1 + P
(
sup0≤s≤τ−n |Zn(s)− Z∆n (s)| > ∆η
)
p−n (zn)
= 1 + o
(
e−Cn∆
2η−1
)
.
At last from Lemma 8.3, we obtain
maxz˜∈Cn p
−
n (z˜)
maxz˜∈Cn pn(z˜)
≤ 1 +O (n∆η) .
Combining the above estimates, we establish that
maxz˜∈Cn p
∆
n (z˜)
maxz˜∈Cn pn(z˜)
≤ 1 +O (n∆η) .
To show the other direction, we define τ+n = inf{t ≥ 0 :
∑d
k=1 Zn,k(t) ≥ 1+∆η, or
∑d
k=1Zn,k(t) ≤
ǫ/n + ∆η}, and p+n (zn) = P(
∑d
k=1 Zn,k(τ
+
n ) = 1 + ∆
η|Zn(0) = zn). Similar to Lemma 8.3
(replace p−n (zn) and pn(zn) by pn(zn) and p
+
n (zn), respectively, in the proof), it can be shown
that
maxz˜∈Cn p
+
n (z˜)
maxz˜∈Cn pn(z˜)
≥ 1 +O (n∆η) .
Further note that
p∆n (zn) = P
(
τ∆n (Bn) < τ
∆
n (An), sup
0≤s≤τ−n
|Zn(s)− Z∆n (s)| < ∆η
)
+ P
(
τ∆n (Bn) < τ
∆
n (An), sup
0≤s≤τ−n
|Zn(s)− Z∆n (s)| > ∆η
)
≥ p+n (zn).
Finally, we have
maxz˜∈Cn p
∆
n (z˜)
maxz˜∈Cn pn(z˜)
=
maxz˜∈Cn p
∆
n (z˜)
maxz˜∈Cn p
+
n (z˜)
maxz˜∈Cn p
+
n (z˜)
maxz˜∈Cn pn(z˜)
≥ 1 +O (n∆η) .
8.3.2 Proofs of Propositions 5.3 and 5.4
Proof of Theorem 5.3. The stability follows directly from Proposition 7 in [8], and (5.5)
follows from Lemma 5 in the same reference. To prove (5.6), we need to verified that Condi-
tions 1 and 4 in [8] hold for our problem. Condition 1 of [8] follows from Theorem 3.1. For
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their Condition 4, due to the positive recurrence of our defined process, σn is finite almost
surely. Then by strong Markov property
1{Zn(σn)∈Lx}(pn(Zn(σn)))
2 ≤ 1{Zn(σn)∈Lx}(pn(Zn(σn))) sup
y∈∂Lx
pn(y).
Hence using the strong Markov property of Zn, we have
Ezn
[
1{Zn(σn)∈Lx}(pn(Zn(σn)))
2
] ≤ sup
y∈∂Lx
pn(y) · Ezn
[
1{Zn(σn)∈Lx}pn(Zn(σn))
]
= sup
y∈∂Lx
pn(y) · pn(zn).
By the large deviation upper bound, we can get
lim inf
n→∞
−1
n
logEzn
[
1{Zn(σn)∈Lx}(pn(Zn(σn)))
2
]
= − lim sup
n→∞
1
n
logEzn
[
1{Zn(σn)∈Lx}(pn(Zn(σn)))
2
]
≥ − lim sup
n→∞
1
n
log
[
sup
y∈∂Lx
pn(y) · pn(zn)
]
= − lim sup
n→∞
1
n
[
log sup
y∈∂Lx
pn(y) + log pn(zn)
]
≥ − lim sup
n→∞
1
n
log sup
y∈∂Lx
pn(y)− lim sup
n→∞
1
n
log pn(zn)
≥ inf
y∈∂Lx
W (y) +W (z).
Now (5.6) follows directly from Theorem 8 in [8].
Proof of Proposition 5.4: It suffices to verify the five conditions in [9], which are Con-
ditions 3.1, 4.3, 5.1, 5.2, 5.3, are satisfied. We note that for our specific problem, those
conditions essentially require that:
• An and B are closed sets.
• Z∆n (t) satisfies the large deviation principle.
• For any compact K ⊂ Rd+, all zero cost trajectories with initial positions in K will
enter (An ∪B)◦ by some fixed finite time depended on K.
Indeed all these conditions are satisfied, and thus the proposition follows.
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