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Abstract—Combining revenue streams by providing multiple
services with battery storage systems increases profitability and
enhances the investment case. In this work, we present a novel
optimisation and control framework that enables a storage system
to optimally combine the provision of primary frequency control
services with peak shaving of a consumption profile.
We adopt a dynamic programming framework to connect the
daily bidding in frequency control markets with the longer term
peak shaving objective: reducing the maximum consumption
peak over an entire billing period. The framework also allows
to aggregate frequency control capacity of multiple batteries in-
stalled at different sites, creating synergies when the consumption
profile peaks occur on different times.
Using a case study of two batteries at two industrial sites,
we show that the presented approach increases net profit of the
batteries significantly compared to using the batteries for only
peak shaving or frequency control.
Index Terms—Ancillary services, Battery storage, Dynamic
programming, Energy storage, Primary frequency control, Peak
shaving, Robust optimisation, Stochastic optimisation
I. INTRODUCTION
Battery energy storage systems (BESSs) installed behind-
the-meter at the consumer’s premises can be used for a variety
of different services [1]. Often, the purpose of such a BESS
is to decrease the energy costs of the consumer by optimising
the charging schedule of the BESS towards their energy tariff.
In case the consumer faces peak demand charges, usually a
part of grid tariffs, performing peak shaving with the BESS,
i.e. reducing the consumer’s power consumption peak, is an
effective way to decrease energy costs [2].
A BESS installed behind-the-meter can also be used to pro-
vide ancillary services, such as frequency control, to the trans-
mission system operator (TSO). Especially primary frequency
control (of frequency containment reserves) and frequency
regulation services are seen to be a good match for a BESS,
as the service provides a relatively high remuneration [3],
requires only a short duration of activation and a fast response,
all of which a BESS can provide without problems [4].
Jonas Engels is with Centrica Business Solutions Belgium NV, Antwerp,
Belgium and with the Department of Electrical Engineering, KU Leu-
ven/EnergyVille, Leuven, Belgium (jonas.engels@restore.energy)
Bert Claessens is with Centrica Business Solutions Belgium NV, Antwerp,
Belgium (bert.claessens@restore.energy)
Geert Deconinck is with the Department of Electrical Engineering, KU
Leuven/EnergyVille, Leuven, Belgium (geert.deconinck@kuleuven.be)
This work is partially supported by Flanders Innovation & Entrepreneurship
(VLAIO) (grant no. BM 160214)
c©2019 IEEE. Personal use of this material is permitted. Permission from
IEEE must be obtained for all other uses, in any current or future media,
including reprinting/republishing this material for advertising or promotional
purposes, creating new collective works, for resale or redistribution to servers
or lists, or reuse of any copyrighted component of this work in other works.
By using the BESS for both energy tariff optimisation
and frequency control service, one can combine both revenue
streams, increase profitability and build a stronger business
case for the investment in the BESS. However, having a BESS
providing both services concurrently is not straightforward
from a control and optimisation perspective. One faces a
trade-off, as using the BESS more for frequency control will
decrease its peak shaving potential, which can be optimised.
A. Frequency Control with a BESS
The focus of this paper will be on primary frequency control
services or frequency containment reserves (FCR), as defined
by ENTSO-E [5], as it are mainly FCR markets that have
been opening up for third parties in Europe. Nevertheless, the
presented methodology could also be applied to other types of
frequency control and frequency regulation.
When participating in FCR, one sells a certain amount
of symmetric FCR capacity r to the TSO which has to be
available during the entire contracted period. In FCR, one has
to adjust its power PFCR proportionally to deviations of the
grid frequency f(t) from the nominal grid frequency fnom
(50 Hz in Europe), so that the sold FCR capacity r is reached
when the frequency deviation is at a predefined maximum
∆fmax (= 200 mHz in the Continental Europe synchronous
region): PFCR(t) = r∆f(t) = r(f(t) − fnom)/∆fmax.
In line with the recent changes in the German FCR market
Regelleistung [6], [7], we assume a daily bidding process with
daily auctions.
When delivering FCR with a BESS for a while, the battery
can become full or empty at which point it is unable to provide
the symmetric FCR service any further. Therefore, a state of
charge (SoC) control strategy, or recharge controller, which
manages the SoC to ensure the BESS can delivery the FCR
capacity for the entire contract period, is necessary [8].
B. Peak Shaving
Grid tariffs for commercial and industrial consumers usually
consist of an energy charge (in e /kWh) and a demand charge
cpeak (in e /kW), where the latter is a charge proportional
to the highest metered consumption peak during the billing
period [9]. Such demand charges are typically used to recover
the capacity-based costs of the network infrastructure, and are
foreseen to become increasingly important with a growing
share of distributed generation [10]. With this tariff structure, a
BESS can reduce network costs by discharging at the moments
when the site is consuming its maximum power and charging
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2when the site is consuming less, thereby reducing the site’s
metered consumption peak.
In practice, the highest metered consumption corresponds
to the highest n-minute averaged power of the site, as usually
energy meters with an n-minute resolution are used for settle-
ment. In this work, we consider demand charges proportional
to the maximum quarter-hourly average power over one month,
corresponding the German network tariff structure [11].
C. Related Literature
Work in [12]–[15] shows the ability and estimates the value
of BESSs performing peak shaving. Other work [16]–[18] has
been devoted to BESSs providing frequency control services
and the design of a recharge controller.
Few authors however have looked at the combination
of both services. Braeuer et al. [19] perform a high-level
economic analysis of BESSs combining peak shaving with
frequency control. A similar approach is followed in [20], but
with the peak shaving objective formulated as a hard network
constraint, rather than implicitly through a demand charge.
Both papers indicate a significant added value in combining
both services, however they assume perfect hindsight of the
stochastic variables and do not develop a controller able to
deliver the combination of services in day-to-day operation.
This work fills this gap by presenting an operational control
framework that enables a BESS to successfully combine
peak shaving with frequency control services. The presented
method extends our previous work on frequency control with
BESSs [21], by adding the peak shaving objective using dy-
namic programming and a customised stochastic optimisation
objective. The main contributions of this paper are:
• A novel stochastic optimisation and control framework
that is able to optimally combine frequency control with
peak shaving objectives using a BESS.
• A methodology which can be applied to efficiently ag-
gregate frequency control capacity of multiple BESSs at
different sites.
• A case study of two real industrial sites which shows
that the presented approach increases value of the BESS
compared to using the BESS for only a single objective.
In what follows, a bold symbol x = (x0, . . . , xnt)
T denotes
a vector containing the variables xk, while E[·] is the expected
value operator, Pr(x ≤ X) the probability of x ≤ X , X the
mean value of X , [·]+ ≡ max(·, 0) operating element-wise
on vectors, max(x) ≡ maxk(xk) the maximum element of
the vector x and Int ∈ Rnt×nt the identity matrix.
II. OPTIMISATION AND CONTROL FRAMEWORK
In this section, we describe the optimisation and control
framework to combine peak shaving and frequency control
with a BESS at a particular site, of which Figure 1 shows a
schematic overview. In an FCR market with daily auctions, one
has to decide every day d on the FCR capacity rd one wants
to sell. In the proposed framework, we make this decision
through a stochastic optimisation problem (13). The results of
this optimisation are then used in the real-time FCR and peak
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Fig. 1. Overview of the dynamic programming-based optimisation and control
framework to combine peak shaving and frequency control with a BESS.
shaving controllers. The observed peak power P peakd at the
end of day d is used in the optimisation of the next day d+1.
We start this section by describing the optimisation and
control of a BESS for frequency control only during one
day. Subsequently, we explain how we add the peak shaving
objective in the optimisation problem and propose a real-time
peak shaving controller. Finally, we elaborate how we extend
the peak shaving objective from one day towards the required
timescale of one month using dynamic programming and value
function approximations V˜d+1(P
peak
d ).
We employ a BESS model with constant charging and
discharging efficiencies ηc, ηd, discretised with time step ∆t:
Emin ≤ Ebatk ≤ Emax, Pmin ≤ P batk ≤ Pmax, (1a)
Ebatk+1 = E
bat
k + (η
c[P batk ]
+ − 1
ηd
[−P batk ]+)∆t, (1b)
where P batk , E
bat
k are the power and energy content of the
BESS at time step k respectively.
A. Frequency Control Framework
The frequency control framework we use in this paper is an
extension of the robust optimisation presented in our previous
work [21], which we will shortly summarise here. For detailed
information, the reader is referred to the original paper.
The goal here is to define both the amount of frequency
control capacity r the BESS can provide during one day and
the power of the recharge controller P rc ∈ Rnt that ensures
the BESS stays within its SoC boundaries when delivering the
FCR service. As the frequency deviation profile ∆f ∈ Rnt
is inherently stochastic, the energy Ebat and recharge power
P rc(∆f), which are dependent on the frequency profile, are
also stochastic. The optimisation, maximising revenues from
providing frequency control capacity r at a price cFCR, can
then be formulated as a chance-constrained problem:
min − cFCRr (2a)
s.t. P bat = r∆f + P rc, (2b)
1−  ≤ Pr(Emin ≤ Ebat), (2c)
1−  ≤ Pr(Ebat ≤ Emax), (2d)
1−  ≤ Pr(Pmin + r ≤ P rc), (2e)
1−  ≤ Pr(P rc ≤ Pmax − r), (2f)
Ebatk+1 = E
bat
k + (η
c[P batk ]
+ − 1
ηd
[−P batk ]+)∆t. (2g)
3We solve (2) using robust optimisation [22], as it generates
a safe approximation to (2c)-(2f) while allowing to make 
arbitrary small and retaining a tractable and efficiently solvable
second-order cone problem (SOCP). To achieve this, a couple
of reformulations are needed.
1) Battery Efficiency: To avoid the integer variables result-
ing from the [·]+ operators in (2g), we set the efficiencies in the
constraint (2g) itself to ηc = ηd = 1. In turn, we incorporate
the efficiencies into the frequency deviations when discretising
them:
∆fk =
1
∆t
∫ k∆t
(k−1)∆t
(
ηc
[
∆f(t)
]+− 1
ηd
[−∆f(t)]+)dt. (3)
In our previous work [21], we showed that this approximation
does not lead to violations of the constraints when ηc, ηd < 1.
2) Recharge Controller: The recharge power Prc in (2)
has to ensure the probabilities of (2c)-(2f) are satisfied. As the
frequency deviations ∆f are gradually revealed over time,
we can have Prc be dependent on the nrc past frequency
deviations: P rck = pi
k(∆f[k−nrc]+ , . . . ,∆fk−1), with pi
k a
policy at time step k. As an optimisation over functions pik is
generally intractable, we limit ourselves to a linear policy:
P rck =
k−1∑
i=[k−nrc]+
dki∆fi, P
rc = D∆f , (4)
with dki the coefficients of the recharge strategy, contained in
the lower triangular matrix D ∈ Rnt×nt .
As this recharging policy will be calculated with the ef-
ficiencies incorporated in the frequency signal (3) and not
in the battery model itself, the policy will not be directly
applicable to a real battery system with ηc, ηd < 1. However,
following [23], such a linear disturbance feedback policy can
be transformed into an equivalent state-feedback policy:
P rc = (I +
1
r
D)−1
1
r
D∆Ebat, (5)
with ∆Ebatk = (E
bat
k −Ebatk−1)/∆t. In this form, the recharge
power reacts on the past states, which include the effect of the
actual efficiency losses and other non-linearities of the BESS.
The FCR controller of the BESS is then: P bat = r∆f+P rc.
3) Robust Reformulation: With the adaptations described
above, we can use robust optimisation to create a safe ap-
proximation of the chance constraints (2c)-(2f). The idea is to
design an uncertainty set of frequency deviations ∆f ∈ F,
against which each of the constraints (2c)-(2f) have to be
satisfied at all times:
max
∆f∈F
aTi ∆f ≤ bi, i = 1, . . . , nc, (6)
with (ai, bi) defined to represent one constraint and nc = 4nt
the total number of constraints in (2c)-(2f).
Chen et al. show in [24] that an asymmetric uncertainty set
based on forward σfk(∆fk) and backward σbk(∆fk) devia-
tions, which can be estimated from samples of ∆fk, provides
the tightest bound for small . With Q = diag(σf1, . . . , σfnt)
and R = diag(σb1, . . . , σbnt), we can reformulate the con-
straints (6) into the following second-order cone constraints:
aTi ∆f +
√−2 ln ‖ui‖2 ≤ bi, i = 1, . . . , nc, (7)
where ui = max(QaTi W
−1,−RaTi W−1), with the maxi-
mum taken element-wise and WTW = Σ−1∆f the Cholensky
decomposition of the inverse of the covariance matrix Σ∆f
of ∆f . We refer to our previous work [21] for the details on
the derivation of (7). With these reformulations, (2) becomes
a tractable second-order cone problem, which can be readily
solved by various commercial and non-commercial solvers.
B. Combining Peak Shaving and Frequency Control
When adding the peak shaving objective to the optimisa-
tion (2), one has to ensure the chance constraints (2c)-(2f)
are still satisfied. To achieve this, we split the BESS into two
virtual batteries: one for peak shaving and one for frequency
control. By constraining the virtual battery for frequency
control to (7), it is ensured (2c)-(2f) are satisfied. Besides, by
intelligently shaping virtual battery boundaries, one can obtain
synergies. For instance, one can reserve less recharge power
and hence more power for peak shaving at the moments when
consumption peaks are expected, and compensate for this at
the moments where consumption is expected to be low.
For a specific FCR capacity r and recharge policy D,
equation (6) allows to calculate the minimum and maximum
power (P FCRmin ,P
FCR
max ) and energy (E
FCR
min ,E
FCR
max ) capacity
needed to perform frequency control at any time step k. The
remaining power and energy capacity of the BESS can then
be used to perform peak shaving:
P psmin = Pmin − P FCRmin , P psmax = Pmax − P FCRmax , (8a)
Epsmin = Emin −EFCRmin , Epsmax = Emax −EFCRmax . (8b)
Let P ps and Eps be the power and energy profile of
the part of the BESS used for peak shaving and P prof the
consumption profile of the site. The combined optimisation,
maximising frequency control revenues and minimising the
expected maximum power consumption of the site, can then
be formulated as:
min E[cpeakP peak + Celec]− cFCRr, (9a)
s.t. P peak = max(P grid0 , . . . , P
grid
nt ), (9b)
P grid = P prof + P ps + (D + rInt)∆f , (9c)
Celec = celec (P
ps + (D + rInt)∆f) ∆t, (9d)
Pmin ≤ P psmin ≤ P ps ≤ P psmax ≤ Pmax, (9e)
Emin ≤ Epsmin ≤ Eps ≤ Epsmax ≤ Emax, (9f)
(1b), (7), (8), (9g)
with celec the per unit energy cost.
C. Stochastic Optimisation
The expected value operator in the objective (9a) depends
on the stochastic consumption profile P prof and frequency
deviation profile ∆f and thus concerns an nt-dimensional
integration, which is intractable in practice. To approximate
the expected value operator, one can use a Sample Average
Approximation (SAA) [25] by taking the empirical mean
over independent and identically distributed (iid) samples or
scenarios of the stochastic variables. With P profj , ∆fj the
j-th iid consumption profile and frequency deviation sample
4respectively, j = 1, . . . , nsc, and pj = 1/nsc the probability of
scenario j, one can approximate the expected value operator
as follows:
E[cpeakP
peak + Celec] ≈
nsc∑
j=1
pj
(
cpeakP
peak
j + C
elec
j
)
, (10a)
where:
P peakj = max
(
P profj + P
ps
j + (D + rInt)∆fj
)
, (10b)
Celecj = celec
(
P psj + (D + rInt)∆fj
)
∆t. (10c)
1) Interference Peak Shaving and Frequency Control: In
case a positive frequency control power is required (∆fk,j >
0) when the consumption of the site is high, this could increase
the peak consumption P peak of the site. Using (10) in the
optimisation problem (9) would then result in a peak shaving
power P psk,j which completely compensates for the frequency
control power: P psk,j = −r∆fk,j . This means that in practice,
no frequency control power has been delivered to the grid.
To prevent this interference in the optimisation, the peak
shaving power P psj should be independent of the required
frequency control power r∆fj . We achieve this by sampling
the frequency profile ∆f separately from the consumption
profile P prof and have each peak shaving power scenario
P psj dealing with all frequency deviation samples. Let v =
1, . . . , nv and w = 1, . . . , nw be the index of the consumption
profile samples P profv and frequency deviation samples∆fw,
respectively, then:
P peakj = max
(
P profv + P
ps
v + (D + rInt)∆fw
)
, (11a)
Celecj = celec (P
ps
v + (D + rInt)∆fw) , (11b)
pj = p
prof
v p
∆f
w , (11c)
j := vnw + w, v = 1, . . . , nv, w = 1, . . . , nw.
Here, j = 1, . . . nsc, with nsc = nwnv , is the index used in the
SAA objective (10a), pprofv the probability of the consumption
profile scenario w and p∆fw the probability of the frequency
deviation scenario v. With this approach, each battery peak
shaving power scenario P psv is able to reduce the peak of the
corresponding consumption profile P profv , but also has to deal
with all frequency deviation profiles ∆fw in the optimisation.
2) Scenario Reduction: As the SAA objective (10a) con-
verges to the true value with a rate of O(1/nsc) [25], a
high number of scenarios are needed to reach an acceptable
accuracy. To reduce the number of scenarios and increase
computational efficiency, we employ the fast forward selection
algorithm presented by Heitsch and Ro¨misch [26]. The original
fast forwards selection algorithm is a heuristic to minimise the
Kantorovich distance DK(Ω,Ωr) between an original set of
scenarios Ω and a new, reduced set of scenarios Ωr ⊂ Ω:
DK(Ω,Ωr) =
∑
ω∈Ω\Ωr
pω min
ω′∈Ωr
c(ω,ω′), (12)
with pω the probability of scenario ω and the cost function
c(ω,ω′) = ‖ω − ω′‖2 [27].
Figure 2a shows the expected peak power E[Ppeak] during
one day when reducing the number of scenarios using the
generic cost function c(ω,ω′) in the fast forward selection
algorithm. As one can see, the method introduces a significant
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Fig. 2. (a) When reducing 1500 idd consumption profile samples to nvr
scenarios, the generic cost function c(ω,ω′) introduces a significant bias in
E[P peak] which the proposed cost function c˜(ω,ω′) is able to eliminate.
(b) The proposed cost function c˜(ω,ω′) also reduces the SAA optimality
gap when solving problem (9) with nvr = nwr reduced scenarios.
bias when reducing to less than 600 scenarios. It has been
noted previously in the literature [28] that using a cost function
that is better able to capture the effect of adding a scenario
on the objective of the problem can improve performance. As
our objective function (10a) involves the maximum value of a
scenario, we propose the following cost function in (12):
c˜(ω,ω′) = |max(ω)−max(ω′)| .
As the dashed line in Figure 2a shows, this new cost function
is able to eliminate the bias on E[Ppeak] almost completely.
To prevent the interference between peak shaving and fre-
quency control objectives discussed above, we separately sam-
ple the consumption profiles P profv and frequency deviations
∆fw and reduce them to P profvr with probability pvr , vr =
1, . . . , nvr and ∆fwr with probability pwr , wr = 1, . . . , nwr ,
respectively. We then combine the reduced scenarios as in (11),
so that in total nscr = nvrnwr and pjr = pvrpwr in (10a).
Finally, Figure 2b shows the optimality gap of (10) due to
the SAA, calculated according to [29], when reducing 1500
iid consumption and frequency deviation samples to nvr and
nwr scenarios. The proposed cost function c˜(ω,ω
′) decreases
the SAA optimality gap with around 50 % for a same number
of reduced scenarios, increasing computational efficiency.
D. Non-Anticipative Peak Shaving Controller
When solving the stochastic optimisation problem (9) as
described in the paragraphs above, one actually solves a two-
stage stochastic problem. In a first stage, one decides on the
FCR capacity r, the recharge policy D and the peak shaving
boundaries (Epsmin,E
ps
max,P
ps
min,P
ps
max). In the second stage,
one optimises the peak shaving power P psvr with complete
(perfect hindsight) knowledge of the consumption profile
P profvr . In reality however, the consumption profile is only
gradually revealed over time. Hence, the second stage solution
is not usable in practice and a non-anticipative, potentially
suboptimal, peak shaving control algorithm will be required.
Examples of such controllers vary from simple, rule-based
controllers [12] to model predictive control [13] and more
complex dynamic programming methods [15]. The optimisa-
tion and control framework proposed in this paper allows the
5use of any of these control algorithms. However, to limit the
scope of this paper we restrict ourselves to a rather simple,
parametrised rule-based peak shaving policy.
Algorithm 1 shows the proposed rule-based peak shaving
controller. The controller discharges the battery every time k
the grid power Pˆ gridk surpasses a threshold Pthr and recharges
the battery every time Pˆ gridk goes below this threshold.
Algorithm 1 Rule-based peak shaving controller
Parameters: P initthr , zσ .
Input: r,D,Epsmax,E
ps
min,P
ps
max,P
ps
min.
1: Pthr ← P initthr .
2: P FCR ← (D + rI)∆f .
3: sP
FCR ← std[(D + rI)∆f].
4: for each time step k = 1 . . . nt do
5: Pˆ gridk ← P profk + PFCRk + zσsPFCRk .
6: P psk ← Pthr − Pˆ gridk .
7: if P psk < 0 then . Discharge Battery
8: P psk ← max(P psk , P psmin,k, ηd(Epsmin,k+1 − Epsk )∆t),
9: else . Charge Battery
10: P psk ← min(P psk , P psmax,k, 1ηc (E
ps
max,k+1 − Epsk )∆t).
11: Epsk+1 ← Epsk+1 + ηc [P psk ]+ − 1ηd [−P
ps
k ]
+.
12: if Pˆ gridk + P
ps
k > Pthr then . Threshold Surpassed
13: Pthr ← Pˆ gridk + P psk .
The battery power due to the frequency control (D+rI)∆f
can induce additional power peaks, which we want to avoid as
much as possible without hampering the actual FCR delivery.
Therefore, in step 5, we compute a statistic of the FCR power
to be delivered: the average FCR power PFCRk plus a factor
zσ times the standard deviation of the FCR power sPFCRk ,
which we add to the consumption profile P profk to obtain a
modified grid power profile Pˆ gridk , which is compared with
the threshold Pthr in step 6.
Steps 8 and 10 ensure that P ps,Eps stay within the
peak shaving boundaries (Epsmin,E
ps
max), (P
ps
min,P
ps
max). Fi-
nally, step 13 updates the threshold Pthr if the battery was
unable to keep the modified grid power Pˆ gridk below the
threshold Pthr.
Algorithm 1 has two parameters that can be freely chosen:
P initthr and zσ , which and be used to adapt the controller to a
specific configuration. For a particular value of these param-
eters, the performance of the controller can be evaluated by
simulating the controller for a large number of iid consumption
and frequency samples neval  nsc, calculating the objective
(10a) and taking the empirical average over all scenarios. To
find the optimum values P initthr
∗
, z∗σ , we then use a simple grid
search.
E. Dynamic Programming Framework
The optimisation (9) considered so far deals with the daily
decision making required in the FCR market. However, peak
demand charges look at the highest peak over an entire billing
period, here one month. To deal with these different time
scales, we adopt a dynamic programming framework. Starting
at the end of the month, we calculate the value of the objective
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d ), the value function of the optimisation
(13), V ruled+1 (P
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d ), the value function with the rule-based controller, and
V˜ ruled+1 (P
peak
d ), the convex piecewise linear approximation hereof.
Vd(P
peak
d−1 ) for each day d = 1, . . . , nd of the month in
function of the peak power P peakd−1 observed until the end of
the previous day d− 1. The daily optimisation becomes then:
Vd(P
peak
d−1 )
= min E[Vd+1(P
peak
d ) + C
elec
d ]− cFCRd rd, (13a)
s.t. P peakd = max(P
grid
0,d , . . . , P
grid
nt,d
, P peakd−1 ), (13b)
P gridd = P
prof
d + P
ps
d + (Dd + rdInt)∆fd, (13c)
(9e) - (9g), (13d)
and Celecd as in (10c). The peak power P
peak
d after day d is the
maximum of P gridd , the grid power of day d, and P
peak
d−1 . The
expected value operator in (13a) can be approximated using
the SAA (10) and the scenario reduction techniques explained
in section II-C. The final value function Vnd+1 used in the
objective of day nd, the last day of the billing period is:
Vnd+1(P
peak
nd
) = cpeakP
peak
nd
. (14)
With the final value function Vnd+1 defined, we can cal-
culate Vd(P
peak
d−1 ) for each day d by solving (13) recursively.
However, this value function would assume the perfect hind-
sight solution of the second stage peak shaving problem (see
section II-D) and not take into account the suboptimality of a
practical, non-anticipative controller. Therefore, when solving
(13), we will instead use V ruled+1 , the value of the objective
(13a) at day d+1 evaluated using the rule-based peak shaving
controller of Algorithm 1.
All elements of the dynamic programming control scheme
are combined in Figure 1. At the start of day d, the peak
power P peakd−1 is known and used as an input into the stochastic
optimisation (13), which uses V˜ ruled+1 (P
peak
d ), a convex ap-
proximation of the value function of the next day, evaluated
with the rule-based controller. Solving (13) gives the FCR
capacity rd and recharge controller Dd, used in the FCR
recharge controller (5), and the peak shaving boundaries
(Epsmin,d,E
ps
max,d,P
ps
min,d,P
ps
max,d) from (8) used in the peak
shaving controller of Algorithm 1.
1) Value Function Approximation: To solve (13) efficiently,
we need a representation of the value function V ruled+1 (P
peak
d )
that does not jeopardise the tractability of the optimisation
problem. As the minimisation in (13) is convex, the value
function Vd+1 is a convex function of P
peak
d . However, the
6value function V ruled+1 (P
peak
d ) is not necessarily convex, as
shown in Figure 3, owing to the non-convex peak shaving
controller from Algorithm 1. Therefore, we approximate V ruled+1
by a convex piecewise linear function V˜ ruled+1 (P
peak
d ) using a
least squares fit over the range [0,max(Pprob)]. An example
of V˜ ruled+1 is also shown in Figure 3. It is also interesting to note
that the difference between V˜ ruled+1 , V
rule
d+1 and Vd+1 disappears
with higher P peakd , meaning that the rule based controller
achieves perfect hindsight performance when P peakd is high.
III. AGGREGATING MULTIPLE SITES
When multiple batteries are installed at different sites of
which the shape of the consumption profiles are complemen-
tary, there can be added value in aggregating their frequency
control capacity. For example, if one site has a high consump-
tion peak in the morning and another site in the afternoon, the
battery at the first site can do peak shaving in the morning
while the battery at the second site delivers the frequency
control capacity, and vice versa in the evening.
The framework for peak shaving and frequency control
proposed in section II can easily be extended to incorpo-
rate multiple sites. As peak tariffs are charged to each site
separately, the peak shaving objective for multiple sites is
simply the sum of the peak shaving objectives of the individual
sites: min
∑ns
i cpeakP
peak
i + C
elec
i , with ns the number of
sites. With regard to frequency control, the aggregated FCR
capacity of all sites r can be split into ns FCR capacity
vectors ri = (r1,i, . . . , rnt,i)
T , i = 1, . . . , ns, so that the local
FCR capacity can vary over time. Each site will be also have
its individual recharging controller Di. Finally, the individual
FCR capacities have to add up to the aggregated FCR capacity
r at every time step k:
r =
ns∑
i
rk,i, ∀k = 1, . . . , nt. (15)
The dynamic programming-based control scheme of Fig-
ure 1 can also be used for multiple site. Because the problem
is linked by (15), the value function of day d is a function of
P peaki,d−1, i = 1, . . . , ns, the peak power after day d−1 of every
site i. The stochastic optimisation of (13) becomes then:
Vd(P
peak
0,d−1, . . . , P
peak
ns,d−1)
= min E[V˜ ruled+1 (P
peak
0,d , . . . P
peak
ns,d
) +
ns∑
i=1
Celeci,d ]− cFCRd rd,
s.t. P peaki,d ≥ P profk,i,d + P psk,i,d +
k−1∑
l
di,dkl ∆f l + rk,i,d∆fk,
k = 1, . . . , nk, i = 1, . . . , ns, (16)
P peaki,d ≥ P peaki,d−1, i = 1, . . . , ns,
rd =
ns∑
i=1
rk,i,d, k = 1, . . . , nk,
(9e) - (9g), i = 1, . . . , ns,
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Fig. 4. Aggregating two batteries at two sites performing peak shaving and
frequency control. Each line in (a) & (b) shows the battery peak shaving
power for a specific scenario, while (c) & (d) show the average (solid lines)
and the 5th - 95th percentiles (shaded areas) of the grid power with and
without the peak shaving from (a) & (b). The coloured area in (a) & (b) is
the FCR capacity ri of each site, which aggregated forms a constant capacity
of 0.88MW.
IV. SIMULATION AND RESULTS
In this section we present a case study, applying the previ-
ously presented methodology to two 1 MW, 1 MWh batteries
at two industrial sites: a pumping station (site 1) and a cold
store (site 2), to perform peak shaving at the sites while
delivering an aggregated FCR capacity. We use real consump-
tion data from actual industrial sites and real grid frequency
measurements from the CE synchronous area. The 5th and
95th percentiles of the consumption profiles are depicted by
the grey shades in Figures 4c and 4d. The average profiles are
also shown. The profiles are somewhat complementary: site 1
has a high peak around 7am and some lower peaks in the day
while site 2 has the highest consumption overnight.
We assume the efficiencies at ηc = ηd =
√
90 %. We discre-
tise each day into time steps of 15 minutes, so ∆t = 900 s and
nt = 96. In the second-order cone constraint (7), we set  =
5 · 10−3 and calculate σfk and σbk using four year of CE fre-
quency data. In the stochastic optimisation (13), we draw 1500
iid scenarios which we reduce to nvr = nwr = 50 to obtain
an SAA optimality gap < 2.5 %, following Figure 2b. We set
cFCR = 12e/MW/h, cpeak = 13 000e/MWpeak/month
and celec = 45e/MWh.
A. Combining Peak Shaving and Frequency Control
Figure 4 shows how the stochastic optimisation (16) suc-
ceeds in aggregating FCR capacity of the two batteries while
performing peak shaving at the two sites. The two coloured
areas in Figures 4a and 4b represent the FCR capacity of the
sites ri, which add up to form a constant aggregated FCR
capacity r = 0.88 MW. However, at times when consumption
at site 1 is expected to be high, mainly during the day, this
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(a) Value function Vd of the optimisa-
tion (16) and V ruled of the rule-based
controller (Alg. 1).
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(b) Combined FCR capacity rd of the
two batteries at the two sites.
Fig. 5. Evolution of (a) the value function and (b) FCR capacity rd in function
of the days left until the end of the month, for various peak powers P peaki,d−1
observed up to that day (here equal at the two sites: P peak1,d−1 = P
peak
2,d−1).
battery delivers less FCR capacity and has more power for
peak shaving available while at site 2, which has a higher
consumption at night, one can see the opposite behaviour.
The coloured lines in Figures 4a and 4b show the ac-
tual peak shaving power scenarios P psi for different daily
consumption profiles P profi when using the rule-based peak
shaving controller of Algorithm 1. The effect of this peak
shaving power on the original profiles is depicted by the
coloured profiles of Figures 4c and 4d. It is clear that the peak
shaving power of the battery at site 1 is able to decrease the
peak consumption. At site 2 it is more difficult to reduce the
peak, as the energy content needed during to shave the peak in
the first hours of the day can be more than the energy content
of the battery. This explains the peak of the 95th percentile
around 5am-6am. Nevertheless, the averaged profile with peak
shaving is lower during these hours, indicating that in many
scenarios the consumption power can still be reduced.
B. Dynamic Programming Framework
We will now look at the evolution of the decision making
over time in the dynamic programming scheme. Figure 5a
shows the evolution of the value function of the dynamic
program (16) applied to the two sites, from the last day to
the first day of the month. The figure shows this evolution
for various values of P peaki,d−1, the sum of the maximum power
observed so far at the two sites. Figure 5b shows the evolution
of the corresponding aggregated FCR capacity rd, also from
the last to the first day of the month.
Analysing both figures, we can draw some insightful con-
clusions. From Figure 5b, it turns out that a higher value of
P peaki,d−1 results in a higher FCR capacity. In case a high value
of P peaki,d−1 has been observed, there is a low probability that the
consumption profile will be even higher and therefore, a larger
share of the battery will be allocated for FCR. At a very high
power peak P peaki,d−1 = 1.15, the batteries will provide their
maximum FCR capacity (1.80 MW) over the entire month.
The linear decrease of the value function Vd in Figure 5a is
thus solely due to the accumulation of FCR revenues.
Even in case P peaki,d−1 is low, the FCR capacity increases when
more days are remaining until the end of the peak shaving pe-
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Fig. 6. Example of peak shaving during one month at site 1. Figure (a) shows
that, with the peak shaving power of the battery, the site is able to reduce its
peak power with 110 kW. Figure (b) shows the corresponding actual Eps
and available Epsmax−Epsmin energy content of the battery for peak shaving.
riod (one month). The longer the remaining period, the higher
the probability on a high consumption peak which cannot be
shaved successfully by the battery. Therefore, it is better not to
lose the potential value from FCR and already use a major part
of the battery for FCR. The value function of a low P peaki,d−1 will
then decrease due to the FCR revenues, at almost the same rate
as the value function of a high P peaki,d−1. When the remaining
period shortens and P peaki,d−1 has been rather low, there is less
probability a high peak will occur in the remaining period,
and the FCR capacity will be reduced as a larger share of the
battery will be assigned for peak shaving trying to maintaining
P peaki,d−1 low. The value function decreases as the probability
of a low peak over the entire month increases. Figure 6b,
showing the peak shaving boundaries (Emax,ps, Emin,ps) over
an entire month corresponding to the consumption profile of
Figure 6a, also depicts this evolution. From the second half of
the month, less capacity is used for FCR while the available
energy for peak shaving becomes larger, trying to maintain the
peak consumption at the level seen so far.
Finally, we note that the value functions V ruled of the rule-
base peak shaving controller in Figure 5a are very close to the
value functions V d from the optimisation. Except when there
are few days remaining and P peaki,d−1 is low, a state which does
not occur in practice, the difference becomes larger. Hence, we
can conclude that using perfect hindsight in the second stage of
the stochastic optimisation is in practice a good approximation
to the actual rule-based peak shaving controller.
C. Monthly Costs and Revenues
The performance of the entire control scheme can be eval-
uated in Table I, which compares various costs components
of the two sites for various cases: without batteries, with
batteries performing peak shaving only, batteries performing
FCR only and batteries combining FCR with peak shaving.
The table gives the average of various consumption and
frequency scenarios of one month. The “Peak Power” column
gives the expected peak consumption power during one month
8of the two sites combined, while the “Average FCR Capacity”
shows the averaged FCR capacity over the entire month and
the “Total Net Profits” is the difference of the peak costs in
the “Without Batteries” scenario and the peak and electricity
costs minus the FCR revenues of the other scenarios.
TABLE I
EXPECTED MONTHLY COSTS AND REVENUES OF THE TWO SITES
WITH AND WITHOUT BATTERIES.
Scenario
Peak
Power
[MW]
Peak
Costs
[ke ]
Average FCR
Capacity
[MW]
FCR
Revenues
[ke ]
Elec.
Costs
[e ]
Total Net
Profits
[ke ]
Without
Batteries 1.91 24.9 – – – –
Only Peak
Shaving 1.35 17.5 – – 197 7.2
Only FCR 2.09 27.3 1.80 15.6 118 13.1
FCR & Peak
Shaving
Combined
1.96 25.5 1.76 15.2 177 14.4
When only performing peak shaving, the batteries are
able to reduce the power peak with 560 kW, which results
in a decrease of peak power costs of 7200e. When only
performing frequency control, the batteries together provide
the maximum FCR capacity of 1.80 MW during the entire
month, which gives a revenue of 15 600e. However, this also
leads to an increase in peak power to 2.09 MW, reducing the
net profits to 13 100e. However, when combining FCR and
peak shaving using the proposed methodology, the batteries
are able to maintain the peak power at 1.96 MW, while still
providing 1.76 MW of FCR capacity on average, resulting in
a net profit of 14 400e/month. In all scenarios, the additional
electricity costs Celec of the batteries are negligible.
V. CONCLUSION
In this paper, we have proposed a novel stochastic optimisa-
tion and control framework that is able to optimally combine
peak shaving and frequency control objectives with a battery
system installed behind-the-meter. The framework also allows
to aggregate frequency control capacity of multiple batteries
at different sites, thereby leveraging potential synergies.
In a case study on two 1 MW, 1 MWh batteries at two
industrial sites, we show that combining peak shaving with
frequency control using the proposed optimisation framework
leads to an expected monthly profit of 14 400e, which is two
times the profit in case they would only perform peak shaving
and around 10 % more than only performing frequency control.
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