ABSTRACT Recently, an extended version of correntropy, whose center can locate at any position has been proposed and applied in a new optimization criterion called maximum correntropy criterion with variable center (MCC-VC). In order to optimize the performance of adaptive filtering in non-Gaussian and nonzero mean noise environments, in this paper, we propose a stochastic gradient adaptive filtering algorithm for online learning based on MCC-VC and analyze its stability and convergence performance. Moreover, we also extend an online learning approach to estimate the kernel width and the center location, in which two parameters have a great influence on the accuracy of the algorithm. The simulation results of the online learning model have verified the superiority and robustness of the new method.
I. INTRODUCTION
Over the past decades, the minimum mean square error (MMSE) criterion has been widely used in adaptive filtering because of its simplicity and optimality under linear and Gaussian assumptions. The famous least mean square (LMS) algorithm is based on the minimization of the following MMSE cost function [1] - [6] J MMSE = E e 2 (i) (1) where the error is where x(i) is the input signal. However, the MMSE does not perform satisfactorily in the case of nonlinear and nonGaussian noise, especially if the variables are interfered by impulsive noises. Accordingly, to improve the convergence performance in these cases, a variety of non-MMSE criteria
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have been proposed. In particular, the maximum correntropy criterion (MCC), which is a robust optimality criterion for non-Gaussian signal processing, has recently been successfully applied in adaptive filtering [7] - [15] . Under the MCC, given two random variables X and Y , the correntropy is given by
where κ (·, ·) is a shift-invariant Mercer kernel, and F XY (x, y) denotes the joint distribution function of (X , Y ). Generally, the Gaussian kernel is used in correntropy as follows [11] - [16] :
where σ > 0 is the kernel bandwidth, and e = x−y. However, the center of the Gaussian kernel in correntropy is always located at zero, which may not be a good choice for many non-zero mean noise situations. In this case, the maximum correntropy criterion with variable center (MCC-VC) has recently been proposed to improve the convergence performance in more common situations [16] . The goal of this paper is to further research and apply based on MCC-VC. The main contributions of this paper are as follows: 1) we have extend the correntropy with variable center to online learning, which potentially can significantly improve the convergence performance under non-zero mean noise. 2) we have performed stability analysis and steady-state mean square performance derivation of the MCC-VC algorithm. 3) we simulated the theoretical analysis and the simulation results verified our work.
The rest of the paper is organized as follows. In section II, we propose a stochastic gradient adaptive filtering algorithm for online learning based on MCC-VC and analyze its convergence performance. We also extend an effective approach to estimate the kernel width σ and the center location c, in which two parameters have a great influence on the accuracy of the algorithm. The simulation results of the online learning model are then presented in section III. Finally, conclusion is given in section IV.
II. STOCHASTIC GRADIENT ALGORITHM BASED ON MCC-VC AND ITS CONVERGENCE ANALYSIS
Similar to the MCC algorithm, in the MCC-VC algorithm, the filter's optimal weight vector can be solved by maximizing
where c ∈ R is the center location and E [·] is the expectation operator. When c = 0, the above cost function will reduce to the original MCC algorithm. The MCC-VC algorithm which is a stochastic gradient based adaptive algorithm can be easily derived as [14] 
where W (i) denotes the weight vector at iteration i, η > 0 is the step-size, and e (i) is the prediction error that can be expressed as
As σ → ∞ and c = 0, the MCC-VC algorithm will reduce to the LMS algorithm:
Then we apply the online parameter adaptation approach for σ and c to the MCC-VC algorithm, which are vital for the MCC-VC algorithm to further improve the convergence performance and robustness in the presence of non-zero mean and asymmetric noises. When it is the iteration time at k, according to the Parzen window theory, we have
where L is the sliding data length and {e (i)} k i=k−L denotes the L error samples. It is worth noting that L must be large enough to ensure the fit of the error curve to estimate the parameters. Then the online parameter adaptation approach follows that [16] (σ (k) , c (k)) = arg min
where M and C denote the admissible sets of parameters σ and c, σ (k) and c (k) denote the adapted parameters at iteration time k. As we can see that the idea of probability density function matching has been explored with great success in the literature of information theoretic learning (ITL) [7] , [17] , [18] . In this paper, we use a gradient based method to solve (11), and we find the optimal solution in a given finite set in the following simulation. Then the stability analysis and steady-state excess mean square error (EMSE) of the MCC-VC algorithm will be analyzed below to verify its robustness and optimality under non-zero mean noise.
The MCC-VC algorithm (7) can be rewritten as an adaptive filter with nonlinear error [19] 
where f (e (i)) is the scalar function of the error e (i). For the MCC-VC algorithm, we have
Since the desired signal d (i) can be expressed as
where W 0 denotes the desired weight vector that needs to be estimated, and v (i) denotes the disturbance noise whose variance is σ 2 v . Therefore, substituting (14) into (8) we obtain
is the weigh error vector at iteration i − 1, and e a (i)
is the prior error. Then we derive the following consequence according to the energy conservation relation [19] , [20] :
In order to guarantee a convergence solution, the energy of weight vector should decrease gradually. Therefore
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As long as the stepsize of MCC-VC algorithm satisfies (17),
will be decreasing and converging, and the learning process is stable [15] , [19] .
There is a precise measure of convergence performance named the excess mean square error (EMSE), which is the mean square prior error E e 2 a (i) [19] . In the following, we will use (16) to derive the theoretical value of the steadystate EMSE. Then we give three assumptions below:
1) The noise v (i) is independent, identically distributed, and is independent of the input signal X (i).
2) The prior error e a (i) is independent of the noise v (i).
3) The filter is long enough such that e a (i) is Gaussian, and X (i) 2 is asymptotically uncorrelated with
where
T is the covariance matrix of the input vector, and Tr (·) is the trace operator. The above assumptions' rationality have been fully discussed and these assumptions have become a common way to analyze the performance and stability of adaptive filter algorithms [19] - [22] .
Assuming that the filter is stable and at the steady-state, we can derive
Then the limit of (16) when i → ∞ gives
We divide the situation into two cases to derive the theoretical steady-state EMSE.
A. GAUSSIAN NOISE CASE
Under the above assumptions, we have the noise v (i) with variance σ 2 v . According to the Gaussian assumptions and Price theorem [19] , [23] , we can derive
where σ 2 e = E e 2 a (i) + σ 2 v denotes the variance of the error e (i), S = lim i→∞ E e 2 a (i) denotes the EMSE, and c e is the mean and center location of the Gaussian error e (i). Similarly, we derive
Then we substitute (21) and (22) into (20) to get the value of the solution of steady-state EMSE. In the following simulation studies, the EMSE has only one unique solution with real and positive value. In more general cases, however, this problem has not yet been proved and is left open in this work.
The steady-state EMSE of the MCC-VC algorithm is actually a monotonically increasing function of the kernel width σ , and this conclusion will be confirmed below.
Compared with the LMS in (9), the MCC-VC in (7) seems to have an adaptive step-size η (i) = η exp −(e (i) − c) 2 2σ 2 . Since η (i) ≤ η, the MCC-VC can achieve lower steady-state EMSE than the LMS but also lower convergence speed accordingly.
Obviously, for Gaussian noise case, the value of the EMSE will be the smallest when c = c e . This means that the center location of the noise is found and the MCC-VC algorithm reduce to the MCC algorithm. This extends the application of the adaptive filter in the case where the noise mean is not zero.
B. NON-GAUSSIAN NOISE CASE
In the non-Gaussian noise case, we use Taylor series expansion to derive the steady-state EMSE [21] . At the steady-state, iterative changes in parameter values become negligible, therefore, we can rewrite (20) as
Taking the Taylor expansion of f (e) with respect to e a around v yields
where o e 2 a denotes the third and higher-order terms, and according to (11) we derive 
Based on the assumptions 1 and 2, if E o e 2
a is small enough, we can derive
Then, subtitution of (27) and (28) into (23) gives
Further, substituting (25) and (26) into (29) we derive (30), as shown at the bottom of this page.
We can find from above equation that S → S LMS as σ → ∞. Furthermore, when the step-size η is small enough, (30) can be simplified to
One point should be noted that only when the prior error e a is small enough so the term E o e 2 a becomes negligible can the steady-state EMSE of above equation be accurate and effective. This means that if the step-size or noise power is too large and the center location of kernel function deviate from the mean of the noise, there will be a large mismatch between the predicted and actual values of EMSE.
III. SIMULATION RESULTS
Now we present the simulation results of stochastic gradient adaptive filtering algorithm for online learning based on MCC-VC. T , and the input signal is a zero-mean white Gaussian noise with unit power. In the simulation, there are 100 independent Monte Carlo simulations, and in each simulation, 50000 iterations are run to ensure that the algorithm reach the steady-state, furthermore, the EMSE was obtained as the average over the last 5000 iterations. Fig. 1 shows the theoretical and simulated steady-state EMSE in Gaussian noise, versus the center location of the kernel function and step-size. It can be clearly seen that the simulated EMSE value is very close to the theoretical value obtained by the solution of (20) . Table. 1 lists the theoretical and simulated EMSEs in the case of several non-Gaussian noises and different parameters. For the noise we consider four distributions: 1) Uniform noise which is distributed over [0, 2]; 2) Binary noise is either 0 or 2 and each with probability 0.5; 3) Laplace noise obeys a distribution with the mean of 1 and the standard deviation of 1, and its probability density function is f (v) = e − √ 2|v−1| √ 2. 4) Cauchy noise which is distributed with probability density function f (v) = 1 π 1 + (v − 1) 2 . We can observe that the simulation results of EMSE once again verify the previous theoretical derivation and prove that only when the center location of the kernel function approaches the mean of the noise as much as possible, the simulated EMSEs fits the theoretical value best, and the MCC-VC algorithm at this time is the most reliable. Then, as described above and shown in Fig. 2 , in the case of non-Gaussian noise, the experimental results will differ from the theoretical values when the noise power is too large or the center location of the kernel function deviate from the mean of the noise.
A. STEADY-STATE PERFORMANCE
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B. MCC-VC ALGORITHM WITH ONLINE PARAMETER ADAPTATION
Second, we introduce the MCC-VC algorithm with online parameter adaptation for kernel width σ and center location c in the simulation verification. In order to obtain a sufficient number of error samples to estimate parameters, the sliding data L is set as 100. The unknown filter system is assumed to be the same as that in the first simulation. The simulation results of theoretical and simulated EMSEs in Fig. 3 are consistent with the theoretical analysis and have the same characteristics as the above simulation results of pre-selected parameters. This shows the effectiveness and applicability of the MCC-VC algorithm with online parameter adaptation.
C. PERFORMANCE COMPARISON
Finally, we compare the performance of the LMS algorithm, the MCC algorithm and MCC-VC algorithm with online parameter adaptation in different environment. The unknown filter and input are the same as the above simulation settings. The noise v (i) consists of two independent noises, namely inner noise A (i) and the outlier noise O (i). Particularly,
where p (i) is a binary independent variable and identically distributed with Pr {p (i) = 1} = q, Pr {p (i) = 0} = 1 − q, (0 ≤ q ≤ 1), which is assumed to be independent of both A (i) and O (i). In the simulation, q is set as 0.05, and O (i) is a zero-mean Gaussian distribution with variance 100. For the inner noise we consider four distributions: 1) N (1, 1) , where N µ, σ 2 v denotes the Gaussian probability density function (PDF) with mean µ and variance σ 2 v ; 2) Binary noise; 3) Uniform noise; 4) Laplace noise. The distribution of the last three non-Gaussian noises is consistent with the first simulation.
In the simulation calculation for each algorithm, there will be 10000 iterations to ensure that algorithms reach the steadystate. Fig. 4 shows the convergence curves in terms of the weight error norm W 0 − W (i) 2 averaged over 100 Monte Carlo runs in different cases, in which the kernel width and step-size are chosen so that the convergence speed are approximately identical. From the simulation results of non-zero mean noise environment we can obviously observe: 1) The convergence performance of MCC algorithm and MCC-VC algorithm is much better than LMS algorithm. 2) MCC-VC algorithm with online parameter adaptation is much more robust than MCC algorithm. 3) MCC-VC algorithm with online parameter adaptation has better convergence performance and smaller weight error than MCC algorithm. 4) The MCC-VC algorithm with online parameter adaptation has practical and effective convergence performance due to its ability to adaptively adjust parameters.
IV. CONCLUSION
In this paper, we propose a stochastic gradient adaptive filtering algorithm for online learning based on MCC-VC, which has been proved to be an efficient and robust optimization algorithm for signal processing of online learning, especially for the circumstances under the non-zero mean noise. In addition, we extend an online learning approach to optimize the kernel width and center location in the algorithm. Compared with the way of presetting parameters, the new approach not only find the optimal parameters for adaptive filtering, but also dynamically estimate the parameters according to the noise. Furthermore, we analyze the stability and the steadystate excess mean square error performance of the proposed algorithm in Gaussian and non-Gaussian environment. The simulation results of the online learning model have verified the superiority and robustness of the new method. 
