We consider a stochastic variational inequality (SVI) problem with a continuous and monotone mapping over a closed and convex set. In strongly monotone regimes, we present a variable sample-size averaging scheme (VS-Ave) that achieves a linear rate with an optimal oracle complexity. In addition, the iteration complexity is shown to display a muted dependence on the condition number compared with standard variance-reduced projection schemes. To contend with merely monotone maps, we develop amongst the first proximal-point algorithms with variable sample-sizes (PPAWSS), where increasingly accurate solutions of strongly monotone SVIs are obtained via (VS-Ave) at every step. This allows for achieving a sublinear convergence rate that matches that obtained for deterministic monotone VIs. Preliminary numerical evidence suggests that the schemes compares well with competing schemes.
INTRODUCTION
Variational inequality problems have a broad range of applications in engineering, economics, and the applied sciences. Amongst the most common instances of where such problems assume relevance is in the minimization of a differentiable convex function f over a closed and convex set. Recall that x is a minimizer if and only if (y − x) T ∇ x f (x) ≥ 0 for all y ∈ X, a variational inequality problem succinctly denoted by VI(X, ∇ x f ). More generally, the variational inequality problem VI(X, F) requires an x ∈ X such that (y − x) T F(x) ≥ 0, ∀y ∈ X.
(1)
In addition, such problems find application in modeling saddle-point problems, convex Nash games, traffic equilibrium problems, economic equilibrium problems, amongst others (see Facchinei and Pang (2003) ). While deterministic variants (Facchinei and Pang 2003) have seen received significant study over the last several decades, less is known regarding the stochastic variant where the map is replaced by its expectation-valued counterpart. Such a problem, denoted by SVI(X, F), requires finding an x ∈ X such that
where F(x) E[G(x, ξ )], ξ : Ω → R d , G : X × R d → R n , and the associated probability space is denoted by (Ω, F , P). Amongst the earliest schemes for resolving SVI(X, F) via stochastic approximation was presented by Jiang and Xu (2008) for strongly monotone maps. Regularized variants were developed by Koshal et al. (2013) for merely monotone regimes while Lipschitzian requirements were weakened by combining local smoothing with regularization by Yousefian et al. (2013) and Yousefian et al. (2017) . A rate statement of O(1/ √ k) for the merely monotone regime (in terms of a suitably defined gap function defined in (3)) was first provided by Juditsky et al. (2011) , where k denotes the number of iterations; this appears to have been the best known rate for monotone stochastic variational inequality problems. When sampling is "cheap", recent efforts have attempted to reduce the gap between the rates of convergence between deterministic schemes and their stochastic counterparts. In particular, by increasing the sample-size associated with approximating the gradient at a suitable pace, the rate may be improved. In the context of strongly convex stochastic optimization, linear rates of convergence have been proven in both smooth (see Shanbhag and Blanchet (2015) and Jofré and Thompson (2019) ), and a subclass of nonsmooth settings (see Jalilzadeh et al. (2018) ). Optimal rate statements of O(1/k 2 ) via accelerated variance-reduced schemes in stochastic convex differentiable settings were developed by Ghadimi and Lan (2013) and Jofré and Thompson (2019) matching the best known deterministic rate. Similarly, a rate of O(1/k) was provided for nonsmooth but smoothable stochastic convex optimization problems by Jalilzadeh et al. (2018) . To the best of our knowledge, the only variance-reduced scheme for monotone stochastic variational inequality problems was presented by Iusem et al. (2017) and is equipped with a rate of O(1/k), matching the deterministic rate for monotone variational inequality problems. It is worth emphasizing that the monotone stochastic variational inequality problems can capture stochastic convex optimization problems (with possibly expectation-valued problems), stochastic convex Nash games, and a range of stochastic equilibrium problems. In fact, stochastic convex optimization problems can be solved via acceleration and variance reduction (Jofré and Thompson 2019) . However, variational inequality problems are generally not equipped with an appropriate with a natural "objective" function but the gap function (which is generally nonsmooth) serves as a metric for measuring progress of a scheme. The best known rate for monotone deterministic variational inequality problems is O(1/k) (in terms of a gap function); recall that a monotone variational inequality problem can be recast as nonsmooth stochastic convex problem (for which the best known rate under smoothability requirements is O(1/k) in function values).
(I). Linearly convergent schemes for strongly monotone SVIs. When F(x) is strongly monotone over X, i.e. F(x) − F(y), x − y ≥ μ x − y 2 for all x, y ∈ X, the unique solution x * of (2) satisfies the following for all y ∈ X.
Recall that a gap function associated with (1), denoted by g : R n → R, is a nonnegative function on X and g(x * ) = 0 for x * ∈ R n if and only if x * is a solution of SVI. Therefore, solving SVI(X, F) is equivalent to minimizing a gap function on X. Inspired by Nesterov and Scrimali (2011) , we define g(x) as follows.
Nesterov and Scrimali (2011) proposed a linearly convergent averaging scheme that is reliant on two projections at every step, the first of which is a projection of an averaged vector while the second is the more standard projection. We apply this avenue with two key distinctions: (i) We utilize a noise-corrupted estimate of the expectation-valued map; and (ii) variance reduction is employed to reduce the bias as k, the iteration counter. In Section 2, we show that the resulting variable sample-size averaging (VS-Ave) scheme admits a linear rate of convergence when the sample-size is increased at a geometric rate. Importantly, the scheme enjoys a muted dependence on the condition number of the map, in contrast with standard variance-reduced projection schemes and is characterized by an oracle complexity of O(1/ε β ) (where β > 1) for computing an ε-solution.
(II). Stochastic proximal schemes for monotone SVIs. In section 3, we develop a stochastic generalization of the proximal-point scheme, referred to as a proximal-point algorithm with variable sample-sizes (PPAWSS) for monotone SVIs where the strongly monotone proximal subproblems are solved with increasing accuracy via (VS-Ave). We show that the sequence of iterates converges to the solution at the rate of O(1/k), matching the deterministic rate while the iteration complexity in inner projection steps is bounded as O 1 ε log 1 ε . Preliminary numerics in Section 5 suggest that the scheme compares well with competing techniques.
In this section, inspired by Nesterov and Scrimali (2011) , we propose a scheme for solving strongly monotone SVIs which admits a linear rate of convergence with a constant of L/μ in the iteration complexity bound, significantly smaller than (L/μ) 2 , obtained from standard extensions of projection methods. Our rate statements rely on the following assumptions on F. Assumption 1 Assume that operator F : X → R n is μ-strongly monotone and L-Lipschitz continuous on
Next, if F k denotes the information history at epoch k, then we have the following requirements on the associated filtrations wherew k,N k
Throughout the paper, we exploit the following basic lemma stated without proof. Lemma 1 Given a symmetric positive definite matrix Q, we have the following for any ν 1 , ν 2 , ν 3 :
Before proceeding, we recall some properties of gap function g(x) = sup y∈X F(y), x − y + 1 2 μ y − x 2 . Theorem 1 (Nesterov and Scrimali 2011) The gap function g(x) is well defined and μ-strongly convex on X. Moreover, g(x) is nonnegative on X and vanishes only at the unique solution of (2).
We present an averaging-based variance-reduced (VS-Ave) scheme (Alg. 1) for strongly monotone SVIs where K and Π X (y) denote the total no. of iterations and the projection of y onto X, respectively.
Algorithm 1 (VS-Ave(F, y 0 , μ, L, K)).
(1.0) Given y 0 ∈ X and let γ 0 = 1, k = 0; Γ 0 = 1; (1.1)
Remark 1 By definition of the projection in step (1.1) of Algorithm 1, we have that
This can be equivalently represented as
In the following lemma, we provide an upper bound for the gap function. Lemma 2 (Nesterov and Scrimali 2011) Consider a sequence of positive weights {γ i } K i=0 and points
Next, we derive a bound on the conditional expectation on A k+1 .
Lemma 3 Consider the sequences generated by Algorithm 1. Suppose Assumptions 1 and 2 hold, and
Then the following holds for all k.
Proof.
From the definition of A k+1 we have that:
One can easily check that term (A) in (4) is μ-strongly concave in x. Therefore, we obtain the following:
where in the last inequality, we used
Consequently, Term (B) can be bounded as follows by using (6) and the Cauchy-Schwarz inequality:
Applying Lemma 1 with Q = I, we have that the penultimate term can be expressed as follows.
Hence, using (8) and the fact that a T b ≤ 1 2(L+μ) a 2 + L+μ 2 b 2 , inequality (7) can be written as follows:
where the last term in (9) can be written as
where c = Lμ L+μ < L. It follows that by utilizing (10) in (9) and then substituting the result and (5) in (4) and by recalling that γ k+1 = (μ/(L + μ))Γ k , we get the following:
Now using Assumption 1, we obtain the following.
where the last equality follows from L 2 μ+L + c = L, a consequence of the definition of c. Using (12) and (10) within (11) and taking conditional expectations with respect to F k ∪ F k−1 , we obtain
which leads to the desired result by using Assumption 2.
We now derive rate and complexity statements for Algorithm 1. Theorem 2 (Rate and Complexity Statement for (VS-Ave)) Suppose Assumptions 1 and 2 hold. Suppose A k is as defined in Lemma 3 and x * denotes the solution of (2). Consider the iterates generated by Algorithm 1 and let N k
L+μ , the following holds for all K. 
Proof.
(i) From the strong convexity of g, we have that μ 2 ȳ k − x * 2 ≤ g(ȳ). Note that from Lemma 3, the following holds for all k by taking unconditional expectations.
Since Γ 0 = γ 0 = 1, we have that Γ k+1 = Γ k + γ k+1 = Γ k + μ μ+L Γ k = 1 + 1 1+κ Γ k . Therefore, using Lemma 2 and the fact that max E[.] ≤ E[max(.)], the following holds forȳ
Using the definition of A 0 , we obtain:
.
By Lipschitz continuity of F and the definition of g, we have that
where the penultimate inequality follows from the strong convexity of g(y 0 ) and g(x * ) = 0. Furthermore, using the definition of γ k , we have the following bounds.
By substituting (15) and (16) in (14) and by recalling that μ 2 ȳ K − x * 2 ≤ g(ȳ K ), the result follows. (ii) To obtain ε-solution we needCq K ≤ ε, whereC = 2C/μ. Therefore, we need at least K ≥ log 1/qC /ε = logC/ε log 1/q steps. From the definition of q, we have that log(1/q) = log(1 + 1 κ+1 ) ≥ 1 2κ+2 by recalling that log(1 + x) ≥ x 2 for x ∈ [0, 1]. Consequently, the iteration complexity is O(κ log(C/ε)) whereC ≤ O(κ 2 (ν 2 + ν 2 )). Similarly, the oracle complexity can be computed as follows for ρ = q β and β > 1:
Remark 2 Standard variance-reduced projection schemes for (SVIs) are characterized by an iteration complexity bound of O(κ 2 log( 1 ε )) while Algorithm 2 has a bound given by O(κ log( 1 ε )).
PROXIMAL SCHEMES FOR MONOTONE STOCHASTIC PROBLEMS
Monotone stochastic variational inequality problems have been examined extensively in the literature. In monotone regimes, the best known result via variance reduction was provided by Iusem et al. (2017) where it a suitably defined residual function provably diminishes at O(1/k) when a stochastic extragradient scheme is employed together with a variance reduction framework. We develop a new avenue for resolving SVIs through a stochastic proximal point framework. We begin by summarizing proximal point schemes for generalized equations in Section 3.1 and then extend and analyze a stochastic generalization in Section 3.2.
A Review of Proximal Point Schemes
Consider the solution of a generalized equation 0 ∈ T (u), where T : R n → R n is a set-valued maximal monotone operator. A map T is said to be μ-strongly monotone if there exists a μ > 0 such that
where v ∈ T (y) and u ∈ T (x). Furthermore, if μ = 0, this reduces to mere monotonicity. Recall that the graph of a monotone map is defined as gph
Then T is a maximal monotone operator if no monotone map Ψ exists such that gph(T ) ⊂ gph(Ψ). For instance, the subdifferential map ∂ f of a closed, convex, and proper function is a maximal monotone map. The classical proximal point algorithm can be traced back to the seminal paper by Rockafellar (1976) ; given a vector u 0 ∈ R n , (17) generates a sequence {u k } defined as follows:
Consequently, the resolvent operator of a monotone set-valued operator, denoted by J T λ (u), is defined as J T λ (I + λ T ) −1 . Then we may state the update rule (17) as an update using the resolvent operator, i.e.
Consider the generalized proximal point method, rooted in the seminal work by Rockafellar (1976) , which employs the following update rule (see Corman and Yuan (2014) ):
which reduces to (17) when η = 1. We now define the Yosida approximation operator T λ as T λ
λ . It has been shown that if T is a monotone set-valued map and J T λ denotes its resolvent, then T λ is λfirmly non-expansive and 1 λ -Lipschitz continuous. Moreover, we have that from Corman and Yuan (2014), Prop. 2.4) that for all λ > 0, 0 ∈ T (u) ⇔ T λ (u) = 0. In other words, computing a zero of a generalized equation is equivalent to computing a root of a suitably defined nonlinear equation. By definition of T λ (x), we note that (18) can be recast as follows:
In other words, the update is seen to be similar to a subgradient scheme, where the subgradient of f is replaced by the T λ (u k ) while the steplength is given by ηλ . We now reproduce the main rate statements available for (18) in both monotone and strongly monotone regimes (see (Corman and Yuan 2014) ).
A Stochastic Proximal Point Framework
Faced with an expectation-valued map T (u) E[T (u, ω)], a direct application of (17) is impossible since it requires exactly evaluating the resolvent J T λ of an expectation-valued map. Consequently, contending with such problems requires inexactly evaluating the resolvent J T λ ; in effect, we compute a noise-afflicted variant of T λ (u k ), given by utilizing update rule (19) .
Our goal lies in inexactly computing J T λ (u) when T (u) corresponds to the generalized equation reformulation of a variational inequality problem. Specifically, x is a solution to (1) if and only if
where N X (x) refers to the normal cone of X at x. is defined as T (u) F(u) + N X (u), where N X (u) is normal cone of X. Recall that when F is a single-valued monotone map, F(x) + N X (x) is maximal monotone (see (Facchinei and Pang 2003) ), allowing for applying the proximal point framework. Hence,
, where SOL(X, H + u) denotes the solution set of variational inequality problem with set X and mapping F(x) + u. It can be immediately seen that if F is a monotone map, then F + 1 λ I is a 1 λ −strongly monotone map. In this section, when F is a monotone expectation-valued map, we develop a proximal framework of (2) reliant on solving a sequence of strongly monotone stochastic variational inequality problems, each of which is solved with increasing exactness. Solving (2) 
We employ a stochastic proximal point framework described in Section 3.2, formalized in Algorithm 2. We proceed to show that the scheme admits a convergence rate of O(1/k) where at each step of (19), we obtain an increasingly accurate solution of J T λ (u k ) by running Algorithm 1 for a finite (but increasing with k number of iterations denoted by k .
Algorithm 2 ( Proximal-point Algorithm with Variable Sample-sizes (PPAWSS)).
(2.0) Given u 0 ∈ X, λ > 0 and let η ∈ (0, 2), k = 0; (2.1)
Run VS-Ave(F + 1/λ I − 1/λ u k , y 0 , 1/λ , L + 1/λ , k );
If k > K, then stop; else k = k + 1; return to (1); (2.5) Return u K . In the following theorem, we state the convergence result for Algorithm 2. Theorem 3 (Convergence rate of Stochastic Proximal Point Scheme (PPAWSS)) Suppose {u k } is a sequence generated by Algorithm 2, T is defined as T (x) = E[F(x, ω)] + N X (x), and T λ denotes the Yosida approximation operator. Suppose Assumptions 1 and 2 hold. Let k = 2 log 1/q ((1 + k) α ) for any α > 1 and e k = 1 λ (J λ (x k ) − z k ). (i) For any λ > 0 and K > 0, the following holds:
where C is defined in Theorem 2,Ĉ 2 + 1 2α−1 + 1 2(2α−1)(α−1) , and Proof.
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(i) Letũ k+1 u k − ηλ T λ (u k ). By invoking the definition of J T λ , we have that:
Using the definition ofũ k+1 , (20) and by recalling that T λ (u * ) = 0, we get
Since ũ k+1 − u * ≤ u 0 − u * + ηλ ∑ k i=0 e i , we have the following.
Summing (23) from k = 0 to K and taking expectations, we have the following.
IfF j {u 0 , . . . , u j }, then from the law of total expectation, we know that for all j < i, E [ e i e j ] = E E e i e j |F j = E e j E e i |F j . Hence the following holds:
(ii) We showed that there exists a constantC where T λ (u K ) 2 ≤C/(K + 1). Hence the minimum number of steps to obtain ε-solution can be computed as follows for ρ q β where β > 1:
The oracle complexity in terms of the number of evaluations of G(x, ξ ) can then be bounded as follows:
(1 − ρ)(1 + 2αβ ) .
NUMERICAL RESULTS
In this section, we compare our scheme with the extragradient scheme presented by Iusem et al. (2017) on the following stochastic bimatrix game problem:
where Δ n is an n-dimensional simplex. We may recast this saddle point problem (27) as an SVI to find z = (x, y) ∈ Δ n × Δ m such that A(ξ ) T y −A(ξ )x T (z −z) ≥ 0, for allz ∈ Δ n × Δ m . Suppose the total simulation budget is 1e7, n = 20, and m = 10. Table 1 shows that for different choices of Lipschitz constants (L), our scheme compares well with the extragradient scheme proposed by Iusem et al. (2017) . Note that we computed the optimal solution in (27) by solving the sample-average problem using 1e6 samples via cvx.
Steplength and sample sizes have been chosen as suggested by Iusem et al. (2017) , η < 1/( √ 6L), and N k = θ (k + μ) ln(k + μ) 1+b , where θ = 1, b = 10 −3 and μ = 2 + 10 −3 . In the (PPAWSS) scheme, we set η = 1 and N k = ρ −k , where ρ = q −β , q = 1 − (1/(κ + 1)) and β = 1.001. It can be seen in Table 1 , when L increases, a smaller λ tends to perform better since the subproblem in line (2) of (PPAWSS) is 1 λ -strongly monotone with condition number λ (L + 1/λ ); therefore to manage the condition number, we reduce λ .
CONCLUDING REMARKS
We developed two variable sample-size methods to resolve strongly monotone and monotone SVIs, respectively. In the former setting, a linear convergence rate and near optimal oracle complexity are obtained with a more modest dependence on the condition number for an averaging-based variance-reduced scheme (VS-Ave). In monotone regimes, we develop amongst the first proximal point algorithms with variable sample-sizes (PPAWSS) where strongly monotone subproblems are solved with increasing inexactness via (VS-Ave), achieving the canonical deterministic rate. Finally, numerics suggest that proposed scheme compares well with its extragradient competitor.
