Abstract: Accommodating frequent product changes in a short period of time is a challenging task due to limitations of the contemporary engineering approach to design, build and reconfigure automation systems. In particular, the growing quantity and diversity of manufacturing information, and the increasing need to exchange and reuse this information in an efficient way has become a bottleneck. To improve the engineering process, digital manufacturing and Product, Process and Resource (PPR) modelling are considered very promising to compress development time and engineering cost by enabling efficient design and reconfiguration of manufacturing resources. However, due to ineffective coupling of PPR data, design and reconfiguration of assembly systems are still challenging tasks due to the dependency on the knowledge and experience of engineers. This paper presents an approach for data models integration that can be employed for coupling the PPR domain models for matching the requirements of products for assembly automation. The approach presented in this paper can be used effectively to link data models from various engineering domains and engineering tools. For proof of concept, an example implementation of the approach for modelling and integration of PPR for a Festo test rig is presented as a case study.
Introduction
The increasing market turbulence and the rise of new product technologies represent challenges and force industry to manufacture new product variants and adjust production volume constantly. For example, the automotive industry is expected to accommodate changes frequently due to increased environmental concerns, technological advancements, changes in the market requirements etc. As a result, product assembly is becoming a challenging task. Industries have to frequently change manufacturing process plans and subsequently reconfigure/build assembly lines to manufacture new products [1] .
Assembly systems within the automotive manufacturing sector are typically based on commonality approaches.
Around 80% of existing off-the-shelf manufacturing resources remain unchanged or slightly modified to accommodate a new version of a product. However, due to the use of ad hoc engineering methods the knowledge utilised from previous similar projects is only a small percentage of the available knowledge [2] . It is reported in [3] that companies are often unaware of the extent of in-house knowledge and therefore spend significant time searching for relevant information from previous similar projects.
To accommodate product changes, the required manufacturing process and associated resource constraints are typically checked manually due to the lack of tools that can support analysis of how the product changes will affect manufacturing operations. As a result, feasibility studies associated with the manufacturing of new products on existing assembly lines, design of new process plans and required reconfiguration of manufacturing resources remain subjective. Such ad hoc approaches rely heavily on the knowledge and experience of engineers that result in prolonged lead-times and increased engineering costs [4] .
To assist in the design, planning and reconfiguration of assembly systems, a number of digital modelling and simulation tools have been developed. These tools provide a number of benefits such as visualisation, verification and optimisation of the manufacturing systems before the physical build [5, 6] . However, manufacturing process and resource modelling is still a challenging and complex task. This is mainly due to the gaps that exist in the engineering process due to the reliance on ad hoc mechanisms for knowledge sharing, integration and reusability. Typically, product, process, and resource information and data sets exist within a given organisation, but they are not effectively coupled [7] , which represents a big challenge in this field.
One promising approach to address this issue is the effective linking of the digital descriptions of the product attributes and requirements, to the characteristics of the manufacturing resources. The resulting knowledge-base derived from such integrated digital description can potentially increase the efficiency of the engineering process. The focus of this paper is to improve PPR modelling of assembly automation systems by integrating virtual engineering tools with an ontology-based knowledge modelling system. To realise such modelling approach, a generic concept is presented that couples data models of PPR. The matching of different ontology domain models in a knowledge-driven system can potentially provide reusable knowledge-based PPR description to interconnect product attributes with related manufacturing resources.
In this article, the authors present a method for coupling PPR data models that can be achieved within the implementation of the rule-based approaches described in [4, 8] for mapping data of different concepts. In other words, this research work presents an application of previous work for multiple domain ontologies matching. It should be noted that previous work focused directly on mapping data in a unique and artificial model. In fact in a real scenario, these models can be generated from the domain specific engineering tools by corresponding domain experts. For this, the use of standard terminology and taxonomies is a promising approach, where standardisation can be driven by relevant communities holding the expert knowledge on a particular domain. Based on query rules, the presented methodology allows mapping between product, process and resource ontology models that will become modules of the PPR model. The ontologybased representation of engineering knowledge permits the dynamic modelling and mapping of products to required assembly processes and resources. Moreover, the use of standard languages for designing ontological models means that data can be accessed by third party applications, allowing retrieval and updating of the data model and thus makes the proposed approach extensible and scalable.
The remainder of this paper is organised as follows. Section 2 presents the background of the research work. Section 3 describes the approach for PPR model coupling within semantic descriptions. Section 4 presents an implementation of the approach with a case study based on a Festo test rig. Finally, Section 5 concludes the research work and discusses further tasks.
Background
The recent developments in manufacturing system engineering methods and software tools have focused on extending the data set based on which the design of production system is conducted; PLM (Product Lifecycle Management) and PDM (Product Data Management) have been integrated with MPM (Manufacturing Processes Management) tools in order to achieve better integration between product design and manufacturing system design processes [9] . Paradigms such as design for assembly, fabrication, manufacture, etc. focus on integrating critical design parameters and constraints, early in the product design phase, in order to achieve higher level of concurrency and avoid deviations between product and production system design processes [10] .
Within PLM systems, the concept of PPR extends the above mentioned concepts by integrating the notion of standardised manufacturing processes and resources, and the relation that exists between processes and resources [11] . In the domain of manufacturing, resources typically represent standardised modular machine units defined at various level of granularity (e.g. component, station, cell, zone, etc.). Each resource supports a specific process and may consist of sub-processes and subresources (e.g. a station-level transport system consisting of sub process and resources such as pre-stop, machinestop and clamping operations).
A typical PPR-based engineering workflow consists of initiating the product design while the manufacturing process and resources required to manufacture this product are concurrently derived from the PPR information mapping. Existing PPR-based systems (e.g. Dassault Enovia, Siemens TeamCenter) typically implement PPR capabilities through the storage and integration (i.e. crossreferencing) of PPR data models. The increasing availability and usage of 3D based virtual modelling and simulation tools within PPR tool chain have significantly contributed to i) extending the data set integrated into PPR systems (mechanical/3D data, station/line layout, PLC control data in the form of re-usable Function Blocks, etc.) and ii) improving design support and validation functions through the use of dynamic 3D-based simulation environment that provide an intuitive view of the complete data set and therefore of the final systems design.
PPR systems rely heavily on the use of relational database systems to store information and to define relations between PPR data sets; relationships between data sets are based on physical or logical constraints and relations (e.g. processing time, product size/resource capacity, etc.), or on specific relations derived from experience collected during past projects (e.g. specific product variant/resource mapping). However, today's deployment of advanced ICT systems and the exponentially increasing quantity of digital data generated, represents a real challenge in not only managing the data (i.e. storage, categorisation, storage), but also in defining and maintaining the relation between various engineering data sets and models.
The emergence of cyber-physical systems (CPS) integration and the expected industry evolution (Industry 4.0), Knowledge Representation (KR) is a promising solution to manage the referencing and integration of large and expending data sets. This permits the reduction of data processing overload and, at the same time, the support of advanced reasoning and design capabilities provided by knowledge-based systems.
KR is the field of study concerned with describing facts in a human and machine-readable format, which makes machines capable of automating processes with the usage of semantic descriptions. Aside from formally defining KR, [12] presents several formalisms that can be used for implementing KR. During the last decade, the industrial automation research community has tended to implement ontologies for formal description of manufacturing systems [13] . However, it should be noted that Linked Data [14] is considered as a simple method for managing interrelated data in knowledge-based systems but with several challenges for reasoning [15] . On the other hand, other KR formalisms such as semantic rules or frames can be used for representing knowledge.
Ontologies contain formal descriptions, which can be queried and even reasoned. An ontological model is employed as a data storage that contains the actual status of systems, which are semantically described through axioms and relationships between instances of real world objects. In addition, the design of models based on standards permits different designers to convey and describe knowledge with same terminologies and taxonomies. Although there are numerous semantic languages that can be used for modelling manufacturing systems, Resource Definition Framework (RDF)¹ based languages are the dominant ones for model implementation in factory automation [16] . RDF is an XML-based language that belongs to the W3C standard recommendations.
RDF-based models, or RDF graphs, are sets of RDF triples that permit the semantic description of any domain. Syntactically, triples are structured within a relation of three terms: subject, predicate and object. Furthermore, the Ontology Web Language (OWL) [17] is an RDF-based language that extends RDF within the declaration of class descriptions (e.g. enumeration, property restriction, cardinality constraints) and axioms allowing the enrichment of model descriptions. Hence, ontologies not only link data but also add semantics (or meaning) to model resources.
The information can be retrieved from models and modified with the use of standard query languages. This feature allows the data of graph accessible by other applications. In fact, any RDF-based graph datasets can be queried within SPARQL [18] and updated via its extension SPARQL Update (SPARUL). SPARQL permits the extraction of model data in the form of result sets or RDF graphs. SPARUL is an extension of SPARQL that includes a set of operations for updating, creating and removing data from RDF-based models.
The utilisation of semantic descriptions in factory automation domain permits the development of knowledgedriven solutions that are capable of managing and even orchestrating the execution of operations in contemporary production lines. For instance, [19] present useful applications of KR in the factory automation domain that allows scalability and reconfigurability of intelligent industrial automation systems. Implicit data of ontologies can be inferred by semantic reasoning engines to evaluate model descriptions and define new facts, which are not beforehand explicitly described [12] . This is a powerful characteristic of ontologies since the evaluation of models, inclusion at runtime, can result in new classifications or assertions of data. Furthermore, reasoning allows restructuring of models with statements which are not visible or deducible in the design phase. In addition, description of semantic rules using Semantic Web Rules Language (SWRL) [20] can be employed for mapping data from different domains [4, 8] to achieve model coupling.
Due to the number of domains involved in the engineering of manufacturing systems, the data generated during the design phase is heterogeneous and is defined in different domain models. Therefore, effective model coupling and ontology matching becomes an important research focus. [21] describes a conceptual methodology for merging heterogeneous data from upper levels. On the other hand, an example for lower level data coupling is shown in [22] , which shows an implementation of algorithms for generating unique models as aggregation of sub-models. The evaluation of mentioned studies and previous work done in [4, 8] motivated and inspired the presented approach in this article.
Approach
The extensive use of virtual engineering tools in assembly automation for manufacturing process planning, optimisation and validation is promising. Virtual engineering tools have shifted work activity from serial to parallel and advanced information and communication infrastructure has replaced paper-based processes. Despite this, launching a new product variant in the automotive industry remains a challenge. The selection of required manufacturing resources heavily rely on knowledge and experience of engineers. Although the PPR information exist separately, the lack of mappings between those data sets makes it difficult to identify whether the manufacturing process could be executed using available resources. To address this, an approach for automating the mappings of products, processes and resources using semantic descriptions for assembly automation systems is presented in this section.
The use of modular ontologies (each module belongs to a different domain) and standard terminology and taxonomies is a promising approach to achieving such PPR ontology coupling for assembly systems. Integration of modules in a unique representation creates a common source from which system information can be accessed. However, the main problem with using modular ontology is to define a manner of mapping data to be carried out by designers or with automatic approaches. In fact, the use of common terminology and taxonomies already presented in standards that are being implemented in the industry might avoid data naming convention issues. This requires employment of several standards for covering data managed in all levels of automation systems. For instance, the ISA 88 (used for defining the control batch processes) and the ISA 95 (used for describing the interface between enterprise) can be integrated [23] and used for describing related taxonomy in the PPR domain ontologies.
On the other hand, one of the problems that exits nowadays is the lack of a large infrastructure for sharing ontologies that could be reused for describing different industry domains. In fact, the common practice is to develop in-house models that are frequently described in other formats than ontologies e.g. XML, UML models, MS Office documents etc. Nevertheless, models can be transformed to ontologies automatically using existing approaches [24, 25] besides creating them manually and from the scratch. Moreover, APIs as e.g. Apache POI² permits the manipulation of MS documents with Java so they can be transformed e.g. to XML objects.
The focus of this paper is working with different domain ontologies and demonstrate how they can be coupled by mapping ontology elements, achieved by importing ontologies and combining them through a rule-based approach. The implementation of this approach allows merging modular ontologies and therefore create a link be- tween concepts and data covered by different domains that are frequently described with non-connected standards. As this approach is intended for the case of having data in different ontologies, the mapping of data is in fact an interconnection between different domain models to address the model coupling of Product, Process and Resource domain ontologies. Figure 1 depicts that how instances belonging to different domain ontologies are matched with rules.
Taking into account the design of modular ontologies [26] , different models can be merged to form a unique higher level ontology. This is achieved by using existing ontology editors (e.g. Protégé³ editor) that form a graph dataset containing all graphs of imported ontologies.
Nevertheless, merging ontologies does not result in automatic creation of link between data belonging to different domains because tools (or an import action) only create a model containing all instances of imported models. Thus, data coupling requires an extra process step. As shown in Figure 1 , the model coupling is achieved through the definition of rules that link different data domains. A semantic reasoner that evaluates the model and stated rules infers the interrelation between different data models. It should be noted that creating the PPR ontology and data mapping semantic rules does not remove existing links of the individual domain ontologies, provided they do not create conflict with new rules. The important characteristic of achieving model coupling with the use of rules 3 http://protege.stanford.edu/ and a reasoning engine is that the reasoner automatically validates the consistency of the model.
The approach for domain model coupling of PPR data used in this research consist of following four main steps: 1. Importing domain models in a unique ontology 2. Define a set of object properties that relate different domain concepts 3. Define a set of rules that can be understood by reasoning engines to infer model coupling 4. Automatically infer links between instances and validate model consistency
In the first step, a first graph data set, known as the PPR ontology, is created as an aggregation of all imported models. This new model contains all the elements of each ontology, and have its own Internationalised Resource Identifier (IRI). In the second step, additional object properties that interrelate different domain concepts are defined. These new properties are added in the PPR ontology IRI. Once object properties are added, a set of rules are defined in the next step. Finally, the semantic reasoning engines infer implicit data based on the rules defined in the previous step. The implementation of each step is further described in the case study. The proposed approach presents a method for model coupling that can be used for e.g. mapping the required data needed for manufacturing products in assembly lines. The data mapping is achieved with an ontological model that allows not only the description of assembly lines, but also the representation of the processes that components can perform. The ontology that is formed by the three PPR domains and main classes used for the im- Figure 2 depicts the resultant model. This diagram is used as a reference for required descriptions of the research work implementation. Although domain models are usually larger than the ones presented, the described classes are sufficient for demonstrating how the approach can be implemented. It should be noted that the model is reused from the research work presented in [4] . However, different concepts are now separated in different ontologies which are treated as modules (or higher classes) of the PPR ontology model.
Case study
This section describes the implementation details of the approach presented in previous section with the help of a case study. The case study is based on a station of a Festo Modular Production System, which presents a small-scale realistic industrial test bench widely used for teaching and research purpose. 
Creating the PPR ontology model
The first step of the approach is accomplished by importing all the ontology models in a unique model. This is carried out using an ontology editor that permits importing models and saving the resulting ontology in a file. Protégé is an ontology editor that is used to implement the presented approach. Figure 4 shows the Active Ontology tab from the Protégé interface, in which the imported ontologies information is shown.
As it can be seen in Figure 4 , imported ontologies retain the IRI which allow the differentiation between elements that belong to different domain models (even if the name of the instances is same). Therefore, the difference in IRI forms a basis for querying and defining rules in the model.
After the importation of the process ontology, the ontology contains three classes that allow the process related descriptions: Operation, Process and Task. Operation class is composed of operations that are performed in system stations. Process class is composed of processes linked to operations and Task is composed of tasks of processes. A process is defined as a set of tasks performed in a certain sequence.
With the import of product ontology, Product class is imported and included in the PPR ontology which is used for collecting types of products that are manufactured in the assembly line. All required relations for PPR mappings are shown in the class diagram of Figure 2 , which is described in section 4.2. These relations are implemented as ontology object properties because they are used as a relationship between class instances.
Finally, after importing the resource ontology, three classes are included in the PPR ontology that allow the physical concept description of the assembly line: System, Station and Component. System class is used for assembly line instances, representing an entire production line. Station contains different stations of a system which represent an assembly operation (such as piston stuffing). Component includes elements that are used for performing station operations (such as clamping).
Adding required object properties in the ontology model
As described previously, some object properties are already asserted when models are imported. This is because relationships described in models are not modified during the import process, which is just an aggregation of graphs into the generated graph dataset. Hence, graphs that are linking instances with properties are not affected. However, the new links that relate elements of different domain models are inserted once the unique ontology is being created. In this case study, the properties performsOperation and performsTask are added and linked between corresponding PPR ontology instances. The IRI of these properties is same as of the PPR ontology. These added properties in the second step of the approach are represented as UML direct association. Table 1 presents the relationships between instances of the model after the definition of the PPR ontology object properties. The names of instances are based on the information available in [27] .
The two products which are added to the model (i.e. product_1 and product_2) are shown in Table 1 . These products are manufactured through slightly different man- ufacturing processes. Thus, they are related to op_01 and op_02 that, in turn, are related to process_1 and process_2. In this use case scenario, product_1 is executed using process_1. The main steps constitute: advancing through the station, position testing, drilling and sorting. On the other hand, product_2 does not require the manufacturing operations of processing station and is transported to the next station through the positions of the station, which are the steps of the process_2.
It should be noted that in addition to the shown object properties in Table 1 , there are two more object properties represented in the UML ontology model: requiresComponent and requiresTask. These properties are used for determining which components and tasks are required to manufacture a product. However, they are represented within an UML derived association notation because such properties are derived from information included in the model. Basically, requiresComponent and requiresTask are not explicitly described because this approach implements such relation within semantic rules, as described in following sub-sections. Figure 5 shows the hierarchy of classes and object properties (a) before and (b) after the enrichment of object properties in the PPR ontology.
As it can be seen in Protégé views, the class hierarchy remains same in (a) and (b); the object property hierarchy changes because (b) contains the object properties shown in Figure 2 that are used for interrelating different domain models. Figure 6 depicts that processingStation resource domain instance is linked to two domain instances. First, it is still linked with hasComponent object property to other resource domain instances (from the imported resource ontology model) and, afterwards, it is linked with different process domain instances (op_01 and op_02) with performsOperation object property.
Adding required SWRL rules and coupling data in the ontology model
In addition to presented classes and object properties that are imported from different domain models and object properties that are defined in the PPR ontology, the automatic coupling of data is achieved with SWRL rules. This section presents two rules that allow the mapping between product, component and tasks of assembly lines. As the rules are expressed though SWRL they are suitable for any RDF-based ontology model. Table 2 shows the two SWRL rules that are defined for this use case. The first SWRL rule maps products with components by taking into account performsOperation, includesTask, hasProcess, needsAssemblyOperation, hasComponent and performsTask object properties and the classes that are linked to several model properties (i.e. Component, Task, Operation, Station and Product). The second SWRL rule maps products with tasks by taking into account includesTask, hasProcess and needsAssemblyOperation object properties and the classes that are linked to such properties (i.e. Task, Process, Operation and Product). 
Automatic data mapping within semantic reasoning engines
Using the presented SWRL rules, products can be interrelated with tasks and components. Thus, through SWRL rules and reasoning engines, the relation between products, tasks and components are inferred. It should be noted that these rules could be merged in one rule, which would give the same mappings. However, the implementation of two independent rules allows identifying which classes and properties are required for each type of mapping. It should be noted that for this approach implementation, Pellet reasoner [28] has been used as the reasoning engine for obtaining the mappings. Thus, before SWRL rules are executed, Pellet must be started.
Once the reasoning engine runs the final graph, dataset is generated because it includes the inferred data. Figure 7 shows the inferred data mappings of product_1 (visible in property assertions tab) created with the help of SWRL rules and the evaluation done by the semantic reasoner. The mappings demonstrate that the data of all models is successfully coupled because product_1 (product domain) is linked to op_01 and to a set of tasks (process domain) and, at the same time, to a set of components (resource domain).
The presented implementation demonstrates successful coupling of models by (1) merging different domain models, (2) assertion of object properties between class instances and (3) automatic mappings through semantic reasoning, achieved through SWRL rules and model evaluation. If desired, the mappings of products and their requirements can be extracted from the model. As the model has been implemented in OWL (RDF-based) syntax SPARQL queries can be used for monitoring any information related to the model. 
Conclusion
This paper presents the application of a knowledge-based PPR mapping approach that can support dynamic configuration of assembly systems because the model interrelations may change when populating the ontology with new instances. Such approach relies on capturing and formalising in house engineering knowledge that link Product, Process and Resource in order to reduce system development and reconfiguration time. To illustrate the concept, generic models of products, processes and manufacturing resource components are created for a Festo test rig with two product variants scenario. The authors believe that such approach can be extended to allow reconfiguration of existing manufacturing systems in order to include more complex products (e.g. product structure and complexity, product variants) querying the available facilities to manufacture a new product variant. From the results of the case study, it can be concluded that ontological mapping of product, process and resource data and their representation within virtual modelling and simulation environment can, to a certain extent, allow the automation of the process that consists in instantiating a specific system from a library of PPR components and therefore to accelerate the configuration of manufacturing system for a specific production requirement.
The approach is implemented for a table-size test rig with a small number of components. Preliminary results are the automatic generation of a list of resource components based on Process and Product requirement input. Such results suggest that further development of ontology based system can potentially be used to achieve automatic configuration of manufacturing resources and contribute to the self-configuration paradigm introduced by Industry 4.0. An important aspect of the presented approach is the mapping between models based on query rules. The use of best practices to create these rules and serve as a reference to develop and advance the expertise is an important research area which needs to be addressed to enable wide application of such approach. A wider application of the proposed approach is required in order to assess the robustness, practicality and efficiency in terms of timesaving of this approach. Further research will focus on using semantics to characterise data collect from IoT devices deployed on the real system (e.g. PLC, energy monitors, sensors, production data) in order to further extend the data set based on which ontology and case based reasoning can be conducted. Daniel Vera has been working in the domain of manufacturing engineering for over ten years. His research interests are focused on various aspects of manufacturing from the modelling, analysis and optimisation of engineering processes to the design and development of 3D-based virtual engineering tools for supporting the manufacturing system lifecycle, which formed the focus of his PhD thesis. Dr Vera has been involved in numerous UK and European projects as a Research Associate at Loughborough University and now a Research Fellow at the University of Warwick. He is currently taking a leading role in the commercialisation of new automation systems and methods. 
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