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We study upper and lower bounds on the worst-case e-complexity of nonlinear
two-point boundary-value problems. We deal with general systems of equations with
general nonlinear boundary conditions, as well as with second-order scalar problems.
Two types of information are considered: standard information deﬁned by the values
or partial derivatives of the right-hand-side function, and linear information deﬁned
by arbitrary linear functionals. The complexity depends signiﬁcantly on the problem
being solved and on the type of information allowed. We deﬁne algorithms based on
standard or linear information, using perturbed Newton’s iteration, which provide
upper bounds on the e-complexity. The upper and lower bounds obtained differ by a
factor of log log 1=e: Neglecting this factor, for general problems the e-complexity for
the right-hand-side functions having r ðr52Þ continuous bounded partial derivatives
turns out to be of order ð1=eÞ1=r for standard information, and ð1=eÞ1=ðrþ1Þ for linear
information. For second-order scalar problems, linear information is even more
powerful. The e-complexity in this case is shown to be of order ð1=eÞ1=ðrþ2Þ; while for
standard information it remains at the same level as in the general case. # 2002
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The goal of this paper is to derive bounds on the e-complexity of
nonlinear two-point boundary-value problems. In the last two decades,
optimal solution of problems in differential equations has attracted
attention in a variety of settings, due to the importance of such problems
for numerical analysis and modelling. Let us mention, e.g., a series of papers
on initial-value problems summarized in [6], and a number of results on the
complexity of partial differential equations presented in [12]. The problems
studied in this paper are nonlinear. In contrast to the linear case, where a
framework has been developed to deal with a general setting [15], there are1This research was partly supported by AGH Grant 10.420.03.
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COMPLEXITY OF BOUNDARY-VALUE PROBLEMS 703only few general results on the optimal solution and complexity of nonlinear
problems, see e.g., [4]. Such problems usually require an individual
approach, see the analysis of nonlinear equations [8], initial value problems
for ODEs [6], or optimization problems [7]. For boundary-value problems,
mainly linear or mildly nonlinear problems have been studied so far, see
[5, 11, 13, 14]. Besides nonlinearity, another individual characteristic of the
problem considered in this paper is that the complexity analysis requires
results on two other nonlinear problems: initial-value problems and
nonlinear equations.
The e-complexity is deﬁned as the minimal amount of information,
measured by the number of functional evaluations, sufﬁcient for solving the
problem under the worst-case error criterion to within the accuracy e: It is
assumed that the right-hand-side function has r continuous bounded partial
derivatives. Two classes of information are considered: standard informa-
tion deﬁned by partial derivatives of the right-hand-side function, and linear
information involving arbitrary linear functionals. The e-complexity in these
classes turns out to be signiﬁcantly different: no algorithm based on
standard information can achieve the same error level that algorithms based
on linear information can achieve.
The paper consists of two relatively independent parts. The ﬁrst part is
devoted to general nonlinear two-point boundary-value problems with
nonlinear boundary conditions. The main results are given in Theorems 3.1
and 3.2. We deﬁne algorithms based on standard or linear information using
perturbed Newton’s iteration, whose errors (analyzed in Theorem 3.1)
provide an upper bound on the e-complexity given in Theorem 3.2. The
analysis involves results on initial-value problems, as well as an insight into
the behavior of perturbed Newton’s method (Lemmas 3.2 and 3.3). The
obtained upper and lower bounds on the e-complexity differ by a factor of
log log 1=e: Neglecting this factor, the e-complexity turns out to be of order
ð1=eÞ1=r for the class of standard information, and ð1=eÞ1=ðrþ1Þ for linear
information where r52:
In the second part of the paper, we study scalar second-order equations
with separated boundary conditions. The reason for treating this problem
(which obviously is a particular case of the general setting) separately is two-
fold. Firstly, the algorithms and complexity for second-order problems turn
out to be different than those in the general case. To this end, new upper
bounds for initial-value problems are needed to establish the order of
convergence of the proposed algorithms (Theorem 4.2). Secondly, the lower
bound on the complexity obtained for second-order problems is much more
interesting from the point of view of this paper than that in the general case,
where known initial value results are simply used. The main results of the
second part are contained in Theorems 4.1 and 4.3 (upper and lower
bounds), and in Theorem 4.4, which summarizes the results on the
BOLESŁAW KACEWICZ704complexity. Neglecting the log log 1=e factor, the e-complexity in this case is
of order ð1=eÞ1=r if only standard information is allowed, which is the same
as for general problems, and ð1=eÞ1=ðrþ2Þ if linear information can be used,
which is an improvement over the general case.
2. PROBLEM FORMULATION AND DEFINITIONS
We shall analyze the complexity of nonlinear two-point boundary-value
problems with general nonlinear boundary conditions [10]
z0ðxÞ ¼ f ðx; zðxÞÞ; x 2 ½a; b; pðzðaÞ; zðbÞÞ ¼ 0; ð1Þ
where f : ½a; b 	 Rd ! Rd ; z : ½a; b ! Rd (where a5b), and p : Rd 	 Rd !
Rd : We assume that there exists a unique solution z of this problem. We also
assume that
f ðx; yÞ has continuous bounded partial derivatives of order 0; 1; . . . ; r
ðwhere r51Þ on ½a; b 	 Rd ; ð2Þ
with Di denoting the bound on the norms of partial derivatives of f of order
i for all ðx; yÞ 2 ½a; b 	 Rd ; and
pðs;wÞ has continuous bounded partial derivatives of first and second
order on Rd 	 Rd : ð3Þ
Further assumptions about f and p will be stated in the sequel when
necessary.
Besides the general problem (1), we shall consider the complexity of a
subclass of problems (1), given by second-order scalar problems
z00ðxÞ ¼ gðx; zðxÞÞ; x 2 ½a; b; zðaÞ ¼ A; zðbÞ ¼ B; ð4Þ
where g : ½a; b 	 R ! R and z : ½a; b ! R: We assume that
g has r continuous bounded partial derivatives on ½a; b 	 R; ð5Þ
with bounds on partial derivatives of order i denoted by Di; i ¼ 0; 1; . . . ; r:
The reason of studying problems (4) separately is that they have speciﬁc
regularity properties that are not taken into account by algorithms for the
general problem (1). Under the same regularity conditions imposed on f
and g; algorithms which are almost optimal for problem (1) are not almost
optimal for (4), and the complexity is not always the same.
COMPLEXITY OF BOUNDARY-VALUE PROBLEMS 705Note that both problems (1) and (4) are nonlinear: the solution z depends
nonlinearly on f or g:
We now give necessary deﬁnitions. The class of functions f or g will be
denoted by F or G; respectively. The deﬁnitions will be given for problem
(1); in the case of (4) obvious modiﬁcations are needed: the replacement of f
by g; the class F by G; and the dimension d by d ¼ 1:
Any method for solving (1) is based on certain information about f ;
values of f or its partial derivatives are most commonly used. By
information with n evaluations about f we mean n real numbers N ðf Þ; where
N :F! Rn ð6Þ
is a given operator.
Our aim is to assess quality of two types of information. Standard
information N ðf Þ is deﬁned by an arbitrary selection of n values of f or its
partial derivatives. Linear information has the form
N ðf Þ ¼ ½v1; . . . ; vn; ð7Þ
with vi ¼ Liðf ; v1; . . . ; vi1Þ; where Lið; v1; . . . ; vi1Þ is a linear functional. The
classes of all standard or linear information operators will be denoted,
respectively, by Nst or Nlin:
Approximation to the solution z is given by means of an algorithm f: By
an algorithm we mean any mapping deﬁned on N ðFÞ; which transforms
N ðf Þ into a function fðN ðf ÞÞ : ½a; b ! Rd ; whose components are piecewise
continuous functions on ½a; b: The error of an algorithm at f is measured by
the supremum norm on ½a; b;
eðf; f Þ ¼ max
x2½a;b
jjzðxÞ  fðN ðf ÞÞðxÞjj; ð8Þ
where jj  jj is a norm on Rd : The worst-case error of f in the class F is
deﬁned by
eðf;FÞ ¼ sup
f2F
eðf; f Þ: ð9Þ
We shall study the e-complexity of problems (1) and (4), i.e., the minimal
cost of the solution with respect to all algorithms and all information
operators from the classes Nst or Nlin:
Given e > 0; we deﬁne the e-complexity by
compstðlinÞðeÞ ¼ minfn: 9Nn 2NstðlinÞ with n evaluations;
9fnstðlinÞ such that eðfnstðlinÞ;FÞ4eg: ð10Þ
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problems (1) and (4).
3. GENERAL NONLINEAR PROBLEMS
Consider problem (1). It is closely related to the solution of nonlinear
(algebraic or transcendental) equation
F ðsÞ ¼ pðs; yðb; sÞÞ ¼ 0; ð11Þ
where yðx; sÞ is a solution of the initial-value problem
y0ðxÞ ¼ f ðx; yðxÞÞ; x 2 ½a; b; yðaÞ ¼ s: ð12Þ
We assume that (11) has a unique solution sn: Obviously, if sn is a solution of
(11), then zðxÞ ¼ yðx; snÞ is a solution of (1). Any method for solving (1) can
be considered as a method for solving (11). Vice versa, once an
approximation to sn is known, the solution of (1) reduces to the solution
of the initial-value problem. Assumptions about f and p that we adopt
must reﬂect the relation between problems (1) and (11). It is not surprising
that these assumptions are more demanding than the conditions imposed on
f for initial-value problems [3].
When solving (11), a version of Newton’s iterative method is often used.
To derive an upper bound, we assume that F satisﬁes conditions that assure
that Newton’s iteration is well deﬁned and converges quadratically to the
unique solution sn: More precisely, it is assumed that the functions f and p
are such that
f has continuous bounded partial derivatives up to the second order at
least ði:e:; r52 in ð2ÞÞ; ð13Þ
F 0ðsnÞ is a nonsingular matrix: ð14Þ
It follows from assumptions (3) and (13) that F is twice continuously
differentiable in Rd and there exists a constant Z; depending only on D1;
D2; a; b and the bounds on the partial derivatives of p of ﬁrst and second
order, such that
jjF 00ðsÞjj4Z for all s;
see (A2) in the appendix.
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HZR41
4
: ð15Þ
A quite straightforward analysis (simpler than that required in Kantor-
ovich’s theorem, where no assumption about the existence of a solution sn is
made [9, p. 135], based on the Taylor expansion of F and mathematical
induction yields that for a starting point #s0 belonging to the ball Kðsn;RÞ ¼
fs 2 Rd : jjs snjj4Rg; Newton’s sequence
#slþ1 ¼ #sl  F 0ð#slÞ1F ð#slÞ; l ¼ 0; 1; . . . ð16Þ
is well deﬁned and lies in Kðsn;RÞ: Moreover, liml!1 #sl ¼ sn and
jj#slþ1  snjj4Cjj#sl  snjj2; ð17Þ
where C ¼ HZ: The ball Kðsn;RÞ is called the ball of convergence of
Newton’s iteration for problem (11). From now on we shall take R ¼
1=ð4CÞ; the maximal value that satisﬁes (15).
Computing F ðsÞ for a given s; which is necessary to perform each
Newton’s iteration step, requires solving the initial-value problem (12) for
yðb; sÞ: This can be done only approximately.
Similarly, for computing
F 0ðsÞ ¼
@p
@s
ðs; yðb; sÞÞ þ
@p
@w
ðs; yðb; sÞÞ
@y
@s
ðb; sÞ
we need to compute @y@sðb; sÞ:
This once more involves the solution of some initial-value problem. The
matrix Y ðx; sÞ ¼ @y@sðx; sÞ is the solution of
Y 0ðx; sÞ ¼
@f
@y
ðx; yðx; sÞÞY ðx; sÞ; x 2 ½a; b; Y ða; sÞ ¼ I ; ð18Þ
where I is the identity matrix. Again, Y ðb; sÞ can be found only
approximately.
The discussion above indicates that the idea of solving (1) based on
Newton’s iteration to approximate sn; and next solving (12), provides only
some general framework that does not give much knowledge about the
complexity of the problem. To establish the complexity, that is, to reduce
the computation of an e-approximation to the evaluation of a ﬁnite (and
minimal) number of functionals, we have to be more speciﬁc. Methods for
solving the initial-value problems (12) and (18) must be deﬁned, the required
accuracy of the solution speciﬁed, and the necessary number of Newton’s
iterations established.
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We shall deﬁne algorithms fnst and fnlin that use standard or linear
information, respectively. Consider a uniform partition of ½a; b with points
xi ¼ aþ ih; where h ¼ ðb aÞ=n and i ¼ 0; 1; . . . ; n: We ﬁrst deﬁne
approximations lðx; sÞ of yðx; sÞ; and Lðx; sÞ to Y ðx; sÞ: Let s0 ¼ s: For a
given si; let %yiðxÞ ¼ %yiðx; siÞ denote the solution of the initial-value
problem
%y0ðxÞ ¼ f ðx; %yðxÞÞ; x 2 ½xi; xiþ1; %yðxiÞ ¼ si ð19Þ
and let
liðxÞ ¼
Xr
j¼0
%y
ðjÞ
i ðxiÞ
j!
ðx xiÞ
j; x 2 ½xi; xiþ1 ð20Þ
be the Taylor approximation to %yiðxÞ: Deﬁne
siþ1 ¼
liðxiþ1Þ for the algorithm f
nst;
si þ
Rxiþ1
xi
f ðt; liðtÞÞ dt for the algorithm f
nlin:
8><
>: ð21Þ
The approximation lðx; sÞ is given as a piecewise polynomial function on
½a; b that coincides with li on each subinterval,
lðx; sÞ ¼ liðxÞ for x 2 ½xi; xiþ1Þ; lðb; sÞ ¼ ln1ðbÞ: ð22Þ
(The symbol l is used here to denote a function, while above it was used in
the meaning of an index in Newton’s iteration. This will not cause
any misunderstanding; the meaning of l will be always clear from the
context.)
We now deﬁne an approximation Lðx; sÞ to Y ðx; sÞ: This is done by
approximating the solution %Y ðx; sÞ (continuous on ½a; b with a piecewise
continuous ﬁrst derivative) of the initial-value problem
%Y
0
ðx; sÞ ¼
@f
@y
ðx; lðx; sÞÞ %Y ðx; sÞ; x 2 ½a; b; %Y ða; sÞ ¼ I ð23Þ
(where %Y
0
ðxi; sÞ is meant as %Y
0
ðxþi ; sÞÞ: Let S0 ¼ I : For a given matrix Si; let
%Y iðxÞ be the solution of the local initial value problem
%Y
0
iðxÞ ¼
@f
@y
ðx; liðxÞÞ %Y iðxÞ; x 2 ½xi; xiþ1; %Y iðxiÞ ¼ Si: ð24Þ
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LiðxÞ ¼ %Y iðxiÞ þ %Y
0
iðxiÞðx xiÞ þ    þ
%Y
ðr1Þ
i ðxiÞ
ðr  1Þ!
ðx xiÞ
r1; x 2 ½xi; xiþ1 ð25Þ
and deﬁne
Siþ1 ¼
Liðxiþ1Þ for the algorithm f
nst;
Si þ
R xiþ1
xi
@f
@y ðx; liðxÞÞLiðxÞ dx for the algorithm f
nlin:
(
ð26Þ
The approximation to Y ðx; sÞ is given by the function Lðx; sÞ deﬁned over
½a; b by
Lðx; sÞ ¼ LiðxÞ on each ½xi; xiþ1Þ and Lðb; sÞ ¼ Ln1ðbÞ: ð27Þ
We now describe approximations to F ðsÞ and F 0ðsÞ; the vector and matrix
necessary to perform Newton’s iterative step. The approximate value of F ðsÞ
is given by
#F ðsÞ ¼ pðs; lðb; sÞÞ ð28Þ
and the approximate matrix F 0ðsÞ by
AðsÞ ¼
@p
@s
ðs; lðb; sÞÞ þ
@p
@w
ðs; lðb; sÞÞLðb; sÞ: ð29Þ
3.1.1. Definition of the Algorithms fnst and fnlin
Let k ¼ d2 log log ne; where log ¼ log2: The approximations to zðxÞ ¼
yðx; snÞ over ½a; b in the respective algorithms are given by lðx; skÞ; where sk is an
approximation to sn obtained after k steps of the perturbed Newton’s method,
slþ1 ¼ sl  AðslÞ1 #F ðslÞ; ð30Þ
with s0 2 Kðsn;RÞ:
Note that the difference between algorithms fnst and fnlin lies in the
different ways of deﬁning initial vectors and matrices si and Si in each
subinterval, which results in different information requirements and
different convergence properties.
3.2. Information
Each step of Newton’s method requires computing #F ðslÞ; i.e., lðb; slÞ and
AðslÞ; i.e., Lðb; slÞ: It is easy to see that in the algorithm fnst this is done at
cost of computing partial derivatives of f of order 0; 1; . . . ; r  1 at some
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information. In the algorithm fn
lin
; the deﬁnition of si and Si requires
additionally the values of integrals of the formR xiþ1
xi
f ðt; liðtÞÞ dt and
R xiþ1
xi
@f
@yðt; lðt; s
lÞÞðt  xiÞ
j dt; so that this algorithm is
based on linear information. The number of evaluations necessary for
computing lðb; slÞ and Lðb; slÞ in each algorithm is equal to %cðr; dÞn; where the
constant %cðr; dÞ depends only on r and d; and is independent of n: Since
k ¼ d2 log log ne iterations are performed, the total number of information
pieces required in each algorithm is cðr; dÞdlog log nen for some constant cðr
; dÞ (which is different for each algorithm).
Recall that in the linear information model (7), exact values of arbitrary
linear functionals, in particular of integrals, are admitted as information. In
practical computation, integrals are usually approximated by quadrature
formulas using evaluations of f and/or its partial derivatives. Such a
replacement of integrals by quadrature formulas leads us to algorithms that
are restricted to using standard information, and, consequently, we ﬁnd
ourselves in the standard information model. We shall compare in the sequel the
power of standard and linear information. For the problems considered in this
paper, standard information turns out to be weaker than linear information.
The algorithms fnst and fnlin are based on the Taylor approximation (20).
We may also admit other well-known methods for integrating initial-value
problems, such as Runge–Kutta or linear multistep methods. The properties
of the resulting algorithms will require a further speciﬁc analysis, which is
beyond the scope of this paper.
3.3. Upper Bounds on the Errors
We now state a theorem that explains convergence properties of the
algorithms fnst and fnlin: The proof will require a number of auxiliary
results to be proved in the sequel.
Theorem 3.1. Let f and p satisfy assumptions (2) with r52; (3), and (14).
Then we have:
(i) The algorithms fnst and fnlin are based on standard and linear
information, respectively. The number of pieces of information used in the
algorithms is equal to cðr; dÞdlog log nen; where nþ 1 is the number of
discretization points in the interval ½a; b; and cðr; dÞ is a constant (individual
for each algorithm) depending only on r and d.
(ii) There exists a constant K, depending only on D0; . . . ;Dr;H ;p; a and b;
such that for all n
eðfnstðlinÞ; f Þ4KnðrþdÞ; ð31Þ
where d ¼ 0 for the algorithm fnst; and d ¼ 1 for the algorithm fnlin:
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We shall ﬁrst show some useful results concerning the solution of initial-
value problems.
3.4. Results for Initial-Value Problems
We have proved in [3] the following result.
Theorem A (Kacewicz [3]). Let yðx; sÞ be the solution of (12) and %yiðxÞ the
solution of the local problem (19). Let liðxÞ be an approximation to %yiðxÞ (not
necessarily given by (20)) that is continuous on ½xi; xiþ1; and such that liðxiÞ ¼
si with si given by (21). If lðx; sÞ is the approximation to yðx; sÞ on ½a; b defined
by (22), and
sup
x2½xi;xiþ1
jj %yiðxÞ  liðxÞjj4eðf ; hÞ; ð32Þ
where eðf ; hÞ is independent of i, then
sup
x2½a;b
jjyðx; sÞ  lðx; sÞjj4Mhd1eðf ; hÞ; ð33Þ
where M is a constant that depends only on the Lipschitz constant of f in the
strip ½a; b 	 Rd ; and d is defined in Theorem 3.1. ]
This result allows us to establish a bound on the global error from the
knowledge about the behavior of the local errors. If linear information is
allowed, then both local and global errors have the same order of
magnitude. For standard information, one order of magnitude is lost when
passing from local to global errors.
We now show a result concerning quality of approximations lðx; sÞ and
Lðx; sÞ deﬁned by (22) and (27), which will be crucial for establishing
properties of perturbed Newton’s method.
Lemma 3.1. Let lðx; sÞ and Lðx; sÞ be given by (22) and (27). If r51 and f
has continuous bounded partial derivatives of order 0; 1; . . . ; r on ½a; b 	 Rd ;
then there exists a constant M1 such that for all s
sup
x2½a;b
jjyðx; sÞ  lðx; sÞjj4M1hrþd; ð34Þ
where d is given in Theorem 3.1.
If r52 then there exists a constant M2 such that for all s
sup
x2½a;b
jjY ðx; sÞ  Lðx; sÞjj4M2hrþd1: ð35Þ
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tions, we have that
sup
x2½xi ;xiþ1
jj %yiðxÞ  liðxÞjj4c1h
rþ1 ð36Þ
for some constant c1 independent of i and si: Inequality (34) now follows
from Theorem A. Similarly, note that
sup
x2½xi ;xiþ1
jj %Y iðxÞ  LiðxÞjj4c2hr; ð37Þ
for some constant c2 independent of i and s: Indeed, since the right-hand-
side function of (24) has r  1 continuous bounded derivatives, it sufﬁces to
show that the solution %Y i is bounded by a constant independent of i and s:
Since %Y iðxÞ ¼ Si þ
R x
xi
@f
@yðt; lðt; sÞÞ
%Y iðtÞ dt; it holds that jj %Y iðxÞjj4jjSijj expðD1hÞ
for x 2 ½xi; xiþ1: To ﬁnd a bound on jjSijj; note that from the deﬁnition in
both cases of standard or linear information, it follows that jjSiþ1jj4jjSijjð1þ
c3hÞ for some constant c3: The solution of this difference inequality gives the
desired bound (independent of i and s) on jjSijj and consequently on jj %Y iðxÞjj:
This yields (37). A minor modiﬁcation of Theorem A gives that
jj %Y ðx; sÞ  Lðx; sÞjj4c4hrþd1; x 2 ½a; b; ð38Þ
with a constant c4 independent of s:
To ﬁnd a bound on jjY ðx; sÞ  %Y ðx; sÞjj; we make use of (18) and (23) to get
jjY ðx; sÞ  %Y ðx; sÞjj4
Z x
a
@f
@y
ðt; lðt; sÞÞ
				
				
				
				jjY ðt; sÞ  %Y ðt; sÞjj dt
þ
Z x
a
@f
@y
ðt; yðt; sÞÞ 
@f
@y
ðt; lðt; sÞÞ
				
				
				
				jjY ðt; sÞjj dt:
Since @f@yðt; yÞ is a bounded function in ½a; b 	 R
d satisfying a Lipschitz
condition with respect to y; and since jjY ðx; sÞjj is bounded in ½a; b by a
constant independent of s (which follows from (18)), the Gronwall lemma
[1, p. 61] and (34) give
jjY ðx; sÞ  %Y ðx; sÞjj4c5hrþd; x 2 ½a; b: ð39Þ
Since by using (38) we have
jjY ðx; sÞ  Lðx; sÞjj4jjY ðx; sÞ  %Y ðx; sÞjj þ jj %Y ðx; sÞ  Lðx; sÞjj4M2hrþd1;
x 2 ½a; b;
the ﬁnal assertion of the lemma follows. ]
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3.5. Perturbed Newton’s Method
We now show that the sequence fs1g is well deﬁned and, although in
general not convergent to sn; has approximation properties that are good
enough for our purposes.
Lemma 3.2. Let (2) with r52; (3), and (14) hold. If s0 2 Kðsn;RÞ then for
sufficiently small h the sequence fslg is well defined, fslg  Kðsn;RÞ; and
jjslþ1  snjj4Cð1þ N1hrþd1Þjjsl  snjj2 þ N1hrþd1jjsl  snjj þ N2hrþd
for all l; ð40Þ
where C is Newton’s constant of (17) and Ni are nonnegative constants
depending only on D0; . . . ;Dr; H ; p; a and b:
Proof. Since p is a Lipschitz function, (34) yields that
jjF ðsÞ  #F ðsÞjj4c1hrþd; ð41Þ
where c1 is a constant independent of s:
We shall now ﬁnd a bound on jjF 0ðsÞ  AðsÞjj: We have
jjF 0ðsÞ  AðsÞjj
¼
@p
@s
ðs; yðb; sÞÞ þ
@p
@w
ðs; yðb; sÞÞ
@y
@s
ðb; sÞ
				
				

@p
@s
ðs; lðb; sÞÞ 
@p
@w
ðs; lðb; sÞÞLðb; sÞ
				
				
4
@p
@s
ðs; yðb; sÞÞ 
@p
@s
ðs; lðb; sÞÞ
				
				
				
				
þ
@p
@w
ðs; yðb; sÞÞ 
@p
@w
ðs; lðb; sÞÞ

 
Y ðb; sÞ
				
				
				
				
þ
@p
@w
ðs; lðb; sÞÞðY ðb; sÞ  Lðb; sÞÞ
				
				
				
				:
Since @p@s and
@p
@w are bounded Lipschitz functions and jjY ðb; sÞjj is bounded
independent of s; we ﬁnally get from Lemma 3.1 that
jjF 0ðsÞ  AðsÞjj4c2hrþd1; ð42Þ
BOLESŁAW KACEWICZ714with a constant c2 independent of s: It follows from (42) that for sufﬁciently
small h the matrix AðsÞ is invertible for any s 2 Kðsn;RÞ: Estimates (41) and
(42) that we have obtained are crucial in analyzing the behavior of the
perturbed Newton’s method.
Let s0 2 Kðsn;RÞ: We show by induction that sl 2 Kðsn;RÞ for all l:
Suppose that sl 2 Kðsn;RÞ for some l: We have that
slþ1 ¼ ðsl  F 0ðslÞ1F ðslÞÞ þ ðF 0ðslÞ1F ðslÞ  AðslÞ1 #F ðslÞÞ:
The ﬁrst right-hand-side term N ðslÞ ¼ sl  F 0ðslÞ1F ðslÞ is the successive
Newton’s approximation for F : We thus have
jjslþ1  snjj4Cjjsl  snjj2 þ jjF 0ðslÞ1F ðslÞ  AðslÞ1 #F ðslÞjj: ð43Þ
Estimating the difference between exact and perturbed Newton’s correc-
tions, we have
jjF 0ðslÞ1F ðslÞ  AðslÞ1 #F ðslÞjj
4jjAðslÞ1ðAðslÞ  F 0ðslÞÞF 0ðslÞ1F ðslÞjj þ jjAðslÞ1ðF ðslÞ  #F ðslÞÞjj
4jjAðslÞ1jj jjAðslÞ  F 0ðslÞjjðjjsl  snjj þ jjN ðslÞ  snjjÞ
þ jjAðslÞ1jj jjF ðslÞ  #F ðslÞjj:
We have from (42) that for sufﬁciently small h; the norm jjAðslÞ1jj is
bounded by a constant depending only on H (recall that H is an upper
bound on jjF 0ðsnÞ1jj). From (43), taking into account (41) and (42), we thus
have
jjslþ1  snjj4Cð1þ N1hrþd1Þjjsl  snjj2 þ N1hrþd1jjsl  snjj þ N2hrþd: ð44Þ
From here we have for sufﬁciently small h;
jjslþ1  snjj4Cð1þ N1hÞR2 þ N1hRþ N2h2414ð1þ N1hÞRþ N1hRþ N2h
24R:
Hence, slþ1 2 Kðsn;RÞ and, by induction, fslg  Kðsn;RÞ: Statement (40)
follows from (44). ]
The following lemma allows us to establish the accuracy of the perturbed
Newton’s iteration, which is the missing element necessary to complete the
analysis of the algorithms fnst and fn
lin
:
Lemma 3.3. Let (2) with r52; (3), and (14) hold, and let C > 0:
Let s0 2 Kðsn;RÞ and k ¼ d2 log log ne: If l5k then for sufficiently
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jjsl  snjj4N3ðh2ðrþd1Þ þ hrþdÞ; ð45Þ
for a constant N3 that depends only on R; C; N1; and N2; and is independent of
sl and sn:
Proof. Let S ¼ 2Cð1þ N1hrþd1Þ: It follows from (40) that the error el ¼
jjsl  snjj satisﬁes
elþ141
2
ðSðelÞ2 þ a0Þ;
where
a0 ¼ 2N1hrþd1Rþ 2N2hrþd:
Deﬁne a positive sequence faig by
ai ¼ Sa2iþ1:
The sequence faig is nondecreasing if h is small enough to assure that a04
1=S; and limi!1 ai ¼ 1=S: One can show by induction that
e04al implies ei4ali for i ¼ 0; 1; . . . ; l: ð46Þ
Since e04R; the left-hand side condition above holds if R4al: In the light of
the fact that a0 ¼ ðSalÞ
2l=S; the last inequality is equivalent to ðSRÞ2
l
4Sa0:
Since for sufﬁciently small h we have SR43
4
and Sa05hrþ1; this condition
holds if 4
3
 2l5ð1=hÞrþ1; i.e., if
l5log log
1
h
þ log
r þ 1
log 4
3
:
After this number of steps, we have due to (46) that el4a0 ¼ Oðhrþd1Þ:
Performing one more step, i.e, if
l5log log
1
h
þ log
r þ 1
log 4
3
þ 1;
we obtain in the light of (40) the approximation sl such that el4N3ðh2ðrþd1Þ
þhrþdÞ; which gives (45). Finally, the inequality above for l is obviously
satisﬁed for sufﬁciently large n; if l5k ¼ d2 log log ne: This completes the
proof of the lemma. ]
3.6. Errors of fnst and fnlin
We are ready to prove the main result of this section.
BOLESŁAW KACEWICZ716Proof of Theorem 3.1. Point (i) has been discussed before the statement
of the theorem in the section devoted to information. To prove (ii) we ﬁnd
upper bounds on
eðfnstðlinÞ; f Þ ¼ sup
x2½a;b
jjyðx; snÞ  lðx; skÞjj: ð47Þ
We have that
sup
x2½a;b
jjyðx; snÞ  lðx; skÞjj4 sup
x2½a;b
jjyðx; snÞ  yðx; skÞjj
þ sup
x2½a;b
jjyðx; skÞ  lðx; skÞjj: ð48Þ
The bound on the second term in the right-hand side is given by Lemma 3.1,
see (34), and so
sup
x2½a;b
jjyðx; skÞ  lðx; skÞjj4M1hrþd: ð49Þ
From the standard result on the dependence of the solution of an initial-
value problem on initial values (see, e.g., [1, p. 56]) and from Lemma 3.3 we
get that
sup
x2½a;b
jjyðx; snÞ  yðx; skÞjj4eD1ðbaÞjjsn  sk jj
4 eD1ðbaÞN3ðh2ðrþd1Þ þ hrþdÞ: ð50Þ
Since 2ðr þ d 1Þ5r þ d; the statement of the theorem follows from (49)
and (50). ]
The constants Di in conditions (2) and H depend on f ; Di ¼ Diðf Þ; i ¼
0; 1; . . . ; r; H ¼ H ðf Þ:
Now, for absolute positive constants Di and H ; consider the class of
functions
F ¼ff : conditions ð2Þ and ð14Þ hold; Diðf Þ4Di; i ¼ 0; 1; . . . ; r;
H ðf Þ4Hg: ð51Þ
Note that if r52 then for all f 2F we have that Zðf Þ4Z for some absolute
constant Z; the regions of convergence of Newton’s iteration have a
common radius R ¼ 1=ð4HZÞ; and Cðf Þ4C ¼ HZ:
As a consequence of Theorem 3.1 we get
Corollary 3.1. Let r52: There exists a constant K depending only on
D0; . . . ;Dr; H ; p; a; b such that for all n
eðfnstðlinÞ;FÞ4KnðrþdÞ; ð52Þ
COMPLEXITY OF BOUNDARY-VALUE PROBLEMS 717where d ¼ 0 for the algorithm fnst; and d ¼ 1 for the algorithm fnlin: The
algorithms are based on cðr; dÞdlog log nen pieces of standard (linear)
information.
3.7. Lower Bounds
We shall now recall a result on initial-value problems, which yields
that the upper bound derived in the previous section cannot be improved
(up to a logarithmic factor), as far as any function pðs;wÞ in (1) is
allowed.
Consider (1) with pðs;wÞ ¼ s Z; where Z 2 Rd : The problem now
becomes the initial-value problem with the initial condition zðaÞ ¼ Z: The
requirements regarding p are satisﬁed, and F ðsÞ ¼ s Z: Note that F does
not depend on f : We have for any f that H ðf Þ ¼ 1; Zðf Þ ¼ 0; Rðf Þ is an
arbitrary positive number, and Newton’s iteration gives the solution in one
step for any starting point s0: For such a function p; and any H51 we have
that the class F can be expressed as
F ¼ ff : f satisfies ð2Þ and Diðf Þ4Di; i ¼ 0; 1; . . . ; rg: ð53Þ
In [3], we have shown the following lower bound on the error of an arbitrary
algorithm in the class F:
Theorem B (Kacewicz [3]). Let pðs;wÞ ¼ s Z: For any r51; there
exists a positive constant P depending only on D0; . . . ;Dr such that for any
algorithm f and any n, we have
eðf;FÞ5PnðrþdÞ; ð54Þ
where d ¼ 0 if f is based on standard information, and d ¼ 1 if f is based on
linear information.
Corollary 3.1 together with Theorem B allows to establish the following
bounds on the complexity of problem (1).
3.8. Complexity of the Problem
Theorem 3.2. For problem (1) with f in the class F given by (51) we
have:
(i) for all pðs;wÞ satisfying (3) and r52 there exists a positive constant K1
such that
compstðlinÞðeÞ4K1
1
e

 1=ðrþdÞ
log log
1
e
as e! 0; ð55Þ
BOLESŁAW KACEWICZ718(ii) for pðs;wÞ ¼ s Z and r51 there exists a positive constant K2 such that
compstðlinÞðeÞ5K2
1
e

 1=ðrþdÞ
as e! 0; ð56Þ
where d ¼ 0 for the class Nst; and d ¼ 1 for the class Nlin:
The lower bound on the complexity given above comes from the lower
bound result established for initial-value problems. Although initial-value
problems form an important subclass of problems (1), it would obviously be
of greater interest from the point of view of this paper to show a lower
bound on the complexity for ‘‘proper’’ boundary-value problems. Upper
and lower bounds for scalar second-order boundary-value problems with
separated boundary conditions will be established in the next section.
4. SECOND-ORDER PROBLEMS
In this section, we pass from a general framework to scalar second-order
problems with separated boundary conditions (4). We assume that there
exists a unique solution z : ½a; b ! R of (4). We shall show that for this
class of problems the upper bound derived in the previous section for
linear information can be improved by one order of magnitude, while for
standard information the upper bound remains the same as in the general
case.
The solution of (4) requires solving the nonlinear equation F ðbÞ ¼ 0;
where F ðbÞ ¼ uðb;bÞ  B and uðx; bÞ is the solution of the initial-value
problem
u00ðx;bÞ ¼ gðx; uðx;bÞÞ; x 2 ½a; b; uða;bÞ ¼ A; u0ða; bÞ ¼ b: ð57Þ
Denoting by bn the unique solution of F ðbÞ ¼ 0; we have that zðxÞ ¼ uðx;bnÞ:
Since zðbÞ ¼ zðaÞ þ z0ðaÞðb aÞ þ 1
2
gðy; zðyÞÞðb aÞ2 for some y 2 ½a; b; and
zðaÞ ¼ A; zðbÞ ¼ B; z0ðaÞ ¼ bn; we have that
jz0ðaÞj ¼ jbnj4
jB Aj þ 12D0ðb aÞ
2
b a
: ð58Þ
In the sequel, we shall restrict ourselves to parameters b such that
jbj4
jB Aj þ 1
2
D0ðb aÞ
2
b a
þ 1: ð59Þ
As in the general case, to show upper bounds we adopt the assumptions
related to the convergence of Newton’s method. That is, we
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r52 ð60Þ
and
@u
@b
ðb; bnÞ=0: ð61Þ
Taking H to be a number such that j@u@bðb; b
nÞ1j4H ; we set R ¼ 1=ð4HZÞ;
where Z ¼ supb2R jF
00ðbÞj is a ﬁnite number that depends only on D1; D2; a
and b: Under these assumptions, if #b
0
2 Kðbn;RÞ; then the sequence
#b
lþ1
¼ #b
l
 F 0ð #b
l
Þ1F ð #b
l
Þ; l ¼ 0; 1; . . . ; ð62Þ
is well deﬁned and lies in Kðbn;RÞ: Moreover liml!1 #b
l
¼ #b
n
and
j #b
lþ1
 bnj4Cj #b
l
 bnj2 ð63Þ
with C ¼ HZ: Without loss of generality, taking if necessary the minimum of
two numbers for the value of R; we assume that (59) holds for all b 2
Kðbn;RÞ:
Each step of Newton’s method requires computing uðb; bÞ and mðb;bÞ;
where mðx; bÞ ¼ @u@bðx;bÞ: The function mðx; bÞ satisﬁes
m00ðx;bÞ ¼
@g
@u
ðx; uðx;bÞÞmðx;bÞ; x 2 ½a; b; mða; bÞ ¼ 0; m0ða; bÞ ¼ 1:
ð64Þ
As in the general case, such a procedure does not allow us to reduce the
problem of ﬁnding an e-approximation to the computation of a ﬁnite
number of functionals. To determine the number of functionals needed, we
ﬁrst deﬁne the algorithms.
4.1. Algorithms
We shall deﬁne algorithms fnst and fnlin that use standard or linear
information, respectively. Although problem (4) is a particular case of the
general problem, the algorithms leading to good upper bounds on the
complexity are not merely adjusted copies of the general algorithms. In the
general case speciﬁc properties of (4), in particular the increased regularity
of the solution, are not taken into account.
We ﬁrst deﬁne an approximation lðx; bÞ of uðx;bÞ: Note that
u0ðxiþ1;bÞ ¼ u0ðxi;bÞ þ
Z xiþ1
xi
gðt; uðt; bÞÞ dt ð65Þ
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uðxiþ1;bÞ ¼ uðxi; bÞ þ u0ðxi; bÞhþ
Z xiþ1
xi
Z t
xi
gðc; uðc;bÞÞ dc dt: ð66Þ
Let y0 ¼ A and y00 ¼ b: For given yi and y
0
i ; let liðxÞ ¼
Prþ1
j¼0
%uðjÞðxiÞ
j! ðx xiÞ
j
be the Taylor approximation to the solution %u of the initial-value
problem
%u00ðxÞ ¼ gðx; %uðxÞÞ; x 2 ½xi; xiþ1; %uðxiÞ ¼ yi; %u0ðxiÞ ¼ y0i : ð67Þ
We deﬁne
yiþ1 ¼
liðxiþ1Þ for the algorithm f
nst;
yi þ y0ihþ
Rxiþ1
xi
Rt
xi
gðc; liðcÞÞ dc dt for the algorithm f
nlin
8><
>: ð68Þ
and
y0iþ1 ¼
l0iðxiþ1Þ for the algorithm f
nst;
y0i þ
Rxiþ1
xi
gðt; liðtÞÞ dt for the algorithm f
nlin:
8><
>: ð69Þ
The approximation to uðx;bÞ is deﬁned by the function lðx;bÞ; x 2 ½a; b;
which coincides with liðxÞ on each subinterval, lðx; bÞ ¼ liðxÞ for x 2 ½xi; xiþ1Þ;
and lðb;bÞ ¼ ln1ðbÞ:
Now we deﬁne an approximation to the function mðx; bÞ; which will be
needed to approximate F 0ðbÞ ¼ mðb;bÞ: We do this by approximating the
solution of the initial-value problem
%m00ðx;bÞ ¼
@g
@u
ðx; lðx;bÞÞ %mðx;bÞ; x 2 ½a; b; %mða;bÞ ¼ 0; %m0ða;bÞ ¼ 1:
ð70Þ
(The solution %mðx;bÞ is continuous with respect to x; with a continuous ﬁrst
derivative and piecewise continuous second derivative. By %m00ðxi;bÞ we mean
%m00ðxþi ;bÞ:)
Let %y0 ¼ 0 and %y
0
0 ¼ 1: For given %yi and %y
0
i consider the problem
%m00i ðxÞ ¼
@g
@u
ðx; liðxÞÞ %miðxÞ; x 2 ½xi; xiþ1; %miðxiÞ ¼ %yi; %m
0
iðxiÞ ¼ %y
0
i: ð71Þ
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Pr
j¼0
%m
ðjÞ
i ðxiÞ
j!
ðx xiÞ
j; we deﬁne
%yiþ1 ¼
tiðxiþ1Þ for the algorithm f
nst;
%yi þ %y
0
ihþ
Rxiþ1
xi
Rt
xi
@g
@u
ðc; liðcÞÞtiðcÞ dc dt for the algorithm f
nlin
8><
>:
ð72Þ
and
%y0iþ1 ¼
t0iðxiþ1Þ for the algorithm f
nst;
%y0i þ
Rxiþ1
xi
@g
@u
ðt; liðtÞÞtiðtÞ dt for the algorithm f
nlin:
8><
>: ð73Þ
The approximation tðx; bÞ to %mðx;bÞ is now deﬁned on ½a; b by
tðx;bÞ ¼ tiðxÞ for x 2 ½xi; xiþ1Þ and tðb;bÞ ¼ tn1ðbÞ: ð74Þ
4.1.1. Definition of the Algorithms fnst and fnlin
We set k ¼ d2 log log ne; and deﬁne the approximation to zðxÞ ¼ uðx;bnÞ by
lðx;bkÞ; where bk is the approximation to bn obtained after k steps of the
perturbed Newton’s method,
blþ1 ¼ bl 
lðb;blÞ  B
tðb;blÞ
; l ¼ 0; 1; . . . ; k  1; ð75Þ
with a starting point b0 2 Kðbn;RÞ:
4.2. Information
It follows from the deﬁnition that the algorithm fnst requires only the
values of g and its partial derivatives up to the order r  1 at some points.
Hence, standard information is needed in this case.
The algorithm fnlin additionally needs the values of integrals of the formR xiþ1
xi
gðt; liðtÞÞtiðtÞ dt;
R xiþ1
xi
R t
xi
gðc; liðcÞÞ dc dt;
R xiþ1
xi
@g
@uðt; liðtÞÞðt  xiÞ
j dt andR xiþ1
xi
R t
xi
@g
@uðc; liðcÞÞðc xiÞ
j dc dt: This algorithm is therefore based on linear
information.
The total number on evaluations required to perform Newton’s process is
in both cases equal to cðrÞdlog log nen; where cðrÞ is a constant (individual for
each algorithm) that depends only on r:
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We now formulate a theorem that gives upper bounds on the errors of
fnst and fnlin: For linear information the upper bound is better than that
obtained in the general case, while for standard information it remains the
same.
Theorem 4.1. Let g satisfy assumptions (5) with r52 and (61). Let s ¼ 0
for the algorithm fnst; and s ¼ 2 for the algorithm fnlin: Then we have:
ðiÞ The algorithms fnst and fnlin are based on standard and linear
information, respectively. The number of pieces of information is equal to
cðrÞdlog log nen; where nþ 1 is equal to the number of discretization points in
the interval ½a; b; and cðrÞ is a constant (individual for each algorithm)
depending only on r:
ðiiÞ There exists a constant K depending only on D0; . . . ;Dr; H ; a and b
such that for all n
eðfnstðlinÞ; f Þ4KnðrþsÞ: ð76Þ
To prove the theorem we need some results concerning initial-value
problems.
4.4. Results for Initial-Value Problems
From the point of view of our problem, the following result correspond-
ing to Theorem A is an auxiliary one, and will serve in the proof of
Theorem 4.1. However, it seems that it may be of interest also in the
framework of initial-value problems. Essentially, it explains how local
errors of approximation inﬂuence the global error in the case when
we pass from the subinterval ½xi; xiþ1 to ½xiþ1; xiþ2 in the manner
described by (68) and (69). For linear information, the order of magnitude
of both errors is the same, while for standard information it decreases
by 2.
Theorem 4.2. Let gðx; uÞ be a continuous function in each strip ½xi; xiþ1 	
R; satisfying a uniform Lipschitz condition with a constant D1 with respect
to u on ½a; b 	 R: Let uðxÞ be a continuous function with continuous first
derivative and piecewise continuous second derivative (where u00ðxiÞ ¼ u00ðxþi ÞÞ
satisfying
u00ðxÞ ¼ gðx; uðxÞÞ; x 2 ½a; b;
with given initial values uðaÞ; u0ðaÞ: Let %uðxÞ be the solution of (67), where the
numbers yi and y0i are given inductively according to (68) and (69) with
arbitrary starting values y0 and y00; for a given continuous approximation liðxÞ
COMPLEXITY OF BOUNDARY-VALUE PROBLEMS 723to %uðxÞ in ½xi; xiþ1 (not necessarily defined by Taylor’s formula). We assume
that
sup
x2½xi;xiþ1
j %uðxÞ  liðxÞj4eðg; hÞ; ð77Þ
with eðg; hÞ independent of i:
Moreover, if standard information is used, we additionally assume that
sup
x2½xi ;xiþ1
j %u0ðxÞ  l0iðxÞj4h
1eðg; hÞ: ð78Þ
Then the approximation lðxÞ defined on ½a; b by lðxÞ ¼ liðxÞ for x 2 ½xi; xiþ1Þ
and lðbÞ ¼ ln1ðbÞ has the property that there exist constants N1 and N2
(depending only on D1; a; and b) such that for sufficiently small h; we have
sup
x2½a;b
juðxÞ  lðxÞj4N1ðjuðaÞ  y0j þ ju0ðaÞ  y00jÞ þ N2eðg; hÞh
s2; ð79Þ
where s ¼ 0 for standard information and s ¼ 2 for linear information.
Proof. Consider ﬁrst the linear information case. We shall ﬁnd an upper
bound on
sup
x2½a;b
juðxÞ  lðxÞj ¼ max
04i4n1
Ei; ð80Þ
where Ei ¼ supx2½xi;xiþ1 juðxÞ  liðxÞj: Note that
Ei4 sup
x2½xi;xiþ1
juðxÞ  %uðxÞj þ sup
x2½xi;xiþ1
j %uðxÞ  liðxÞj
4 sup
x2½xi;xiþ1
juðxÞ  %uðxÞj þ eðg; hÞ: ð81Þ
Let ei ¼ uðxiÞ  yi and e0i ¼ u
0ðxiÞ  y0i : We have that
uðxÞ  %uðxÞ ¼ ei þ e0iðx xiÞ þ
Z x
xi
Z t
xi
ðgðc; uðcÞÞ  gðc; %uðcÞÞÞ dc dt; ð82Þ
which gives the bound
sup
x2½xi ;xiþ1
juðxÞ  %uðxÞj4
1
1 1
2
D1h2
ðjeij þ je0ijhÞ42ðjeij þ je
0
ijhÞ; ð83Þ
where D1 is a Lipschitz constant of g: Hence, for sufﬁciently small h;
Ei42ðjeij þ je0ijhÞ þ eðg; hÞ: ð84Þ
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the analog of (65) for u0ðxÞ; we get bounds
jeiþ1j4jeij þ je0ijhþ
1
2
D1h2Ei
and
je0iþ1j4je
0
ij þ D1hEi:
Incorporating the bound on Ei; we can easily show that
jeij4Pi and je0ij4P
0
i ; ð85Þ
where Pi and P 0i satisfy the following system of difference equations:
Piþ1 ¼ Pið1þ 2D1h2Þ þ P 0i hð1þ 2D1h
2Þ þ 1
2
D1h2eðg; hÞ;
P 0iþ1 ¼ 2PiD1hþ P
0
i ð1þ 2D1h
2Þ þ D1heðg; hÞ; ð86Þ
with P0 ¼ juðaÞ  y0j and P 00 ¼ ju
0ðaÞ  y00j: (We see that in the ﬁrst row of
(86) the factor 1þ 2D1h2 can be replaced by 1þ D1h2: This improvement is
however not signiﬁcant from the point of view of the ﬁnal result. The
present form of Pi makes further calculations more convenient.) In a matrix
form, the system can be written as
Piþ1
hP 0iþ1
" #
¼M
Pi
hP 0i
" #
þ
1
2
D1h2eðg; hÞ
D1h2eðg; hÞ
2
4
3
5; ð87Þ
where M ¼ ð1þ 2D1h2Þ %M; and
%M ¼
1 1
2D1h2
1þ 2D1h2
1
2
64
3
75:
Let D1 > 0 (the solution of system (87) for D1 ¼ 0 is straightforward). We
solve system (87) by diagonalizing the matrix %M using a nonsingular
similarity transformation P such that P1 %MP ¼ L is a diagonal matrix, and
introducing new variables
r1i
r2i
" #
¼ P1
Pi
hP 0i
" #
:
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L ¼
1þ a 0
0 1 a
" #
; P1 ¼
1
2
1 1=a
1 1=a
" #
;
where a ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
2D1
p
h=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 2D1h2
p
: In the new variables, the system splits into
two independent scalar equations
r1iþ1 ¼ ð1þ 2D1h
2Þð1þ aÞr1i þ D1h
2eðg; hÞðaþ 2Þ=ð4aÞ;
r2iþ1 ¼ ð1þ 2D1h
2Þð1 aÞr2i þ D1h
2eðg; hÞða 2Þ=ð4aÞ;
from which we easily get that
r1i4M1r
1
0 þM2eðg; hÞ;
for sufﬁciently small h; where M1 and M2 are constants that depend only on
D1; a and b: Moreover, for sufﬁciently small h; we have that
jeij þ je0ijh4Pi þ P
0
i h42r
1
i :
By (84), this yields
Ei4N1ðjuðaÞ  y0j þ ju0ðaÞ  y00jÞ þ N2eðg; hÞ; ð88Þ
for constants N1 and N2 dependent only on D1; a and b: Hence,
sup
x2½a;b
juðxÞ  lðxÞj4N1ðjuðaÞ  y0j þ ju0ðaÞ  y00jÞ þ N2eðg; hÞ; ð89Þ
which proves (79) for linear information.
For standard information we proceed in a similar way. We shall not give
here the technical details, but only state the crucial inequalities
jeij4Pi and je0ij4P
0
i ; ð90Þ
where Pi and P 0i now satisfy the following difference equations:
Piþ1 ¼ Pið1þ 2D1h2Þ þ P 0i hð1þ 2D1h
2Þ þ eðg; hÞ;
P 0iþ1 ¼ 2PiD1hþ P
0
i ð1þ 2D1h
2Þ þ h1eðg; hÞ; ð91Þ
with P0 ¼ juðaÞ  y0j and P 00 ¼ ju
0ðaÞ  y00j:
Note that this system differs from (86) only in the free terms. We solve it
in the same way, and get as the result inequality (79) with s ¼ 0: This
completes the proof of the theorem. ]
BOLESŁAW KACEWICZ726Based on Theorem 4.2 we shall now study the quality of approximations
lðx;bÞ and tðx;bÞ:
Lemma 4.1. If g has r continuous bounded partial derivatives in ½a; b 	 R;
where r51; then there exist constants M1 and M2 such that for sufficiently
small h and all b we have
sup
x2½a;b
juðx;bÞ  lðx; bÞj4M1hrþs; ð92Þ
where s is given in Theorem 4.1.
Moreover, if r52; then
sup
x2½a;b
jmðx;bÞ  tðx;bÞj4M2hr1þs: ð93Þ
Proof. We have that
j %uðxÞ  liðxÞj4
1
ðr þ 2Þ!
sup
x2½xi;xiþ1
j %uðrþ2ÞðxÞjhrþ2; x 2 ½xi; xiþ1:
It is easy to see that to ﬁnd a bound independent of x; i; n for j %uðrþ2ÞðxÞj; it
sufﬁces to show a similar bound on j %u0ðxÞj: Since for x 2 ½xi; xiþ1; the
inequality j %u0ðxÞj4jy0i j þ hD0 holds, it is enough to ﬁnd a bound on jy
0
i j: To
this end, note that in both cases of standard and linear information, one can
write a recurrence inequality for jy0iþ1j directly from (69), whose solution
gives (after some calculations) that jy0i j4jbj þ ðb aÞ%a for sufﬁciently small
h; where %a only depends on r; D0; . . . ;Dr: The desired bound on jy0i j follows
from the bound on jbj; see (59). Hence,
j %uðxÞ  liðxÞj4c1hrþ2; x 2 ½xi; xiþ1; ð94Þ
for some constant c1 independent of x; i; yi, y0i and n: The desired
inequality (92) follows from Theorem 4.2 with eðg; hÞ ¼ c1hrþ2:
We now show that
sup
x2½a;b
j %mðx;bÞ  tðx;bÞj4 %M2hr1þs: ð95Þ
For x 2 ½xi; xiþ1; we have
j %miðxÞ  tiðxÞj4
1
ðr þ 1Þ!
sup
x2½xi;xiþ1
j %mðrþ1Þi ðxÞjh
rþ1 ð96Þ
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j %m0iðxÞ  t
0
iðxÞj4
1
r!
sup
x2½xi ;xiþ1
j %mðrþ1Þi ðxÞjh
r: ð97Þ
It is easy to check that j %mðrþ1Þi ðxÞj has a bound independent of x; n if j %miðxÞj
and j %m0iðxÞj have such a bound. Since
%m0iðxÞ ¼ %y
0
i þ
Z x
xi
@g
@u
ðt; liðtÞÞ dt
and
%miðxÞ ¼ %yi þ %y
0
iðx xiÞ þ
Z x
xi
Z t
xi
@g
@u
ðy; liðyÞÞ %miðyÞ dy dt;
we get in turn that j %miðxÞj and j %m0iðxÞj have a desired bound if j %yij and j %y
0
ij are
bounded independently of i and n: From the deﬁnition of %yi and %y
0
i for both
standard and linear information one gets (after some calculations)
recurrence inequalities
j %yiþ1j4ð1þ K1hÞj %yij þ hK2j %y
0
ij;
j %y0iþ1j4hK3j %yij þ K4j %y
0
ij;
for i ¼ 0; 1; . . . ; n 1; where Kj depends on r; D0; . . . ;Dr; a; b; A and B:
This gives the desired uniform bound on maxfj %yij; j %y
0
ijg:
Hence, there are constants c2 and c3 independent of x; i; n such that
j %miðxÞ  tiðxÞj4c2hrþ1 ð98Þ
and
j %m0iðxÞ  t
0
iðxÞj4c3h
r; ð99Þ
for x 2 ½xi; xiþ1: Inequality (95) follows from Theorem 4.2 applied to
problem (70) with eðg; hÞ ¼ maxfc2; c3ghrþ1:
To derive a bound on jmðx; bÞ  %mðx;bÞj; we use integral forms of (64) and
(70) to get the inequality
jmðx;bÞ  %mðx;bÞj4D1
Z x
a
Z t
a
jmðy;bÞ  %mðy; bÞj dy dt
þ 1
2
D2 sup
x2½a;b
juðx;bÞ  lðx;bÞj sup
x2½a;b
jmðx; bÞjðx aÞ2;
BOLESŁAW KACEWICZ728where D1 and D2 are the bounds on partial derivatives of g of ﬁrst and
second order, respectively. It follows from (64) that supx2½a;b jmðx;bÞj is
bounded by a constant that depends only on D1; a and b: Applying (92) and
the Gronwall lemma (see (A1) of the appendix), we ﬁnally get
sup
x2½a;b
jmðx;bÞ  %mðx; bÞj4c4hrþs; ð100Þ
where c4 depends only on D1; D2; M1; a and b: The triangle inequality,
together with (95) and (100), gives (93). ]
4.5. Errors of fnst and fnlin
Based on Lemma 4.1, the analysis of the perturbed Newton’s method goes
in the same manner as that in Lemmas 3.2 and 3.3 for the general case. We
have
Lemma 4.2. Let (5) with r52 and (61) hold. Let b0 2 Kðbn;RÞ;C > 0 and
k ¼ d2 log log ne: Then for sufficiently small h the sequence fblg is well defined,
fblg  Kðbn;RÞ; and
jbl  bnj4N3ðh2ðrþs1Þ þ hrþsÞ for l5k; ð101Þ
where N3 is a constant that depends only on D0; . . . ;Dr; H ; and is independent
of bl and bn:
We are ready to prove Theorem 4.1.
Proof of Theorem 4.1. To prove (ii) we ﬁnd upper bounds on
eðfnstðlinÞ; f Þ ¼ sup
x2½a;b
juðx;bnÞ  lðx;bkÞj: ð102Þ
We have that
sup
x2½a;b
juðx;bnÞ  lðx;bkÞj4 sup
x2½a;b
juðx; bnÞ  uðx;bkÞj
þ sup
x2½a;b
juðx; bkÞ  lðx;bkÞj: ð103Þ
The bound on the second term in the right-hand side is given in Lemma 4.1,
see (92). From Lemma 4.2 we get that
sup
x2½a;b
juðx;bnÞ  uðx;bkÞj4c5jb
n  bk j4c5N3ðh2ðrþs1Þ þ hrþsÞ: ð104Þ
Since 2ðr þ s 1Þ5r þ s; the statement of the theorem follows. ]
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D0; . . . ;Dr deﬁne
G1 ¼
(
g ¼ gðx; uÞ: ð5Þ holds with r51; DiðgÞ4Di for i ¼ 0; 1; . . . ; r;
and
@g
@u
ðx; uÞ50 in ½a; b 	 R
)
ð105Þ
and
G2 ¼fg ¼ gðx; uÞ: ð5Þ holds with r51; DiðgÞ4Di for i ¼ 0; 1; . . . ; r;
and
ﬃﬃﬃﬃﬃﬃ
D1
p
ðb aÞ5gg; ð106Þ
where g 2 ð2; 3Þ is the positive solution of the equation expðxÞ  expðxÞ 
4x ¼ 0:
If g belongs to either of these classes, then jmðb; bÞj5D > 0 for all b; where
D depends only on a; b; and D1; see (A3) in the appendix. Hence, there
exists a unique solution b ¼ bn of the equation uðb;bÞ ¼ B; and therefore a
unique solution z of (4). Moreover, since jF 00ðbÞj ¼ j@m@bðb;bÞj is a bounded
function of b by a constant depending only on D1; D2; a and b; there exists a
uniform radius R of the ball of convergence for all g 2 G1 [ G2: As a
consequence, we have from Theorem 4.1:
Corollary 4.1. Let r52: There exists a constant K depending only on
D0; . . . ;Dr; a and b such that for both classes G1 and G2 given in (105) and
(106), and for all n we have
eðfnstðlinÞ;GiÞ4KnðrþsÞ; i ¼ 1; 2; ð107Þ
where s ¼ 0 for the algorithm fnst; and s ¼ 2 for the algorithm fnlin: The
algorithms are based on cðrÞdlog log nen pieces of standard or linear
information, respectively.
4.6. Lower Bounds
Our aim is now ﬁnding a lower bound on the error of an arbitrary
algorithm for solving (4), for each of the two classes Gi deﬁned above. Let
r51 and
#G ¼ fg: g 2 CðrÞðRÞ; jgðkÞðyÞj4Dk ; k ¼ 0; 1; . . . ; r; g0ðyÞ50; y 2 Rg; ð108Þ
where Dk are ﬁxed positive constants. Note that for D1 such thatﬃﬃﬃﬃﬃﬃ
D1
p
ðb aÞ5g the class #G is contained in the intersection G1 \ G2:
BOLESŁAW KACEWICZ730Recall that standard information about g is given by
N ðgÞ ¼ ½gði1Þðy1Þ; gði2Þðy2Þ; . . . ; gðinÞðynÞ; ð109Þ
where 04ik4r are integers, yk 2 R; and ðik ; ykÞ=ðil; ylÞ for k=l: We assume
that adaptive choice of successive pairs is allowed, i.e., ðik ; ykÞ can be selected
as a function of the previously computed values gðilÞðylÞ; l ¼ 1; 2; . . . ; k  1:
Linear information N ðgÞ is deﬁned by an arbitrary selection of n linear
functionals (possibly adaptively chosen), see (7). We shall establish in this
section a lower bound on the error of an arbitrary algorithm using arbitrary
standard or linear information. The estimate obtained will differ from the
upper bound only by a logarithmic factor. The proof of the theorem that
follows is based on a construction of two problems with right-hand sides g1
and g2 from the class #G with solutions u1 and u2; which are undistinguish-
able from the point of view of information, N ðg1Þ ¼ N ðg2Þ; and such that the
distance supx2½a;b ju1ðxÞ  u2ðxÞj is large enough.
Before stating the theorem, we show some auxiliary facts that will be used
in the sequel.
Fact 1. Let ui be the solution of (4) for gi; i ¼ 1; 2; and let Lðg2Þ be a
Lipschitz constant of g2 in R: If xn 2 ða; bÞ is such that u01ðx
nÞ ¼ u02ðx
nÞ (such a
point exists), and h ¼ g1  g2; then
sup
x2½a;b
ju1ðxÞ  u2ðxÞj5
1
1þ Lðg2Þðb aÞ
2
sup
x2½a;b
Z x
a
Z t
xn
hðu1ðyÞÞ dy dt
				
				: ð110Þ
To prove this, note that the difference eðxÞ ¼ u1ðxÞ  u2ðxÞ satisﬁes
eðxÞ ¼
Z x
a
Z t
xn
e00ðyÞ dy dt ¼
Z x
a
Z t
xn
ðg2ðu1ðyÞÞ  g2ðu2ðyÞÞÞ dy dt
þ
Z x
a
Z t
xn
hðu1ðyÞÞ dy dt:
Hence, for all x 2 ½a; b
jeðxÞj5
Z x
a
Z t
xn
hðu1ðyÞÞ dy dt
				
				 Lðg2Þ sup
y2½a;b
jeðyÞjðb aÞðx aÞ;
which proves (110).
Fact 2. Observe that the right-hand side sup in (110) can be bounded by
sup
x2½a;b
Z x
a
Z t
xn
hðu1ðyÞÞ dy dt
				
				512
Z x
y
Z t
xn
hðu1ðyÞÞ dy dt
				
				; ð111Þ
COMPLEXITY OF BOUNDARY-VALUE PROBLEMS 731for any x; y 2 ½a; b: Integrating by parts, the last integral can be expressed asZ x
y
Z t
xn
hðu1ðyÞÞ dy dt ¼ ðx yÞ
Z x
xn
hðu1ðtÞÞ dt 
Z x
y
ðt  yÞhðu1ðtÞÞ dt: ð112Þ
Fact 3. We shall need in the construction a function s : R ! R with
support ½1; 1; such that sðtÞ > 0 for t 2 ð1; 1Þ; s is increasing in ½1; 0; and
symmetric with respect to t ¼ 0; and s 2 CðrÞðRÞ: For example, s can be given
as a suitable perfect B-spline. We denote mk ¼ supt2R js
ðkÞðtÞj; k ¼ 0; 1; . . . ; r;
and m1 ¼
R 1
1 sðtÞ dt:
Given an interval ½ci; ciþ1; 05ciþ1  ci42; and positive numbers Ck ðk ¼
0; 1; . . . ; rÞ; by setting
hiðyÞ ¼ a
ciþ1  ci
2
 r
s
2
ciþ1  ci
ðy  ciÞ  1

 
;
where a ¼ mink¼0;1;...;r Ck=mk ; we deﬁne a function of the class CðrÞðRÞ with
support ½ci; ciþ1; that is positive in ðci; ciþ1Þ; and such that supy2R jh
ðkÞ
i ðyÞj4
Ck for k ¼ 0; 1; . . . ; r:
Note that if I is a subinterval of ½ci; ciþ1 thenZ
I
hiðyÞ dy ¼
ciþ1  ci
2
 rþ1
a
Z
#I
sðtÞ dt;
where #I  ½1; 1 is the image of I under the transformation y ! t ¼
2ðy  ciÞ=ðciþ1  ciÞ  1: We are ready to prove the following
Theorem 4.3. Let r51: There exists a positive constant D depending only
on the class #G; such that for all n; for arbitrary standard or linear information
N with n evaluations, and for an arbitrary algorithm f; we have
eðf; #GÞ5DnðrþsÞ; ð113Þ
where s ¼ 0 if f is based on standard information, and s ¼ 2 if f is based on
linear information.
Proof. Note that for any N and f; if functions g1 and g2 are in #G and
share the same information, N ðg1Þ ¼ N ðg2Þ; then
eðf; #GÞ51
2
sup
x2½a;b
ju1ðxÞ  u2ðxÞj; ð114Þ
where ui is the solution for gi: We shall construct g1 and g2 for which the
solutions are distant enough (with the distance measured in the supremum
norm) to yield (113).
BOLESŁAW KACEWICZ732Without loss of generality, we assume that the boundary values in (4) are
such that A4B: Let ðA1;B1Þ be an interval, containing ½A;B: Let d 2
Cðr1ÞðRÞ be a function with support ½A1;B1; positive in ðA1;B1Þ: Setting
g1ðyÞ ¼
R y
A1
dðtÞ dt; we obtain a function from CðrÞðRÞ which, after multi-
plying if necessary by a small positive constant, satisﬁes jgðkÞ1 ðyÞj4
1
2
Dk ; k ¼
0; 1; . . . ; r: Hence, g1 2 #G:
Note that there exists an interval ½a1; b1  ða; bÞ; where a15b1; such that
u01ðxÞ > 0 for x 2 ½a1; b1; and ½u1ða1Þ; u1ðb1Þ  ðA1;B1Þ: Indeed, if u
0
1ðaÞ50
then the interval ½a1; b1 can be found in a right neighborhood of the point a
(in which we have u001ðaÞ > 0). Otherwise, if u
0
1ðaÞ50; then u
0
1ðbÞ > 0 holds,
and the interval ½a1; b1 can be found in a left neighborhood of the point b:
We denote
%
d ¼ minx2½a1;b1 u
0
1ðxÞ and %d ¼ supx2ða1;b1 u
0
1ðxÞ:
We shall now construct a function g2:
4.6.1. Standard Information
Take the numbers ik ; yk ; for g1: Consider a partition of ½u1ða1Þ; u1ðb1Þ
given by points c05c15   5cl5clþ1; where c0 ¼ u1ða1Þ; clþ1 ¼ u1ðb1Þ;
and the intermediate points ci (if any) are equal to those points yk (and only
those) that are in ðu1ða1Þ; u1ðb1ÞÞ: The number of the intermediate points, l;
obviously satisﬁes 04l4n:
Let d ¼ miny2½c0;clþ1 g
0
1ðyÞ ðd > 0Þ: Using the construction described in
Fact 3 above, we deﬁne the function h : R ! R with support ½c0; clþ1 by
letting hðyÞ ¼ hiðyÞ for y 2 ½ci; ciþ1; with the following properties:
h 2 CðrÞðRÞ; hðiÞðckÞ ¼ 0 for i ¼ 0; 1; . . . ; r and k ¼ 0; 1; . . . ; lþ 1; hðyÞ > 0 for
y 2 ðc0; clþ1Þ; y=ck : Furthermore, by choosing proper parameters Ck ; we
assure that jhðiÞðyÞj41
2
Di; i ¼ 0; 1; . . . ; r and jh0ðyÞj4d: Moreover, we have that
Z u1ðb1Þ
u1ða1Þ
hðyÞ dy ¼
Xl
i¼0
Z ciþ1
ci
hiðyÞ dy ¼ a
Z 1
1
sðtÞ dt
Xl
i¼0
ciþ1  ci
2
 rþ1
5 %Dðlþ 1Þr; ð115Þ
where %D is a positive constant depending only on the parameters of the
class #G:
We now deﬁne g2 ¼ g1 þ h: From the properties of h; we see that g2 2 #G
and g2 shares standard information with g1; N ðg2Þ ¼ N ðg1Þ:
Our aim is now to prove a lower bound on the distance between the
solutions u1 and u2: Choosing x ¼ xn and
y ¼
a if
R xn
a1
hðu1ðtÞÞ dt512
R b1
a1
hðu1ðtÞÞ dt;
b if
R b1
xn hðu1ðtÞÞ dt5
1
2
R b1
a1
hðu1ðtÞÞ dt
8><
>:
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Z xn
y
ðt  yÞhðu1ðtÞÞ dt
					
					512 minfa1  a; b b1g
Z b1
a1
hðu1ðtÞÞ dt:
From this inequality and (110), we ﬁnd that
sup
x2½a;b
ju1ðxÞ  u2ðxÞj5
minfa1  a; b b1g
2ð1þ D1ðb aÞ
2Þ
Z b1
a1
hðu1ðtÞÞ dt:
The change of variables y ¼ u1ðtÞ; t 2 ½a1; b1; givesZ b1
a1
hðu1ðtÞÞ dt ¼
Z u1ðb1Þ
u1ða1Þ
hðyÞ
u01ðtÞ
dy5
%D
%d
ðlþ 1Þr5
%D
%d
ðnþ 1Þr: ð116Þ
This proves the assertion of the theorem for standard information.
4.6.2. Linear Information
Take linear information N with functional computed for the function g1;
and consider the uniform partition of ½u1ða1Þ; u1ðb1Þ by points ci ¼ u1ða1Þ þ
iðu1ðb1Þ  u1ða1ÞÞ=ðnþ 1Þ; where i ¼ 0; 1; . . . ; nþ 1: Let xi ¼ u11 ðciÞ; xi 2
½a1; b1: We note that there exists a function h of the form
hðyÞ ¼
Pn
i¼0 aihiðyÞ; where
max
04i4n
jaij ¼ ak ¼ 1; ð117Þ
such that N ðhÞ ¼ 0:
Indeed, the equation N ðhÞ ¼ 0 can be equivalently written as a linear
system
Xn
i¼0
aiLjðhi; y1; . . . ; yj1Þ ¼ 0; j ¼ 1; 2; . . . ; n
of n equations with nþ 1 unknowns ai; which has a solution satisfying (117).
As in the standard information case, by imposing proper conditions on hi we
assure that the function g2 ¼ g1 þ h is in #G; the condition N ðhÞ ¼ 0 implies
that N ðg2Þ ¼ N ðg1Þ:
We now establish a lower bound on supx2½a;b ju1ðxÞ  u2ðxÞj: Deﬁne a
number Z that depends only on the parameters of the class #G by
Z ¼ %
da
ð4d þ %dÞ %d
Z 1=2
0
sðtÞ dt:%
BOLESŁAW KACEWICZ734Case 1. Suppose that j
R t
xn hðu1ðyÞÞ dyj5Zð
ckþ1ck
2
Þrþ1 for all t 2 ½xk ; xkþ1;
where k is given in (117). We take x ¼ xkþ1; y ¼ xk in (111). Then, since the
inner integral has constant sign, we haveZ xkþ1
xk
Z t
xn
hðu1ðyÞÞ dy dt
				
				52Z%d ckþ1  ck2
 rþ2
: ð118Þ
Case 2. Suppose that there exists tn 2 ½xk ; xkþ1 such that j
R tn
xn hðu1ðyÞÞ dyj
5Zð1
2
ðckþ1  ckÞÞ
rþ1:
We take in (112) x ¼ tn and
y ¼
xk if tn5u11 ð
1
2
ðckþ1 þ ckÞÞ;
xkþ1 if tn5u11 ð
1
2
ðckþ1 þ ckÞÞ:
(
The triangle inequality implies thatZ x
y
Z t
xn
hðu1ðyÞÞ dy dt
				
				5
Z x
y
ðt  yÞhðu1ðtÞÞ dt
				
				 jx yj 
Z x
xn
hðu1ðtÞÞ dt
				
				:
We bound the ﬁrst integral from below. Let tn5u11 ð
1
2ðckþ1 þ ckÞÞ: Then, by
the change of variables y ¼ u1ðtÞ; we get
Z tn
xk
ðt  xkÞhðu1ðtÞÞ dt
					
					5
Z u1
1
ððckþ1þck Þ=2Þ
u1
1
ðckþðckþ1ck Þ=4Þ
ðt  xkÞhkðu1ðtÞÞ dt
5
a
2 %d
2
ckþ1  ck
2
 rþ2Z 0
1=2
sðtÞ dt:
It is easy to see that the same bound holds in the case tn5u11 ð
1
2
ðckþ1 þ ckÞÞ:
For the second integral, we have
jtn  yj 
Z tn
xn
hðu1ðtÞÞ dt
					
					4ðxkþ1  xkÞZ ckþ1  ck2
 rþ1
4
Z
2
%
d
ckþ1  ck
2
 rþ2
:
Taking into account these bounds, we get that for each of two choices of y
in Case 2
Z tn
y
Z t
xn
hðu1ðyÞÞ dy dt
					
					5 ckþ1  ck2
 rþ2 a
2 %d
2
Z 1=2
0
sðtÞ dt 
Z
2
%
d
0
@
1
A: ð119Þ
The constant Z is selected in such a way that the lower bounds in Cases 1
and 2 coincide. We ﬁnally note that ckþ1  ck ¼ ðu1ðb1Þ  u1ða1ÞÞ=ðnþ 1Þ:
COMPLEXITY OF BOUNDARY-VALUE PROBLEMS 735Using (110) and (111) we get the desired lower bound on supx2½a;b ju1ðxÞ 
u2ðxÞj for linear information. This ends the proof of the theorem. ]
4.7. Complexity of the Problem
The results above lead to the following bounds on the complexity of
second-order nonlinear two-point boundary-value problems.
Theorem 4.4. For problem (4) with g 2 G1 [ G2; where G1 and G2 are
given by (105) and (106), there exist positive constants K1 and K2 such that
(i) for r52
compstðlinÞðeÞ4K1
1
e

 1=ðrþsÞ
log log
1
e
as e! 0 ð120Þ
and
(ii) for r51
compstðlinÞðeÞ5K2
1
e

 1=ðrþsÞ
as e! 0; ð121Þ
where s ¼ 0 for the class Nst; and s ¼ 2 for the class Nlin:
APPENDIX
(A1) We formulate a version of the Gronwall lemma that is used in this
paper.
Lemma A1. If eðxÞ is a continuous nonnegative function satisfying
eðxÞ4A
Z x
a
Z t
a
eðyÞ dy dt þ 1
2
Bðx aÞ2 þ Cðx aÞ; x 2 ½a; b; ðA:1Þ
where A; B and C are nonnegative constants, then for x 2 ½a; b we have
eðxÞ4
B
2A
ðexpð
ﬃﬃﬃ
A
p
ðx aÞÞ þ expð
ﬃﬃﬃ
A
p
ðx aÞÞ  2Þ
þ
C
2
ﬃﬃﬃ
A
p ðexpð ﬃﬃﬃAp ðx aÞÞ  expð ﬃﬃﬃAp ðx aÞÞÞ: ðA:2Þ
The proof goes along the typical lines for this kind of results, see, e.g., [1]
for the proof of the classical Gronwall lemma.
BOLESŁAW KACEWICZ736(A2) From (18) we have that
Y ðx; sÞ ¼ I þ
Z x
a
@f
@y
ðt; yðt; sÞÞY ðt; sÞ dt; x 2 ½a; b ðA:3Þ
and
@Y
@s
ðx; sÞ ¼
Z x
a
@2f
@y2
ðt; yðt; sÞÞY ðt; sÞ2 þ
@f
@y
ðt; yðt; sÞÞ
@Y
@s
ðt; sÞ

 
dt;
x 2 ½a; b: ðA:4Þ
It follows from (A.3) that
jjY ðx; sÞjj41þ D1
Z x
a
jjY ðt; sÞjj dt;
for all s: The (classical) Gronwall lemma [1, p. 61] gives that jjY ðx; sÞjj4M1
for x 2 ½a; b and all s; where M1 depends on a; b and D1: In a similar way
from (A.4) we get the bound
@Y
@s
ðx; sÞ
				
				
				
				4M2
for x 2 ½a; b and all s; where M2 depends on a; b; D1 and D2: Differentiating
F ðsÞ ¼ pðs; yðb; sÞÞ and using the bounds on jjY ðx; sÞjj and jj@Y@s ðx; sÞjj and the
assumed properties of p; we get
jjF 00ðsÞjj4Z 8s;
with a constant Z that depends on a; b; D1 and D2; and the bounds on the
partial derivatives of p of ﬁrst and second order, as claimed.
(A3) For g 2 G1; we have mðx; bÞ5x a for all b; see [2], so that D ¼
b a: For g 2 G2; we have
jmðx;bÞj52ðx aÞ 
expð
ﬃﬃﬃﬃﬃﬃ
D1
p
ðx aÞÞ  expð
ﬃﬃﬃﬃﬃﬃ
D1
p
ðx aÞÞ
2
ﬃﬃﬃﬃﬃﬃ
D1
p ; x 2 ½a; b;
b 2 R: ðA:5Þ
Indeed since
mðx;bÞ ¼ x aþ
Z x
a
Z t
a
@g
@u
ðy; uðy; bÞÞmðy; bÞ dy dt; ðA:6Þ
COMPLEXITY OF BOUNDARY-VALUE PROBLEMS 737by Gronwall’s lemma, see (A1) we get
jmðx;bÞj4
expð
ﬃﬃﬃﬃﬃﬃ
D1
p
ðx aÞÞ  expð
ﬃﬃﬃﬃﬃﬃ
D1
p
ðx aÞÞ
2
ﬃﬃﬃﬃﬃﬃ
D1
p ; x 2 ½a; b; b 2 R:
ðA:7Þ
Finally, (A.5) follows from the fact that
jmðx;bÞj5x a D1
Z x
a
Z t
a
jmðy; bÞj dy dt
and from (A.7). In this case,
D ¼ 2ðb aÞ 
expð
ﬃﬃﬃﬃﬃﬃ
D1
p
ðb aÞÞ  expð
ﬃﬃﬃﬃﬃﬃ
D1
p
ðb aÞÞ
2
ﬃﬃﬃﬃﬃﬃ
D1
p ;
which is a positive number, since
ﬃﬃﬃﬃﬃﬃ
D1
p
ðb aÞ5g:
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