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A BLOW-UP RESULT FOR SEMI-LINEAR STRUCTURALLY DAMPED
σ-EVOLUTION EQUATIONS
TUAN ANH DAO AND MICHAEL REISSIG
Abstract. We would like to prove a blow-up result for semi-linear structurally damped σ-evolution
equations, where σ ě 1 and δ P r0, σq are assumed to be any fractional numbers. To deal with the
fractional Laplacian operators p´∆qσ and p´∆qδ as well-known non-local operators, in general, it
seems difficult to apply the standard test function method directly. For this reason, in this paper
we shall construct new test functions to overcome this difficulty.
1. Introduction
The main goal of this paper is to discuss the critical exponent to the following Cauchy problem
for semi-linear structurally damped σ-evolution models:#
utt ` p´∆q
σu` p´∆qδut “ |u|
p,
up0, xq “ u0pxq, utp0, xq “ u1pxq,
(1)
with some σ ě 1, δ P r0, σq and a given real number p ą 1. Here, critical exponent pcrit “ pcritpnq
means that for some range of admissible p ą pcrit there exists a global (in time) Sobolev solution
for small initial data from a suitable function space. Moreover, one can find suitable small data
such that there exists no global (in time) Sobolev solution if 1 ă p ď pcrit. In other words, we have,
in general, only local (in time) Sobolev solutions under this assumption for the exponent p.
For the local existence of Sobolev solutions to (1), we address the interested readers to Proposition
9.1 in the paper [4]. The proof of blow-up results in the present paper is based on a contradiction
argument by using the test function method. The test function method is not influenced by higher
regularity of the data. For this reason, we restrict ourselves to the critical exponent to (1) in the
case, where the data are supposed to belong to the energy space. In this paper, we use the following
notations.
‚ For given nonnegative f and g we write f À g if there exists a constant C ą 0 such that f ď Cg.
We write f « g if g À f À g.
‚ As usual, Ha with a ě 0 stands for Bessel potential spaces based on L2.
‚ We denote by rbs the integer part of b P R.
‚ Moreover, we introduce the following two parameters:
k
´ :“ mintσ; 2δu and k` :“ maxtσ; 2δu if δ P r0, σq.
In order to state our main result, we recall the global (in time) existence result of small data
energy solutions to (1) in the following theorem.
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Theorem 1.1 (Global existence). Let m P r1, 2q and n ą m0k
´ with 1
m0
“ 1
m
´ 1
2
. We assume
the conditions
2
m
ď p ă 8 if n ď 2k`,
2
m
ď p ď
n
n´ 2k`
if n P
´
2k`,
4k`
2´m
ı
.
Moreover, we suppose the following condition:
p ą 1`
mpk` ` σq
n´mk´
. (2)
Then, there exists a constant ε0 ą 0 such that for any small data
pu0, u1q P
`
Lm XHk
`˘
ˆ
`
Lm X L2
˘
satisfying the assumption }u0}LmXHk` ` }u1}LmXL2 ď ε0,
we have a uniquely determined global (in time) small data energy solution
u P Cpr0,8q,Hk
`
q X C1pr0,8q, L2q
to (1). Moreover, the following estimates hold:
}upt, ¨q}L2 À p1` tq
´ n
2pk`´δq
p 1
m
´ 1
2
q` k
´
2pk`´δq
`
}u0}LmXHk` ` }u1}LmXL2
˘
,››|D|k`upt, ¨q››
L2
À p1` tq
´ n
2pk`´δq
p 1
m
´ 1
2
q´ k
`´k´
2pk`´δq
`
}u0}LmXHk` ` }u1}LmXL2
˘
,
}utpt, ¨q}L2 À p1` tq
´ n
2pk`´δq
p 1
m
´ 1
2
q´σ´k
´
k`´δ
`
}u0}LmXHk` ` }u1}LmXL2
˘
.
We are going to prove the following main result.
Theorem 1.2 (Blow-up). Let σ ě 1, δ P r0, σq and n ą 2k´. We assume that we choose the
initial data u0 “ 0 and u1 P L
1 satisfying the following relation:ż
Rn
u1pxqdx ą 0. (3)
Moreover, we suppose the condition
p P
´
1, 1 `
2σ
n´ k´
¯
. (4)
Then, there is no global (in time) Sobolev solution u P C
`
r0,8q,H2σ
˘
to (1).
Remark 1.1. We want to underline that the lifespan Tε of Sobolev solutions to given data p0, εu1q
for any small positive constant ε in Theorem 1.2 can be estimated as follows:
Tε ď Cε
´ p2σ´k
´qpp´1q
2σ´pn´k´qpp´1q with C ą 0. (5)
Remark 1.2. If we choose m “ 1 in Theorem 1.1, then from Theorem 1.2 it is clear that the
critical exponent pcrit is given by
pcritpnq “ 1`
2σ
n´ 2δ
if δ P
”
0,
σ
2
ı
and 4δ ă n ď 4σ.
However, in the case δ P pσ
2
, σq there appears a gap between the exponents given by 1` 2δ`σ
n´σ from
Theorem 1.1 and 1` 2σ
n´σ from Theorem 1.2 for 2σ ă n ď 8δ.
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2. Preliminaries
In this section, we collect some preliminary knowledge needed in our proofs.
Definition 2.1 ([8, 11]). Let s P p0, 1q. Let X be a suitable set of functions defined on Rn. Then,
the fractional Laplacian p´∆qs in Rn is a non-local operator given by
p´∆qs : v P X Ñ p´∆qsvpxq :“ Cn,s p.v.
ż
Rn
vpxq ´ vpyq
|x´ y|n`2s
dy
as long as the right-hand side exists, where p.v. stands for Cauchy’s principal value, Cn,s :“
4sΓpn
2
`sq
pi
n
2 Γp´sq
is a normalization constant and Γ denotes the Gamma function.
Lemma 2.1. Let
〈
x
〉
“ p1 ` |x|2q
1
2 and q ą 0. Then, the following estimate holds for any multi-
index α satisfying |α| ě 1: ˇˇ
Bαx
〈
x
〉´q ˇˇ
À
〈
x
〉´q´|α|
.
Proof. First, we recall the following formula of derivatives of composed functions for |α| ě 1:
Bαxh
`
fpxq
˘
“
|α|ÿ
k“1
hpkq
`
fpxq
˘ ¨˚˚˝ ÿ
γ1`¨¨¨`γkďα
|γ1|`¨¨¨`|γk|“|α|, |γi|ě1
`
Bγ1x fpxq
˘
¨ ¨ ¨
`
Bγkx fpxq
˘‹˛‹‚,
where h “ hpzq and hpkqpzq “ d
khpzq
dzk
. Applying this formula with hpzq “ z´
q
2 and fpxq “ 1 ` |x|2
we obtain
ˇˇ
Bαx
〈
x
〉´q ˇˇ
ď
|α|ÿ
k“1
p1` |x|2q´
q
2
´k
¨˚
˚˝ ÿ
γ1`¨¨¨`γkďα
|γ1|`¨¨¨`|γk|“|α|, |γi|ě1
ˇˇ
Bγ1x p1` |x|
2q
ˇˇ
¨ ¨ ¨
ˇˇ
Bγkx p1` |x|
2q
ˇˇ‹˛‹‚
ď C1
|α|ÿ
k“1
p1` |x|2q´
q
2
´k
$’’’’&’’’’%
1 if 0 ď |x| ď 1,¨˚
˚˝ ÿ
γ1`¨¨¨`γkďα
|γ1|`¨¨¨`|γk|“|α|, |γi|ě1
|x|2´|γ1| ¨ ¨ ¨ |x|2´|γk |
‹˛‹‚ if |x| ě 1,
ď C2
|α|ÿ
k“1
p1` |x|2q´
q
2
´k
#
1 if 0 ď |x| ď 1,
|x|2k´|α| if |x| ě 1,
ď
#
C2|α|
〈
x
〉´q´2
if 0 ď |x| ď 1,
C2|α|
〈
x
〉´q
|x|´|α| if |x| ě 1,
where C1 and C2 are some suitable constants. This completes the proof. 
Lemma 2.2. Let m P Z, s P p0, 1q and γ :“ m` s. If v P H2γpRnq, then it holds
p´∆qγvpxq “ p´∆qm
`
p´∆qsvpxq
˘
“ p´∆qs
`
p´∆qmvpxq
˘
.
One can find the proof of Lemma 2.2 in Remark 3.2 in [1].
Lemma 2.3. Let m P Z, s P p0, 1q and γ :“ m ` s. Let
〈
x
〉
“ p1 ` |x|2q
1
2 and q ą 0. Then, the
following estimates hold for all x P Rn:
ˇˇ
p´∆qγ
〈
x
〉´q ˇˇ
À
$’&’%
〈
x
〉´q´2γ
if 0 ă q ` 2m ă n,
〈
x
〉´n´2s
logpe` |x|q if q ` 2m “ n,
〈
x
〉´n´2s
if q ` 2m ą n.
(6)
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Proof. We follow ideas from the proof of Lemma 1.5 in [6] devoting to the case m “ 0 and s “ 1
2
,
that is, the case γ “ 1
2
is generalized to any fractional number γ ą 0. To do this, for any s P p0, 1q
we shall divide the proof into two cases: m “ 0 and m ě 1.
Let us consider the first case m “ 0. Denoting by ψ “ ψpxq :“
〈
x
〉´q
we write p´∆qs
〈
x
〉´q
“
p´∆qspψqpxq. According to Definition 2.1 of fractional Laplacian as a singular integral operator,
we have
p´∆qspψqpxq :“ Cn,δ p.v.
ż
Rn
ψpxq ´ ψpyq
|x´ y|n`2s
dy.
A standard change of variables leads to
p´∆qspψqpxq “ ´
Cn,s
2
p.v.
ż
Rn
ψpx` yq ` ψpx´ yq ´ 2ψpxq
|y|n`2s
dy
“ ´
Cn,s
2
lim
εÑ0`
ż
εď|y|ď1
ψpx` yq ` ψpx´ yq ´ 2ψpxq
|y|n`2s
dy
´
Cn,s
2
ż
|y|ě1
ψpx` yq ` ψpx´ yq ´ 2ψpxq
|y|n`2s
dy.
To deal with the first integral, after using a second order Taylor expansion for ψ we arrive at
|ψpx` yq ` ψpx´ yq ´ 2ψpxq|
|y|n`2s
À
}B2xψ}L8
|y|n`2s´2
.
Thanks to the above estimate and s P p0, 1q, we may remove the principal value of the integral at
the origin to conclude
p´∆qspψqpxq “ ´
Cn,s
2
ż
Rn
ψpx` yq ` ψpx´ yq ´ 2ψpxq
|y|n`2s
dy.
To prove the desired estimates, we shall divide our considerations into two cases. In the first subcase
tx : |x| ď 1u, we can proceed as follows:
ˇˇ
p´∆qspψqpxq
ˇˇ
À
ż
|y|ď1
|ψpx` yq ` ψpx´ yq ´ 2ψpxq|
|y|n`2s
dy `
ż
|y|ě1
|ψpx` yq ` ψpx´ yq ´ 2ψpxq|
|y|n`2s
dy
À }B2xψ}L8
ż
|y|ď1
1
|y|n`2s´2
dy ` }ψ}L8
ż
|y|ě1
1
|y|n`2s
dy.
Due to the boundedness of the above two integrals, it follows immediatelyˇˇ
p´∆qspψqpxq
ˇˇ
À 1 for |x| ď 1. (7)
In order to deal with the second subcase tx : |x| ě 1u, we can re-write
p´∆qspψqpxq “ ´
Cn,s
2
ż
|y|ě2|x|
ψpx` yq ` ψpx´ yq ´ 2ψpxq
|y|n`2s
dy
´
Cn,s
2
ż
1
2
|x|ď|y|ď2|x|
ψpx` yq ` ψpx´ yq ´ 2ψpxq
|y|n`2s
dy
´
Cn,s
2
ż
|y|ď 1
2
|x|
ψpx` yq ` ψpx´ yq ´ 2ψpxq
|y|n`2s
dy. (8)
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For the first integral, we notice that the relations |x`y| ě |y|´|x| ě |x| and |x´y| ě |y|´|x| ě |x|
hold for |y| ě 2|x|. Since ψ is a decreasing function, we obtain the following estimate:ˇˇˇ ż
|y|ě2|x|
ψpx` yq ` ψpx´ yq ´ 2ψpxq
|y|n`2s
dy
ˇˇˇ
ď 4|ψpxq|
ż
|y|ě2|x|
1
|y|n`2s
dy À
〈
x
〉´q
ż
|y|ě2|x|
1
|y|1`2s
d|y|
À
〈
x
〉´q
|x|´2s À
〈
x
〉´q´2s `
due to |x| «
〈
x
〉
for |x| ě 1
˘
. (9)
It is clear that |y| « |x| in the second integral domain. Moreover, it follows!
y :
1
2
|x| ď |y| ď 2|x|
)
Ă
 
y : |x` y| ď 3|x|
(
, (10)!
y :
1
2
|x| ď |y| ď 2|x|
)
Ă
 
y : |x´ y| ď 3|x|
(
. (11)
For this reason, we arrive atˇˇˇ ż
1
2
|x|ď|y|ď2|x|
ψpx` yq ` ψpx´ yq ´ 2ψpxq
|y|n`2s
dy
ˇˇˇ
À |x|´n´2s
´ ż
|x`y|ď3|x|
ψpx` yqdy `
ż
|x´y|ď3|x|
ψpx´ yqdy ` ψpxq
ż
1
2
|x|ď|y|ď2|x|
1dy
¯
À |x|´n´2s
´ ż
|x`y|ď3|x|
ψpx` yqdy `
〈
x
〉´q
|x|n
¯
, (12)
where we used the relationż
|x`y|ď3|x|
ψpx` yqdy “
ż
|x´y|ď3|x|
ψpx´ yqdy.
By the change of variables r “ |x` y|, we apply the inequality 1` r2 ě p1`rq
2
2
to getż
|x`y|ď3|x|
ψpx` yqdy À
ż
rď3|x|
p1` r2q´
q
2 rn´1dr À
ż
rď3|x|
p1` rqn´q´1dr
À
$’&’%
p1` 3|x|qn´q if 0 ă q ă n,
logpe` 3|x|q if q “ n,
1 if q ą n.
(13)
By |x| «
〈
x
〉
for |x| ě 1, combining (12) and (13) leads to
ˇˇˇ ż
1
2
|x|ď|y|ď2|x|
ψpx` yq ` ψpx´ yq ´ 2ψpxq
|y|n`2s
dy
ˇˇˇ
À
$’&’%
〈
x
〉´q´2s
if 0 ă q ă n,
〈
x
〉´n´2s
logpe` 3|x|q if q “ n,
〈
x
〉´n´2s
if q ą n.
(14)
For the third integral in (8), using again the second order Taylor expansion for ψ we obtainˇˇˇ ż
|y|ď 1
2
|x|
ψpx` yq ` ψpx´ yq ´ 2ψpxq
|y|n`2s
dy
ˇˇˇ
ď
ż
|y|ď 1
2
|x|
|ψpx` yq ` ψpx´ yq ´ 2ψpxq|
|y|n`2s
dy À
ż
|y|ď 1
2
|x|
max
θPr0,1s
ˇˇ
B2xψpx˘ θyq
ˇˇ 1
|y|n`2s´2
dy
À
ż
|y|ď 1
2
|x|
max
θPr0,1s
〈
x˘ θy
〉´q´2 1
|y|n`2s´2
dy À
〈
x
〉´q´2
ż
|y|ď 1
2
|x|
|y|1´2sd|y| À
〈
x
〉´q´2s
. (15)
6 TUAN ANH DAO AND MICHAEL REISSIG
Here we used the relation |x˘ θy| ě |x| ´ θ|y| ě |x| ´ 1
2
|x| “ 1
2
|x|. From (8), (9), (14) and (15) we
arrive at the following estimates for |x| ě 1:
ˇˇ
p´∆qspψqpxq
ˇˇ
À
$’&’%
〈
x
〉´q´2s
if 0 ă q ă n,
〈
x
〉´n´2s
logpe` 3|x|q if q “ n,
〈
x
〉´n´2s
if q ą n.
(16)
Finally, combining (7) and (16) we may conclude all desired estimates for m “ 0.
Next let us turn to the second case m ě 1. First, a straight-forward calculation gives the following
relation:
´∆
〈
x
〉´r
“ r
´
pn ´ r ´ 2q
〈
x
〉´r´2
` pr ` 2q
〈
x
〉´r´4¯
for any r ą 0. (17)
By induction argument, carrying outm steps of (17) we obtain the following formula for any m ě 1:
p´∆qm
〈
x
〉´q
“ p´1qm
m´1ź
j“0
pq ` 2jq
´ mź
j“1
p´n` q ` 2jq
〈
x
〉´q´2m
´ C1m
mź
j“2
p´n` q ` 2jqpq ` 2mq
〈
x
〉´q´2m´2
` C2m
mź
j“3
p´n` q ` 2jqpq ` 2mqpq ` 2m` 2q
〈
x
〉´q´2m´4
` ¨ ¨ ¨ ` p´1qm
m´1ź
j“0
pq ` 2m` 2jq
〈
x
〉´q´4m¯
. (18)
Then, thanks to Lemma 2.2, we derive
p´∆qγ
〈
x
〉´q
“ p´∆qs
`
p´∆qm
〈
x
〉´q˘
“ p´1qm
m´1ź
j“0
pq ` 2jq
´ mź
j“1
p´n` q ` 2jq p´∆qs
〈
x
〉´q´2m
´ C1m
mź
j“2
p´n` q ` 2jqpq ` 2mq p´∆qs
〈
x
〉´q´2m´2
` C2m
mź
j“3
p´n` q ` 2jqpq ` 2mqpq ` 2m` 2q p´∆qs
〈
x
〉´q´2m´4
` ¨ ¨ ¨ ` p´1qm
m´1ź
j“0
pq ` 2m` 2jq p´∆qs
〈
x
〉´q´4m¯
. (19)
For this reason, in order to conclude the desired estimates, we only indicate the following estimates
for k “ 0, ¨ ¨ ¨ ,m:
ˇˇ
p´∆qs
〈
x
〉´q´2pm`kq ˇˇ
À
$’&’%
〈
x
〉´q´2γ
if 0 ă q ` 2m ă n,
〈
x
〉´n´2s
logpe` |x|q if q ` 2m “ n,
〈
x
〉´n´2s
if q ` 2m ą n.
(20)
Indeed, substituting q by q ` 2pm` kq with k “ 0, ¨ ¨ ¨ ,m and γ “ s into (6) leads to
ˇˇ
p´∆qs
〈
x
〉´q´2pm`kq ˇˇ
À
$’&’%
〈
x
〉´q´2γ
if 0 ă q ` 2pm` kq ă n,
〈
x
〉´n´2s
logpe` |x|q if q ` 2pm` kq “ n,
〈
x
〉´n´2s
if q ` 2pm` kq ą n.
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From these estimates, it follows immediately (20) to conclude (6) for any m ě 1. Summarizing,
the proof of Lemma 2.3 is completed. 
Lemma 2.4. Let s P p0, 1q. Let ψ be a smooth function satisfying B2xψ P L
8. For any R ą 0, let
ψR be a function defined by
ψRpxq :“ ψ
`
R´1x
˘
for all x P Rn. Then, p´∆qspψRq satisfies the following scaling properties for all x P R
n:
p´∆qspψRqpxq “ R
´2s
`
p´∆qsψ
˘`
R´1x
˘
.
Proof. Thanks to the assumption B2xψ P L
8, following the proof of Lemma 2.3 we may remove the
principal value of the integral at the origin to conclude
p´∆qspψRqpxq “ ´
Cn,s
2
ż
Rn
ψRpx` yq ` ψRpx´ yq ´ 2ψRpxq
|y|n`2s
dy
“ ´
Cn,s
2
R´2s
ż
Rn
ψ
`
R´1x`R´1y
˘
` ψ
`
R´1x´R´1y
˘
´ 2ψ
`
R´1x
˘
|R´1y|n`2s
dpR´1yq
“ R´2s
`
p´∆qsψ
˘`
R´1x
˘
.
This completes the proof. 
3. Proof of the blow-up result
We divide the proof of Theorem 1.2 into several cases.
3.1. The case that both parameters σ and δ are integers. The proof of this case can be
found in the paper [4].
3.2. The case that the parameter σ is integer and the parameter δ is fractional from
p0, 1q.
Proof. First, we introduce the function ϕ “ ϕp|x|q :“
〈
x
〉´n´2δ
and the function η “ ηptq having
the following properties:
1. η P C80 pr0,8qq and ηptq “
$’&’%
1 for 0 ď t ď 1
2
,
decreasing for 1
2
ď t ď 1,
0 for t ě 1,
2. η´
p1
p ptq
`
|η1ptq|p
1
` |η2ptq|p
1˘
ď C for any t P
”1
2
, 1
ı
, (21)
where p1 is the conjugate of p ą 1. Let R be a large parameter in r0,8q. We define the following
test function:
φRpt, xq :“ ηRptqϕRpxq,
where ηRptq :“ η
`
R´αt
˘
and ϕRpxq :“ ϕ
`
R´1x
˘
with a fixed parameter α :“ 2σ ´ k´. We define
the functionals
IR :“
ż 8
0
ż
Rn
|upt, xq|pφRpt, xq dxdt “
ż Rα
0
ż
Rn
|upt, xq|pφRpt, xq dxdt
and
IR,t :“
ż Rα
Rα
2
ż
Rn
|upt, xq|pφRpt, xq dxdt.
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Let us assume that u “ upt, xq is a global (in time) Sobolev solution from C
`
r0,8q,H2σ
˘
to (1).
After multiplying the equation (1) by φR “ φRpt, xq, we carry out partial integration to derive
0 ď IR “ ´
ż
Rn
u1pxqϕRpxq dx `
ż Rα
Rα
2
ż
Rn
upt, xqB2t ηRptqϕRpxq dxdt
`
ż 8
0
ż
Rn
ηRptqϕRpxq p´∆q
σupt, xq dxdt´
ż Rα
Rα
2
ż
Rn
BtηRptqϕRpxq p´∆q
δupt, xq dxdt
“: ´
ż
Rn
u1pxqϕRpxq dx` J1 ` J2 ´ J3. (22)
Applying Ho¨lder’s inequality with 1
p
` 1
p1
“ 1 we may estimate as follows:
|J1| ď
ż Rα
Rα
2
ż
Rn
|upt, xq|
ˇˇ
B2t ηRptq
ˇˇ
ϕRpxq dxdt
À
´ż Rα
Rα
2
ż
Rn
ˇˇˇ
upt, xqφ
1
p
Rpt, xq
ˇˇˇp
dxdt
¯ 1
p
´ ż Rα
Rα
2
ż
Rn
ˇˇˇ
φ
´ 1
p
R pt, xqB
2
t ηRptqϕRpxq
ˇˇˇp1
dxdt
¯ 1
p1
À I
1
p
R,t
´ż Rα
Rα
2
ż
Rn
η
´ p
1
p
R ptq
ˇˇ
B2t ηRptq
ˇˇp1
ϕRpxq dxdt
¯ 1
p1
.
By the change of variables t˜ :“ R´αt and x˜ :“ R´1x, a straight-forward calculation gives
|J1| À I
1
p
R,tR
´2α`n`α
p1
´ż
Rn
〈
x˜
〉´n´2δ
dx˜
¯ 1
p1
. (23)
Here we used B2t ηRptq “ R
´2αη2pt˜q and the assumption (21). Now let us turn to estimate J2 and
J3. First, we notice that by Parseval-Plancherel formula it holds:ż
Rn
v1pxq p´∆q
γv2pxqdx “
ż
Rn
|ξ|2γpv1pξq pv2pξqdξ “ ż
Rn
v2pxq p´∆q
γv1pxqdx,
for any γ ą 0 and v1, v2 P H
2γ . Here pvj “ pvjpξq stands for the Fourier transform with respect
to the spatial variables of vj “ vjpxq, j “ 1, 2. Using ϕR P H
2σ and u P C
`
r0,8q,H2σ
˘
we may
conclude ż
Rn
ϕRpxq p´∆q
σupt, xq dx “
ż
Rn
upt, xq p´∆qσϕRpxq dx,ż
Rn
ϕRpxq p´∆q
δupt, xq dx “
ż
Rn
upt, xq p´∆qδϕRpxq dx,
that is, `
ϕR, p´∆q
σupt, ¨q
˘
L2
“
`
p´∆qσϕR, upt, ¨q
˘
L2
,`
ϕR, p´∆q
δupt, ¨q
˘
L2
“
`
p´∆qδϕR, upt, ¨q
˘
L2
.
We can see that under the assumptions both scalar products are well defined. Hence, we obtain
J2 “
ż 8
0
ż
Rn
ηRptqϕRpxq p´∆q
σupt, xq dxdt “
ż 8
0
ż
Rn
ηRptqupt, xq p´∆q
σϕRpxq dxdt,
and
J3 “
ż Rα
Rα
2
ż
Rn
BtηRptqϕRpxq p´∆q
δupt, xq dxdt “
ż Rα
Rα
2
ż
Rn
BtηRptqupt, xq p´∆q
δϕRpxq dxdt.
A BLOW-UP RESULT FOR SEMI-LINEAR STRUCTURALLY DAMPED σ-EVOLUTION EQUATIONS 9
Applying Ho¨lder’s inequality again as we estimated J1 leads to
|J2| ď I
1
p
R
´ż Rα
0
ż
Rn
ηRptqϕ
´ p
1
p
R pxq
ˇˇ
p´∆qσϕRpxq
ˇˇp1
dxdt
¯ 1
p1
,
and
|J3| ď I
1
p
R,t
´ż Rα
Rα
2
ż
Rn
η
´ p
1
p
R ptq
ˇˇ
BtηRptq
ˇˇp1
ϕ
´p1
p
R pxq
ˇˇ
p´∆qδϕRpxq
ˇˇp1
dxdt
¯ 1
p1
.
In order to control the above two integrals, the key tools rely on results from Lemmas 2.1, 2.3 and
2.4. Namely, at first carrying out the change of variables t˜ :“ R´αt and x˜ :“ R´1x we arrive at
|J2| À I
1
p
R R
´2σ`n`α
p1
´ż 1
0
ż
Rn
ηpt˜qϕ
´ p
1
p px˜q
ˇˇ
p´∆qσpϕqpx˜q
ˇˇp1
dx˜dt˜
¯ 1
p1
À I
1
p
R R
´2σ`n`α
p1
´ż
Rn
ϕ
´ p
1
p px˜q
ˇˇ
p´∆qσpϕqpx˜q
ˇˇp1
dx˜
¯ 1
p1
,
where we note (σ is an integer) that p´∆qσϕRpxq “ R
´2σp´∆qσϕpx˜q. Using Lemma 2.1 implies
the following estimate:
|J2| À I
1
p
R R
´2σ`n`α
p1
´ż
Rn
〈
x˜
〉´n´2δ´2σp1
dx˜
¯ 1
p1
. (24)
Next carrying out again the change of variables t˜ :“ R´αt and x˜ :“ R´1x and employing Lemma
2.4 we can proceed J3 as follows:
|J3| À I
1
p
R,tR
´2δ´α`n`α
p1
´ ż 1
1
2
ż
Rn
η
´ p
1
p pt˜q
ˇˇ
η1pt˜q
ˇˇp1
ϕ
´ p
1
p px˜q
ˇˇ
p´∆qδpϕqpx˜q
ˇˇp1
dx˜dt˜
¯ 1
p1
À I
1
p
R,tR
´2δ´α`n`α
p1
´ ż
Rn
ϕ
´ p
1
p px˜q
ˇˇ
p´∆qδpϕqpx˜q
ˇˇp1
dx˜
¯ 1
p1
.
Here we used BtηRptq “ R
´αη1pt˜q and the assumption (21). To deal with the last integral, we apply
Lemma 2.3 with q “ n` 2δ and γ “ δ, that is, m “ 0 and s “ δ to get
|J3| À I
1
p
R,tR
´2δ´α`n`α
p1
´ ż
Rn
〈
x˜
〉´n´2δ
dx˜
¯ 1
p1
. (25)
Because of assumption (3), there exists a sufficiently large constant R0 ą 0 such that it holdsż
Rn
u1pxqϕRpxq dx ą 0 (26)
for all R ą R0. Combining the estimates from (22) to (26) we may arrive at
0 ă
ż
Rn
u1pxqϕRpxq dx À I
1
p
R,t
`
R
´2α`n`α
p1 `R
´α´2δ`n`α
p1
˘
` I
1
p
R R
´2σ`n`α
p1 ´ IR (27)
À I
1
p
RR
´2σ`n`α
p1 ´ IR (28)
for all R ą R0. Moreover, applying the inequality
Ayγ ´ y ď A
1
1´γ for any A ą 0, y ě 0 and 0 ă γ ă 1
leads to
0 ă
ż
Rn
u1pxqϕRpxqdx À R
´2σp1`n`α (29)
for all R ą R0. It is clear that the assumption (4) is equivalent to ´2σp
1 ` n ` α ă 0. For this
reason, letting RÑ8 in (29) we obtainż
Rn
u1pxq dx “ 0.
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This is a contradiction to the assumption (3). Summarizing, the proof is completed. 
Let us now consider the case of subcritical exponent to explain the estimate for lifespan Tε of
solutions in Remark 1.1. We assume that u “ upt, xq is a local (in time) Sobolev solution to (1) in
r0, T q ˆ Rn. In order to prove the lifespan estimate, we replace the initial data p0, u1q by p0, εf1q
with a small constant ε ą 0, where f1 P L
1 satisfies the assumption (3). Hence, there exists a
sufficiently large constant R1 ą 0 so that we haveż
Rn
f1pxqϕRpxq dx ě c ą 0
for any R ą R1. Repeating the steps in the above proofs we arrive at the following estimate:
ε ď C R´2σp
1`n`α ď C T´
2σp1´n´α
α
with R “ T
1
α . Finally, letting T Ñ T´ε we may conclude (5).
Remark 3.1. We want to underline that in the special case σ “ 1 an δ “ 1
2
the authors in [5] have
investigated the critical exponent pcrit “ pcritpnq “ 1 `
2
n´1 . If we plug σ “ 1 and δ “
1
2
into the
statements of Theorem 1.2, then the obtained results for the critical exponent pcrit coincide.
3.3. The case that the parameter σ is integer and the parameter δ is fractional from
p1, σq.
Proof. We follow ideas from the proof of Section 3.2. At first, we denote sδ :“ δ ´ rδs. Let us
introduce test functions η “ ηptq as in Section 3.2 and ϕ “ ϕpxq :“
〈
x
〉´n´2sδ . We can repeat
exactly, the estimates for J1 and J2 as we did in the proof of Section 3.2 to conclude
|J1| À I
1
p
R,tR
´2α`n`α
p1 , (30)
|J2| À I
1
p
R R
´2σ`n`α
p1 . (31)
Let us turn to estimate J3, where δ is any fractional number in p1, σq. In the first step, applying
Parseval-Plancherel formula and Ho¨lder’s inequality lead to
|J3| ď I
1
p
R,t
´ż Rα
Rα
2
ż
Rn
η
´ p
1
p
R ptq
ˇˇ
BtηRptq
ˇˇp1
ϕ
´ p
1
p
R pxq
ˇˇ
p´∆qδϕRpxq
ˇˇp1
dxdt
¯ 1
p1
.
Now we can re-write δ “ mδ ` sδ, where mδ :“ rδs ě 1 is integer and sδ is a fractional number in
p0, 1q. Employing Lemma 2.2 we derive
p´∆qδϕRpxq “ p´∆q
sδ
`
p´∆qmδϕRpxq
˘
.
By the change of variables x˜ :“ R´1x we also notice that
p´∆qmδϕRpxq “ R
´2mδp´∆qmδ pϕqpx˜q
since mδ is an integer. Using the formula (18) we re-write
p´∆qmδϕRpxq “ p´1q
mδR´2mδ
mδ´1ź
j“0
pq ` 2jq
´ mδź
j“1
p´n` q ` 2jq
〈
x˜
〉
´q´2mδ
´ C1mδ
mδź
j“2
p´n` q ` 2jqpq ` 2mδq
〈
x˜
〉
´q´2mδ´2
` C2mδ
mδź
j“3
p´n` q ` 2jqpq ` 2mδqpq ` 2mδ ` 2q
〈
x˜
〉
´q´2mδ´4
` ¨ ¨ ¨ ` p´1qmδ
mδ´1ź
j“0
pq ` 2mδ ` 2jq
〈
x˜
〉
´q´4mδ
¯
,
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where q :“ n` 2sδ. For simplicity, we introduce the following functions:
ϕkpxq :“
〈
x
〉´q´2mδ´2k and ϕk,Rpxq :“ ϕkpR´1xq “
〈
x˜
〉´q´2mδ´2k
with k “ 0, ¨ ¨ ¨ ,mδ. As a result, by Lemma 2.4 we arrive at
p´∆qδϕRpxq “ p´1q
mδR´2mδ
mδ´1ź
j“0
pq ` 2jq
´ mδź
j“1
p´n` q ` 2jq p´∆qsδ pϕ0,Rqpxq
´ C1mδ
mδź
j“2
p´n` q ` 2jqpq ` 2mδq p´∆q
sδ pϕ1,Rqpxq
` C2mδ
mδź
j“3
p´n` q ` 2jqpq ` 2mδqpq ` 2mδ ` 2q p´∆q
sδ pϕ2,Rqpxq
` ¨ ¨ ¨ ` p´1qmδ
mδ´1ź
j“0
pq ` 2mδ ` 2jq p´∆q
sδ pϕmδ ,Rqpxq
¯
“ p´1qmδR´2mδ´2sδ
mδ´1ź
j“0
pq ` 2jq
´ mδź
j“1
p´n` q ` 2jq p´∆qsδ pϕ0qpx˜q
´ C1mδ
mδź
j“2
p´n` q ` 2jqpq ` 2mδq p´∆q
sδ pϕ1qpx˜q
` C2mδ
mδź
j“3
p´n` q ` 2jqpq ` 2mδqpq ` 2mδ ` 2q p´∆q
sδ pϕ2qpx˜q
` ¨ ¨ ¨ ` p´1qmδ
mδ´1ź
j“0
pq ` 2mδ ` 2jq p´∆q
sδ pϕmδ qpx˜q
¯
“ R´2δp´∆qδpϕqpx˜q.
For this reason, performing the change of variables t˜ :“ R´αt we obtain
|J3| À I
1
p
R,tR
´2δ´α`n`α
p1
´ ż 1
1
2
ż
Rn
η
´ p
1
p pt˜q
ˇˇ
η1pt˜q
ˇˇp1
ϕ
´ p
1
p px˜q
ˇˇ
p´∆qδpϕqpx˜q
ˇˇp1
dx˜dt˜
¯ 1
p1
À I
1
p
R,tR
´2δ´α`n`α
p1
´ ż
Rn
ϕ
´ p
1
p px˜q
ˇˇ
p´∆qδpϕqpx˜q
ˇˇp1
dx˜
¯ 1
p1
.
Here we used BtηRptq “ R
´αη1pt˜q and the assumption (21). After applying Lemma 2.3 with q “
n` 2sδ and γ “ δ, i.e. m “ mδ and s “ sδ, we may conclude
|J3| À I
1
p
R,tR
´2δ´α`n`α
p1
´ż
Rn
〈
x˜
〉´n´2sδ dx˜
¯ 1
p1
À I
1
p
R,tR
´2δ´α`n`α
p1 . (32)
Finally, combining (30) to (32) and repeating arguments as in Section 3.2 we may complete the
proof of Theorem 1.2. 
3.4. The case that the parameter σ is fractional from p1,8q and the parameter δ is
integer.
Proof. We follow ideas from the proofs of Sections 3.2 and 3.3. At first, we denote sσ :“ σ ´ rσs.
Let us introduce test functions η “ ηptq as in Section 3.2 and ϕ “ ϕpxq :“
〈
x
〉´n´2sσ . Then,
repeating the proof of Sections 3.2 and 3.3 we may conclude what we wanted to prove. 
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3.5. The case that the parameter σ is fractional from p1,8q and the parameter δ is
fractional from p0, 1q.
Proof. We follow ideas from the proofs of Sections 3.2 and 3.4. At first, we denote sσ :“ σ ´ rσs.
Next, we put s˚ :“ mintsσ, δu. It is obvious that s
˚ is fractional from p0, 1q. Let us introduce
test functions η “ ηptq as in Section 3.2 and ϕ “ ϕpxq :“
〈
x
〉´n´2s˚
. Then, repeating the proof of
Sections 3.2 and 3.4 we may conclude what we wanted to prove. 
3.6. The case that the parameter σ is fractional from p1,8q and the parameter δ is
fractional from p1, σq.
Proof. We follow ideas from the proofs of Sections 3.2 and 3.5. At first, we denote sσ :“ σ ´ rσs
and sδ :“ δ´rδs. Next, we put s
˚ :“ mintsσ, sδu. It is obvious that s
˚ is fractional from p0, 1q. Let
us introduce test functions η “ ηptq as in Section 3.2 and ϕ “ ϕpxq :“
〈
x
〉´n´2s˚
. Then, repeating
the proof of Sections 3.2 and 3.5 we may conclude what we wanted to prove. 
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