Abstract-P2P file sharing protocol and Ad Hoc wireless routing protocol share many intriguing similarities even though they are motivated on totally different basis. The goal of P2P file sharing system such as KaZaa is to locate a set of servers that contain a given file and disseminate it efficiently. The key problem of an Ad Hoc network routing protocol is to determine which route to take to reach a given remote host. P2P file sharing application on wireless ad hoc network (MANET) has gained more momentum as shown in the research of recent years. One natural way is to implement P2P application and ad hoc routing at different layers they belong to. In this paper, we argue that instead of stacking one on the top of the other, more work needs to be done to make both P2P file sharing protocol and MANET routing protocol interact with each other. We extract the commonalities of these two and design a common query/response framework on which Ad Hoc network routing and P2P file sharing are integrated seamlessly. The extensive experiments show that our strategy performs better than the layered approach in terms of traffic, average delay and packet delivery ratio.
I. INTRODUCTION
A peer-to-peer (P2P) network is an overlay network which composes of autonomous peers connected via the Internet. A mobile ad hoc network (MANET) consists of mobile nodes communicating with each other through multi-hop wireless radio links. Both networks share some fundamental commonalities such as decentralized architectures, self-organization and dynamic topologies. The nodes in both networks can act as both routers and hosts, thus a node may forward packets for other nodes as well as run user applications.
However, they have many differences. P2P network is in the scale and context of Internet and it is usually wired network. Ad Hoc network have so far mainly concerned military and disaster relief applications, in which mobile nodes use wireless interfaces to communicate with each other. The more important and essential difference lies in their functionalities -P2P network file sharing is an application that deals with how to locate a set of servers containing a given file efficiently, while MANET routing protocols sit at network layer and concentrate on how to find a optimal route to a remote host once its IP address is known.
With the growing popularity of P2P and MANET in their own field, P2P information sharing over MANET shows many promises. Some emerging applications include spontaneous meetings in either close (an office building) or open area (disaster relief team), etc. Another important application of P2P over MANET could be wireless sensor networks. In both Department of Computer Science, Stony Brook University. Email: bintang,zzhou,anand, chiueh@cs.sunysb.edu P2P file sharing and wireless sensor networks, the sensed data information or files are considered first class citizen, not the node which stores them -both networks concern with how to locate and disseminate data among each other more effectively.
To support P2P file sharing on a mobile ad hoc network, the research question is whether it is possible to develop a common query and response framework on which both ad hoc network routing and P2 file sharing can be built. One of the natural approaches is to directly layer file sharing application on top of MANETs, since P2P file sharing is in application layer while the MANET routing is in network layer. However, due to the lack of cooperation and communication between these two layers, significant overhead and redundancies incur in this method. How to effectively locate and disseminate data on ad hoc networks becomes very important. The goal of this paper is to answer this question and try to implement file sharing protocol by reusing some of the mechanisms already in ad hoc routing protocol such that additional overhead is minimized. We design and develop a common query and response framework on which ad hoc network routing and P2P file sharing are integrated seamlessly. We study a representative protocol from each network, viz, Ad Hoc OnDemand Distance Vector protocol (AODV) as the MANET routing protocol and FastTrack adopted KaZaa, a popular P2P file sharing application, as the file sharing protocol. We call our approach integrated approach or data-centric AODV compared with layered approach as mentioned above.
II. RELATED WORK
Most popular P2P file sharing systems, such as Napster [2], Freenet [11] and Gnutella [3] have been introduced to the context of wireline Internet. Among them, Napster [2] is built on a centralized architecture, thus not scalable and vulnerable to failures. Gnutella uses flat distributed file storage and plain flooding to search for required file, which eliminates the single point of failure. However, scalability is still a major problem for it, because it incurs network wide flooding. KaZaa [1] adopts a hybrid file sharing protocol called FASTTRACK, which alleviates the problem of scalability by introducing the concept of supernode. So far, KaZaa is the most popular and widely used P2P system, with over 85 million downloads worldwide and an average of 2 million users online at any given time. Recently, there is also a trend to build the P2P file sharing systems on top of distributed hash table, so as to reduce the searching time and restrict the local file routing table size [15] [10] [4] . These methods put emphasis on limiting the searching delay and the size of the file routing table, aiming at a more scalable P2P protocol in large networks.
In recent years, the synergy between MANET routing and P2P file sharing has been noticed by some researchers, and some work has been done in exploiting this similarity. Schollmeier et al. [16] gave a comprehensive study comparing routing in mobile ad hoc and peer-to-peer networks. Hu et al. [17] made use of the synergy between DSR (Dynamic Source Routing) [7] and Pastry to design a more scalable DSR, namely DPSR, by leveraging some efficient structures of P2P routing protocols. Specifically, DPSR restricts the number of source routes that each node has to discover. With the goal of designing a more scalable MANET routing protocol, DPSR does not aim at reducing the overhead in the two different layers.
Proem [8] provides middleware support for developping P2P applications over ad hoc environment. It defines four protocols to deal with the reliable transportation, data sharing and synchronization, membership verification, and peerannouncement respectively. The author claims this platform can be adapted to different ad hoc environment, and support any P2P applications by simple extensions to these four existing protocols. Proem aims at providing middleware support for the applications, without taking care of the cross layer overheads.
7DS [12] is a P2P application over mobile ad hoc environment. It exploits the peer mobility to provide Internet connection and data sharing to intermittently connected mobile users. Again, 7DS works in the application layer, thus not able to exploiting the synergy between P2P and MANET routing to reduce the overheads.
The most relevant work to our integrated approach is MPP [13] and Ekta [9] . MPP tries to exploit the synergy between P2P and MANET routing to reduce the overhead. What it does is to introduce a communication channel, the MPCP, between the application and the network layer. The peer registration, searching request, acknowledgement, etc. can be transferred between these two layers through this channel. Ekta tries to include the distributed hash table into the integrated layer composed of the P2P and MANET routing. It combines two parts by providing a one-to-one mapping between the IP addresses of the mobile nodes and their node IDs in the name space. With this integration, the routing structures of DHT and the MANET routing protocol can be expressed into one structure, thus made possible the interaction between each other. These two protocols, MPP and Ekta, both use DSR as the MANET routing protocol. Particularly, in [9] it is mentioned AODV can not be integrated in the same framework. Also, in MPP, the two layers are connected via a communication channel, thus not fully integrated.
In this paper, we are trying to implement P2P file sharing on mobile ad hoc network by analyzing carefully the synergy existing between them. Particularly, we combine FastTrack and AODV in a fully integrated way. We also aim to reduce the extra overhead beyond ad hoc routing to the minimal amount, while accommodating file sharing application.
III. BACKGROUND

A. FASTTRACK
FASTTRACK is the file sharing protocol used by KaZaa, a popular P2P file sharing application. It provides a decentralized P2P file sharing, in much sense just the same as Gnutella. Every peer stores some data in its local cache. When a node requires some data, it broadcasts the query among the network (may be restricted by a TTL). Any node on receiving this query checks its own cache, if there is a cache hit, it responses to this query with a confirm answer; otherwise, it simply relays this query. In addition, FastTrack introduces the concept of supernode. Supernodes are some nodes with extra bandwidth and processing power. They form an overlay on top of the peer to peer networks. Therefore, there is a two-level hierarchy in FastTrack network. Each supernode caches the information of the files that are stored in its groups. Thus, in FastTrack, only the supernodes needs to relay and response to the queries. This reduces the message overhead and saves bandwidth, leading to more enhanced scalability to the P2P system. Once having obtained the IP address of the destination node, a TCP connection is established between the requestor and the file holder to complete the file transportation.
B. AODV
Ad Hoc On-demand Distance Vector protocol (AODV) [5] , [6] is a reactive routing protocol, implying that routes are only created when necessary. In AODV, a source node desiring to communicate with a given destination node for which it does not have a valid route broadcasts a ROUTE REQUEST query message to its neighbors. The message is flooded until it reaches a node which has the requested file or knows a valid route to it (which sends back a ROUTE REPLY message) or the TTL of the message is expired. Also, since mobility causes the link failure, when a node notices a neighboring node is no longer available, a ROUTE ERROR packet is sent back to the upstream sequence of nodes to invalidate the route which goes through the failed neighboring node.
C. Synergy Between AODV and FastTrack
FastTrack is a application layer protocol, it provides a mechanism for information sharing among the network. AODV is a routing protocol that is employed to efficiently search for communication path to a destination IP address. The main difference between these two protocols is the object item they are after. Simply speaking, AODV is a node-centric searching, while FastTrack is a data-centric searching. Specifically, in AODV, it is a specific node that is wanted; while in FastTrack, it is a specific file item. Thus, the routing table of AODV is closely related to the underlying topology. While in FastTrack, the underlying topology is not a main issue; instead, it should take more data related issue into consideration when designing the overlay data-centric topology.
At the same time, FastTrack and AODV share a common process for querying. That is, when receiving a request (for data in FastTrack, or node in AODV), both of them need some mechanism of flooding to search for the requested item; then responding for query; and fetching data. Also, both need some auxiliary mechanisms such as intermediate caching for better performance.
Because of the similarity between AODV and FastTrack, in a MANET environment, we argue that a lot of searching overhead can be saved if they are integrated in a common framework, instead of being implemented separately in two different layers. Note that some issues may arise during this integration. One issue is that AODV is built on flat topology while FastTrack introduces two-level hierarchy; another issue is that a specific node has a unique location in the network, while a specific data may have multiple locations. In the following section, we illustrates the details of our integrated protocol of P2P systems over AODV, along with proposed solutions to the two difficulties mentioned above.
IV. DESIGN OF P2P OVER MANET
In this section, we describe in detail our integrated approach to implement FastTrack over AODV. Following the illustration above, we propose three frameworks of implementation. Depending on the depth of interaction between FastTrack and AODV, they are named as layered, intermediate − integrated and complete−integrated approaches. In this paper, we emphasize the comparison of layered and complete− integrated approach.
A. Three Approaches
Layered Approach In the layered approach, the FAST-TRACK is implemented as an application on top of AODV routing protocol. The FASTTRACK works as mentioned above and at the end of the procedure, it gives the requester the IP address of the peer which hosts the data. Then, the requester relies on the AODV to find an optimal route to that peer. It is obvious this way has some redundance since both experience the query and response message exchange.
Intermediate-integrated Approach In above layer approach, the supernode selects another supernode as the next overlay hop irrespective of whether there are routes to that node in its routing table, which causes unnecessary route discoveries. In intermediate-integrated approach, a node that has a valid entry in routing table is given preference. Only when no such node exists, a route discovery is initiated. By this way a significant part of the flooding can be prevented. Further, in layer approach, when supernode selects the next hop, it does not consider the freshness of the route, which could possibly leads to an increase in ROUTE ERRORS.
Complete-integrated Approach To eliminate the redundance of messages and improve the system performance such as average query delay is the goal of the complete-integrated approach. The key idea of this approach is that, instead of locating the peer with the requested data and then finding the route to the node sequentially, we propose to find the node with the requested data and establish the route to it at the same time. We argue this method integrates the FastTrack and AODV in the most complete way.
Corresponding to the packet type in AODV, we name the different packet types as RDREQ, RDREP, and RDERROR, indicating each packet is for both route and data request. Our approach works as follows. The data query of a node is first sent to its supernode. If the supernode can not find the data in its cluster, it issues a RDREQ packet in the overlayer to find the data and the route to it. The next supernode who receives the packet follows the same procedure -checking its cluster, depending on whether it has the desired data, decides further flooding or not. In each step, a routing entry is established to its previous supernode from which the packet was received, so that a reverse path will be established along the way of flooding. The supernode, which has a node with the requested data in its cluster, will reply with a RDREP packet. In the RDREP packet, not only the node ID is included, but also the data is piggybacked along the reverse path back. In case of duplicate data are returned back, the one arrived first is accepted and the rest are discarded. Here we would like to emphasize that all these happen within the overlay network.
B. Cache Locating Consideration
First we have some simple assumption. P2P application in Internet is mainly about finding and downloading entertainment materials like MP3 music file or movies, etc. Once a requestor finds the peer with interested data, it will download and store the file in the local machine without worry about too much about the disk space. Following this thought, we assume each node have enough memory space and no cache replacement mechanism is necessary. Since the main goal of our work is to explore the synergy existing between P2P file locating protocol and MANET routing protocol, we leave some interesting part such as cache maintenance and replacement as our future research. However, we do make our scenario as general as possible to accommodate any further addition of experiment such as the effect of cooperative caching to further improve the system performance.
For each peer in the network, a data structure called cache routing table is maintained to better keep track of the cache information in the MANET. Each entry of cache routing table is a tuple (D i , N i ) , where D i is the data item Id and the N i is closest peer node which contains D i , to the best knowledge of each node.
The maintenance and updating of cache routing table is as follows: at the beginning, each peer only knows the data items it stores locally. In the process of the data request and dissemination in the MANET, by checking the packet header of the data packet passing through it, if each peer learns the peer node with a file it currently doesn't possess, it will add one corresponding entry in its cache routing table. It also closely checks if any passing messages can give it a better (closer) cache or server than what it has already learned and do updating necessarily. This cache routing table is due to the data centric nature of P2P application, in which the intended files are the concern of each peer, instead of the server who has the file. It can improve both network traffic and the user perceived query delay, as we will discuss in more details in the simulation part.
C. SuperNode Selection and Implementation
In FASTTRACK, the supernodes assume more "important" role than the rest of the nodes, acting as local central indexes for data in the same cluster. Supernodes increase the scalability of a P2P system by providing a hierarchical structure. A supernode acts as a proxy to the clients connected to it. It contains the index for all the nodes in its domain and responds to any query about any node in its domain. The major advantage of supernodes is that it controls the flooding in a P2P network, as the flooding is limited only to the super-nodes. Normally, a node with greater resources than others, or with higher degree than others, is elected as a super-node. Moreover, we argue the supernode should have the highest number of node degree comparing with neighboring nodes due to the mobility of MANET. When tie happens, node with the lower ID wins. This is because more node degree means more neighbors and connectivity, which are critical for data locating and routing in MANET.
Through simulation, we try to get a measure of reduction in message passing overhead when supernode is used, and how the performance varies when we compare the integrated approach querying with layered approach querying. We have simplified the implementation of super-node by a great extent because we are not interested in the super-node functionality, but just the difference in the number of messages due to it, thus the comparison of two approaches. We do not implement a super-node election technique or heuristic since finding the minimum dominating set in an arbitrary graph is a NP-hard problem [14] . We fix our super-nodes as some static nodes in an otherwise mobile wireless network. This brings some wired P2P feature into the mobile environment. And we argue this is the right way to do implement P2P on MANET as can be shown by the simulations.
These supernodes are placed symmetrically inside the network so as to cover each region of the grid. Since they do not move, the average number of nodes connected to them over the simulation period will be similar and some positive value. This placement of supernodes also ensures that there is at least one supernode within the range of every node.
Another simplification in our supernode implementation is that our supernode does not keep an index of the data item contained at each node in its domain. In the highly mobile network, this information is very difficult to maintain. So, the supernode has to do another broadcast so that if a node in its region has the data, it can reply back to the supernode. This adds an extra overhead of a one-hop broadcast to the original supernode semantics. The implementation of supernodes gets simplified because we treat a supernode like any other node. We use a simple algorithm to affect the controlled flooding in a network with supernodes -"only the super-nodes forward a broadcast packet". Thus, the flooding is limited between the super-nodes. The other nodes receive the packet and reply if they have the data, otherwise they drop the packet.
V. SYSTEM MODEL
The main characteristic of our system model is the integration of the P2P file sharing application layer and Ad Hoc routing protocol, which is about the network layer. This means in the our model, each mobile node needs to take care of both file sharing and routing. This cross-layer approach has many advantages. First, the communication delay between application layer and network layer is saved. We think this is a better approach for application implementation on MANET, especially for multimedia application which has strict delay requirements. Second, the integration guarantees that frequently-updated information such as weather update and stock change be disseminated back to interested party in a more timely way.
we have several assumptions for our implementations. First, P2P file sharing is mainly about resource locating such as MP3 music file. Once the file is located, it is downloaded by the requester for further use. In this scenario, data update is not an important issue. So we don't consider this issue in our system. Second, each node is constantly trying to access different data items. Specifically, one a node sends out a query, it doesn't need to wait until the data returned back before launching another data query. This way, data packet loss will occur and we use this parameter to further compare the layered and integrated approach.
VI. PERFORMANCE EVALUATION
We use NS2 to evaluate the performance of the two approaches -layered and complete − integrated, with or without supernode considered in either case.
The simulation test bed is a grid of 1500 meters by 320 meters. We divide this grid into 9 regions of 150 meters by 320 meters and place a super-node at the center of each such region.
The "random waypoint" movement model is used in which 50 nodes move at a speed uniformly distributed between 0-20 m/s in an area of 1500m × 320m. We assume the wireless bandwidth is 2 Mbps and the transmission range is 250m.
Three metrics are measured: average delay, message overhead and packet delivery ratio (PDR). Average delay is the time elapsed between the query is sent and the data is transmitted back to the requester averaged upon all the queries. Message overhead includes all the query and response messages of locating both data and optimal route. Packet delivery ratio is defined as the percentage of the data queries which receives the requested data. More work and detail plan needs to be done in this respect.
The integration of P2P file sharing and AODV routing is done in current AODV implementation in ns2. There are 100 data items randomly distributed among all 50 nodes. In the P2P model, each peer can play the role of both a client and server.
As we indicated, each node tries to access a randomly chosen file after some specified interval time. In the future, some more traditional data access pattern such as Zipf distribution on the Internet will be considered. However, consider the small scale of MANET as of today, the random access pattern adopted in our experiments is a reasonable choice.
A. Results and Performance Analysis
Experiments were run using different workloads and system settings. The performance analysis presented here is designed to compare the effects of different workload parameters such as mean query generate time, node density, node mobility. a) Effect of Mean Generating Time:: Figure 1 shows the effect of mean query generate time on the system performance. The mean query generate time is varied from 10 second to 50 second. The run time of the experiment is kept as 500 second.
From Figure 1 , we can see that our integrated approach outperforms the layered approach in all the three parameters: traffic overhead, average delay and packet delivery ratio. Figure 1 (a) shows the overhead comparison. One interesting point is that instead of the difference of two times, the integrated approach outperform the layered approach for 4 5 times. This is because that without a corresponding cache routing entry in the cache routing table, each node from the requester to the source will have to flood its message and the average hops between any pair of peers in our simulation is 5 hops. Furthermore, in either layered approach or integrated approach, the scenario with supernode outperforms the one without supernode, which indicates that our supernode implementation is a feasible way to achieve the network scalability. Figure 1 (b) shows the average delay comparison. Theoretically, the average delays of these two approaches should be two times difference. However, with the much more heavier traffic in integrated approach, the difference is enlarged to around three times. Figure 1 (c) shows the packet delivery ratio comparison. We see some different results. Integrated approach has worse PDR than layered approach, with or without supernode. This is largely due to the heavy traffic in layered approach. Furthermore, in integrated approach, the PDR with supernode is better than PDR without supernode. This is because in already heavy traffic, the supernode does play an important role to reduce the traffic. However, in layered approach, when traffic is heavy (less query generating time), the one without supernode has a relatively larger PDR. This can be attributed to the fact that when less query happens, one data item is not heavily cached on different peers compared to heavy query case.
b) Effect of Mobility: Figure 2 shows the same comparison in the mobile environment. We use the "random waypoint" model, in which each node pauses some time before move the next randomly chosen destination. The pause time is set as 30 seconds in our experiment, This value is chosen so that each node will have a network wide movement instead of just moving locally. c) Effect of Speed: Figure 3 shows if there is any effect of different mobility speed on our different algorithms. We vary the maximum speed of each node from 5 sec/s to 20 sec/s. It shows the performance does not change much with the change of mobility. It can be attributed to our supernode design, which can make each node to talk with the closest supernode in one hop.
VII. CONCLUSION AND FUTURE CONSIDERATION
In this paper we explore how to facilitate P2P file sharing on the environment of wireless ad hoc network. We use AODV as the representative ad hoc routing protocol to integrate with FastTrack P2P file sharing protocol. We show our integrate approach not only reduces average delay perceived by each file requester, but also improves the system performance as indicated by reduced overhead messages and increased packet delivery ratio.
We hope the above work can be extended into the research of wireless sensor network. Like P2P file sharing, sensor networks consider the data items as the first class citizen, not the node which store the data items. The main function of sensor network is information extraction and dissemination, which requires a more efficient, integrated application-level routing approach. 
