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In the troposphere, a vast number of interactions between gases, particles, and clouds affect their
physico-chemical properties, which, therefore, highly depend on each other. Particularly, multi-
phase chemical processes within clouds can alter the physico-chemical properties of the gas and
the particle phase from the local to the global scale. This cloud processing of the tropospheric
aerosol may, therefore, affect chemical conversions in the atmosphere, the formation, extent, and
lifetime of clouds, as well as the interaction of particles and clouds with incoming and outgoing
radiation. Considering the relevance of these processes for Earth’s climate and many environmental
issues, a detailed understanding of the chemical processes within clouds is important. However, the
treatment of aqueous phase chemical reactions in numerical models in a comprehensive and explicit
manner is challenging. Therefore, detailed descriptions of aqueous chemistry are only available in
box models, whereas regional chemistry transport and climate models usually treat cloud chemical
processes by means of rather simplified chemical mechanisms or parameterizations.
The present work aims at characterizing the influence of chemical cloud processing of the tro-
pospheric aerosol on the fate of relevant gaseous and particulate aerosol constituents using the
state-of-the-art 3-D chemistry transport model (CTM) COSMO-MUSCAT. For this purpose, the
model was enhanced by a detailed description of aqueous phase chemical processes. In addition,
the deposition schemes were improved in order to account for the deposition of cloud droplets of
ground layer clouds and fogs. The conducted model enhancements provide a better insight in the
tropospheric multiphase system.
The extended model system was applied for an artificial mountain streaming scenario as well as
for real 3-D case studies. Process and sensitivity studies were conducted investigating the influence
of (i) the detail of the used aqueous phase chemical representation, (ii) the size-resolution of the
cloud droplets, and (iii) the total droplet number on the chemical model output. The studies
indicated the requirement to consider chemical cloud effects in regional CTMs because of their
key impacts on e.g., oxidation capacity in the gas and aqueous phase, formation of organic and
inorganic particulate mass, and droplet acidity. In comparison to rather simplified aqueous phase
chemical mechanisms focusing on sulfate formation, the use of the detailed aqueous phase chemistry
mechanism C3.0RED leads to decreased gas phase oxidant concentrations, increased nighttime
nitrate mass, decreased nighttime pH, and differences in sulfate mass. Moreover, the treatment of
detailed aqueous phase chemistry enables the investigation of the formation of aqueous secondary
organic aerosol mass. The consideration of size-resolved aqueous phase chemistry shows only slight
effects on the chemical model output.
Finally, the enhanced model was applied for case studies connected to the field experiment
HCCT-2010. For the first time, an aqueous phase mechanism with the complexity of C3.0RED was
applied in 3-D chemistry transport simulations. Interesting spatial effects of real clouds on e.g.,
tropospheric oxidants and inorganic mass have been studied. The comparison of the model output
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Die chemische Zusammensetzung und die physikalischen Eigenschaften von troposphärischen Ga-
sen, Partikeln und Wolken hängen aufgrund zahlreicher Prozesse stark voneinander ab. Insbeson-
dere chemische Multiphasenprozesse in Wolken können die physiko-chemischen Eigenschaften der
Luft und troposphärischer Partikel klein- und großräumig verändern. Diese chemische Prozessie-
rung des troposphärischen Aerosols innerhalb von Wolken beeinflusst die chemischen Umwandlun-
gen in der Atmosphäre, die Bildung von Wolken, deren Ausdehnung und Lebensdauer, sowie die
Transmissivität von einfallender und ausgehender Strahlung durch die Atmosphäre. Damit sind
wolken-chemische Prozesse relevant für das Klima auf der Erde und für verschiedene Umweltas-
pekte. Daher ist ein umfassendes Verständnis dieser Prozesse wichtig. Die explizite Behandlung
chemischer Reaktionen in der Flüssigphase stellt allerdings eine Herausforderung für atmosphäri-
sche Computermodelle dar. Detaillierte Beschreibungen der Flüssigphasenchemie werden deshalb
häufig nur für Boxmodelle verwendet. Regionale Chemie-Transport-Modelle und Klimamodelle
berücksichtigen diese Prozesse meist nur mit vereinfachten chemischen Mechanismen oder Parame-
trisierungen.
Die vorliegende Arbeit hat zum Ziel, den Einfluss der chemischer Mehrphasenprozesse in-
nerhalb von Wolken auf den Verbleib relevanter Spurengase und Partikelbestandteile mit Hilfe
des state-of-the-art 3D-Chemie-Transport-Modells COSMO-MUSCAT zu untersuchen. Zu diesem
Zweck wurde das Model um eine detaillierte Beschreibung chemischer Prozesse in der Flüssigphase
erweitert. Zusätzlich wurde das bestehende Depositionsschema verbessert, um auch die Deposi-
tion von Nebeltropfen zu berücksichtigen. Die durchgeführten Modellerweiterungen ermöglichen
eine bessere Beschreibung des troposphärischen Multiphasensystems. Das erweiterte Modellsystem
wurde sowohl für künstliche 2D-Bergüberströmungsszenarien als auch für reale 3D-Simulationen
angewendet. Mittels Prozess- und Sensitivitätsstudien wurde der Einfluss (i) des Detailgrades der
verwendeten Mechanismen zur Beschreibung der Flüssigphasenchemie, (ii) der Größenauflösung
des Tropfenspektrums und (iii) der Tropfenanzahl auf die chemischen Modellergebnisse untersucht.
Die Studien belegen, dass die Auswirkungen der Wolkenchemie aufgrund ihres signifikanten Ein-
flusses auf die Oxidationskapazität in der Gas- und Flüssigphase, die Bildung von organischer
und anorganischer Partikelmasse sowie die Azidität der Wolkentropfen und Partikel in regiona-
len Chemie-Transport-Modellen berücksichtigt werden sollten. Im Vergleich zu einer vereinfachten
Beschreibung der Wolkenchemie führt die Verwendung des detaillierten chemischen Flüssigphasen-
mechanismus C3.0RED zu verringerten Konzentrationen wichtiger Oxidantien in der Gasphase,
einer höheren Nitratmasse in der Nacht, geringeren nächtlichen pH-Werten und einer veränderten
Sulfatbildung. Darüber hinaus ermöglicht eine detaillierte Wolkenchemie erst Untersuchungen zur
Bildung sekundärer organischer Partikelmasse in der Flüssigphase. Die größenaufgelöste Behand-
lung der Flüssigphasenchemie hatte nur geringen Einfluss auf die chemischen Modellergebnisse.
Schließlich wurde das erweiterte Modell für Fallstudien zur Feldmesskampagne HCCT-2010
genutzt. Zum ersten Mal wurde dabei ein chemischer Mechanismus mit der Komplexität von
C3.0RED verwendet. Die räumlichen Effekte realer Wolken z. B. auf troposphärische Oxidantien
oder die Bildung anorganischer Masse wurden untersucht. Der Vergleich der Modellergebnisse mit
verfügbaren Messungen hat viele Übereinstimmungen aber auch interessante Unterschiede aufge-
zeigt, die weiter untersucht werden müssen.
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Processes taking place in Earth’s atmosphere, in particular the resulting weather and climate,
which can be seen as the current and the average physical state and chemical composition of
the atmosphere, have ever been of great interest for mankind. Today, the ability to give reliable
information on future properties of the atmosphere is important for many compartments of our
personal life and, more general, of human activity on timescales covering less than one hour up to
several centuries. Many decisions in e.g., personal life, economy, and politics are made depending
on the weather forecast, climate projections or predictions and projections of air quality. The
understanding of the underlying processes provides the substantiated basis for such decisions. The
tools that are used for the predictions and projections have evolved from rather simple observations
and conclusions (e.g., same seasonal cycle every year) to extensive measurement networks feeding
a variety of complex computer models, which, besides the atmosphere, may also describe other
compartments of the Earth system as well as their interactions. On one hand, atmospheric models
are based on substantiated knowledge to give reliable results. On the other hand, they provide
the possibility to study the potential behavior of unknown or postulated elements and interactions
within the atmosphere in detail. Much effort is raised in order to bring together atmospheric
models, to some extent representing the level of understanding, and observations in laboratory and
field. With the establishment and ongoing enhancement of computing power the quality of weather
forecasts and climate projections has increased continuously [e.g., Simmons and Hollingsworth,
2001; DWD, 2009; IPCC, 2007, 2013; Navascués et al., 2013; Novak et al., 2014]. Hence, it became
possible to increase the complexity of the applied models as well as the amount of produced and
analyzed data. This improvement benefited the development of chemistry transport models (CTMs),
which are used to describe transport and physico-chemical conversion of atmospheric constituents
based on the meteorological fields provided by weather or climate models. Often, CTMs focus on
the fate of potentially harmful atmospheric constituents and are therefore also referred to as air
quality models.
Major uncertainties of atmospheric models are caused by processes involving atmospheric
aerosol particles, i.e., solid or liquid particles suspended in air [Finnlayson-Pitts and Pitts, 2000].
They are part of the atmospheric aerosol additionally containing the suspending gas. However,
instead of aerosol particles the term aerosols is widely used in literature. The importance of the
several pathways on which aerosol particles interact in the atmosphere are not yet fully understood.
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Figure 1.1: Schematic overview of the tropospheric multiphase system (partly adapted from Tilgner [2009]).
on the distribution and properties of aerosol particles as well as their impact on the distribution
and properties of clouds [Forster et al., 2007, Boucher et al., 2013; Myhre et al., 2013]. A major
part of the spread of the shortwave radiative forcing between the climate models considered for
the Intergovernmental Panel on Climate Change (IPCC) 4th assessment report [IPCC, 2007] could
be explained by the different methods used to derive the cloud droplet number concentration from
the aerosol mass [Storelvmo et al., 2009]. Furthermore, the physico-chemical interaction of clouds
with gases and aerosol particles, which is defined as aerosol-cloud processing, is one major source
of uncertainty of air quality models [Gong et al., 2011]. Hence, an adequate description and under-
standing of interactions between gaseous, liquid and solid components of the atmosphere as well
as their connection to atmospheric dynamics is crucial for further improvement of the performance
of atmospheric models. The entirety of these processes is defined as the atmospheric multiphase
system, which consequently comprises the release, processing, transport, loss, and interactions of
the atmospheric aerosol. It can be divided into emissions, phase transfers, chemical conversions in
all phases, microphysical processes of aerosol particles and cloud droplets, dry and wet deposition,
horizontal and vertical transport of atmospheric constituents, and their interaction with radiation
(Fig. 1.1).
From anthropogenic sources (e.g., transportation, heating, power plants, agriculture) and natu-
ral sources (e.g., biosphere, volcanoes, dust storms, sea spray), gases and particles are emitted into
the atmosphere. Chemical reactions that are taking place in the gas phase directly alter the trace
gas composition of the air leading to secondary gases and particle constituents. Besides, depending
on their volatility, gas phase species partition onto aerosol particles, hence affecting the chemical
composition of the particles. Particle microphysical processes modify the size distribution and
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chemical mixing state of the particle population. As cloud and fog droplets form on pre-existing
aerosol particles, the physical and chemical properties of the particle population can affect the phys-
ical and chemical properties of the droplets. Furthermore, also the formation of ice particles, which
is especially important for the formation of precipitation, is depending on the properties of the
underlying particle population. Besides, soluble gas phase species can efficiently be transferred to
the aqueous phase of cloud droplets, hence, leading to a potential decrease of such soluble species in
the gas phase. In addition to gas phase chemical reactions, in the aqueous phase of droplets as well
as wetted particles chemical reactions take place, which can alter the composition and, hence, the
properties of the air, particles, and droplets. Depending on their individual properties, atmospheric
gases, particles, and droplets reflect, scatter, and absorb shortwave solar and longwave terrestrial
radiation differently. Due to physical loss processes, gases and aerosol particles are deposited on the
surface and, therefore, removed from the atmosphere. It is distinguished between dry deposition by
e.g., sedimentation or turbulent transport, and wet deposition, which is triggered by precipitation.
The latter describes the deposition of matter that is already included in the falling hydrometeors
or is scavenged by them. Overall, due to their interconnections, the physico-chemical properties
of atmospheric gases, particles and droplets depend, and hence, feedback on each other. Addi-
tionally, all atmospheric constituents are subject to advective transport triggered by atmospheric
dynamics. Thereby, they are transported over varying horizontal and vertical distances with re-
spect to their individual physical and chemical lifetimes. Besides the highly connected processes
within the atmospheric multiphase system, the system itself is linked to other processes occuring
in the atmosphere as well as to other compartments of the Earth System such as the biosphere, the
anthroposphere, or the oceans. Therefore, both inside and outside of the atmospheric multiphase
system feedback mechanisms occur on different temporal and spatial scales. An accurate under-
standing of all processes participating in the atmospheric multiphase system, their interplay, and
their behavior within the dynamics of the atmosphere and the Earth System is a key goal in the
atmospheric science community.
In the present thesis, the description and examination of the atmospheric multiphase system is
limited to processes taking place in the troposphere, which are therefore defined as the trospospheric
multiphase system. Within the tropospheric multiphase system, clouds play a key role. On global
average, only ~15 % of the lower troposphere’s volume consists of cloudy air [Lelieveld and Crutzen,
1990; Pruppacher and Jaenicke, 1995], but more than 50 % of Earth’s surface is covered by clouds
[Warren et al., 1986, 1988; Ravishankara, 1997]. Amongst other processes, clouds can affect the
transmission of radiation through the atmosphere, chemical reactions in the gas phase, and the
removal of gases and particles from the atmosphere. Moreover, they provide the medium for
aqueous phase chemical reactions. Thus, clouds can alter the physico-chemical properties of the
air, and of the cloud droplet and particle populations. It is estimated that on global average, an
aerosol particle may undergo 10 cloud cycles, including cloud processing, before it is removed from
the atmosphere [Pruppacher and Jaenicke, 1995]. Therefore, despite the small volume fraction
of cloudy air, chemical reactions in the aqueous phase can be important and competitive to gas
phase chemistry as they may proceed faster than their corresponding reactions in the gas phase or
on completely different pathways [Ravishankara, 1997]. Model and field studies show that cloud
chemistry can affect the budget of atmospheric oxidants such as OH, HO2, H2O2, and NO3 [e.g.,
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Lelieveld and Crutzen, 1991; Mauldin et al., 1997; Jacob, 2000; Tilgner 2009, 2013; Whalley et al.,
2015] due to uptake and further reactions with e.g., organic compounds or sulfur dioxide (SO2) in
the aqueous phase. The latter oxidation, as it produces sulfate, is a key process for the formation of
secondary inorganic particulate matter (e.g., sulfate, nitrate, ammonium) and acid rain. Research
on this serious environmental topic lead to the development of first atmospheric aqueous phase
chemistry mechanisms in the 1980’s [Graedel and Weschler, 1981; Chameides and Davis, 1982]. On
global average, it is expected that 80 – 90 % of the particulate sulfate mass is produced inside of
clouds [Lelieveld and Heintzenberg, 1992; Gurciullo and Pandis, 1997; Zhang et al., 1999]. Besides
inorganic species, ambient particles consist of a considerable amount of water soluble and water
insoluble organic matter (WSOM, WISOM) [e.g., Saxena and Hildemann, 1996; Zhang et al., 2007;
Andreae et al., 2009]. A major part of this organic particulate matter is oxygenated organic aerosol
(OOA) [Zhang et al., 2007]. It is expected that most of the OOA forms on secondary pathways,
hence, leading to secondary organic aerosol (SOA) [Jimenez et al., 2009]. SOA may form both by
gas phase and aqueous phase oxidation of precursor species, e.g., glyoxal. However, a huge amount
of the ambient SOA mass, its chemical composition, and the high ambient O/C ratios cannot be
explained by gas phase SOA production only [Aiken et al., 2008; Ervens et al., 2008, 2011; Lim et
al., 2010]. To date, aqueous SOA (aqSOA) formation in deliquescent particles and cloud droplets
remains not well understood and considered in current multiphase chemical mechanisms [Herrmann
et al., 2015]. To which extent the formation of aqSOA can fill this gap is, therefore, still uncertain.
Overall, cloud chemical processing can lead to aged particles with different microphysical prop-
erties [e.g., Raes et al., 2000; Wurzler et al., 2000; Feingold and Kreidenweis, 2002; Kreidenweis
et al., 2003; Yin et al., 2005; Crumeyrolle et al., 2008; Gong et al., 2011; Boucher et al., 2013].
Therefore, cloud processing can alter the optical properties of the particle population as well as the
number of available cloud condensation nuclei (CCN). The latter may have an effect on the optical
properties of clouds by influencing their formation, extent, and lifetime, or the onset and amount
of precipitation [e.g., Twomey et al., 1984; Albrecht, 1989; Lohmann, 2006; Rosenfeld, 2008; Koren
et al., 2012; Boucher et al., 2013; Rosenfeld et al., 2014]. Hence, cloud processing may affect the
radiative forcings from direct interaction of aerosol particles with radiation and from aerosol-cloud
interactions (aerosol indirect effect).
The treatment of aqueous phase chemical reactions in numerical models in a comprehensive
and explicit manner is challenging due to high numerical costs. Up to now, there are only a few
regional CTMs that take into account explicit aqueous phase chemistry (e.g., GATOR-GCMOM,
CAMx, Meso-NH; see Table 2.2). Mostly, these treatments are focused on the formation of sulfate
and some other inorganic particle constituents (e.g., nitrate, ammonium) as well as the production
of acidity [e.g., Ervens, 2015]. For these reasons, the state-of-the-art regional CTMs are not able to
explicitly capture aqSOA formation and potential effects on the HOx (OH and HO2/O2–) budget,
which can affect the oxidation capacity of the atmosphere.
Usually, the aqueous phase chemistry in regional CTMs is treated in the bulk assuming monodis-
perse droplets. In comparison to such bulk approaches, it was shown that a size-resolved repre-
sentation can affect the modeled sulfate formation [e.g., Gurciullo and Pandis, 1997; Kreidenweis
et al., 2003] if also the underlying particle composition varies with size. Naturally, the use of size-
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resolved aqueous phase chemistry means even more increased numerical effort. At present, such is
considered only in a small number of current CTMs (see Table 2.2).
Aims of this dissertation
The present PhD thesis aims at a better understanding of the chemical multiphase cloud processing
of the tropospheric aerosol by characterizing its influence on the fate of relevant gaseous and partic-
ulate chemical species using the regional online-coupled CTM COSMO-MUSCAT (Consortium Of
Small Scale MOdeling + MUlti-SCale-Aerosol-Transport Model) [Renner and Wolke, 2010; Wolke
et al., 2012]. For this purpose, the model is enhanced by a detailed treatment of cloud chemical
processes and a description for the deposition of cloud and fog droplets. Furthermore, these pro-
cesses are implemented in a way to account for size-resolved cloud droplets. The model system is
first applied for 2-D process studies. The gas phase chemical reactions are described with the state-
of-the-art gas phase chemical mechanism RACM-MIM2ext (extension of Regional Atmospheric
Chemistry Mechanism + Mainz Isoprene Mechanism version 2) [Stockwell et al., 1997; Tilgner,
2009]. Aqueous phase chemical processes are described using the detailed reduced aqueous phase
chemistry mechanism CAPRAM 3.0i RED (reduced Chemical Aqueous Phase RAdical Mechanism
version 3.0i = C3.0RED) [Deguillaume et al., 2009], or the much simpler inorganic aqueous phase
mechanism INORG [Sehili et al., 2005], or they are neglected for sensitivity purposes. Whereas
INORG treats the formation of sulfate, nitrate, ammonium, and the pH, C3.0RED describes addi-
tionally the fate of many organic species (up to 4 C atoms) and the chemistry of transition metal
ions (TMI). The behavior of the different chemical mechanisms is evaluated against each other
by process and sensitivity studies investigating the influence of chemical cloud processing on the
fate of a set of target species (amongst others major oxidants, sulfate, pH, oxalate, organic mass)
for an artificial 2-D case. These studies are carried out for bulk as well as size-resolved aqueous
phase chemistry. For the different setups, the required numerical effort is compared. Finally, the
enhanced model system is applied in 3-D for the cloud passage experiment HCCT-2010 (Hill Cap
Cloud Thuringia 2010) [van Pinxteren et al., 2012]. The effects observed in the 2-D process studies
are partly assessed in 3-D case studies and the simulations are compared to available measurements.
The next 5 chapters of this thesis are structured as follows. The second chapter gives an overview
of the treatment of tropospheric chemical cloud processing within state-of-the-art regional CTMs.
It includes therefore (i) a brief description of the properties of aerosol particles and cloud droplets
as well as their interactions and links to atmospheric chemistry (ii) a description of atmospheric
gas and aqueous phase chemistry, (iii) a description of dry and wet physical loss processes, and
(iv) a comparison of the several widely used regional CTMs regarding the implementation of the
mentioned processes particularly including an overview on state-of-the-art aqueous phase chemical
mechanisms. In chapter 3, COSMO-MUSCAT and the enhancements that were implemented in
order to treat aqueous phase chemistry are explained. The results of the 2-D studies are presented
in chapter 4. The general setup is described and necessary improvements concerning numerical
robustness are explained. Hereafter follows a discussion of the conducted studies with a focus on
(i) the comparison between INORG and C3.0RED, (ii) the effects of size-resolved aqueous phase
chemistry, and (iii) the effects of the additional WSOM that is not captured explicitly by C3.0RED
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are presented. At the end of chapter 4, an overview on the required computational costs and im-
plications for the 3-D application of the detailed aqueous phase chemistry is presented. Chapter 5
deals with the conducted 3-D simulations. First, HCCT-2010 and the meteorological situation
for the cases considered is briefly explained. Furthermore, the results are presented including a
comparison between INORG and C3.0RED in the 3-D context, and a comparison of the conducted
simulations with available measurements of the particle and cloud water chemical composition con-
ducted during the campaign. Finally, the results of the present thesis are summarized, implications
are presented, and an outlook is given.
6
Chapter 2
Relevant processes of the
tropospheric multiphase system
The tropospheric multiphase system consists of several highly connected subsystems. A complete
representation of tropospheric cloud processing in atmospheric models, therefore, requires a cou-
pling of tropospheric gases and aerosols with clouds in the context of atmospheric dynamics, physical
loss processes and interaction with radiation. This especially includes a description of formation
and activation of cloud condensation nuclei, evolution of the cloud droplet spectrum, formation of
precipitation, partially solving of particle constituents, dissolution of trace gases, chemical reactions
in all phases, deposition via precipitation, and evaporation of droplets. This physico-chemical ag-
ing of particles is crucial for the interactions between atmospheric particles and other atmospheric
processes, mainly the transmissivity of radiation and cloud formation, but also for health effects
induced by particulate matter. In the following overview, the key properties of particles, cloud
droplets, and atmospheric chemistry, as well as the processes linking between them are described.
2.1 Particle dynamics
New particles are either directly emitted (primary particles) or formed by nucleation of gaseous
precursors (secondary particles) [e.g., Finnlayson-Pitts and Pitts, 2000]. There exist a variety of
different sources for primary particles e.g., desserts, sea-spray, volcanoes, or any kind of combustion
[e.g., Seinfeld and Pandis, 2006]. Nucleation of particles occurs via clustering of low-volatility
vapors e.g., involving sulfuric acid, ammonia, amines, or organics [Kulmala, 2003; Almeida et al.,
2013], which are either emitted or produced by chemical reactions. Hence, already new particles
show a widespread chemical composition containing sulfate, ammonium, nitrate, chloride, metals
and other crustal elements, elemental and organic carbon, and water [Seinfeld and Pandis, 2006].
During their lifetime of up to several weeks [e.g., Raes et al., 2000] until removal by dry and wet
deposition, atmospheric particles are subject to many conversion processes such as condensation of
low volatile species onto the particle surface, collision and coalescence with other particles, uptake
of water vapour, homogeneous and heterogeneous chemical reactions, and activation to form cloud
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Figure 2.1: Schematic size distribution of atmospheric particles including main sources and sinks (adapted
from Finnlayson-Pitts and Pitts [2000]).
Typical particle number concentrations are in the range of 102 – 108 cm−3 with diameters
ranging from less than 10 nm to more than 100 µm [Finnlayson-Pitts and Pitts, 2000; Seinfeld
and Pandis, 2006]. As schematically depicted in Fig. 2.1, the particle size-distribution is often
divided into four distinct modes. The nucleation mode comprises of particles that have freshly
nucleated from gas phase precursors. As they are smaller than 10 nm, they are also referred to
as ultrafine particle. Particles in the Aitken mode result mainly from combustion processes by
condensation nucleation of hot vapors. Particle growth in the nucleation and Aitken mode is
mainly due to coagulation with other particles, and condensation of low-volatility vapors such as
organic acids [Finnlayson-Pitts and Pitts, 2000; Raes et al., 2000; Riipinen et al., 2012]. These
small particles are mostly lost to the other modes due to their rapid coagulation. The accumulation
mode consists of particles that have grown from the smaller modes or have been emitted in this
size-range. Accumulation mode particles show to have the longest residence times due to inefficient
dry removal mechanisms in the atmosphere. Hence, they tend to accumulate in this size-range
[Seinfeld and Pandis, 2006]. The upper limit of the accumulation mode is often defined at around
2.5 µm which is used for the separation between fine (< 2.5 µm) and coarse (> 2.5 µm) particles.
The origin of coarse mode particles can be mechanical processes (e.g., grinding, erosion, sea spray)
or release by plants and fungi as well as volcanoes. Therefore, the coarse mode mostly consists
of sea salt and mineral dust particles, spores and pollen [Finnlayson-Pitts and Pitts, 2000]. In
contrast to the accumulation mode size, dry removal of large particles (by gravitational settling) is
efficiently leading to short residence times at the large end of the particle distribution.
Particles that have grown to CCN size (> 40 nm in diameter [Dusek et al., 2006]) can be acti-
vated to form cloud droplets. Such particles and those that have been scavenged by cloud droplets
will consequently be subject to cloud microphysical and chemical processes (cloud processing, see
sections 2.2 and 2.3). Therefore, also cloud processing can lead to coagulation and growth of
atmospheric particles. However, precipitating clouds cause wet removal of particles by rainout
following the incorporation in cloud droplets or by washout due to precipitation scavenging. For
accumulation mode particles, rainout and washout represent the main loss processes.
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Ambient particles are known to influence human health. Exposure to PM10 and PM2.5 (i.e.,
particles with diameters smaller than 10 µm and 2.5 µm, respectively) has been shown to be con-
nected with increased mortality and morbidity [e.g., Hoek et al., 2002; Brunekreef and Holgate,
2002; Kappos et al., 2004; Anenberg et al., 2010]. The other way around, reduced exposure is shown
to increase life expectancy [Pope III et al., 2009]. The important factor for affecting human health
is the ability of a particle to penetrate deep into the respiratory system [Finnlayson-Pitts and Pitts,
2000; Schwarze et al., 200;]. In general, the smaller the particle size the higher is the probability of a
particle to be deposited in the lower respiratory tract [Yeh et al., 1996; Finnlayson-Pitts and Pitts,
2000]. As an exception, particles of the smallest end of the spectrum are deposited predominantly
in the upper airways, just as very large particles. The deeper a particle gets into the respiratory
tract, the longer it resides there increasing the potential for harmful effects. Overall, interaction
of particles and their constituents in the lung can lead to inflammatory and oxidative stress and it
seems, that this is correlated to the particle surface [Schwarze et al., 2006 and references therein].
Additionally, very small particles can reach into the alveolar region making it possible that they or
their soluble constituents enter the blood circulation and are transported to other organs such as
the heart or the liver [Oberdörster et al., 2002; Schwarze et al., 2006]. Hence, health effects may
likely be triggered by fine and ultrafine particles. The chemical composition and fraction of these
particles is, therefore, crucial for air quality concerns.
The major factors that determine the influence of particles on the radiative transmissivity of
the atmosphere are the number of accumulation mode particles as well as the distribution of hygro-
scopicity, sulfate, nitrate, and black carbon along the particle spectrum [Finnlayson-Pitts and Pitts,
2000]. The interaction of particles with incoming solar radiation and outgoing longwave radiation
leads to effects from the global to the local scale (e.g., effects on climate, visibility reduction). Fine
particles are responsible for most of the light scattering and, therefore, visibility reduction, whereas
black carbon is a good light absorber. Additionally, particles, which contain sulfate, nitrate, or
other hygroscopic matter, are swelling under high relative humidity, hence, contributing to light
scattering by particles.
2.2 Cloud microphysics
Under which circumstances a particle is activated to form a cloud droplet can clearly be demon-
strated by the Köhler curve (Eq. 2.1) [Köhler, 1936]. It describes the equilibrium saturation ratio
S of a given droplet depending on its radius r and its chemical composition.
S = eSat (r)
eSat,∞







, B = 3ismsMw4πρwMs
Thereby, eSat (r) is the saturation water vapor pressure over a curved surface (e.g., a droplet) of
radius r and eSat,∞ is the saturation water vapor pressure over a flat surface, i.e., the surrounding
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Figure 2.2: Köhler curve, Kelvin effect, and Raoult effect for a pure ammonium sulfate particle with a dry
mass of 1 × 10−16 kg.
The Köhler equation is separated into two terms. The first term A/r describing the increase of
eSat due to the curvature of the droplet is called the Kelvin or curvature term. It is determined
by the molecular weight Mw, the surface tension σw and the density of water ρw, the molar gas
constant R, and the temperature T . Contrary to the Kelvin term, the second term −B/r3, i.e., the
Raoult term, describes the decrease of eSat due to dissolved substances. It relates the amount of
solute, represented by the mass of solute ms, its molar mass Ms and the number of ions resulting
from the dissociation of one solute molecule is (e.g., is = 3 for ammonium sulfate, (NH4)2SO4), to
the amount of water present in the droplet. Fig. 2.2 illustrates both effects and their sum for a
pure ammonium sulfate particle with a dry mass of 1 × 10−16 kg.
If only the Kelvin term, which is proportional to r−1, is considered (i.e., no solutes), eSat (r)
would always exceed eSat,∞. Hence, smaller droplets would require higher supersaturations to be
in equilibrium with the surrounding air. As the Raoult term is proportional to −r−3, its influence
on eSat is increasing stronger with decreasing droplet size than the Kelvin term leading to a net
decrease of the equilibrium saturation ratio below 100 % relative humidity for very small droplets.
This effect is stronger the more solute molecules are present in the droplet, which is determined
by the particle’s dry size, if no chemistry or phase partitioning is assumed. The maximum of the
Köhler curve is referred to as the critical saturation ratio S? with a corresponding critical radius r?.
Droplets or particles currently smaller than their specific critical size will grow by taking up water if
the current relative humidity (or supersaturation) is higher than their equilibrium saturation ratio.
If the supersaturation exceeds S∗, the particle or droplet will grow beyond the critical size leading to
a decrease of its equilibrium saturation ratio and further growth only controlled by the rate of water
vapor condensation until the supersaturation falls below S∗. The particle is then activated as a
cloud droplet. In other words, only those particles can be activated, whose critical supersaturation is
smaller than the maximum supersaturation Smax they undergo within the updraft of the cloud. The
number of cloud droplets is, therefore, strongly depending on the number of such particles, which is
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in general determined by their size and their amount of soluble matter. However, it is expected that
the dependence of the cloud droplet number on the size distribution is more important than the
dependence on the particle’s chemical composition [Dusek et al., 2006; Alfarra, 2013; Ditas, 2014].
Nevertheless, by determining the hygroscopicity of particles, the chemical composition influences
the growth and swelling of particles under a given relative humidity, which in turn can affect the
visibility.
Ambient cloud droplet numbers range from some tens under very clean conditions up to some
hundred per cm3 in polluted air. With typical cloud liquid water contents (LWC) of 0.1 – 0.5 g m−3,
the mean cloud droplet radii are typically in the size range of 3 – 10 µm [Rogers and Yau, 1989;
Seinfeld and Pandis, 2006; Pruppacher and Klett, 2010].
In order to form precipitation, a droplet needs to grow big enough to reach a sufficient fall
speed that allows to overcome the vertical updraft velocity of the cloud and to reach the ground
before it evaporates in the subsaturated air below the cloud. Typical rain droplets are therefore in
the size range from some hundreds of micrometers up to some millimeters [Rogers and Yau, 1989].
Growth of cloud droplets to precipitation size can only be explained by coagulation of droplets
or ice formation. As this work only considers non-precipitating clouds, a detailed description of
precipitation formation is beyond the scope of this thesis. Further information can be found in the
comprehensive text books of Pruppacher and Klett [2010] as well as Rogers and Yau [1989].
2.3 Multiphase chemical processes
Chemical processing of the tropospheric aerosol takes place in the gas phase, in the aqueous phase
of cloud droplets and wetted particles as well as on the particle surface as heterogeneous reactions.
Inside the tropospheric multiphase system, chemical reactions in all phases are one major driving
force for a permanent conversion and redistribution of chemical species in all phases. Main goals
of tropospheric chemistry research of the last decades are represented by the understanding of:
• the fate and cycling of tropospheric pollutants (such as NO, NO2, O3, SO2, organics, amines)
in the troposphere [e.g., Jenkin and Clemitshaw, 2000; Atkinson, 2000; Herrmann et al., 2005;
Bloss et al., 2005; Stockwell et al., 2012; Lee and Wexler, 2013]
• the fate and cycling of major oxidants determining the ability for self-purification of the atmo-
sphere [e.g., Jacob, 2000; Jenkin and Clemitshaw, 2000; Deguillaume et al., 2005; Stockwell
et al., 2012]
• the production of particle and droplet acidity and subsequent acid deposition [e.g., Chang et
al., 1978; Chameides and Davis, 1982; Pandis and Seinfeld, 1989]
• the production of secondary inorganic and organic particulate matter [e.g., Saxena et al.,
1986; Nenes et al., 1998; Turpin et al., 2000; Donahue et al., 2006, 2011; Kroll and Seinfeld,
2008; Ervens et al., 2011]
• the connections and feedbacks between particle and cloud microphysics as well as atmospheric
chemistry leading to a special focus on aqueous phase chemistry [e.g., Lelieveld and Crutzen,
1991; Tilgner et al., 2005; Tilgner and Herrmann, 2010; Ervens et al., 2013]
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• the role of chemical species in global climate change [e.g., Lelieveld and Heintzenberg, 1992;
Kanakidou et al., 2005; Monks et al., 2009; Jacob and Winner, 2009; IPCC 2013]
Of course a variety of studies, also in the laboratory and the field, lead to approach the above
mentioned goals. As a summary, representing the level of understanding, models of the chemical
processes, i.e., chemical mechanisms, have been developed. The given literature was chosen with
regard to the modeling perspective of this work. As the topics mentioned above are connected,
many of the references given here belong to more than one. A description of the key processes
of the tropospheric gas and aqueous phase chemistry focusing on the chemical mechanisms used
for the present thesis is presented in the following subsections. Additionally, section 2.3.2 shows a
comparison of current aqueous phase chemical mechanisms in use by 3-D CTMs.
2.3.1 Gas phase chemistry
The initial steps for the gas phase oxidation of the vast number of volatile organic compounds
(VOCs) in the troposphere are mainly triggered by the hydroxyl radical (OH), the nitrate radical
(NO3), ozone (O3), photolysis, and the chlorine radical (Cl) (see Fig. 2.3). The radical oxidants OH,
NO3, and Cl are able to start chain reactions of VOCs via the abstraction of an H-atom leading
to the formation of water vapor, nitric acid (HNO3), and hydrochloric acid (HCl), respectively.
However, as the origin of halogenides in the atmosphere is mainly from sea salt particles, the
influence of these species is significantly higher in marine regions. The generally most important
oxidant is the OH radical. It is formed mainly via R-1 and R-2.
O3 + hν (λ < 310 nm) −→ O(1D) + O2 (R-1)
O(1D) + H2O −→ 2 OH (R-2)
Additionally, the photolysis of nitrous acid (HONO) and hydrogen peroxide (H2O2) as well as the
reaction of the hydroperoxyl radical (HO2) with nitric oxide (NO) (R-6) can be important sources
for OH. Due to the photolytic nature of its formation, the importance of OH is highest during the
day. In contrast, NO3 for itself is rapidly photolyzed, why it can only be an important oxidant
during nighttime. It is formed via R-3.
NO2 + O3 −→ NO3 + O2 (R-3)
As can be seen, ozone plays a role in the formation of OH and NO3. Moreover, it is an important
oxidant for alkenes and other VOCs with double bonds. Under high levels of NOx, i.e., NO + NO2
(nitrogen dioxide), ozone forms via R-4 and R-5 which is very fast in the troposphere due to high
pressure [Stockwell, 2012] leading to high concentrations of background molecules M (e.g., N2 and
O2).
NO2 + hν −→ NO + O(3P ) (R-4)
O(3P ) + O2 + M −→ O3 + M (R-5)
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A certain amount of O3 is also produced during the oxidation of VOCs as there are many additional
NO to NO2 conversions taking place (see Fig. 2.3). Due to its long-lived nature, O3 plays a role in
both daytime and nighttime tropospheric chemistry.
Fig. 2.3 shows a generalized scheme of the VOC oxidation in the troposphere. For more de-
tails, the reader is referred e.g., to the books of Seinfeld and Pandis [2006] and Finnlayson-Pitts
and Pitts [2000]. After the initial attack, in most cases an alkyl radical (R.) is produced, which
instantaneously reacts with oxygen to form an alkyl peroxy radical (RO2.). The latter can be con-
verted to hydroperoxides (ROOH), alkylnitrates (RONO2), peroxynitrates (ROONO2), or alkoxy
radicals (RO.). By reaction with other alkyl peroxy radicals, products such as aldehydes, ketones
and alcohols are formed. The alkoxy radicals can either react with O2, decompose, or isomerize,
leading to aldehydes, ketones, or a smaller alkyl radical. The formed aldehydes and ketones will
for themselves be oxidized leading to the formation of peroxyacyl radicals (RC(O)OO.). These
then form either peroxyacids (RC(O)OOH), carboxylic acids (RC(O)OH), a reservoir of peroxya-
cyl nitrates (PAN, RC(O)OONO2), or react with NO under elimination of CO2 to form a shorter
alkoxy radical. This cycling gradually forms organic molecules with smaller carbon number but
higher oxidation state, which are more water soluble and mostly less volatile. Therefore, gas-phase
oxidation of VOCs enhances the potential of the products to undergo phase transfer into cloud
droplets or onto atmospheric particles. Furthermore, during the VOC oxidation HO2 is produced,
which is able to recycle OH while converting NO to NO2 (R-6) leading to the production of O3 as
mentioned above (R-4, R-5).
HO2 + NO −→ NO2 + OH (R-6)
Besides, there are a lot of conversion reactions between HO2 and OH taking place in both directions
involving, amongst others, O3, H2O2, carbon monoxide (CO), and molecular hydrogen (H2). HO2
and H2O2 are very soluble in water, hence, representing a potentially efficient loss for gas phase
oxidants in presence of clouds and especially precipitation. Such loss processes thus terminate the
oxidation chain of these radicals.
In addition to the gas phase chemistry of organics and their oxidants, there are important
pathways describing the oxidation of sulfur and nitrogen compounds. On global average, ~10 – 20 %
of the total sulfate mass (sulfur compounds of oxidation state VI = S(VI) compounds) is produced
in the gas phase [Lelieveld and Heintzenberg, 1992] due to oxidation of SO2 by OH (net reaction:
(R-7)). This forms the very low volatile sulfuric acid, which tends to partition to the particulate
phase. Moreover, as stated above, gaseous sulfuric acid is known to play a key role in nucleation
of new particles.
SO2 + OH
O2, H2O−→ H2SO4 + HO2 (R-7)
The formation of HONO and HNO3 are chain termination reactions as they scavenge a free
radical (R-9, R-8).
OH + NO + M −→ HONO + M (R-8)
OH + NO2 + M −→ HNO3 + M (R-9)
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Figure 2.3: Gas phase oxidation scheme for VOCs in the atmosphere (adapted from Atkinson [2000]).
This scavenging is at least temporary as both substances can be photolyzed, but the photolysis
of HNO3 is relatively slow. Furthermore, the two acids naturally tend to partition into aqueous
phase, when present.
NO3 can be lost to particles and droplets either by its own uptake or subsequently to the
reversible formation and uptake of the very soluble dinitrogen pentoxide (N2O5, R-10).
NO3 + NO2 
 N2O5 (R-10)
To deal with the huge amount of organic species present in the atmosphere is challenging for the
development and particularly the application of tropospheric chemical mechanisms. There exist
• near explicit mechanisms (e.g., MCM (Master Chemical Mechanism) [Jenkin et al., 2003;
Saunders et al., 2003; Bloss et al., 2005]; MECCA (Module Efficiently Calculating the Chem-
istry of the Atmosphere) [Sander et al., 2011]) describing explicit reactions for individual
compounds,
• surrogate mechanisms (e.g., RADM2 (Regional Acid Deposition Model version 2) [Stockwell,
1990]), which use the explicit chemistry of some VOC species in order to estimate the behavior
of the remaining VOCs,
• and aggregate mechanisms (e.g., the different versions of the Carbon Bond Mechanism: CBM-
IV[Gery et al., 1989], CBM-Z [Zavieri and Peters, 1999], CB05 [Yarwood et al., 2005], CB6
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[Yarwood et al., 2010, 2012]; the mechanisms of the Statewide Air Pollution Research Center:
SAPRC-90 [Carter, 1990], SAPRC-99 [Carter, 2000], SAPRC-07 [Carter, 2010a, b]; RACM1
[Middleton et al., 1990] and 2 [Stockwell et al., 1997]; ADOM (Acid Deposition and Oxidant
Model) [Venkatram et al., 1988]; or MELCHIOR2 (Modele Lagrangien de Chimie de l’Ozone
a l’echelle Regionale version 2) [Derognat et al., 2003]), which group chemical compounds
according to crucial properties such as chemical moiety or similarities of the reaction schemes
[Stockwell, 2012].
Due to restrictions on the available computing time, most regional CTMs use chemical gas phase
mechanism of the latter category (see section 2.5). However, the MCM, representing the most
detailed gas phase chemistry mechanism available, has already been used in box models [e.g.,
Bräuer et al., 2012; Ginnebaugh and Jacobson, 2012] and also in the 3-D model GATOR-GCMOM
[Jacobson and Ginnebaugh, 2010].
The mechanism used for this study is an updated version of RACM2, called RACM-MIM2ext.
It differs from the original version by an improvement of the isoprene chemistry by Karl et al.
[2006], and an extension of the chemistry of the isoprene oxidation products methylvinylketone and
ethene by Tilgner [2009]. Together, both improvements lead to the formation of glycolaldehyde,
glyoxal and mehtylglyoxal, which are taking part in the aqueous phase as potential precursors
for dicarboxylic acids (e.g., oxalic or pyruvic acid). Additionally, the delumping of some artificial
RACM species (e.g., aldehydes, ketones) introduced further connections to the coupling of the
aqueous phase mechanism CAPRAM3.0i [Herrmann et al., 2005; Tilgner, 2009]. RACM-MIM2ext
treats 106 species in 274 reactions. It takes into account the above mentioned oxidation of the most
relevant alkanes, alkenes, carbonyls, aromatics, and terpenes of both anthropogenic and natural
origin. The mechanism is specified for the application on the regional scale with several local
sources under urban as well as remote conditions.
2.3.2 Aqueous phase chemistry
Despite the fact, that the volume of the aquatic medium in the atmosphere is much smaller than
the gaseous medium, aqueous chemical reactions can be of significant importance. This is caused by
the fact that there are many pathways which are simply not possible in the gas phase (e.g., different
reaction pathways for the dissociation states or hydrated forms of one substance, or transition metal
ion (TMI) cycling), or much slower (e.g., oxidation of organic acids) in the gas phase. This often
leads to products which are not formed in the gas phase (e.g., dicarboxylic acids). Aqueous phase
chemistry is able to produce low volatility and/or highly water soluble substances that, hence,
predominantly tend to stay partitioned in the particulate phase after evaporation of cloud droplets
(secondary particulate matter). Hence, the physico-chemical properties of particles can be altered
by aqueous phase chemistry [e.g., Feingold and Kreidenweis, 2002; Yin et al., 2005]. Amongst
others, sulfate, nitrate, ammonium, and a variety of organic species contribute to secondary par-
ticulate matter. Sulfate (i.e., sulfur compounds of oxidation state VI; S(VI) compounds) is formed
by oxidation of SO2, i.e., an S(IV) compound. SO2 is moderately soluble in water, but dissociates
very fast (after hydration) into hydrogensulfite (HSO3–) and sulfite (SO32–) in the second dissoci-
ation step. The ratio between the three dissociation states depends strongly on the pH. This is
crucial because the sulfate formation from SO32– is mainly via reaction with O3 whereas converting
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HSO3– into S(VI) is mainly via reaction with the very soluble H2O2, but also with peroxynitric
acid (HNO4). The net reactions are shown in (R-11) - (R-13). It can be seen that (R-12) also
produces nitrate.
HSO−3 + H2O2 + H+ −→ SO2−4 + H2O + 2 H+ (R-11)
HSO−3 + HNO4 −→ HSO−4 + NO−3 + H+ (R-12)
SO2−3 + O3 −→ SO2−4 + O2 (R-13)
As with increasing pH, the dissociation ratio of SO2 shifts more and more toward SO32– and
the more importance gains the oxidation pathway via O3. In contrast, the oxidation pathway via
H2O2 shows to have nearly no dependence on the pH in the atmospheric range of cloud droplets
(2 < pH < 7) [e.g., Herrmann, 2003] as the pH-dependencies of the reaction rate and the S(IV)
dissociation ratio cancel each other out [Seinfeld and Pandis, 2006]. This will consequently lead
to enhanced sulfate formation at high pH (usually pH > 4, see Seinfeld and Pandis [2006]) if both
enough oxidants and enough SO2 is present. The other way around, a limitation of S(VI) formation
due to a lack of H2O2 can be compensated by O3 to a little extent in less acidic cases [Gurciullo
and Pandis, 1997]. This effect should be stronger for higher droplet pH. Additionally, there are
studies that showed, that a size-resolved scheme will predict an increased sulfate formation due to
a positive shift in pH from small to large droplets [e.g., Collett et al., 1994; Gurciullo and Pandis,
1997; Fahey und Pandis, 2001]. However, as the production of S(VI) lowers the pH the effects of
the O3-pathway are self-limiting. In addition, there are also sulfate formation pathways by the iron
and manganese catalyzed O2 reaction, by reaction of S(IV) with acetic acid (CH3COOH), and by
initial reaction with OH, although they are of minor importance in most cases [e.g., Warneck et
al., 1999].
Besides the sulfate formation itself, the pH of a cloud droplet or a deliquescent particle is
depending on the uptake and dissociation of CO2, the uptake and formation of nitrate (HNO3,
NO3–), the uptake and dissociation of ammonia (NH3, NH4+), the formation of organic acids, and
the dissolution of particulate salts. Therefore, the pH is one of the most important parameters
in the aqueous phase and highly dynamic leading to potentially significant non-linear feedbacks
within the chemical mechanism.
In addition to the uptake and dissociation of HNO3, nitrate can be formed via the uptake and
dissociation of N2O5(R-14), and reactive uptake of NO3 via e.g., electron transfer reactions (R-15)




2 + NO−3 (R-14)
NO3 + Xn −→ NO−3 + Xn+1 (R-15)
NO3 + HY −→ NO−3 + H+ + Y · (R-16)
Here X denotes different ions with charge n (e.g., Fe2+); HY can for instance be an organic
species. Besides, there are several aqueous phase reactions involving oxides of nitrogen, which are
not expected to have a noticeable impact on nitrate formation or loss of NOx due to slow kinetics
and small aqueous phase concentration of NOx [Seinfeld and Pandis, 2006]. However, it is suggested
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that HONO may be produced by heterogeneous conversion of nitrogen oxides on various surfaces,
hence, enhancing its source strength for gas phase OH radicals [e.g., Jacob, 2000; Stemmler et al.,
2006; Wojtal et al., 2011].
Ambient organic aerosol consists to a large extent of so-called oxygenated organic aerosol (OOA)
[Zhang et al., 2007; Jimenez et al., 2009]. Additionally, both organic acids [e.g., Sun and Ariya, 2006;
Kawamura et al., 1996; Kawamura and Yasui, 2005] and oligomers of low volatile organics [Kalberer
et al., 2004; Gao et al., 2006] have been found on ambient particles. Oligomers are expected to
form on deliquescent particles as well as in cloud droplets during evaporation [e.g., Gao et al.,
2004; Surratt et al., 2006, 2007; Denkenberger et al., 2007; Altieri et al., 2006, 2008]. Basically,
corresponding to the gas phase, the oxidation of organics in the aqueous phase is initialized mainly
by the radicals OH and NO3 (depicted with Z in R-17) via H-abstraction and subsequent addition
of O2 forming a peroxyradical [Graedel and Weschler, 1981]. This is followed by a reaction that
eliminates HO2 resulting mostly carbonyls or organic acids (R-17, R-18).
Z + HR O2−→ Z− + H+ + ROO· (R-17)
ROO· −→ HO2 + products (R-18)
In contrast to the gas phase VOC oxidation chain, the reaction of the peroxyradical with NO
forming an alkoxy radical is not working due to the small concentrations of NO in the aqueous
phase. The oxidation of organic species in the aqueous phase is expected to lead to rather stable
product species (e.g., organic acids, oligomers) hence contributing to SOA [Blando and Turpin,
2000; Gelencser and Varga, 2005; Carlton et al., 2006, 2007; Hennigan et al., 2008; Hallquist et al.,
2009; Ervens et al. 2004, 2008, 2011].
An efficient cycling between OH, HO2 and its anion O2–, and H2O2 in both the gas phase and
aqueous phase driven by TMIs ensures, that the only moderately soluble OH radical is recycled
very fast (see Fig. 2.4) enhancing its importance also in the aqueous phase oxidation of VOCs. The
uptake and aqueous phase reaction of oxidants and their precursor lead to a significant decrease of
the gas phase oxidant budget in the cloud region and potentially afterwards [Lelieveld and Crutzen,
1991; Finnlayson-Pitts and Pitts, 2000; Tilgner et al., 2005; Deguillaume et al., 2009]. However,
the loss of ozone due to cloud phase chemistry was intensively discussed two decades ago. It turned
out, that aqueous phase chemistry will have only minor influence on ozone in most cases [e.g.,
Matthijsen et al., 1997; Liang and Jacob, 1997; Jacob 2000].
With the problematic issue of acid deposition in the 1980’s there was a need for an adequate
description of aqueous phase processes in atmospheric models [e.g., Chameides and Davis, 1982;
Walcek and Taylor, 1985]. Chemical mechanisms treating the enhanced evolution of acidic aerosols
via mainly the aqueous formation of sulfate and nitrate, such as RADM (Regional Acid Deposition
Model, Chang et al. [1987]), have been developed and applied [e.g., Carmichael et al., 1986;
Venkatram et al., 1988; Pandis and Seinfeld, 1989]. These mechanisms are focused on inorganic
in-cloud chemistry. The treatment of organic species is however mostly limited, if considered at all,
to formaldehyde (HCHO) and formic acid (HCOOH). The mechanism of Pandis and Seinfeld [1989]
(CMU) and Chameides and Davis [1982] already present a quite detailed inorganic aqueous phase
chemistry besides sulfate including hydrogen-oxygen, nitrogen, chlorine, and carbonate chemistry.
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Figure 2.5: Scheme of chemical reactions in C3.0RED that lead to the formation of organic acids in the
aqueous phase (adopted from Tilgner and Herrmann [2010]).
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Since the last two decades, much effort has been raised in the development of more compre-
hensive aqueous phase mechanisms, which improve existing mechanisms and take into account
additional chemical subsystems like dissolved organics, the role of crustal material (e.g., iron, cop-
per, manganese), and the links to the chemistry of nitrogen-, or HOx-species. An overview of
available aqueous phase mechanisms is presented in Table 2.1. This list may be not exhaustive
as it gives special attention to mechanisms which are in use by regional CTMs and the same ap-
proaches of treating aqSOA formation. The number of species and processes treated varies from
the simplest to the most complex mechanism over more than one order of magnitude. Due to fast
dissociations and phase transfers, very stiff differential equations have to be solved in order to treat
aqueous phase chemical processes. The more species and processes the more potential imbalances
can occur, which increases the computing time by a significant amount compared to gas-phase-only
simulations. It has to be noted that the number of processes is derived as sum of the number
of irreversible reactions, phase transfers and aqueous phase equilibriums, of which the latter two
are counted one time per equilibrium, not twice as for a separate forward and backward reaction.
Also, the number of species takes into account hydrated and dissociated forms separately. As every
mechanism was designed for a special purpose, e.g., acid deposition by mainly formation of sulfate
(ADOM; INORG), daytime formation of SOA (mechanism of Lim et al. [2013]), or the fate of some
target compounds (e.g., isoprene in mechanism of Ervens et al. [2008]), the set of treated chemical
subsystems is may not be complete. The most detailed available aqueous phase mechanism is the
latest version of the CAPRAM series, CAPRAM 3.0i [Herrmann et al., 2005; Tilgner and Herrmann
et al., 2010]. The focus of CAPRAM is on the explicit treatment of the radical driven aqueous
phase chemistry with special attention on the fate of atmospherically relevant anthropogenic and
biogenic organics. A quite unique feature of CAPRAM 3.0i is the detailed description of the TMI
chemistry leading to an efficient HOx cycling [Tilgner et al., 2013]. As the original CAPRAM 3.0i
with 777 processes is computationally very demanding, a reduced version was developed by Deguil-
laume et al. [2009] (C3.0RED), which is expected to be feasible for studies in regional 3-D models.
The goal of this mechanism reduction was to treat the characteristics of a subset of chemical target
compounds (Oxidants, TMIs, H+, inorganic acids/bases, aldehydes, dialcohols, dialdehydes, mono-
and diacids) reasonable well for tropospheric warm clouds with a minimized set of processes. The
reduced mechanism takes into account the oxidation of organics with up to 4 carbon atoms. The
scheme depicted in Fig. 2.5 shows the oxidation chains of the C2 - C4 organics present in C3.0RED
(without intermediate steps). This mechanism was used in the present work and compared to the
simple treatment in INORG and simulations without a treatment of any aqueous phase chemistry.
INORG is comparable to the simpler aqueous phase mechanisms of the ones which are implemented
in recent CTMs (see section 2.5). In the same manner as the CAPRAM developments focus on
organics, MECCA pays much attention to a detailed description of the inorganic chemistry in par-
ticular for halides and mercury. ReLACS-AQ (Regional Lumped Atmospheric Chemical Scheme
with aqueous phase, Leriche et al. [2013]) was developed for the application in the CTM Meso-NH
[Lafore et al., 1998; Leriche et al., 2013]. It is based on MECCA and the former CAPRAM version,
CAPRAM 2.4 [Ervens et al., 2003]. The represented chemical subsystems are comparable to the
ones in C3.0RED. The mechanism of Lim et al. [2005] is comparable to C3.0RED in terms of the
representation of the inorganic chemistry (excluding TMI chemistry) and the organic chemistry
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up to C3. However, in difference to C3.0RED, the organic oxidation is treated as single step re-
actions directly leading to stable products. Additionally, C3.0RED describes the oxidation of the
C4 compound 1,4-butenedial. AqChem (the aqueous phase chemistry mechanism by Chen et al.
[2007]) and the mechanisms of Ervens et al. [2004] are in terms of organic chemistry comparable
to the mechanism of Lim et al. [2005], though with a very condensed set of reactions for the
other subsystems. However, AqChem as well as the mechanism of Ervens et al. [2004] consider
the oxidations of organics with more than 4 carbon atoms. In case of AqChem, this is done by
OH-attack on 4 surrogate species whereas in the mechanism of Ervens et al. [2004], the stepwise
degradation of the C6-diacid adipic acid is considered leading to formation of oxalic acid. Up to
now, formation of large molecular weight compounds (LMC) such as oligomers is not considered
by the CAPRAM mechanisms. Oligomerization of glyoxal is represented in Ervens et al. [2008].
Lim et al. [2013] treat oligomerization for many combinations of the described C3 species leading
to C3 - C6 oligomers. However, as this work considers well diluted cloud droplets and as stable
oligomers are more likely to be formed in less diluted deliquescent particles [Kampf et al., 2013],
no additional oligomerization was treated.













510 777 oxygen-hydrogen, sulfate, nitrite and nitrate,
carbonate, chlorine, bromine, ammonia, TMI,
oxidation of organics up to C8
C3.0RED2 130 238 oxygen-hydrogen, sulfate, nitrite and nitrate,
carbonate*, chlorine, bromine, ammonia, TMI,
oxidation of organics up to C4
CMU
mechanism3,4
49 137 oxygen-hydrogen, sulfate, nitrite and nitrate,
carbonate, chlorine, ammonia, organics up to
C2 (oxidation of C1 organics, uptake of
peroxyacetyl nitrate for sulfate and nitrate
formation, uptake of peroxyacetic acid for sulfat
formation)
INORG5 20 23 sulfate, nitrate*, carbonate*, chlorine*, ammonia no NO3 as
focused on
sulfate
ADOM6 13 18 sulfate, nitrate*, carbonate*, ammonia, uptake


















78 176 oxygen-hydrogen, nitrite and nitrate, carbonate,
chlorine, ammonia, oxidation of organics up to




97 209 oxygen-hydrogen, carbonate, oxidation of
organics up to C6 (focused on glyoxal and






ReLACS-AQ7 42 71 oxygen-hydrogen, sulfate, nitrite and nitrate,
carbonate*, ammonia, organics up to C2
(oxidation of C1 organics, uptake and








52 77 oxygen-hydrogen, sulfate, nitrate*, carbonate*,
ammonia, oxidation of organics up to C6
(detailed oxidation of organics up to C3 +
stepwise degradation of adipic acid finally








47 81 oxygen-hydrogen, sulfate, nitrate*, carbonate*,






101 237 oxygen-hydrogen, sulfate (inclduing
DMS-chemistry), nitrite and nitrate, carbonate,
chlorine, bromine, iodine, ammonia, mercury,
oxidation of organics up to C1
strong focus on
halides
AqChem9 64 100 oxygen-hydrogen, sulfate, nitrate, carbonate*,
ammonia, oxidation of organics up to C3 +
OH-attack on 4 higher carbon number surrogate
species
based on Ervens
et al. [2004] and
Lim et al. [2005]
+ surrogates
1Tilgner and Herrmann [2010], 2Deguillaume et al. [2009], 3Pandis and Seinfeld [1989], 4Fahey and Pandis [2001];
5Sehili et al. [2005], 6Venkatram et al. [1988], 7Leriche et al. [2013], 8Sander et al. [2011], 9Chen et al. [2007],*only
uptake and dissociation, TMI: transition metal ions.
2.4 Deposition
Physical loss processes remove atmospheric gases and particles from the atmosphere, thereby being











Figure 2.6: Schematic depiction of dry deposition resistances (adapted from Jacobson [2005]).
and wet deposition, i.e., if the removal is triggered by hydrometeors of any type or not. As this work
focuses on the implementation and application of aqueous phase chemistry processes and does not
consider precipitating clouds, a detailed discussion of dry and wet removal approaches is beyond
the scope of the present thesis. Therefore, the following section concentrates on the approaches
considered for COSMO-MUSCAT. Nevertheless, Table 2.2 in section 2.5 also lists how dry and wet
deposition are implemented in other 3-D CTMs briefly giving a wider view of applied approaches.
2.4.1 Dry deposition
Dry removal describes loss processes by diffusion, air motion, and in case of particles additionally
by gravitational settling. The amount of species i in the gas or particulate phase removed from
the atmosphere by dry deposition is characterized by the dry deposition flux FD using the dry
deposition velocity vD and the concentration c:
FD (i) = −vD (i) c (i) (2.2)
A common model for the estimation of the deposition velocity is given by a resistance approach,
assuming that a gas molecule or particle has to overcome several resistances (similar to an electric
circuit) in order to contact and stay at the surface (see Fig. 2.6). The deposition velocity for gases
is usually described according to Wesely [1989] (Eq. 2.3).
vD,G =
1
RA + RB + RC
(2.3)
This concept considers the turbulent transport through the air to a laminar layer adjacent to the
surface (RA, aerodynamic resistance), the molecular diffusion through this laminar surface layer
to the surface (RB, quasi-laminar resistance), and finally the canopy resistance RC describing the
uptake by the surface.
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The dry deposition of particles is usually described similar to atmospheric gases. In contrast
to gas molecules, gravitational settling does contribute to the dry deposition flux for particles. A
widely used parameterization for the dry deposition of particles is the scheme of Zhang et al. [2001]





In this approach the same atmospheric resistance RA is used as in Eq. 2.3. The terms RB
and RC are replaced by the surface resistance RS . Connected in parallel, there is the gravitational







with the density ρP and the diameter dP of the particle, the gravitational acceleration g, and
the dynamic viscosity of air ηdyn. C is the (slip) correction factor connecting the mean free path
of air molecules λ with the size of the falling particle:
C = 1 + 2λ
dP
(
1.257 + 0.4e−0.55dP /λ
)
(2.6)
The atmospheric resistance RA is depending on the stability of the lower atmosphere and the
surface roughness. In particular it is independent of physical properties of the gas molecules or the









where k = 0.4 is the von Kármán constant, z0 is the roughness length of the surface, and zr is a
reference height (in COSMO it is the height of the lowest model layer [Schättler et al., 2014]). The
profile function for momentum φm is taken as derived from Businger et al. [1971] as a function of
the Monin-Oboukhov length L:
φm =

1 + 4.7 zL if
z
L > 0 (stable)
1 if zL = 0 (neutral)(
1 − 15 zL
)−1/4
if zL < 0 (unstable)
(2.8)
The Monin-Obukhov length is a measure of atmospheric stability as it gives the height at which
the production of turbulence by mechanical and buoyancy forces is equal. For positive L, vertical
motion is suppressed and, hence, the atmosphere is stably stratified.
The quasi-laminar resistance RB is determined by the kinematic viscosity of air ηkin and the
molecular diffusivity of the gas DG (Eq. 2.9). The relation of both quantities is given by the







The estimation of the canopy resistance RC is the most complicated and shows widespread
approaches amongst different models [Wesely and Hicks, 2000]. In general, the uptake by vegetation,
soil, buildings, water or snow has to be considered. RC is therefore depending on the moisture and
type of the surface, as well as the solubility and reactivity of the gas.
RS takes into account properties of the specific canopy. It is derived as follows:
RS =
1
εu? (EB + EIM + EIN ) CSt
(2.10)
The empirical constant ε is set to 3 as supposed by Zhang et al. [2001]. The friction velocity
u? is a measure of the turbulence within and directly above the canopy and takes into account the
canopy specific roughness. The terms EB, EIM , EIN are the collection efficiency from Brownian
diffusion, impaction, and interception, respectively. CSt is the sticking coefficient, which represents
the fraction of particles that do not rebound from the surface. The collection efficiencies are
described by Eqs. (2.11) - (2.13).











The parameters α and γ are depending on the canopy. According to Zhang et al. [2001],
βIM = 2. The impaction efficiency is determined by the Stokes number St = vSetu?/g rCanopy
taking into account the inertia of the particle. Here, rCanopy is the characteristic radius of the
canopy. The interception efficiency accounts for particles being deposited that came closer to the
surface than there radius, hence, actually hitting the surface.
2.4.2 Wet deposition
When precipitation forms, all material incorporated within those hydrometeors will be deposited to
the ground. One distinguishes between in-cloud scavenging (or rainout) and below-cloud scavenging
(or washout). The first considers processes leading to scavenging of particles and gases by cloud
droplets prior to the actual formation of precipitation. This includes activation of CCN, dissolu-
tion of gases, and collision and coalescence of interstitial particles with cloud droplets. Below-cloud
scavenging describes the impaction scavenging of soluble gases and particles by falling rain droplets
or snow crystals. Consequently, this process is determined by the size distribution of the precip-
itation hydrometeors, the solubility of atmospheric trace gases as well as the size distribution of
particles. Despite the fact that precipitation can be liquid or solid, the following discussion only
considers liquid hydrometeors.
The approaches in use by recent CTMs range from highly parameterized formulations up to
detailed descriptions of CCN activation, aerosol-hydrometeor coagulation, and trace gas uptake
[e.g., Jacobson, 2003]. However, the physical treatment of the first two requires a size-resolved
representation of both the particle and the hydrometeor distribution to account for size-dependent
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collection efficiencies and falling speeds [Jacobson et al., 2007]. For an explicit description of in-
and below-cloud scavenging of gases, the solubility as well as the aqueous phase chemistry of the
gaseous species has to be considered. In addition to chemical reactions within cloud droplets,
also rain droplets may provide sufficient time for chemical reactions of scavenged gases as they
usually travel in the order of minutes between cloud base and the ground [Rogers and Yau, 1990].
Therefore, parameterizations are needed for those gas phase species that are not considered in the
aqueous phase chemistry treatment.
A simple way of parameterizing wet deposition usually defines the rate of change of the con-






= −Λ(t) · c(t) (2.14)
In COSMO-MUSCAT, the scavenging coefficient for in-cloud and below-cloud scavenging of
gases is parameterized using the rain rate P , and a predefined scavenging ratio of a trace gas
W = cG/cA, which relates the concentration in the air to the assumed concentration in the rain









Below-cloud scavenging of particles is often parameterized in a similar manner, however, taking
into account a collection efficiency E that describes the collection of particles of diameter dP in the
way of falling hydrometeors of diameter dDr. The scavenging coefficient is then written as:
ΛPbc (dP ) =
3
2
E (dDr, dP ) P
dDr
(2.17)
Usually, the mean size of the rain droplets is used, which can be derived depending on P
assuming e.g., a Marshall-Palmer distribution. However for this work, COSMO-MUSCAT treats
only mass concentrations of particulate matter instead of a particle population. Therefore, both in-
and below-cloud scavenging of this particulate matter are described according to the formulations
for the gas phase.
2.5 Representation of the multiphase system in regional chemistry
transport models
In this section a brief overview of the current representation of particle microphysics, cloud micro-
physics, gas and aqueous phase chemistry, and dry and wet deposition in selected recent coupled
regional chemistry transport models (CTMs) is given. A coupled CTM consists of a meteorological
driver, which delivers meteorological fields, and the actual CTM, which computes the transport
and chemical conversion of chemical substances. In the following, the term “model” refers to the
coupled systems. The comparison shown in Table 2.2 is based on the recent reviews of Gong et al.
[2011], Kukkonen et al. [2012], Baklanov et al. [2014], and Ervens [2015]. Some additions and up-
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dates have been applied. As can be seen from Baklanov et al. [2014], most of the compared on-line
models do not take into account aqueous phase chemical processes. However as it is the focus of
the present thesis, the following comparison concentrates only on models that treat cloud chemical
processes. Many of the considered models are frequently used for operational air quality calcula-
tions. However, beyond the operational use there exist research versions of the models with more
complexity. Therefore, the overview presented in Table 2.2 has to be understood as an overview
of approaches available for application. The comparison presented here pays special attention to
the treatment of the cloud phase chemistry and its connections within the respective CTM. Hence,
the chemical mechanisms, the conditions under which the cloud chemistry is computed, and the
treatment of the pH, aqueous phase equilibriums and phase transfer, are compared and discussed in
the following. Additionally, the type of coupling to the meteorology, the treatment of the particle
microphysics (including CCN activation and gas-to-particle conversion), the representation of cloud
LWC for the aqueous phase chemistry, and the treatment of deposition processes are given, but are
not discussed in detail. Nevertheless, the features that are implemented into COSMO-MUSCAT
by this work are also presented. However, these enhancements are described in detail in chapter 3
and section 4.4.
In general there are two ways of coupling the CTM to the meteorological driver, i.e., on-line
or off-line. For off-line coupled models, pre-calculated or reanalysis meteorological fields are used,
which are usually delivered at much longer time intervals (e.g., hourly) than the integration time
steps (in the order of seconds to minutes) that are usually applied. On-line coupling means that
the meteorological fields are delivered by a meteorological model, which is integrated together with
the CTM, at distinct time intervals (e.g., one meteorological time step). It has to be noted that
the time steps for the integration of the meteorological driver and the CTM are not necessarily
the same. A special form of an on-line coupled model is a so-called integrated model where the
meteorological driver and the CTM are treated within one code and are integrated with the same
time step. The big advantage of on-line coupled models is, in principle, the possibility to conduct
chemical weather forecasting (CWF) including feedbacks of the aerosol on the meteorological fields
[Baklanov, 2010]. COSMO-MUSCAT is an online coupled model. The CTM MUSCAT and the
meteorological model COSMO can be run and exchange with the same time step or multiples of
the meteorological time step.
Particle microphysics are usually considered by applying a sectional or modal particle micro-
physical module, treating particle nucleation and coagulation. For modal approaches, the total
particle size-distribution is represented by a set of modes (mostly log-normal distributions) defined
by a mean size, standard deviation and particle number. The prognostic variables are the total
number, mass, and area of the particular mode. In sectional approaches, a set of discrete size bins
is used that in the end forms the total size-distribution. A size bin is defined by a radius section and
the included number of particles. Furthermore, the modes or size bins may differ in their chemical
composition. In contrast to modal approaches, the size distributions resulting from sectional ap-
proaches are not restricted to the given general shape of a mode. Additionally, sectional approaches
provide the opportunity to treat size depending processes, such as deposition or activation, in a
less parameterized mechanistic manner [Jacobson et al., 2007]. In case of activation for instance
the splitting of the particle distribution at the critical size can much easier be applied in sectional
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approaches. The most comprehensive particle microphysical modules cover the size-range from
some nanometers up to ~50 µm. The schemes differ in the complexity of the size-distribution (i.e.,
number of modes or bins) as well as the treated particulate species. The most common species are
sulfate, nitrate, sea salt, elemental carbon, crustal material, primary and secondary organic mat-
ter, and water. Additionally, the size parameters as well as the chemical composition of each mode
or bin can change by partitioning of chemical species between the gas and the particulate phase.
Such processes are realized via thermodynamic equilibrium modules such as ISORROPIA (“Equi-
librium” in Greek [Nenes et al., 1998]) or SORGAM [Secondary ORGanic Aerosol Model [Schell et
al., 2001]). These describe the gas-to-particle partitioning based on their saturation vapor pressure,
present solutes, and available aerosol liquid water, which for itself is a predicted component.
Activation of particles to form cloud droplets links the particle distribution to cloud micro-
physics, aqueous phase chemistry, and wet deposition. The description of activation, if treated,
varies from simple thresholds, assuming that all particles larger than a certain size or incorpo-
rated in a certain mode activate (e.g., PolAir 3D, CAMx/PMCAMx), to mechanistic schemes that
take into account the size distribution and chemical composition of the particles (e.g., GATOR-
GCMOM, AURAMS, WRF/Chem). The latter derive the activated bins or parts of modes based
on Köhler theory together with a estimation of the present or maximum supersaturation (e.g.,
under given updraft). Besides, some models do not treat particle activation for itself, but take into
account parameterizations for in-cloud scavenging of particles within the wet deposition schemes
(e.g., CHIMERE, COSMO-MUSCAT, LOTOS-EUROS).
The majority of models do not consider cloud microphysics based on the derived particle distri-
bution. Instead, mostly the bulk liquid water content of clouds and the rain rate are provided by
the meteorological driver. For the COSMO setup used here, the cloud field is described according
to Tiedkte [1989], where a saturation adjustment is used. This means, that the LWC is described
as the amount of water above 100 % relative humidity. Models that have an option to include more
comprehensive cloud microphysics are e.g., GATOR, WRF/Chem, or Meso-NH.
Aqueous phase chemistry is usually called when the LWC exceeds a pre-defined threshold.
Whereas GATOR considers a very low threshold of 5 µg m−3, therefore also considering aqueous
phase chemical processing on deliquescent aerosols, most other models use much larger values
between 0.01 and 0.05 g m−3.
Due to computational constraints, aqueous phase chemical processes are mostly solved in the
bulk. However, previous studies have shown that the size-resolved representation of aqueous phase
chemistry can enhance sulfate formation in comparison to the bulk by up to 25 % [e.g., Gurciullo
and Pandis, 1997; Kreidenweis et al., 2003]. This was the case for low H2O2-concentration, low
NH3 concentration or high acidity [Gurciuillo and Pandis, 1997], i.e., either a limitation of available
H2O2 for the oxidation of SO2 or sufficient differences in pH between small and large droplets. The
latter may lead to a higher contribution of the oxidation of SO2 by O3 in larger, less acidic droplets
compared to the bulk. Therefore, the switch between the bulk and the two-section approach within
the Variable Size-Resolution Model (VSRM [Fahey and Pandis, 2001]) is applied depending on the
alkaline dust content, LWC, H2O2/SO2 ratio, and the NH3/HNO3 ratio in each grid cell within
runtime. The border between the two sections is chosen in order to separate between more acidic
small particles and more alkalic large particles. If the two-section option is executed, cloud droplet
27
2.5. The multiphase system in regional CTMs
diameters of 10 and 30 µm are assumed for each section, respectively [Fahey and Pandis, 2003].
However, as input the bulk information of the LWC is used for the VSRM.
Most of the aqueous phase chemical mechanisms applied are mainly focused on the prediction
of inorganic mass and acidity. The simplest approaches in use derive ammonium sulfate and ammo-
nium nitrate concentrations based on cloud cover and relative humidity (e.g., COSMO-MUSCAT
(previous version), LOTOS-EUROS). A more common way is to apply simple inorganic aqueous
phase mechanisms comparable to ADOM or INORG (e.g., AURAMS) or sulfate formation only
(e.g., RCG, CHIMERE, EMEP). The mechanism of Pandis and Seinfeld [1989] (see section 2.3.2
for more details) or derivatives (e.g., in VSRM) represent relatively detailed chemical schemes in
use by the listed models (e.g., GATOR, PolAir 3D, CAMx/PMCAMx, WRF/Chem). As can be
seen from Table 2.1 in section 2.3.2, the organic chemistry of these mechanisms is restricted to
C1. This is also valid for ReLACS-AQ, treated in Meso-NH. Exceptions are CMAQ which has
an option to use AqChem, and PolAir 3D where the chemistry of selected higher chain number
organics leading to SOA can be considered in addition to the base aqueous phase mechanism.
Moreover for the present work, the aqueous phase mechanism CAPRAM 3.0RED has been imple-
mented in COSMO-MUSCAT making the model to the one with the most detailed aqueous phase
representation.
The gas phase chemical mechanisms that are used in 3-D regional models are mostly surrogate
mechanisms, which are more or less comparable in terms of inorganic chemistry (especially HOx
and NOxchemistry). However, the schemes deviate from each other with regard to the treatment
of organics and halogenides. The most sophisticated mechanism in use is the MCM v3.1, an
explicit mechanism, which has been treated in GATOR recently [Jacobson and Ginnebaugh, 2010].
Caused by its huge amount of described reactions and species, the application of the MCM is
computationally demanding [Jacobson and Ginnebaugh, 2010; Ginnebaugh et al., 2010]. Moreover,
initial data for many of especially the higher carbon number organics has to be estimated for
realistic 3-D calculations.
For the calculation of the chemistry, a set of ordinary differential equations (ODE) has to be
solved. However, chemistry in the aqueous phase leads to very stiff ODE systems, which demand
short time steps and therefore increase computing time. Responsible for that are fast equilibrium
processes (dissociations and phase transfer) where small unbalances can cause high reaction fluxes
(see chapter 3 for more explanation). In order to decrease the stiffness of the ODE system, equi-
librium can be assumed for phase transfer or dissociations. The equilibrium processes are then
treated diagnostically using the effective Henry constants and dissociation constants. However,
assuming equilibrium for the phase transfer may lead to deviations in the partitioning of species
between the gas and aqueous phase [Audiffren et al., 1998; Chaumerliac, 2000; Djouad, 2003]. Mod-
els that treat all aqueous phase species prognostically (including the H+-ion) are e.g., GATOR,
WRF/Chem, and, including the enhancements presented by this thesis, also COSMO-MUSCAT
(see chapter 3).
As the aqueous phase chemistry is mostly treated in the bulk phase, the aqueous phase processed
particulate mass is redistributed onto the given particle size-distribution if the latter is taken
into account. In most cases, this is done proportional to the particle volume distribution (e.g.,
GATOR, AURAMS) or the liquid water volume distribution (e.g., PolAir 3D, COSMO-MUSCAT
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(this work)). Some models add the produced mass to a specific part of the particle spectrum, e.g.,
only to the accumulation mode (e.g., CMAQ).
All models apply a resistance approach for dry deposition of gases and particles comparable
to the scheme described in section 2.4.1. Nevertheless, the approaches differ in the details of
the parameterization, especially for the description of the canopy and surface resistances. The
schemes applied for the description of the wet deposition are more widespread. If activation of
particles is not described, in-cloud scavenging is parameterized using a first order scavenging rate
as described in section 2.4.2. For the species considered in the aqueous phase chemistry scheme,
in-cloud scavenging is already described. For the other selected species first order scavenging rates
are applied. The approaches for below-cloud scavenging of almost all models are quite compa-
rable to the scheme used by COSMO-MSUCAT (see section 2.4.2), but deviate in the details of
the parameterization. Again, GATOR applies the most comprehensive approaches as it uses the
size-resolved cloud droplet information to calculate wet deposition rates explicitly by the activa-
tion scheme as well as in-cloud and below-cloud aerosol-hydrometeor coagulation for particles, and
treats dissolution and evaporation for trace gases, respectively.
Conclusion
In general, there is no model that treats every compartment of the multiphase system with the
highest available detail. As a detailed description of either aerosol and cloud microphysics or
aqueous phase chemistry is computationally expensive, most models treat these subsystems with
different complexity, depending on the modeling objective. For example, many models take into
account a comprehensive description of the particle microphysics, but take into account only rather
condensed aqueous phase chemical mechanisms. Even the more complex aqueous phase chemical
mechanisms are centered on the correct description of the inorganic mass and acidity production
(sulfate, nitrate, ammonium, pH). In many cases, even if a size resolved droplet distribution is
present, the chemistry is treated in the bulk and is redistributed mostly volume weighted alongside
the droplet or particle distribution. However, several subsystems are depending on the pH and
may, therefore, show different processing along the droplet spectrum leading to differences between













Table 2.2: Overview of selected state-of-the-art chemistry transport models that treat aqueous phase chemistry.





Chemical mechanisms for the gas
phase (G) and aqueous phase (A)
Deposition









P: modal, 7 modes
Act.: old: described as first order
scavenging rate depending on
precipitation rate and scavenging
efficiency (see wet deposition),












A: old: parameterized pseudo first
order reaction depending on cloud
cover and RH forming ammonium
sulfate and ammonium nitrate
this work: C3.0RED6, INORG7;
conditions: bulk or size-resolved,
LWC > 0.01 g m−3, redistribution of
mass proportional to liquid water
volume distribution
dry: resistance approach (Wesely [1989]
for gases, Zhang et al. [2001] for particles)
wet, gases: first order scavenging rate
for in-cloud and below-cloud scavenging
depending on pre-defined scavenging ratio
wet, particles: first order scavenging
rate for in-cloud and below-cloud










P: sectional, several distributions
with a variable number of size bins




Act.: explicit condensational and






ice, graupel) with a
variable number of
size bins (0.5 ţm -
8 mm)14
G: MCMv3.118
A: based on Pandis and Seinfeld
[1989] and Jacob et al. [1989];
conditions: called when LWC >
5 µg m−3, solved in bulk,
redistribution of mass proportional to
liquid water volume distribution13
dry: resistance approach for gases and
particles
wet, gases: dissolution and evaporation
in/from cloud and rain droplets13
wet, particles: explicit description of















Chemical mechanisms for the gas







P: modal, 3 modes, 9 species
G2P: ISORROPIA22, SOA
partitioning based on SORGAM23








A: based on RADM28, AqChem29;
conditions: bulk, redistribution of
mass to accumulation mode only,
unchanged number and standard
deviation of mode
dry: resistance approaches for gases and
particles
wet, gases: prognostic mass transfer for
species participating in aqueous phase
chemistry, equilibrium for others19
wet, particles: accumulation and coarse
mode completely scavenged in- and
below-cloud; Aitken mode subject to









10 bins (VSRM32, 0.04 - 40 ţm) or 2
bins (“fine” and “coarse),
8-16 species,
G2P: ISORROPIA22, SOA
partitioning based on SOAP33
Act.: All particles activate; for
VSRM dp > 0.7 µm
bulk or size-resolved
(2 bins) described by
VSRM32
G: CB0534, CB635, 36, SAPRC9927
A: bulk RADM for sulfate and nitrate
oxidation or size-resolved described by
VSRM32; conditions: called when
LWC > 0.05 g m−3, redistribution of
mass with a weighting factor
dry: resistance analogy for gases and
particles
wet, gases: first order scavenging rate
for below-cloud scavenging37
wet, particles: first order scavenging






P: several bulk, modal, and
sectional approaches available39
Act.: modal or sectional




G: amongst others RACM42,
RADM226, CBM-Z43, KPP44
A: bulk RADM226, Fahey and Pandis
[2001] mechanism; conditions:
redistribution proportional to liquid
water volume distribution
dry: resistance analogy for gases and
particles
wet, gases: mass transfer for SO2,
H2O2, H2SO4, methane sulfonic acid40, 45
wet, particles: first order scavenging


















Chemical mechanisms for the gas






P: SIREAM50: sectional, variable
number of bins, 17 species
MAM51: modal, 4 modes, 17 species
G2P: ISORROPIA22, H2O52





A: Fahey and Pandis [2001]
mechanism, or simple sulfate and
nitrate formation; possible addition of
formation of oxalic, glyoxylic, pyruvic
acid, oxidation of MACR, MVK,
IEPOX, SVOC surrogates;
conditions: called when LWC >
0.05 g m−3 and dp > 0.7 µm,
redistribution proportional to particle
volume distribution
dry: resistance approach (Wesely [1989]
for gases, Zhang et al. [2001] for particles)
wet, gases: dissolution and evaporation
in/from cloud and raindrops
wet, particles:
in-cloud: accumulation mode particles
completely incorporated in cloud droplets









P: ORILAM56, 57: modal, 8 species
Act.: bulk scheme of Khairoutdinov
and Kogan [2000],







A: reduced ReLACS-AQ55, including
mixed phase processes; conditions:
bulk, LWC > 0.01 g m−3,
redistribution of mass between cloud
and raindrops by the cloud
microphysical processes
dry: resistance approach (Wesely [1989]
for gases) and anlogous for particles56
wet, gases: dissolution and evaporation
in/from cloud and raindrops
wet, particles: autoconversion,














Chemical mechanisms for the gas
phase (G) and aqueous phase (A)
Deposition







P: CAM62: Sectional, 12 bins
(0.01 – 40 µm)
9 components
G2P: HETV63 (based on
ISORROPIA22)
Act.: mechanistic Abdul-Razzak
and Ghan [2000, 2002] scheme or
empirical by Jones et al. [1994]
even distribution of






A: ADOM65, 66; conditions: solved
in bulk, redistribution of mass
proportional to liquid water volume
distribution
dry: resistance approach (analogous to
Wesely [1989] for gases67, Zhang et al.
[2001] for particles68)
wet, gases:
in-cloud: precipitation production rate is
applied to species taking part in aqueous
phase chemistry
below-cloud: first order scavenging rate,
irreversible for highly soluble species,
reversible for less soluble species59
wet, particles:
in-cloud: see activation
below-cloud: first order scavenging rate59
CHIMERE69














P: sectional, user-defined (default: 8
bins, 0.04 - 10 ţm)
7 components
G2P: ISORROPIA22, partition
coefficient after Pankow [1994] for
semi-volatile organics
SOA-formation from single step
oxidation of gaseous precursors and
partitioning after Pun et al. [2006]
Act.: described as first order
scavenging rate depending on
precipitation rate and scavenging





G: MELCHIOR170 and reduced
version MELCHIOR271
A: SO2 oxidation by H2O2, O3, NO2,
and O2 catalyzed by metal ions;
heterogeneous formation of nitric acid;
conditions: solved in bulk, pH
restricted to maintain between 4.5 and
6.0
dry: Wesely [1989] resistance approach
for gases and analogous for particles
wet, gases: only for HNO3 and NH3
in-cloud: reversible scavenging by forward
and backward reaction
below-cloud: irreversible scavenging by
first order scavenging rate
wet, particles: first order scavenging



















Chemical mechanisms for the gas
phase (G) and aqueous phase (A)
Deposition
Rem-CalGrid72, 73





P: modal with 1 mode, 9 species
G2P: ISORROPIA22, SORGAM23
Act.: all particles within a cloud
layer are completely incorporated in
cloud droplets




A: SO2 oxidation by H2O2 and O3,
heterogeneous nitrate formation;
conditions: bulk, called when
relative humidity > 80 %, fixed LWC
= 0.15 g m−3
dry: resistance approach (Erisman et al.
[1994] for gases & particles)
wet, gases: first order scavenging rate
for in-cloud and below-cloud scavenging
depending on Henry constant
wet, particles:
in-cloud: all particles within a cloud layer
are completely incorporated in cloud
droplets









P: extended version of MADEsoot:
5 modes77, 78 + 1 coarse mode + 3
dust modes + 3 sea salt modes
G2P: ISORROPIAII32,
SORGAM23




G: RADMKA74 (based on RADM226)
A: simple sulfate formation via H2O2
and O3 (based on KPP44), explicit
uptake of many species, heterogeneous
nitrate formation
dry: resistance approach (Baer and
Nester [1993] for gases, Binkowski and
Shankar [1995] and Ackermann et al.
[1998] for particles)
wet, gases: dissolution and evaporation
in/from cloud and rain droplets









P: UNI-AERO81: 4 modes, 7
components
G2P: MARS83
Act: all accumulation mode
particles and some Aitken mode
particles acitvate and are subject to
aqueous phase chemistry; in
addition, in- and below-cloud
scavenging is described as first order
scavenging rate (see wet deposition)
bulk from
meteorological driver
G: several available e.g., CB0534,
default: EmChem0982
A: simple sulfate formation (SO2
oxidation by H2O2, O3, and catalyzed
by O2), heterogeneous nitrate
formation; conditions: fixed
LWC=0.6 g m−3
dry: resistance approaches for gases and
based on a mass-conservative height
dependent deposition velocity for particles
wet, gases: first order scavenging rate
for in-cloud and below-cloud scavenging
wet, particles: first order scavenging
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Act.: described as first order
scavenging rate depending on
precipitation rate and scavenging
efficiency (see wet deposition)
/ G: CBM-IV27
A: sulfate formation as parameterized
first order reaction depending on
cloud cover and relative humidity,
heterogeneous nitrate formation
dry: resistance approach (analogous to
van Zanten et al. [2010] for gases, Zhang
et al. [2001] for particles)
wet, gases: first order scavenging rate
for in-cloud and below-cloud scavenging
wet, particles: first order scavenging
rate for in-cloud and below-cloud
scavenging
References: 1Renner and Wolke [2010]; 2Wolke et al. [2012]; 3this work; 4Stockwell et al. [1997]; 5Tilgner [2009]; 6Deguillaume et al. [2009]; 7Sehili et al. [2005]; 8Jacobson et
al. [1996b]; 9Jacobson [1997a]; 10Jacobson [1997b]; 11Jacobson [2002a]; 12Jacobson [2002b]; 13Jacobson [2003]; 14Jacobson et al. [2007]; 15Jacobson and Ginnebaugh [2010];
16Jacobson [2012]; 17Jacobson et al. [1996a]; 18Saunders et al. [2003]; 19Byun and Schere [2006]; 20Carlton et al. [2008]; 21Carlton et al. [2010]; 22Nenes et al. [1998]; 23Schell
et al. [2001]; 24Binkowski and Roselle [2003]; 25Gery et al. [1989]; 26Stockwell et al. [1990]; 27Carter [2000]; 28Chang et al. [1987]; 29Chen et al. [2007]; 30ENVIRON [2013];
31Fahey and Pandis [2003]; 32Fahey and Pandis [2001]; 33Strader et al. [1999]; 34Yarwood et al. [2005]; 35Yarwood et al. [2010]; 36Yarwood et al. [2012]; 37Yarwood et al.
[2003]; 38Grell et al. [2005]; 39Skamarock et al. [2008]; 40Chapman et al. [2009]; 41Gustafson et al. [2007]; 42Middleton et al. [1990]; 43Zavieri and Peters [1999]; 44Sandu
and Sander [2006]; 45Easter et al. [2004]; 46Mallet et al. [2007]; 47Roustan et al. [2010]; 48Couvidat et al. [2013]; 49Zhang et al. [2013]; 50Debry et al. [2007]; 51Sartelet et
al. [2006]; 52Couvidat et al. [2012]; 53Lafore et al. [1998]; 54Tulet et al. [2003]; 55Leriche et al. [2013]; 56Tulet et al. [2005]; 57Tulet et al. [2006]; 58Crassier et al. [2000];
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2.5. The multiphase system in regional CTMs
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The multiphase enhancement of
COSMO-MUSCAT
For the present work, the previous enhancement to treat explicit aqueous phase chemical processes
in MUSCAT’s stand-alone version was improved for the coupling to COSMO and potential ap-
plication in 3-D. This implicated to manage robustness problems when solving the stiff ODEs of
an aqueous phase chemistry system which is subject to imbalances caused by high fluxes of fast
equilibrium processes such as phase transfer between the gas and aqueous phase and dissociations.
Additionally, the previous monodisperse treatment of the aqueous phase chemistry was replaced
by a size-resolved representation, and a scheme to include the deposition of cloud and fog droplets
of non-precipitating clouds according to dry deposition of particles. In this section, the initial
version of COSMO-MUSCAT and the enhancements for the treatment of multiphase processes are
described.
3.1 Previous state of COSMO-MUSCAT
The regional coupled model system COSMO-MUSCAT consists of the chemistry transport model
MUSCAT [Wolke et al., 2004; 2012] and the operational weather forecast model of the German
Weather Service (DWD) COSMO [Baldauf et al., 2011; Schättler et al., 2014]. COSMO-MUSACT
has previously been applied for process and air quality studies on the regional and urban scale
[Hinneburg et al., 2009; Renner and Wolke, 2010]. Furthermore, the impact of Saharan dust on the
aerosol distribution and its feedback on radiation and atmospheric dynamics [Heinold et al., 2007,
2011a, b] as well as the radiative forcings of aerosol particles over Europe [Meier et al., 2012a, b]
have been analyzed in several projects. Fig. 3.1 depicts the organization of the coupling between
both models and all modules. COSMO is a non-hydrostatic model solving the primitive equations
of a compressible flow in a moist atmosphere. For the integration, COSMO needs information of
the underlying orography and land-use, as well as boundary data of all meteorological fields as it is
limited in its domain size. The boundary and initial fields can be artificial, or derived from a run on
a wider domain or re-analysis-data. COSMO provides MUSCAT with all required meteorological
fields, e.g., wind, temperature, relative humidity, liquid water content, and precipitation. Based
on these fields, MUSCAT calculates the advection, diffusion, and physico-chemical interaction of
37
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Figure 3.1: General coupling scheme of COSMO-MUSCAT.
particles and trace gases in the air. The emission and land-use data are generated by pre-processors.
The emission fluxes are calculated considering the modeled meteorological fields (e.g., for dust and
sea salt emission, or emissions from stacks). The chemical mechanism is imported from text files.
Therefore, changes to the chemical mechanism can be applied without recompiling the code, making
it easy to use e.g., chemical mechanisms of different complexity.
MUSCAT solves the instationary advection diffusion reaction equation:
∂c
∂t







+ Q(c) + Rreac(c). (3.1)
The rate of change of the concentration c of a model species is determined by the advection with the
3-dimensional wind vector ~v, vertical diffusion (determined by the vertical diffusion coefficient Kz; ρ
denotes the density of air), sinks and sources (Q(c)) such as emissions, and dry and wet deposition,
and chemical reactions (R(c)). For solving the system (3.1), an implicit-explicit (IMEX) time
integration scheme [Knoth and Wolke, 1998a, b; Wolke and Knoth, 2000]. After the discretization
in space, (3.1) can be expressed in the following form:
∂c
∂t
= f (c, t) = fExplicit (c, t) + fImplicit (c, t) (3.2)
= fExplicit (c, t) + fV ertical(c, t) + fChemistry (c, t)
The IMEX scheme (Fig. 3.2) is used to split the integration of the slow processes (horizontal advec-
tion), which are integrated by an explicit Runge-Kutta-scheme, from the fast processes (chemical
reactions, deposition, vertical advection and vertical diffusion), for which an implicit BDF-scheme
(backward differential formula) is used. For the explicit integration, the IMEX-Heun2 method
[Wolke and Knoth, 2000] is chosen. Here, the coupling is carried out over a full explicit time step.
Therefore, first the explicit scheme calculates the horizontal advection flux, which is afterwards
interpolated for the potentially shorter implicit time steps. The implicit scheme then calculates
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Figure 3.2: Implicit-explicit time integration scheme [adapted from Schrödner, 2009].
the new concentration fields, which are used for the horizontal transport of the next explicit time
step.
Especially for very stiff differential equations, such as the aqueous phase chemistry due to fast
dissociation and uptake processes, an implicit integration method is advantageous as for stability of
explicit schemes very short time steps would be required [Sandu et al., 1997a]. Within the implicit
scheme, the chemical reactions and the vertical processes are integrated in a coupled manner. The
operator splitting is only performed on the linear algebra level [Wolke and Knoth, 2000, 2002]. In
general, for an implicit time integration method, the new approximation of c (t), which is cn+1, is
given by:
cn+1 − Cn − β4tf(cn+1, tn+1) = 0 (3.3)
It takes into account a linear combination Cn of previous values, and needs the function value at




, which is not available. This is in contrast to explicit methods
that use the known function value at tn. The parameter β > 0 depends on the integration method
and its order. The non-linear system (3.3) has to be solved for cn+1 iteratively. For this purpose,
a modified Newton-like method is applied. During each iteration a linear system of the form (3.4)
has to be solved:
ĉn+1 − Cn − β4t
(
f(c̃n+1, tn+1) + J(cn, tn)4ĉ
)
= 0 (3.4)
This is equivalent to:




+ Cn − ĉn+1 =: b (3.5)
Here, ĉn+1 is the new and c̃n+1 is the last approximation of cn+1. The iteration starts with
c̃n+1 = cn. J (c, t) = ∂f(c,t)∂c(t) is the Jacobian of fImplicit (c, t), I is the identity matrix, and
4ĉ := ĉn+1 − c̃n+1 (3.6)
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is the corrector step of one iteration cycle. The vector b is the current residual of Eq. (3.4).
For the convergence of the applied Newton-like iteration only an approximation of the Jacobian
is required. Therefore, J is only re-calculated if necessary for reaching convergence during the
iteration. Moreover, according to the function values also the Jacobian is split into the Jacobian
of the vertical processes JV ertical and the Jacobian of the chemistry JChemistry.
J := JV ertical + JChemistry (3.7)
Using an approximate matrix factorization approach [Verwer et al., 1998; Wolke and Knoth,
2000, 2002], the matrix (I − β4tJ) is approximated by:
(I − β4tJ) ≈ (I − β4tJV ertical) (I − β4tJChemistry) (3.8)
= (I − β4tJ) + β24t2JV erticalJChemistry
The latter term describes the error of this approximation, which is small for shorter time steps.
Inserting the approximation (3.8) into (3.5) gives the linear systems (3.9) and (3.10), which are
solved consecutively.
(I − β4tJV ertical) b? = b (3.9)
(I − β4tJChemistry) 4ĉ = b? (3.10)
The ODE system (3.2) is solved by a considerably modified and adjusted version of the
LSODE-code (Livermore Solver for Ordinary Differential Equations) [Hindmarsh 1983; Radhakr-
ishnan and Hindmarsh, 1993]. The modifications include a special linear system solver utilizing the
sparse structure of the Jacobian, and an adapted restart procedure [Knoth and Wolke, 1998] based
on the original LSODE error control. The local error of the time integration is controlled by the
relative and absolute error tolerances RTOL (i) < 1 and ATOL (i), respectively, which in general
may differ componentwise. An error weight vector EWT is calculated for every chemical species i
in all grid cells:
EWT (i) = RTOL (i) |c (i)| + ATOL (i) (3.11)
The iteration stops and gives the solution when the root mean square (RMS) norm of the vector
Err(i)/EWT (i) is smaller than 1, where Err(i) stands for the estimated local error of the solution
for species i. For simplicity, equal tolerances for all species are taken for the following explanation
of the meaning of RTOL and ATOL. Whereas RTOL controls the error of the approximated
concentration vector relative to the species with high concentrations, i.e., RTOL |c (i)|  ATOL,
ATOL gives a threshold concentration for species that shall be considered for the error control.
For species with small concentrations, i.e., RTOL |c (i)|  ATOL, the error weight is determined
by ATOL, without any information of the actual concentration of such species. Therefore, these
species are considered less for the RMS error norm. Hence, relatively larger errors of these species
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are accepted by the solver, potentially including solutions with negative concentrations. However,
it is expected, that the concentration of these species are balanced by the interrelation to species
that actually are controlled by the solver. Therefore, to get to a robust solution, it is important
to choose RTOL and ATOL in such a way that enough species are included in finding a solution.
The problem is, that for weak error controlling, i.e., larger values of either RTOL or ATOL, the
solver may have too much freedom to find a solution, which then may drift away from the real
solution [Sandu et al., 1997b]. In this case, numerical fluctuations for some species or imbalance
of the whole chemical system can occur. The other way around, if either RTOL or ATOL are
chosen to be too small, i.e., the accuracy requirement is too strong, the convergence of the iterative
procedure will be slow leading to an increase of computing time or the time steps become too small
for the machine accuracy leading to a convergence failure.
In the previous stand-alone version of MUSCAT, only RTOL (i) has been chosen to be equal
for all chemical species. The absolute error tolerance may differ between the gas (ATOLg) and the
aqueous phase (ATOLaq).
3.2 Implementation of the multiphase chemical scheme
During the diploma thesis [Schrödner, 2009], a treatment of the aqueous phase chemistry has al-
ready been implemented into a stand-alone-version of MUSCAT, i.e., MUSCAT driven by artificial,
prescribed constant meteorological fields. The treatment of the chemical mechanisms has been in-
corporated based on the approach used in the box model SPACCIM [Wolke and Knoth, 2002; Wolke
et al., 2005]. For the present work, the numerics of the previous scheme had to be adapted for
the use in real atmospheric 3-D scenarios with dynamic prognostic meteorology (see section 4.2).
Additionally, the treatment of aqueous phase chemistry and particle deposition was enhanced in
order to consider a size-resolved aqueous phase chemistry (see also section 4.4) and the deposition
of fog droplets (see appendix D), respectively.
In the present version of COSMO-MUSCAT, the rate of change of the concentration of a chem-
ical species i = 1, ..., NG in the gas phase and its corresponding aqueous phase species j = 1, ..., NA
in one grid cell is given by the mass conservation equation for the gas (Eq. 3.12) and aqueous phase
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Hereby, the superscripts G and A correspond to the gas and aqueous phase, respectively. The
terms RG and RA stand for the chemical reactions. The second term on the right hand side
of both equations describes the mass transfer between the gas and the aqueous phase. The gas
phase species i is connected to its dissolved counterpart j in the aqueous phase in all droplet
bins k. For the calculation of the fluxes of the aqueous phase reactions and the phase transfer,
the molality mk = cAj,k/LWCk is used. For the phase transfer, the equilibrium is determined by
Henry’s Law constant Hj , whereas the velocity to reach the equilibrium is described by the mass
transfer coefficient M j,k (Eq. 3.18). The terms QG and QA corresponds to the emissions. The 4th
and 5th term on the right hand side of Eq. 3.12 determine the dry and wet deposition of gases.
Both processes are described in section 2.4.1 and 2.4.2. The term DAdry denotes the deposition of
matter contained within cloud droplets, which collide with the surface (ground level clouds, fogs).
It is treated similar to sedimentation and dry deposition of particles. Consequently, it is depending
on the radius rk of the k-th droplet bin and the landuse category of the grid cell. In addition,
the concentration in one grid cell is permanently altered due to vertical advection and diffusion,
denoted by Tvert, as well as the linear interpolated horizontal advection flux Thor. Both the vertical
and horizontal transport terms depend on the concentration in the considered grid cell and its
neighboring cells.
In the present approach, the chemical reactions in the gas and aqueous phase and all equilib-
rium processes are described in an explicit manner and fully coupled to each other. In general,
an irreversible chemical reaction of the reactants A1, . . . , An to the products B1, . . . , Bm (with
stoichiometric coefficients a and b) in the gas or aqueous phase is
a1A1 + . . . + anAn −→ b1B1 + . . . + bmBm. (3.14)
The reaction velocity vreac is expressed as
vreac = kreac [A1]a1 · . . . · [An]an , (3.15)








Besides irreversible reactions, within the aqueous phase fast dissociations are occurring (e.g.,
Eq. 3.16).
AB 
 A+ + B− (3.16)
In the presented chemical scheme, in general equilibrium for the dissociations is not assumed,
hence, all participating species are treated as single prognostic model variables. The rate of change
of a chemical species due to dissociation is determined by the difference between forward and back-
ward reaction with the rate coefficients kforward and kbackward, respectively. With the equilibrium
constant keq = kforward/kbackward, dissociation reactions are expressed as:
d [AB]
dt
= −keqkbackward[AB] + kbackward[A+][B−]. (3.17)
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Similar to the dissociation equilibriums, the phase transfer between the gas and the aqueous phase is
also treated dynamically. Audiffren et al. [1998] showed that such a treatment of the phase transfer
is more accurate than assuming equilibrium. Within MUSCAT, the phase transfer is implemented








It is depending on the droplet size, the diffusion constant DG,j and the molecular speed υj of
the particular species in the gas phase, and the accommodation coefficient αj .
In particular, in the presented chemical scheme also the pH is a prognostic model variable (H+)
and can hence evolve freely as it is intended by the used chemical mechanisms. In contrast to
schemes, which calculate the pH and the liquid phase equilibriums diagnostically, the fully explicit
approach may increase the stiffness of the ODE-system. Therefore, it was necessary to adapt the
numerical setup with regard to the step from previously prescribed to dynamic meteorology.
Up to now, in-cloud and below-cloud scavenging of gases and particles are only treated using
a simple first order approach. As there is no size-resolved treatment of cloud microphysics imple-
mented into COSMO-MUSCAT, the transfer of mass between size bins classes due to coagulation
is not considered. Moreover, although, in-cloud scavenging of gases is included in the aqueous
phase chemistry scheme, a detailed treatment for the transfer of mass from cloud droplets into rain
droplets and subsequent wet deposition is missing. Therefore, only non-precipitating clouds are
considered for the studies conducted for the present thesis.
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The chemical scheme described in the previous section has been linked to COSMO in order to
consider cloud chemical conversions for realistic chemistry transport simulations with COSMO-
MUSCAT. As first application, the on-line coupled model is used for process studies on the mul-
tiphase chemical system. The general behavior of the implemented multiphase chemical processes
was investigated focusing on a choice of target species (amongst others major oxidants, pH, and
inorganic and organic aerosol species). Additionally, the process studies are used to check for
consistency of the new chemistry implementations. Furthermore, sensitivity studies concerning
chemical and microphysical parameters were conducted. These studies were intended to focus on
the chemical processes. Therefore, a meteorologically less complex scenario was designed, consid-
ering the following objectives: i) prognostic meteorology in order to run COSMO-MUSCAT as
coupled model, ii) quite constant meteorological conditions, in particular for the liquid water and
the wind field, and iii) formation of a small number of distinct clouds, which are stable in time and
space. The results of a similar study using slightly different meteorological and chemical setups
have been published in Schrödner et al. [2014]. In addition, the analysis of reaction fluxes has been
extended for the present thesis.
4.1 Model setup
Within the framework of COSMO, there is the opportunity to set up an artificial domain, which
describes the streaming over a bell-shaped mountain ridge of infinite extent along the ridge. In this
case, the domain reduces to two dimensions (one vertical and one horizontal) assuming that the
third dimension is represented by one grid cell of infinite extent. The model domain, is illustrated in
Fig. 4.1. The mountain was chosen to be 500 m high. It is located in the center of the domain. The
model domain is discretized into 200 × 50 grid cells with a horizontal resolution of 0.005◦ (~555 m).
Terrain following height coordinates are used. The thickness of the vertical layers stretches from
25 m at the ground level up to 200 m at the top of the domain. Out of the 50 vertical layers
considered by COSMO, MUSCAT uses only the lowest 26 model layers (up to ~3000 m above
ground).
The airflow enters the domain at the left and exits at the right boundary. The mean wind
horizontal speed was set to 5 m s−1. Due to the mountain, the air is forced to rise. Depending on
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Figure 4.1: Modeled liquid water content (g m−3). Left: Cross section at noon on the second day. P1 and
P2 define a point in the center of the cloud and ~20 km after the cloud passage. The arrow depicts the
wind direction. Right: Time series in P1.
a cloud is formed shortly after the start of the simulation at the top of the mountain. Over the
downwind side of the mountain, due to gravity waves a second cloud develops in a height of ~2000 m,
but will not be considered for detailed analysis in the following. Radiative processes lead to a diurnal
cycle of heating and cooling of the air mass, potentially making the clouds disappear during the
day and appear again during the night, respectively. Hence, in order to achieve a quite stable cap
cloud, radiation calculations are turned off for COSMO. Nevertheless, only for the calculation of
photolysis rates within MUSCAT, sunlight and shading by clouds are still considered. For this
purpose, the insolation on summer solstice on 52ř N is assumed. The graph on the right-hand side
of Fig. 4.1 shows the evolution of the LWC in the center of the cloud. After a spin-up of around
4 h it remains more or less constant at ~0.33 g m−3 during the presented 48 h simulation.
With regard to aqueous phase chemistry, the cloud can be considered as a chemical reactor.
From inflow to outflow the air needs between 4 and 4.5 hours on the lower height levels. There, the
cloud passage takes around 20 minutes. In other words, an air parcel is subject to cloud chemical
processes during ~8 % of the time it is present in the domain. Cloud chemistry is switched on
above a LWC threshold, which can be chosen appropriately. For most of the simulations within
this work, the LWC threshold is set to 0.01 g m−3, which is also used in other CTMs as criterion to
switch on and off the aqueous phase chemistry calculations (see Table 2.2). This value is, however,
much higher than typical aerosol water contents that are in the range of ~10−6 – 10−3 g m−3 [e.g.,
Sievering et al., 1991; Khlystov et al. 2005; Tsai and Kuo, 2005; Engelhart et al., 2011]. Therefore,
well-diluted cloud droplets are assumed. First, monodisperse droplets are considered. The cloud
droplet number concentration was assumed with 116 cm−3 according to the derived droplet number
for the size-resolved scheme (see section 4.4). The resulting droplet radius of the monodisperse
droplets is 2.9 µm outside of the cloud (at the threshold LWC) and 8.9 µm in the center of the
cloud.
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The initial conditions of the chemical species are taken from Ervens et al. [2003]. With this
setup, a 24 h gas phase simulation (starting at midnight) of a closed MUSCAT stand-alone box
with constant meteorological conditions was conducted for rural as well as urban conditions in
order to derive initial concentrations for all other gas phase species in RACM-MIM2ext. The two
environments differ in their initial composition with higher concentrations in the urban air mass for
most species. However, isoprene is initialized with higher concentrations in the rural case. After
the box pre-run, the species that were already present in the Ervens et al. [2003] initial setup
were set back to these values. The resulting initial composition for the coupled model is presented
in Table A.1. These concentrations of the box pre-run are distributed with constant mixing ratio
in the vertical of the 2-D domain. As the meteorological fields are horizontally homogeneous, in
the beginning also the initial concentrations are distributed horizontally homogeneous. As inflow
conditions for the chemical species, the initial profiles are taken throughout the whole simulation
period. The simulations were started at midnight and last for 48 hours. The initial concentrations
for the particle constituents is derived from relative mass fractions based on Poppe et al. [2001] (see
Table A.2), which are then scaled to an assumed total particle mass of 15 µg m−3 and 35 µg m−3
[Seinfeld and Pandis, 2006], respectively. With this setup, process and sensitivity studies were
conducted in the rural and the urban pollutant regime.
The conducted studies were focused on the behavior of several chemical targets, i.e., the ox-
idation budget of the atmosphere in terms of major oxidants (OH, NO3, HO2, H2O2, O3), the
pH of the cloud droplets, sulfate, nitrate, mono- and dicarboxylic acids and their precursors, and
production of soluble organic mass. The sensitivity of these targets was tested against the com-
plexity of the used aqueous phase mechanism (C3.0RED, INORG, without aqueous phase chem-
istry), and microphysical properties of the cloud, i.e., the number of cloud droplets (116 cm−3,
232 cm−3, 58 cm−3) resulting in a different mean cloud droplet size, the size-representation of the
cloud droplets (monodisperse, 10 size bins), and the switch for the calculation of aqueous phase
chemistry (0.01 g m−3 or 0.001 g m−3). In this listing, the base case for the microphysics is marked
by bold letters.
4.2 Improvements for numerical balancing
For the simulation of realistic 2-D and 3-D scenarios, i.e., using the on-line coupled model system
COSMO-MUSCAT, the numerical treatment of the aqueous phase chemistry, as it was previously
implemented into the stand-alone version of MUSCAT, had to be adapted. The previous implemen-
tation worked robust under the chosen prescribed, temporally constant meteorological conditions.
In particular, the LWC field and therefore the cloud edges, which mean a phase boundary between
gas and aqueous phase for the transport processes, were previously constant in time. However, in
on-line coupled simulations, the meteorology shows variability, hence, also the positions of the cloud
edges vary. The effects for the numerical solver occurring at the cloud edges, which are described
in the following, are illustrated in Fig. 4.2.
A crucial challenge for the numerical solver represents the balancing of the aqueous phase equi-
libriums. In general, large deviations from the equilibrium state of phase transfers and dissociations
result in high chemical fluxes. This forces the solver to apply small time steps or may even lead to
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Figure 4.2: Top: Schematic overview of the effects at the phase boundary. Middle: Schematic horizontal
profile of the LWC. Bottom: Schematic horizontal profile of the phase transfer of formic acid as example
for a very soluble compound.
convergence failures. For air, which did not undergo cloud processing previously, the highest devia-
tion from equilibrium occur when an air parcel is entering a cloud, i.e., the air is being transported
(horizontally or vertically) into an already cloudy grid cell or a cloud forms in a previously non-
cloud grid cell. This is defined as the LWC exceeds a certain threshold (see previous section), and
hence, the aqueous phase chemistry is switched on. The high fluxes at the inflow-edge of the cloud
are reinforced due to higher aqueous phase concentrations in less diluted small droplets caused by
the smaller LWC at the cloud edges. Also, during the evaporation of a cloud the droplets become
less diluted, and hence are degassing volatile species. Therefore, the highest fluxes for phase trans-
fer and subsequent equilibriums occur at the edges of a cloud. This is especially the case for highly
soluble species. Besides, the balance of the chemical system is disturbed due to vertical diffusion,
which particularly leads to high fluxes at the lower and upper cloud edges caused by the differences
of the concentrations of aqueous and soluble gaseous species between cloudy and non-cloud grid
cells. In contrast to the stand-alone version of MUSCAT, the variations of the LWC from one time
step to another due to dynamic meteorology within the on-line coupled model cause additional
unbalance to the multiphase chemical system with every time step.
The numerical setup of the previous stand-alone version, i.e., RTOL = 1 × 10−3 for all species,
ATOLg = 1 × 10−17 mol m-3, and ATOLaq = 1 × 10−17ă mol m-3 turned out to be not robust
enough for the coupled model application, as it instantly lead to multiple convergence failures at
the first appearance of a cloudy grid cell during the simulation. Moreover, in the range of RTOL =
1×10−2−1×10−5 mol m-3 and ATOLaq = 1×10−8−1×10−20 mol m-3 no set of the error tolerances
could be found that ensures a robust integration under the varying atmospheric conditions. On
the one hand, high error tolerances may lead to unreasonable solutions or imbalance. On the other
hand, a more restrictive error control realized by smaller values of RTOL or ATOLaq forces the
solver to use smaller time steps. This of course causes increased computing time. Additionally, the
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time step may more likely become too small for the machine accuracy at some point during the
integration.
In the initial air and in the air entering the domain at the inflow boundaries, the phase parti-
tioning and dissociation equilibriums are not balanced, which leads to high chemical fluxes when
this air is entering cloudy grid cells. Consequently, the robustness of the integration can be in-
creased if as much unbalanced equilibriums as possible are avoided outside of clouds. Simulations,
where the aqueous phase chemistry calculations are switched on in the whole model domain by
artificially setting the LWC above the threshold in non-cloud grid cells, indicated that then the
solver works much more robust and computing time is decreased. This is because the steps of
the aqueous phase concentrations and fluxes at the phase boundary (cloud edges) become smaller.
However, this setup is not suitable for realistic scenarios as e.g., the reactive uptake of especially
gas phase oxidants or their precursors in actually non-cloud grid cells would cause a significant and
inadequate alteration of the gas phase chemical composition, if the threshold LWC is much higher
than the typical aerosol water contents. These effects are demonstrated by Fig. B.1 in appendix B,
which shows the horizontal concentration profiles along the cloud passage for the major oxidants
OH, NO3, HO2, H2O2, and O3 for different setups of treating the aqueous phase chemistry on and
above the LWC threshold. Note that the focus of the current remark lies on the different gas phase
composition of non-cloud grid cells, therefore, regarding only the effects that can be seen left of the
cloud, i.e., before the air has entered the cloud. It can be seen that before the air enters the cloud,
the deviation between the simulation without aqueous phase chemistry (black line) and the simu-
lation in which aqueous phase chemistry is treated in the whole domain with a threshold LWC of
0.01 g m−3 (green line) is substantial for the presented oxidants. The lower gaseous oxidant concen-
tration would slow down the oxidations in the gas phase. Furthermore, oxidations in the aqueous
phase in the actual non-cloud grid cells would lead e.g., to high sulfate mass production (and large
depletion of H2O2) due to the high liquid water volume of the threshold LWC. These effects change
only to some extent if the threshold LWC is lowered by one order of magnitude (blue line). Hence,
this approach would represent an inadequate representation of the chemical composition of the air
outside of clouds. The other way around, if a sufficiently small threshold LWC (in the range of
typical aerosol LWCs) is chosen to avoid unrealistic chemical effects in non-cloud grid cells, the
unbalance at the phase boundary is again too strong to ensure convergence of the solution during
the whole simulation period. If, however, only phase transfer and dissociations are described in all
non-cloud grid cells at a threshold LWC, which is not too low, this also avoids enough unbalanced
equilibriums allowing the solution to converge. The effects on the gas phase chemistry are then of
minor importance for most species. Exceptions are HNO3, HCl, H2SO4, N2O5, H2O2, and HO2,
for which the fraction that partitions into the aqueous phase is not negligible for their gas phase
concentration. However, out of those, only N2O5, H2O2 and HO2 play an important role in the
gas phase chemistry. Therefore, both oxidants are excluded from the partitioning at the threshold
LWC outside of the cloud. This approach with a threshold LWC of 0.01 g m−3 is depicted by the
red line in Fig. B.1 in appendix B. This approach works robust for most of the simulated atmo-
spheric conditions. It gives reasonable results for the target species (see the following sections)
and does not alter the gas phase chemistry in cloud free regions significantly. Using this approach,
the best compromise between a robust integration, computational effort and reasonable solution is
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represented by RTOL = 1×10−3, ATOLg = 1×10−17 mol m-3, and ATOLaq = 1×10−15 mol m-3.
However, for cases, where the convergence criteria were not fulfilled, a slight increase of ATOLaq
was sufficient for successful integration.
4.3 Comparison between simplified and detailed aqueous phase
chemistry mechanism
The following section is aimed at the characterization of the chemical system described by C3.0RED.
Therefore, the mechanism is applied for the base case in both the rural and the urban environment.
Within this setup, the behavior of C3.0RED during the cloud passage is analyzed and compared
to simulations using INORG as well as simulations without aqueous phase chemistry.
4.3.1 Oxidants
The oxidative capacity of the atmosphere is controlled by its main oxidants, such as OH, HO2,
NO3, H2O2, or O3. These species are known to play a key role in the oxidation chains of pollutants
in the gas and aqueous phase. In addition, OH, HO2 and H2O2 have the ability to recycle each
other rapidly (see Fig. 2.4 in section 2.3.2). H2O2 and O3 are important agents in the formation
of sulfate. An overview of the behavior of the concentration of the oxidants OH, HO2, H2O2, NO3
and O3 during the cloud passage is presented in Fig. 4.3. It shows the horizontal concentration
profiles through the third model layer. According to the photochemical nature of these species, the
graphs show the profiles at noon of the second day, except for NO3, which is plotted for midnight of
the second day. The concentration profiles are presented for simulations with C3.0RED, INORG,
and without aqueous phase chemistry. Due to their initial concentrations, the O3 concentration is
about a factor of 2.5 higher in the urban case, whereas H2O2 is on the same level in both scenarios.
The NO3 concentration is about 20 times higher in the urban case due to the higher NOx and O3
concentrations. In contrast, but also related to NOx and O3, the concentration of OH is only a
factor of 2 higher in the urban case due to its highly reactive nature and higher concentrations of
reaction partners. However, for HO2 there is no substantial difference in the concentration level
between both environments.
In the following paragraphs, observed phenomena are described and explained briefly. A more
detailed analysis of the multiphase chemical sinks and sources of the considered species in the used
mechanisms can be found in the next subsections. For better comparability, in addition to Fig. 4.3,
the relative deviation of the simulations using C3.0RED and INORG, respectively, from the run
without aqueous phase chemistry at two selected points (in the middle of the cloud and ~25 km
or ~1 h after the cloud passage, see Fig. 4.1) can be seen in Table 4.1. Overall, except for ozone,
the gas phase concentration of the considered oxidants is clearly decreased within the cloud for
C3.0RED compared to the gas-phase-only simulation (35 – 97 % less). The maximum reduction of
the O3 concentration is 1 %. In general, the decreased gas phase concentration of OH and NO3
due to the cloud passage temporary affects the oxidation capacity of the air and, therefore, may
enhance the chemical lifetime of ambient VOCs.
As HO2 and H2O2 are very soluble, they are decreased mainly due to uptake to the aqueous
phase and further reactions. In case of H2O2, this is the formation of sulfate by reaction with SO2,
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C3.0RED INORG without aqueous phase
Figure 4.3: Modeled horizontal profile of the gas phase concentration of OH, HO2, H2O2, and O3 at noon,
and NO3 at midnight of the second day. All concentrations are in molec cm−3. The rural case is shown
on the right, the urban case on the left. The blue shaded area depicts the cloud passage.
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Table 4.1: Relative deviation of C3.0RED and INORG to the run without aqueous phase chemistry for
the modeled gas phase concentration of important oxidants. The deviation was calculated for a grid cell
within the cloud and ~25 km afterwards at noon (at midnight for NO3). A negative sign means smaller
concentrations using C3.0RED and INORG, respectively.
rural urban
P1 [%] P2 [%] P1 [%] P2 [%]
HO
C3.0RED -35.4 -1.1 -53.8 -2.5
INORG -3.3 -1.5 0.0 0.0
HO2
C3.0RED -82.6 -2.8 -75.0 -1.1
INORG -2.1 -1.1 0.0 0.0
NO3
C3.0RED -79.9 -8.7 -97.0 -44.1
INORG 0.0 0.0 0.0 0.0
H2O2
C3.0RED -77.6 -33.7 -94.2 -57.6
INORG -76.3 -30.8 -95.4 -58.2
O3
C3.0RED -0.3 -0.3 -0.8 -1.0
INORG 0.0 0.0 0.0 0.0
whereas reactions of HO2 in the aqueous phase are often in-situ sources for H2O2. The decrease
of OH is mainly caused by the decreased concentration of HO2 as it is an important gas phase
precursor for OH. Gas phase NO3 is decreased mainly due to the instant uptake of its reservoir
species N2O5, which also causes a slight decrease of gas phase NO2 during the night (see Fig. B.3
in appendix B). The modeled HO2 decrease agrees well with reported airborne and ground-based
measurements [Olson et al., 2004; Commane et al., 2010; Whalley et al., 2015], which have shown
a decrease of ~75 – 90 % of gas phase HO2 in cloudy air. Besides, Mauldin et al. [1997] and Frost
et al. [1999] observed a factor of 2-3 lower gas phase OH concentration in clouds compared to air
above with sharp steps at the cloud edges. They could not explain this effect without taking into
account the loss of both HO2 and OH onto cloud droplets. Previous modeling studies have also
shown strong decreases of gaseous OH (11 – 90 %), HO2 (10 – 88 %), NO3 (28 – 49 %), and H2O2
(65 – 87 %) inside clouds under different chemical conditions, but comparable photolysis conditions
[Lelieveld and Crutzen, 1991; Monod and Carlier, 1999; Barth et al., 2002, 2003; Tilgner et al.,
2005, 2013; Tilgner 2009]. Note, that the studies of Lelieveld and Crutzen [1991], Monod and
Carlier [1999] and Barth et al. [2002, 2003] did not include sulfate formation, which is why their
reported effects of clouds on gas phase H2O2 were not taken into account above. The modeled minor
effect of cloud chemistry on gas phase O3 is in agreement with newer modeling studies [Liang and
Jacob, 1997; Tilgner et al., 2005; Tilgner, 2009] and a review of Jacob [2000] on this topic.
For all species, except for HO2, the observed in-cloud decrease is stronger in the urban air
mass. In case of H2O2, this is a direct result of the higher concentration of SO2 in the urban case,
leading to increased formation of sulfate. The stronger NO3 decrease can be explained by higher
NOx-concentrations for the urban environment increasing the formation rate of N2O5. For OH, the
importance of gas phase HO2 as source turned out to be higher in the urban case.
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After the cloud passage, only OH and HO2 recover within some kilometers after the cloud
passage and reach nearly the concentrations of the gas-phase-only simulation. This is caused by i)
mixing of the cloud processed air with air from above that was not cloud processed, and ii) efficient
photolytically driven reproduction as the simulation takes place on summer solstice on 52ř N. The
resulting net decrease of gaseous OH and HO2 due to the cloud passage is less than 3 % and is
caused mainly by lower concentrations of HCHO and H2O2 after the cloud. In the afternoon when
the photolytical reproduction is slower, the distance until both species recover is longer (see Fig. B.5
in appendix B). It can therefore be expected, that the depletion of OH andHO2 might generally
be more long-lasting under conditions with slower photolytical reproduction, e.g., during winter or
due to shading by a cloud layer above [Lelieveld and Crutzen, 1991]. For H2O2 as well as NO3, in
both regimes, the net decrease is substantial as their gas phase production fluxes are 1 – 2 orders
of magnitude lower than the ones of OH and HO2 (see Fig. 4.4, 4.8, 4.11, and 4.14 in the following
subsections). Even 50 km after the cloud passage the NO3 concentration modeled with C3.0RED
is 5 – 25 % lower than in the run without aqueous phase chemistry. The net decrease of the NO3
gas phase concentration leads to slower nighttime oxidation of VOCs such as isoprene or butadiene,
and slightly higher concentrations of these species (up to 10 %, see Fig. B.4 in appendix B).
Of the oxidants presented here, only H2O2 and O3 are also considered in the aqueous phase of
INORG. The concentration profiles of C3.0RED and INORG are similar for H2O2 in both regimes
and for O3 in the rural case. The reason is that their reactions as present in INORG, i.e., the
conversion of S(IV) to S(VI), are also the major sinks for both substances within C3.0RE. In
contrast, the urban INORG O3 horizontal profile does not deviate from pure gas phase simulation,
whereas when using C3.0RED O3 is depleted by about ~1 %. This is caused by additional sinks
present in C3.0RED that consume ozone. For the other oxidants, the INORG concentration profile
stays close to the gas-phase-only simulation. However, a small dip in the rural OH and HO2
concentration can be seen during the cloud passage.
In addition to the behavior of the gas phase, Fig. B.2 shows the aqueous phases concentration of
the oxidants (in mol l−1). The figure also gives the mean concentration within the cloud (Mean0.01,
LWC > 0.01 g m−3), the mean concentration for the inner part of the cloud (Mean0.1, LWC >
0.1 g m−3), and the minimum and maximum concentration within the cloud (Min, Max). It is
obvious that the highest aqueous phase concentrations occur at the cloud edges, where the LWC
is low and, hence, the droplets are less diluted. The relative concentration differences between
urban and rural case as seen in the gas phase deviate for all oxidants except for O3. OH and H2O2
show lower concentrations, whereas NO3 is slightly higher concentrated and HO2 is ~5 – 10 times
higher concentrated within the urban droplets. The lower urban concentration of H2O2 is caused
by stronger sulfate formation due to the higher concentration of SO2. Furthermore, aqueous OH
is influenced by the lower aqueous concentration of its main in-situ precursor H2O2 together with
higher concentrations of organic reaction partners in the urban case. For HO2, it is the other
way around with a stronger main source (uptake from the gas phase) and less importance of the
superoxide ion (O2–) sinks as the dissociation balance is shifted toward HO2 due to the lower urban
pH. The comparison between CAPRAM 2.4 and CAPRAM 3.0 showed that the addition of more
aqueous phase organics lead to lower concentration of aqueous OH and a decreased importance of
the C1 oxidation as sink for OH [Herrmann et al., 2005]. Moreover, Arakaki et al. [2013] found
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much lower concentrations of aqueous OH in ambient droplets than current models predict. This
is also valid for the present work with modeled concentrations of 5.2 × 10−14 – 1.2 × 10−13 mol L−1
in the inner part of the cloud compared to measured concentrations below 1 × 10−14 mol L−1.
Arakaki et al. [2013] state that they could decrease the model overestimation of the aqueous OH
concentration by increasing its aqueous phase sinks. An overestimation of the aqueous phase OH
concentration would lead to an overestimation of the aqueous phase oxidation capacity and, hence,
the degradation of organics in the aqueous phase. In order to account for additional OH sinks, the
effect of additional WSOM species is investigated within this work. The results are presented in
section 4.5.
Simulations using the non-reduced version CAPRAM 3.0i resulted in lower concentrations of
OH (~factor 5 – 10 ) under urban conditions than reported in this work [Tilgner, 2009; Tilgner et al.,
2013], and agreement in the rural case. However, the modeled rural aqueous phase concentration
of NO3 is considerably higher (~factor 10) than in previous CAPRAM 3.0i simulations whereas
it agrees well for the urban case. One major difference between the present and the previous
simulations is that in the previous studies i) consecutive cloud cycles were taken into account and
ii) the cloud residence time was 2 h (i.e., ~6 times longer). The focus of the previous chemical
analysis was on already processed air (after 1 – 3 days and 2 – 6 cloud passages, respectively),
which is characterized by, amongst others, altered TMI and halogen chemistry compared to fresh
aerosol [Tilgner, 2009]. This in turn can influence the aqueous phase oxidant budget. Therefore,
the analyzed chemical sinks and sources cannot directly be compared and the influence of organic
species that are not present in C3.0RED on the aqueous phase radical oxidants cannot be established
by comparison to previous studies.
In order to address the fate of the discussed oxidants, their interactions within the aqueous
phase, and to give explanations for the observed concentration profiles, the next subsections con-
centrate on the characterization of the major multiphase chemical sinks and sources for each oxidant.
In the following, two plot-types are shown repeatedly. These are i) reaction flux diagrams either as
horizontal profiles or time series, and ii) integrated relative reaction flux diagrams both depicting
the importance of the sink and source reactions of particular chemical species. For the reaction
flux diagrams, only reactions with a maximum relative contribution to either the total sink or total
source flux of more than 3 % within the presented range are shown (e.g., Figs. 4.4 and 4.5). Note,
that in order to focus on the cloud processes, these horizontal profiles are shown for a section and
not for the full domain. The grey areas in the background show the total sink and source flux. The
cloud passage is marked by the blue shaded rectangle. In order to summarize the major multiphase
sinks and sources of a particular species with respect to the total cloud passage and the diurnal
cycle, the horizontal profiles of the reaction fluxes have been integrated for the lowest 14 layers,
i.e., the maximum vertical extent of the cap cloud, and the complete second day for each reaction
(including dissociation and phase transfer). The resulting integrated mass fluxes for all reactions
contributing to more than 3 % to the integrated total sink or source flux for either the rural or the
urban case are presented relative to the total integrated mass flux (e.g., Fig. 4.6). The equilibrium
reactions may act both as sink and source, depending on the time of day and the location inside
the cloud. Therefore, their fluxes have been split into a contribution to the sources and the sinks
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Figure 4.4: Horizontal profile of the modeled sink and source fluxes of gas phase OH on the second day
at noon in molec cm−3 s−1. Solid lines: with C3.0RED, dashed lines: without aqueous phase chemistry.
Left: rural, right: urban. Total sink and source fluxes, respectively, are represented by the grey area. The
rectangle shaded in light blue marks the cloud passage. MGLY = methylglyoxal; ONIT = organic ni-
trate; MACR = methacrolein; MVK = methyl vinyl ketone; CAR4 = 3-methyl-furan, hydroxy carbonyl,
hydroxyl methyl vinyl ketone.
while summing up. Note that due to the fact that these 2-D simulations are carried out on summer
solstice on 50ř N daytime chemistry might be favored over nighttime chemistry.
4.3.1.1 OH radical
The hydroxyl radical has a lot of sinks in the gas and aqueous phase as it is the main oxidiz-
ing agent during the day. It is involved in 61 gas phase and 37 aqueous phase reactions within
RACM-MIM2ext + C3.0RED. Potential OH sources are represented by 25 reactions in the gas
phase and 8 in the aqueous phase. Corresponding to the horizontal concentration profiles depicted
in Fig. 4.3, horizontal profiles of the major gas and aqueous phase sink and source fluxes are shown
in Figs. 4.4 and 4.5, respectively. The OH production in the gas phase is about one order of magni-
tude faster than in the aqueous phase. The highest production occurs in the urban gas phase. Both
the gas and aqueous phase production fluxes are in agreement with previously conducted model
studies [Tilgner, 2009; Tilgner et al., 2013; Arakaki et al., 2013]. The aqueous phase production
rate, however, is roughly a factor 5-10 higher than reported measured values, whereas the aqueous
phase loss rate tends to be too low [Arakaki et al., 2013]. In conclusion, this leads to higher aqueous
phase concentrations than measured by Arakaki and co-workers [2013].
In both the rural and the urban case, the major OH sources in the gas phase are the photolysis
of O3 releasing O1D, and the recycling reactions of HO2 with NO and O3. Additionally some OH-
radicals are produced due to photolysis of H2O2. One can see that the profiles of the gas-phase-only
(dashed lines) and the C3.0RED scenario (solid lines) deviate during the cloud passage for most
reactions. As an exception, the OH formation from O3 photolysis is not sensitive to aqueous phase
chemistry. Due to the huge variety of sinks, most of them contribute only to a small amount to
the total sink flux. The highest single contribution is from the oxidation of carbon monoxide to
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Figure 4.5: Horizontal profile of the modeled sink and source fluxes of aqueous phase OH on the second
day at noon in molec cm−3 s−1 using C3.0RED. Left: rural, right: urban. Total sink and source fluxes,
respectively, are represented by the grey area. The rectangle shaded in light blue marks the cloud
passage.
CO2. It can be seen from Fig. 4.4, that the phase transfer is only a minor loss process for gas phase
OH. Therefore, the decrease of gas phase OH during the cloud passage is mainly due to decreased
source strength from HO2 and with minor effect from H2O2. This is in good agreement with earlier
studies [e.g., Lelieveld and Crutzen, 1991; Mauldin et al., 1997; Tilgner 2009; Tilgner et al., 2013].
After the cloud passage, the OH sources do not reach the strength of the gas-phase-only-
simulation, which explains the slight differences of the OH concentration. In a similar manner,
the slight dip of the gas phase OH concentration during the rural cloud passage when using IN-
ORG arises mostly from the decrease in gas phase H2O2 as HO2 is only slightly affected by the
INORG aqueous phase chemistry. As the sources decrease, also the strength of the sinks decreases
instantaneously due to the fast turnover of OH. This effect is intensified for reactions, in which
also the reaction partners are quite soluble and, therefore, partition to the aqueous phase (e.g.,
formaldehyde, methyl glyoxal).
In the aqueous phase (Fig. 4.5), most of the OH radicals are formed in-situ from H2O2 by
reaction with iron and copper, and by photolysis. Additionally, the phase transfer is a significant
source during the day, especially in the urban environment. In total, it causes 5 % and 15 % of
the total source flux. However, in previous studies, the analysis of the cloud passage of aged air
showed a higher importance of the phase transfer for the in-cloud aqueous OH production flux, and
a lower importance of the H2O2 and iron chemistry [Tilgner, 2009]. However, it can clearly be seen
that also from a chemical point of view the cloud is spatially rather inhomogeneous. Therefore the
importance of the reactions changes with the time spent inside of the cloud. Due to the consumption
of H2O2 by the sulfate formation (see section 4.3.1.4), particularly the urban aqueous OH sources
from H2O2 decrease with increasing cloud residence time.
According to the gas phase, also in the aqueous phase there are a number of reactions acting
as a sink for OH. The most important sinks in the beginning of the cloud passage are the reactions
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Figure 4.7: Time series of the modeled sink and source fluxes of aqueous phase OH for the urban scenario
during the second day at P1 in molec cm−3 s−1 using C3.0RED. Total sink and source fluxes, respectively,
are represented by the grey area. Nighttime is shaded in transparent grey.
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with formate for the rural case (in total 67 %) and the equilibriums to form BrOH– and ClOH–
as well as the reaction with hydrated glyoxal (CH(OH)2CH(OH)2) for the urban case. However,
the dissociations of BrOH– and ClOH– are only of minor importance for the integrated flux as
they are rapidly decreasing with cloud residence time. This is in agreement with earlier studies,
which see no significant contribution of halogenides to the OH budget for aged already cloud
processed (non-marine) aerosol [Tilgner, 2009]. As cloud residence time increases the oxidation
of both hydrated formaldehyde (CH(OH)2) and hydrated glycolaldehyde (CH(HO)2CH2OH) gain
importance for both environments. In total, both reactions contribute to 4-7 % and 14 % to the
rural and urban sink, respectively. As the concentration profile of OH naturally follows the diurnal
cycle of the solar insolation, the most important aqueous phase sinks and sources as presented in
Fig. 4.5 at noon show to be also the most important reactions when integrating over time and
space (Fig. 4.6). As an exception, the reaction of Cl2– and H2O is found to be an additional in-situ
source of aqueous phase OH in the urban environment with a total contribution of 16 %. It can be
seen from Fig. 4.7 that this reaction is responsible for most of the urban nighttime source strength,
which reaches, however, one third of the daytime maximum. The nighttime source of Cl2– arises
from the electron transfer of the nighttime active NO3 radical and chloride (Cl–) to give nitrate
(NO3–) and a chlorine radical. Together with Cl–, which stays nearly constant over time in the
used setup, the Cl-radical is in equilibrium with Cl2–.
4.3.1.2 HO2 radical
The hydrogen peroxide radical takes part in a rapid cycling with OH and H2O2 mostly driven
by VOCs, NOx, and TMI-chemistry. As HO2 is a general product during gas and aqueous phase
VOC oxidation there are in total 184 potential source reactions of HO2 present in C3.0RED +
RACM-MIM2ext (130 in the gas and 54 in the aqueous phase). The sink and source fluxes of gas
phase HO2 are presented in Fig. 4.8. It can be seen that the phase transfer is a strong sink for
gas phase HO2 during the cloud passage as peroxides in general are very soluble. Compared to
the total sink strength, it is stronger in the rural than in the urban environment. Moreover, with
the photolysis and oxidation of HCHO and oxidation of organic peroxide radicals, major sources
for gas phase HO2 are slowed down during the cloud passage due to the good solubility of HCHO
and peroxides. Due to the phase transfer and the reduced source strength the other sinks are
instantly less active during the cloud passage. In particular, the reaction with NO representing
the main sink is decreased, hence producing less OH. This, in turn, feeds back onto the production
of HO2 from the CO oxidation. As HCHO is considerably consumed during the cloud passage,
it needs some time to recover by mixing from unprocessed layers. Hence, also the formation of
HO2 is slightly delayed after the cloud, which consequently affects the OH concentration in the
gas phase. Nevertheless, HCHO remains on a lower level than simulated by run without aqueous
phase chemistry, which causes the net decrease of HO2. However, as stated earlier, the photolytic
reproduction of HO2 and OH might be considerably slower under low light conditions [Lelieveld
and Crutzen, 1991].
In the aqueous phase, besides HO2 also its anion O2– (superoxide anion) is present due to
dissociation. However, the way they react is different. The aqueous phase reaction fluxes for both
species are presented at 12:00 local time in Fig. 4.9 and integrated over time and space in Fig.
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Figure 4.8: Horizontal profile of the modeled sink and source fluxes of gas phase HO2 on the second day
at noon in molec cm−3 s−1. Solid lines: with C3.0RED, dashed lines: without aqueous phase chemistry.
Left: rural, right: urban. Total sink and source fluxes, respectively, are represented by the grey area. The
rectangle shaded in light blue marks the cloud passage. HC3PX = peroxyl radical of alkanes, alcohols,
esters, alkines with small OH reaction constant (<3.4 × 10−12 cm3 s−1); MACRPX = peroxyl radical of





























































































Figure 4.9: Horizontal profile of the modeled sink and source fluxes of aqueous phase HO2 on the second
day at noon in molec cm−3 s−1 using C3.0RED. Left: rural, right: urban. Total sink and source fluxes,
respectively, are represented by the grey area. The rectangle shaded in light blue marks the cloud
passage.
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4.3. Comparison between simplified and detailed aqueous phase chemistry mechanism


















































Figure 4.10: Relative integrated modeled sink and source fluxes (in %) of aqueous phase HO2.
4.10. Note that for the total sink and source flux their sum is considered as the reactions of both
dissociation states naturally represent sinks and sources for the system concentration of HO2. Thus,
in the further discussion the term “HO2” includes O2–. The main source for aqueous phase HO2 is
the phase transfer from the gas phase contributing with 53 % and 60 % to the total source in the
rural and urban case, respectively. Additionally, the oxidation of formate (HCOO–) and the decay
of acetyl peroxy radical (CH3C(OH)2OO) are important in-situ sources in the aqueous phase in the
rural case. The latter also plays a small role within the urban cloud. Here, the photolysis of the
iron-oxalate complex Fe(C2O4)2– shows to be a strong source in the very beginning of the cloud
passage. Regarding the whole day, this reaction is responsible for 9 % of the HO2 produced. In
the rural air mass, the oxidations of hydrated formaldehyde and hydrated glycolaldehyde become
stronger HO2 sources with increasing cloud residence time. However, in total they contribute with
less than 5 % to the total source. The main sinks of HO2 in the aqueous phase are reactions with
TMIs, of whose many are releasing H2O2. With the applied setup, copper turns out to be the most
active aqueous phase HO2 sink (in total 70 % in the rural and 88 % in the urban case). This may,
however, be strongly dependent on the initial composition of the aerosol mass. Copper is involved
in a rapid cycling process between HO2 and its anion, which is in the end responsible for half of the
toal aqueous HO2 sink. The single reactions contributing to this net-reaction (net copper cycle)
are:
Cu+ + O2 −→ Cu2+ + O−2 (R-19)
Cu2+ + HO2 −→ Cu+ + O2 + H+ (R-20)
Cu2+ + O−2 −→ Cu+ + O2 (R-21)
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Table 4.2: Comparison of the relative importance of the modeled integrated aqueous phase flux of the
attack by both OH and NO3.
Species in aqueous phase Rural Urban
OH [%] NO3 [%] OH [%] NO3 [%]
CH(OH)2CH(OH)2 99.0 1.0 96.2 3.8
HC2O4– 62.2 37.8 39.0 61.0
CH2OHCOO– 81.4 18.6 29.8 70.2
CH3C(O)CH(OH)2 89.5 10.5 77.1 22.9
CH3C(O)COO– 87.7 12.3 55.0 45.0
HOCH2C(O)COO– 77.1 22.9 24.3 75.7
CHOC(O)COO– 45.6 54.4 8.8 91.2
CHOCH(OH)COOH 100.0 0.0 98.9 1.1
CHOCH(OH)COO– 67.9 32.1 7.9 92.1
HOOCCH(OH)C(O)CHO 99.9 0.1 97.1 2.9
OHCCH(OH)CH(OH)CHO 99.7 0.3 96.6 3.4
HOOCCH(OH)CH(OH)CHO 99.8 0.2 94.6 5.4
-OOCCH(OH)CH(OH)CHO 80.6 19.4 16.8 83.2
4.3.1.3 NO3 radical
The nitrate radical is the nighttime equivalent to OH in terms of VOC oxidation as it also can attack
via H-abstraction. However, not all of these reactions that are similar for both species take place
on comparable time scales. Therefore, some of the CAPRAM3.0i NO3 reactions are not treated in
C3.0RED. NO3 plays a role in the formation of nitrate (NO3–) by electron transfer reactions, due
to formation of HNO3 after H-abstraction reactions, and via the gas phase formation and rapid
uptake of N2O5. Fig. 4.11 shows the horizontal profile of the sink and source reactions fluxes of
gas phase NO3 at midnight. The only significant source that is present in the gas phase when
applying C3.0RED is the reaction of NO2 withO3. However, for the simulation without aqueous
phase chemistry the decay of N2O5 exceeds its formation, making the equilibrium between NO3
and N2O5 becoming an additional source after the cloud passage. The major sink in the rural gas
phase outside of the cloud is the reaction with isoprene (CH2−C(CH3)C−CH2). For the urban
case, before the cloud the highest fraction of NO3 is consumed by the reaction with butadiene
(CH2−CHCH−CH2). When aqueous phase chemistry is considered, the loss of gas phase NO3
due to its phase transfer is exceeded by the uptake of the very well soluble N2O5. In particular
for the urban regime, both phase transfer processes lead to a strong peak of the sink flux in the
beginning of the cloud, and hence cause the rapid decrease in the gas phase NO3 concentration
(see Fig. 4.3). In the aqueous phase, all reactions of both N2O5 and NO3 form nitrate, therefore
leading to an irreversible loss of NO3, which explains the large difference in gas phase NO3 between
C3.0RED and the gas-phase-only simulation after the cloud passage. Due to the decreased NO3
concentration the oxidations of isoprene, butadiene, and other organics are slowed down during
and after the cloud passage compared to the run without aqueous phase chemistry. Hence, the
nighttime lifetimes of these VOCs are increased (see Fig. B.4 in appendix B). In addition besides
NO3 also NO2 is lost via the phase transfer of N2O5 leading to a slightly lower nighttime NOx-level
(see Fig. B.3 in appendix B).
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Figure 4.11: Horizontal profile of the modeled sink and source fluxes of gas phase NO3 on the second
day at midnight in molec cm−3 s−1. Solid lines: with C3.0RED, dashed lines: without aqueous phase
chemistry. Left: rural, right: urban. Total sink and source fluxes, respectively, are represented by




















































































Figure 4.12: Horizontal profile of the modeled sink and source fluxes of aqueous phase NO3 on the second
day at midnight in molec cm−3 s−1 using C3.0RED. Left: rural, right: urban. Total sink and source
fluxes, respectively, are represented by the grey area. The rectangle shaded in light blue marks the
cloud passage.
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Figure 4.13: Relative integrated modeled sink and source fluxes (in %) of aqueous phase NO3.
The nighttime horizontal sink and source profiles and the integrated fluxes are presented in
Figs. 4.12 and 4.13. As can be seen, the phase transfer represents the only source for aqueous
phase NO3 during the night. However, during the day it acts as a sink for aqueous NO3, which
sums up to 5 % of the total integrated sink flux. The major sink in both environments is the
equilibrium of NO3 and chloride with nitrate and the Cl-radical. Especially in the urban case,
it is responsible for most of the sink strength (in total: 87 %). However, as the nitrate-chloride
equilibrium is actually a daytime source for aqueous phase NO3 in the rural cloud, it contributes
with 26 % and 14 % to both the integrated sink and source flux, respectively. For the rural air mass,
the reaction with HSO3– is the strongest sink in the beginning of the cloud passage. With increasing
cloud residence time, more of the S(IV)-species is oxidized to sulfate. Therefore, toward the end of
the cloud passage, the competition for NO3 shifts in favor of Cl–. In total, the reaction with HSO3–
is responsible for 55 % of the loss of NO3 in the rural air mass, whereas it accounts for only 5 % in
the urban case. Whereas, for OH the C1 and C2 aldehydes represent strong aqueous phase sinks,
the reactions with glycolate (CH2(OH)COO–) and hydrated methylglyoxal (CH3(O)CH(OH)2) are
the strongest organic sinks for NO3. However, they contribute with only up to 5 % each to the
total NO3 sink strength in the aqueous phase. This is in contrast to previous studies [Tilgner, 2009;
Tilgner et al., 2013]. However as stated earlier, in these studies the analysis was focused on already
processed aerosol, which shows a decreased halogenide budget as well as increased importance of
organic sinks for NO3 due to continuously increasing aqueous phase concentrations of e.g., methyl
glyoxal, pyruvic acid, and oxo-pyruvic acid. Hence, it is difficult to compare directly to the present
results.
Table 4.2 presents a comparison of the importance of the aqueous phase sink due to oxidation
by OH and NO3 for those species, which are attacked by both oxidants within C3.0RED. One can
see, that the NO3 pathway becomes competitive for the anions of organic acids. For the aldehydes
and undissociated acids it plays only a minor role. Due to the higher NOx-level, and hence the
relatively high NO3 concentration compared to OH, the relative contribution of the NO3 pathways
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Figure 4.14: Horizontal profile of the modeled sink and source fluxes of H2O2 in the gas and aqueous
phase on the second day at noon in molec cm−3 s−1. Solid lines: with C3.0RED, dashed lines: without
aqueous phase, dash-dotted line: net TMI-chemistry. Left: rural, right: urban. Total sink and source
fluxes, respectively, are represented by the grey area. The rectangle shaded in light blue marks the
cloud passage.
is stronger in the urban environment even exceeding the OH contribution for some species (e.g.,
oxo-pyruvate, oxalate, glycolate).
If, however, the aqueous phase OH concentration is overestimated (see section 4.3.1.1) due to
missing ambient WSOM species in current aqueous phase mechanisms, then this would also likely
be valid for NO3. However, the effect of additional WSOM species on the NO3 chemistry was not
evaluated within this work.
4.3.1.4 H2O2
Hydrogen peroxide is generally the most important agent for the conversion of S(IV) to S(VI) under
many conditions [e.g., Chandler et al., 1989; Fung et al., 1991; Laj et al., 1997a, b; Gurciullo and
Pandis, 1997; Warneck, 1999; Finnlayson-Pitts and Pitts, 2000; see also section 4.3.3]. However,
in contrast to the competing reaction via O3, the sulfate production via H2O2 is not depending
on the pH. Therefore, under certain circumstances (e.g., high pH, low H2O2 concentration) the
O3-pathway can also produce significant amounts of S(VI) [Chandler et al., 1989; Gurciullo and
Pandis, 1997]. Additionally, H2O2 takes part in the rapid cycling between OH and HO2 (see Fig.
2.4) in the gas and aqueous phase. Hereby, TMI reactions play a crucial role in the aqueous phase.
As H2O2 is a very good solute, the phase transfer shows extremely high fluxes during the cloud
passage. Therefore, in the noontime reaction flux horizontal profiles (Fig. 4.14) and the integrated
reaction fluxes (Fig. 4.15) the gas and aqueous phase sinks and sources for H2O2 are combined,
hence, canceling out the phase transfer. It can clearly be seen, that in both environments the
aqueous phase acts as a strong sink for H2O2 drastically exceeding the H2O2 source strength. The
loss is mostly determined by the formation of sulfate. Although this reaction is only present in
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Figure 4.15: Relative integrated modeled sink and source fluxes (in %) of total H2O2 (gas and aqueous
phase).
the cloud, its contribution to the total integrated sink is 67 % and 82 % in the rural and urban
case, respectively. Additional aqueous phase sinks in the rural air mass are found in the reactions
with iron and copper leading to the in-cloud formation of OH. Of those, in total, the reaction with
Fe2+ contributes with 10 % and 3 % for the rural and urban case, respectively, the most to the
integrated sink flux. Moreover, the TMI-chemistry is also responsible for the aqueous phase in-situ
formation of H2O2, which consumes HO2. The contribution to the integrated source strength is
13 % and 18 % for the rural and urban air mass, respectively. The net effect of the TMI-chemistry is
depicted by the dash-dotted line in Fig. 4.14. It can be seen that during the daytime cloud passage
the TMI-chemistry leads to a production of H2O2 in both the rural and the urban environment.
Therefore, on the one hand, taking into account TMI-chemistry recycles H2O2 in the aqueous
phase, and may, therefore, potentially increase the formation of sulfate [Deguillaume et al., 2005;
Warneck, 1999] if sufficient S(IV)-species are still present. On the other hand, if SO2 is sufficiently
depleted (e.g., further cloud cycles or longer cloud residence time), the aqueous phase H2O2 sources
may exceed the sinks. In such cases, the cloud can in the end produce H2O2 [Tilgner, 2009; Tilgner
et al., 2013].
Outside of the cloud, H2O2 is produced from HO2. Its main gas phase loss reactions are
photolysis and the reaction with OH. Due to the strong sink and weaker source reactions, H2O2
is consumed during the cloud passage leading to the strongly decreased gas phase concentration
of H2O2 in the cloud region and afterwards. Downwind of the cloud, H2O2 is reproduced in the
gas phase from HO2. In addition, fresh H2O2 is entrained in the cloud processed layer from above.
However, even 50 km (~1 h) downwind of the cloud those processes cannot compensate for the loss
of H2O2 (see Fig. 4.3).
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Figure 4.16: Horizontal profile of the modeled sink and source fluxes of aqueous phase O3 on the second
day at noon in molec cm−3 s−1 using C3.0RED. Left: rural, right: urban. Total sink and source fluxes,
respectively, are represented by the grey area. The rectangle shaded in light blue marks the cloud
passage.
4.3.1.5 Ozone
In the aqueous phase, ozone can play an important role in the formation of sulfate as its contribution
to the total sulfate production increases with cloud pH. Therefore, deviations in the modeled pH
may affect the produced sulfate mass. The effect of clouds on ozone has been controversially
discussed in the 90s [e.g., Lelieveld and Crutzen 1990, 1991; Acker et al., 1995; Walcek et al.,
1997; Liang and Jacob, 1997; Monod and Carlier, 1999; Jacob 2000]. However, more recent studies
suggest that ozone depletion due to cloud chemistry is likely only 1 – 3 % [Liang and Jacob, 1997;
Jacob 2000; Tilgner 2009; Tilgner et al., 2013].
Shown in Fig. 4.16 are the horizontal sink and source profiles for aqueous phase O3. The only
source is represented by the phase transfer. Indeed, the only mentionable aqueous phase sink in
the rural environment is the reaction with SO32–. Moreover, as the pH is much lower in the urban
case (see next subsection) the sulfate formation via O3 is extremely slowed down. Hence, O3 is not
affected by the urban cloud when INORG is applied as no other sink for O3 is treated in this rather
simple mechanism. An additional sink within C3.0RED is the reaction with Fe2+ and O2–, which
are only of relative significance for the urban case. Note, that the urban total sink and source fluxes
as modeled with C3.0RED are about one order of magnitude smaller than for the rural air mass.
Therefore, the larger relative effect of the C3.0RED cloud chemistry on gaseous ozone is not caused
by aqueous phase chemistry of O3 itself. It is rather the uptake of HO2 (leading to less conversion
of NO to NO2) and the dimished photolysis of NO2, which suppress the formation of O3 in the gas
phase.
4.3.2 pH
Chemically, the pH of cloud droplets is a key parameter determining the dissociation equilibriums.
Therefore, it may affect e.g., the solubility of weaker gas phase acids (e.g., formic acid, HO2), or
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Figure 4.17: Modeled pH during the day using C3.0RED for the rural (left) and urban case (right).
the chemical subsystem where the different dissociation states react in different ways (e.g., sulfate
production). Besides, the evolution of cloud and rain droplet acidity is naturally crucial for acid
deposition modeling. Measured pH of ambient cloud and fog droplets is usually in the range of
2 – 8 [Collett et al. 1993, 1994; Herckes et al., 2002, 2007; Herrmann, 2003; Valverde-Canossa et
al., 2005; Marinoni et al., 2011; Guo et al. 2012; Whalley et al., 2015], whereas the lowest pH
values correspond with polluted conditions and values in the upper half with more remote, marine
or high ammonia conditions.
The modeled pH using C3.0RED is presented in Fig. 4.17. As can be seen, the pH decreases
upstream of the cloud due to species that are produced in the gas phase and taken into equilibrium
at the threshold LWC outside of the cloud (e.g., HNO3, H2SO4). As the cloud forms and the droplets
grow, the pH increases due to dilution of the chemical mixture within the droplets, because the
strongest acids have already been transferred to the aqueous phase. Due to acidifying aqueous phase
chemical reactions, the pH drops toward the end of the cloud passage. This is reinforced to its very
end when the droplets shrink and hence are much more concentrated. After the cloud passage, the
droplets are more acidic than before. For the rural case, the in-cloud pH drops from ~5.2 in the
beginning to ~4.2 at the end of the cloud passage. In the urban cloud, the pH is more constant
lying between ~3.0 and 3.3. However, the decrease of the pH after the cloud passage is ~1 and
~0.5 for the rural and urban environment, respectively. The final pH of the processed deliquescent
aerosols is 3.5 in the rural case and 2 in the urban case. Note, that this is still considering the
threshold LWC of 0.01 g m−3. A lower and more realistic particle LWC would result in even more
acidic particles, which is found in ambient measurements [Herrmann, 2003]. Overall, the modeled
acidity is mainly determined by S(VI)-ions and nitrate (see Fig. B.6 in appendix B). Ammonia
(NH3), however, compensates some of the formed acidity due to its dissociation into ammonium
(NH4+). Hence, it acts as a buffer for the aqueous system.
In Fig. 4.18 the acidity evolution against time is compared between C3.0RED and INORG in
P1 (3rd height level above the mountain top). First, it can clearly be seen that the pH shows a
diurnal cycle with higher amplitude in the urban cloud. Besides, C3.0RED always produces more
acidic cloud droplets. Whereas in the rural case, both mechanisms constantly deviate with ~0.4
in pH-units, the difference in the urban case is less substantial during the day (~0.1 – 0.2) but
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Figure 4.18: Time series of modeled pH in the center of the cloud (P1) for the second day. Left: rural,



























































Figure 4.19: Time series of the difference C3.0RED - INORG for modeled concentrations of anions corre-
sponding to pH via dissociation equilibriums in mol l−1 in the center of the cloud (P1). Left: rural,
right: urban. Nighttime is shaded in transparent grey.
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increases to up to 0.8 during the night. In order to clarify the reasons for the observed deviations,
the differences between C3.0RED and INORG for the modeled aqueous phase concentrations of
major anions that correspond to H+ via dissociation equilibriums, are shown in Fig. 4.19. For the
rural case, the highest differences occur for formate (HCOO–) and the S(VI)-ions, whereas the first,
of course not included in INORG at all, accounts for up to 10 % of all these anions in C3.0RED
(see Fig. B.6 in B). The resulting net difference for those two substances alone is responsible for a
pH decrease of around 0.3. The other organic anions account for less than 1.5 % of the total anion
number, hence contributing only negligible to the production of acidity. In the urban air mass, cloud
droplet acidity is even less affected by organic anions. Again, HCOO– shows to have the highest
single contribution to the anion number with maximum 1 %. The daytime difference can be traced
back to the enhanced sulfate and nitrate level in C3.0RED, whereas the huge nighttime difference
is nearly solely due to large difference in modeled nitrate formation due to lack of N2O5 uptake in
INORG (see section 4.3.4). Therefore, nighttime droplet acidity is underestimated if other sources
of nitrate then uptake and dissociation of HNO3 are not treated in atmospheric models. This then
may affect solubility and pH-dependent subsystems such as sulfate formation (see section 4.3.3).
4.3.3 Sulfate
Sulfate is a major contributor (on average ~50 %) to ambient particulate mass [e.g., Zhang et al.,
2007]. Additionally, the S(VI)-ions contribute the most to the production of acidity (see previous
section). From the horizontal profiles of the sulfate concentration depicted in Fig. 4.20, it can be
seen that sulfate is produced by the cloud during the day as well as during the night. Except for
the urban daytime cloud, INORG is always producing more sulfate. The modeled concentrations
compare well with cloud water composition measurements at urban influenced and rural mountain
sites [Guo et al., 2012]. The produced mass using C3.0RED is 2.0 – 2.2 µg m−3 and 4 – 6 µg m−3
for the rural and the urban case, respectively. This mass production is lower than in the first
cloud passage of the simulations by Tilgner [2009]. This can be traced back to the considerably
longer cloud residence time (2 hours) compared to the present work and the continuous emissions
for those previous box simulations. The mass production in INORG deviates from C3.0RED with
~0.2 – 0.5 µg m−3 (~8 – 25 %) for the rural and with −1.2 – 0.8 µg m−3 (~−20 – 20 %) for the
urban environment. On average over the whole second day and all 14 cloudy layers (lower cloud),
C3.0RED and INORG produce per cloud passage 1.72 and 1.95 µg m−3 for the rural case, and 3.92
and 3.67 µg m−3 for the urban case, respectively. In the corresponding horizontal profiles of the
reaction fluxes shown in Fig. 4.21 it can be seen that the highest mass production fluxes occur
at the beginning of the cloud passage due to the unprocessed gas phase entering the cloud. The
sulfate sinks are negligible in the whole domain. The integrated mass production given in Fig.
4.21 compares the mass produced in the gas phase (same for INORG and C3.0RED) as well as
in the aqueous phase of INORG and C3.0RED, respectively, on this horizontal profile over the
total distance of the domain. Besides, the influence of the pH on sulfate production becomes clear.
For the rural case, the higher pH in INORG leads to a strong increase in the production rate
of the O3-pathways. Contrary to this, the INORG H2O2-pathway is roughly 10 – 20 % weaker
than modeled using C3.0RED due to the additional H2O2 source from TMIs in C3.0RED (see
section 4.3.1.4). An enhancement of this pathway in presence of TMIs was also modeled earlier by
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Figure 4.20: Horizontal profile of modeled sulfate mas production (difference to first grid cell) in µg m−3
at noon (squares) and midnight (circles) of the second day. Left: rural, right: urban. The rectangle
shaded in light blue marks the cloud passage.
Warneck [1999]. In total, INORG produces more sulfate during the rural cloud passage. Within in
the urban cloud, due to the high acidity, the sulfate production via O3 plays no role in C3.0RED
at any time and in INORG during the day. However, during the night, the pH is much higher in
INORG due to the missing N2O5 uptake and nitrate formation (see previous section). Therefore,
in comparison to C3.0RED, the O3-pathway contributes substantial to the produced sulfate mass
in INORG leading to stronger nighttime sulfate production. In contrast, C3.0RED produces more
sulfate mass during the urban daytime due to the additional contribution of the HNO4-pathway,
which is not present in INORG. As the TMI source of aqueous H2O2 in C3.0RED is of minor
importance during the urban cloud passage (see Fig. 4.14), both mechanisms produce comparable
amounts of sulfate via this pathway.
Although, the cloud residence time is only ~8 % of the total travel time, most sulfate is produced
due to aqueous phase chemistry. For the C3.0RED simulation, at noon, sulfate production in the
gas phase accounts for only about 10 and 25 % of the total sulfate production in the rural and urban
case, respectively, which is in the range of earlier daytime estimations [Fung et al., 1991]. Due to the
nature of OH, the gas phase production is only active during the day, whereas the aqueous phase
also produces sulfate under low light conditions. Therefore, temporally and spatially integrated
(Fig. 4.22), the gas phase production contributes only with 5 – 17 % to the total sulfate production
for the presented scenarios. These values are slightly less than earlier global estimates based on
average chemical lifetime of SO2 with respect to gas and aqueous phase oxidation [Lelieveld and
Heintzenberg, 1992], but in agreement with other model studies [Warneck, 1999; Tilgner, 2009].
Most mass is produced via H2O2 (76 %). This is consistent with earlier model studies [e.g., Fung
et al., 1991; Gurciullo and Pandis, 1997; Warneck, 1999; Tilgner, 2009]. The O3-pathway is only
important in the rural case (due to its dependence on the pH) where it accounts for 18 % in total.
In the urban cloud instead, there is a contribution of the HNO4-reaction (up to 8 %), which besides
sulfate also produces nitrate. Warneck [1999] found a similar contribution of this pathway whereas
Tilgner [2009] reports an urban contribution of up to 40 %. However, this reaction was not present
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Figure 4.21: Horizontal profile of the modeled sink and source fluxes of sulfate in the gas and aqueous phase
in µg m−3 h−1 on the second day during the day (upper panel) and night (lower panel). Solid lines:
C3.0RED, dashed lines: INORG. Left: rural, right: urban. Total sink and source fluxes, respectively,
are represented by the grey area. The rectangle shaded in light blue marks the cloud passage. The
integrated mass production is calculated for the whole profile (~110 km).
71


























Figure 4.22: Relative integrated modeled source fluxes (in %) of sulfate.
in many of the early studies on sulfate formation, therefore potentially underestimating the in-cloud
sulfate formation.
In general, the observed effects are of course depending on the available SO2. However, af-
ter the cloud passage still 46 – 68 % of the initial SO2 are left for C3.0RED. Therefore, the
S(VI)-production-subsystem is more limited to the availability of H2O2 and HNO4 as well as the
pH-dependency of the O3-pathway. In addition, due to such pH-dependencies, although sulfate
formation is the dominant acidity producer (see Fig. B.6 in B), other sinks and sources for droplet
acidity such as ammonium or nitrate may alter the pH substantially, hence, influencing the sulfate
production rates.
4.3.4 Nitrate
Together with sulfate, nitrate is one of the main contributors for the production of acidity and
ambient particulate mass [e.g., Zhang et al., 2007]. Fig. 4.23 shows the horizontal concentration
profile simulated using C3.0RED and INORG at noon and midnight. It can be seen, that during
the day the concentrations are higher than during the night. Besides, due to the higher NOx
concentration, the urban case shows a higher nitrate mass. The absolute values are in the range
of reported cloud water concentrations [Guo et al., 2012]. As other sources for nitrate than uptake
of HNO3 are missing in INORG, the mass production in the two mechanisms begins to deviate
at the in-flow cloud edge leading to always higher concentrations for C3.0RED. Besides, HNO3
is amongst the substances, which are taken into account for gas-aqueous-phase-equilibrium at the
LWC threshold in the whole domain. Therefore, the gas-phase photolysis of HNO3, representing
the only gas phase sink, is not working in INORG and C3.0RED. However, INORG does not deviate
from the run without aqueous phase chemistry (not shown). Hence, this sink can be considered as
not important for the mass concentration of HNO3. Moreover, as can be seen from Fig. 4.4, the
production of OH and NO2 by photolysis of HNO3 shows to be no important source for the two
species. During the day, the difference in produced nitrate between INORG and C3.0RED is less
than 18 %. At night, nitrate production in the gas phase is slowed down. Therefore, the difference
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Figure 4.23: Horizontal profile of modeled nitrate mas production (difference to first grid cell) in µg m−3
at noon (squares) and midnight (circles) of the second day. The rectangle shaded in light blue marks
the cloud passage.
between INORG and C3.0RED becomes substantial particularly for the urban case where C3.0RED
exceeds the INORG nitrate mass concentration by ~4 µg m−3 (= in-cloud mass production) or
~70 %.
The major sinks and sources for nitrate at day- and nighttime are presented in Fig. 4.24.
Due to its rapid phase transfer, gas phase HNO4 is directly contributing to the nitrate mass.
Outside of the cloud it is formed mainly due to the oxidation of NO2 by OH. During the day
and integrated over the whole horizontal profile, this gas phase formation is the main source for
nitrate in both environments accounting for more than 70 % of the formed nitrate mass. This
reaction was also the main nitrate source in the studies of Warneck [1999] and Hayden et al.
[2008]. The most important daytime aqueous phase source is the reaction of HNO4 with HSO3–,
which besides nitrate also produces sulfate. In addition, within the urban cloud also the formation
from gas phase NO3 via N2O5 and its subsequent uptake and irreversible dissociation is important.
At night, naturally, the photolytically driven gas phase source runs dry and the N2O5-pathway
gains strength. Therefore, the aqueous phase nitrate formation, nearly totally driven by N2O5,
becomes the dominant nighttime source, resulting in the substantial differences between C3.0RED
and INORG. The sinks for nitrate, as present in C3.0RED, show no influence on the nitrate mass
within the applied scenarios. The overall importance of the gas and aqueous phase sources is
compared in Fig. 4.25. It is found that the gas phase production accounts for more than 70 % in
total. The source from N2O5 is responsible for 12 and 23 % in the rural and urban environment,
respectively. The HNO4-pathway produces on average 5 % of the nitrate mass in the rural case and
10 % in the urban case.
4.3.5 Organic mass
Within C3.0RED a variety of organic species with up to 4 C-atoms is treated explicitly. These
species belong to the so-called water soluble organic matter (WSOM). The chemical cloud pro-
cessing of these species contributes to the formation of aqueous SOA (aqSOA), as it leads to the
production of organic acids with usually lower volatility than their precursors. In contrast, organic
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Figure 4.24: Horizontal profile of the modeled sink and source fluxes of nitrate in the gas and aqueous phase
in µg m−3 h−1 on the second day during the day (upper panel) and night (lower panel). Solid lines:
C3.0RED, dashed lines: INORG. Left: rural, right: urban. Total sink and source fluxes, respectively,
are represented by the grey area. The rectangle shaded in light blue marks the cloud passage. The
integrated mass production is calculated for the whole profile (~110 km).
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Figure 4.26: Horizontal profile of the modeled total aqueous phase organic mass in µg m−3 at noon
(squares) and midnight (circles) of the second day. The rectangle shaded in light blue marks the
cloud passage.
acids do not have significant sinks in the gas phase. Therefore, the aqueous phase degradation of
organic acids represents their main chemical sink. The present section is dedicated to the char-
acterization of the behavior of the organic mass, its contributors, as well as their formation and
depletion within the aqueous phase.
The modeled total WSOM mass is depicted in Fig. 4.26. Due to phase transfer of soluble species
and aqueous phase reactions, it increases up to the center of the cloud and decreases afterwards,
closely following the profile of the LWC. Directly after the cloud passage, the net increase of the
WSOM mass is 0.26 – 0.43 µg m−3 for the rural case and 0.56 – 0.64 µg m−3 for the urban case
with higher values during the day. However, downstream of the cloud, the formed WSOM mass
decreases very fast to almost the mass before the cloud passage. This is due to degassing of soluble
species and vertical mixing with air that has not been processed. The relative contribution to the
total WSOM mass alongside this horizontal profile is shown in Fig. 4.27. Before the air enters the
cloud, due to balancing of phase transfers and dissociations and the initialization of oxalate, the
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4.3. Comparison between simplified and detailed aqueous phase chemistry mechanism
modeled WSOM mostly consists of formaldehyde, formic acid, glyoxal, glycolaldehyde, and ethylene
glycol (the main component of the non-speciated C2), which are transferred from the gas phase,
and oxalic acid, which is initialized as aqueous phase species. After the daytime cloud passage,
due to the chemical cloud processing, the mass percentage of C2, C3, and C4 species is increased,
whereas it is decreased for the C1 species. The latter is caused by formic acid being oxidized more
rapid than being formed from formaldehyde (see also Fig. 4.29). Additionally, also other C1 species
(i.e., mainly methane sulfonic acid) contribute more substantial to the WSOM mass after the cloud
in the rural environment. In case of C2 and C3 species, the higher relative contribution to the
WSOM mass is caused by the formation of organic acids, such as glycolic acid, glyoxylic acid, and
pyruvic acid, which do not partition to the gas phase in C3.0RED. Altogether these organic acids
account for roughly 30 % of the WSOM mass after the cloud. In contrast, due to the very fast
photolysis of the iron(III)-oxalato complex, the aqueous phase loss of oxalate overcompensates its
formation leading to a net decrease of the oxalic acid contribution to the WSOM mass by more
than a factor of 2 at daytime. For the urban case, the relative contribution of C4 species is higher,
as their C3.0RED precursor 1,4-butenedial was initialized with a higher concentration compared
to the rural air mass.
During the night, the photolysis of oxalate is naturally no loss process for organic mass. In
addition, the production as well as destruction pathways by OH are unimportant. Therefore, the
initialized oxalate mass remains nearly unchanged, and much less of glycolic acid, glyoxylic acid,
and pyruvic acid is produced. However, there is still a substantial nighttime production of glyoxylic
acid due to the reaction of hydrated glyoxal with the sulfurpentoxide ion (SO5–).
The partitioning to the aqueous phase alongside the horizontal profile is shown in Fig. 4.28 for
all organic species, for which phase transfer is treated in C3.0RED. It can be seen that about 10 % of
formaldehyde, glyoxal and 1,4-butenedial, 15 – 20 % of glycolaldehyde, and 50 % of ethylene glycol
still remain in the aqueous phase directly after the cloud passage. In case of formaldehyde and
glycolaldehyde, degassing is rather slow. Therefore, both aldehydes reach equilibrium with the gas
phase just ~5 km after the cloud. The partitioning of formic and acetic acid follows closely the pH,
as the equilibrium between the dissociated and undissociated form moves toward the undissociated
acid with decreasing pH. Hence, the aqueous phase partition of both acids is higher in the rural
case and during the night. In particular during the rural cloud passage, the aqueous phase partition
maximum is in comparison to the LWC maximum shifted toward higher pH in the beginning of
the cloud.
As the LWC threshold for aqueous phase chemistry calculations, i.e., 0.01 g m−3, is used for the
partitioning between the gas and the aqueous phase outside of the cloud (see section 4.2), the mod-
eled WSOM mass before and after the cloud may overestimate the contribution of rather volatile
species, such as formaldehyde, formic acid, acetic acid or glyoxal, in comparison to more a realistic
LWC of aerosol particles. Assuming Henry’s Law equilibrium conditions, of the species that are
presented in detail in Fig. 4.27, formaldehyde, formic acid, acetic acid, glycolaldehyde, glyoxal,
and methylglyoxal would not contribute substantially to the particulate organic mass. However,
measurements of the partitioning of glyoxal, methylglyoxal, and glycoladehyde [Matsunaga et al.,
2004, 2005; Bao et al., 2012] indicate that a substantial fraction of these species can remain in the
particulate phase. A reason for that may be the potential oligomerization of glyoxal and methyl-
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Figure 4.27: Relative contribution of different organic species to total organic mass alongside the horizontal
profile of 4.26 at noon (upper panel) and midnight (lower panel) of the second day. The cloud passage
is located between the dotted lines.
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Figure 4.28: Horizontal profile of gas-aqueous phase partitioning of all organics that undergo phase transfer
in C3.0RED on the second day during the day (upper panel) and night (lower panel). The rectangle
shaded in light blue marks the cloud passage.
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gloxal during droplet evaporation [e.g., Loeffler et al., 2006; Kampf et al., 2013] or interactions with
e.g., ammonium sulfate (“salting-in”) [Kampf et al., 2013; Herrmann et al., 2015]. Such processes,
however, are not yet considered in C3.0RED. Therefore, the modeled partitioning of these species
within this work is, though for the wrong reason (a rather high LWC for dry particle partitioning)
not completely unrealistic. However, to account for this effect in a more realistic manner, future
model improvements is needed in order to include the chemistry of deliquesced particles together
with the use of aqueous phase mechanisms that describe the chemical conversions on such particles
adequately.
In Fig. 4.29, the daytime (noon) and nighttime (midnight) integrated chemical turnovers of one
cloud passage in the 3rd model layer for both the rural and urban environment are summarized for
all WSOM-pathways considered in C3.0RED. Overall, of course the absolute turnover is depending
on the abundance of the respective species. Hence, the turnovers of the C4 species are considerably
lower than for the C1 and C2 species. During the day, much of formaldehyde is oxidized to formic
acid. Further oxidation of formic acid depends on the pH and available daylight as the fastest
pathway is the reaction of the formate ion with OH. In the more acidic urban case, the dissociation
equilibrium of formic acid is shifted toward the undissociated form. Therefore, the decay of formic
acid is strongest at noon in the rural environment. Acetic acid is formed from acetaldehyde during
daytime. However, there is no chemical loss present in C3.0RED. The difference between formation
and degradation of pyruvic acid, glycolic acid, and glyoxylic acid is roughly 1 order of magnitude.
Therefore, they form from their aqueous phase precursors and remain on the droplet residuals after
evaporation phase transfer is not treated for those species. As the turnover for further oxidation
steps decreases continuously, other more oxidized species do not show considerable concentrations.
An exception is oxalic acid, which is initialized at the beginning of the simulation. In the same
way as for the C2 and C3 chemistry, the degradations of butenedial and its products decrease
significantly with every oxidation step. Therefore, most of the modeled C4 mass consists of the two
hydroxy butandials and butenedial itself. Finally, the contribution of C4 for the C3, and C3 for
the C2 chemistry is rather low due to the observed decrease of reaction velocity with every step.
However, it has to be noted that the present simulations cover only one cloud passage of around 20
minutes. It can be expected that further cloud cycles and chemical processes in deliquesced particles
will lead to further oxidation and increased concentrations of later organic oxidation products. Such
behavior has been shown earlier for box simulations with the full CAPRAM3.0i [Tilgner et al., 2009;
Tilgner and Herrmann, 2010]. The decay of oxalic acid is much higher than its formation both
during the day and during the night. This is partly due to its initial concentration (24 ng m−3 for
the rural and 153 ng m−3 for the urban case), which is apparently much higher than the equilibrium
concentration between formation and decay within C3.0RED. During the daytime, more than half
of the initial oxalic acid mass is destroyed due the cloud passage, which results in a much lower
oxalic acid mass than measured on ambient particles [Sun and Ariya, 2006]. The major reason for
the strong daytime decay is the efficient photolysis of the iron(III)-oxalato complex. However, the
fate of oxalic acid is not well understood. Because of that, there are some model studies, which
neglect the photolytic decay of oxalic acid [e.g., Ervens et al., 2008; Myriokefalitakis et al., 2011]
and tend to overpredict the oxalate concentration. Other model studies that include the formation
of oxalato complexes and their photolysis [e.g., Lim et al., 2005; Tilgner and Herrmann et al., 2010;
79
4.4. Effects of size-resolved aqueous phase chemistry
Lin et al., 2014] show a strong underestimation of oxalate as its formation is overcompensated by the
photolysis the complexes. Sorooshian et al. [2013] observed an inverse relationship between oxalate
and several metals in marine cloud water samples, which may be caused by photolysis of metal
oxalato complexes. Using a box model, they showed that the photolysis of iron-oxalato complexes
is likely a significant oxalate sink. Their observations are in agreement with the work of Furukawa
and Takahashi [2011], who showed that besides iron other metals, e.g., calcium, manganese or zinc,
can form oxalato complexes with different stability. In the same way as oxalate, other carboxylic
acids may form metal complexes [Paris and Desboeufs, 2013]. Weller et al. [2014] conducted box
simulations using an updated version of CAPRAM3.0i that includes the formation and photolysis
of several iron carboxylate complexes in the aqueous phase. They found that the photolysis of such
complexes is an important sink for tartronate, pyruvate, and oxalate. Xing et al. [2013] found a
correlation of oxalic acid and other dicarboxylic acids with zinc in urban Chinese aerosols, which is
consistent with the formation of zinc-carboxylato complexes. Compared to C3.0RED, much more
organic species would be present in realistic atmospheric droplets. These additional species would
compete with the already represented species for the available oxidants, which would slow down
their oxidation chain as it is modeled right now. Besides, other metals than iron may form oxalato
complexes. As they may have different photochemical stability, this would affect the photochemical
loss of oxalic acid. Finally, there would be more species that can also form complexes with several
metals. These species would compete with oxalic acid for the available metal species, which may
decrease the efficiency of the photolytic decay of oxalic acid. The influence of such additional
WSOM on the modeled organics was investigated as a sensitivity study for the present thesis.
These results are presented in section 4.5.
4.4 Effects of size-resolved aqueous phase chemistry
For the investigations presented in the previous sections, the cloud was assumed to consist of
droplets of the same size. However, in reality cloud droplets show to have different sizes [e.g.,
Pruppacher and Klett, 2010]. Moreover, it has been shown that the chemical composition of
ambient cloud droplets and cloud residuals varies with size [e.g., Ogren et al., 1989; Collett et al.,
1993, 1994, 1999; Herckes et al., 2002; Raja et al., 2008]. Additionally, the phase transfer processes
of volatile substances depend strongly on the total droplet surface area [e.g., Schwartz, 1986].
This determines how fast gas-aqueous phase equilibriums are established. Besides, the dilution of
dissolved compounds depends on the droplet size. Especially when a droplet shrinks, the chemical
species inside are much higher concentrated. Such differences of chemical properties along the size
distribution may affect the pH of the droplet as well as the chemical reactions taking place inside. It
has been shown that under certain conditions the size-resolved treatment of aqueous phase chemical
processes can affect the modeled total production of sulfate [Gurciullo and Pandis, 1997; Hoag et
al., 1999; Kreidenweis et al., 2003; Fahey and Pandis, 2001, 2003]. These models included varying
initial chemical composition across the underlying particle spectrum, which feeds back on the pH
of the cloud droplets (due to small acidic particles and large alkaline particles). The observed
effects were stronger for cases with low H2O2 concentrations. In contrast, if droplets of the same
initial composition are considered, no effects on sulfate and only slight effects on weak organic acids
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Figure 4.29: Integrated chemical turnover of one cloud passage (3rd model layer) for the modeled WSOM
pathways (excluding phase transfer) within C3.0RED in nmol m−3 at noon and midnight (in brackets)
for the rural and urban case. The thickness of the arrows indicates the absolute strength (not scaled)
of a pathway.
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Figure 4.30: Droplet number, surface area and volume size distribution resulting from the simple approach
used for this work for LWCs of 0.01 g m−3 (dashed) and 0.33 g m−3 (solid). They grey lines depict the
mean radii of the different distributions. The cross marks the mean radius of the monodisperse droplets.
such as formaldehyde and formic acid have been found [Barth, 2006; Tilgner, 2009]. Furthermore,
Tilgner [2009] showed that deviations of the predicted LWC (factor of 10) and in particular of the
mean radius (factor of 2) have more substantial effects on total species concentration in the gas and
aqueous phase. Nevertheless, still these studies highlighted the difference of chemical composition
throughout the droplet spectrum.
In order to investigate these effects on the larger scale, the treatment of the aqueous phase chem-
istry has been implemented potentially size-resolved. For the present study, an artificial droplet
size distribution is assumed. However, in general, such would be the result of a sophisticated but
computational demanding particle and cloud microphysical scheme. The present implementations
already provide the necessary interfaces for the future coupling of microphysics and aqueous phase
chemistry, which is planned based on the previous work of Grützun et al. [2008]. However, as
currently no microphysics are considered, still the transfer of mass from one size bin to the other
(due to collision and coalescence) is not taken into account. The chemistry in each size bin is
treated as a distinct set of aqueous phase species. Hence, the different droplet size bins are only




The numerical solver, therefore, has to balance more and in particular directly connected equilibri-
ums. This results in a higher potential for imbalances and strongly increased computing time (see
section 4.6).
The droplet number size distribution is derived by spreading the bulk liquid water provided by
COSMO over the activated fraction of an artificial dry particle distribution. In the present study,
a monomodal particle number size distribution (based on the water soluble continental average
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Table 4.3: Relative concentration difference of selected species between size-resolved and monodisperse
aqueous phase chemistry for selected species in the center of the cloud (P1) and after the cloud (P2) at
noon. The differences in the aqueous phase are calculated for the aqueous phase system concentrations.
Species P1 rural [%] P2 rural [%] P1 urban [%] P2 urban [%]
gas phase
OH 2.7 -0.3 4.8 -0.1
HO2 16.5 0.0 10.6 0.2
aqueous phase
OH -3.2 -2.4 -8.2 -6.7
HO2 -3.3 -5.5 -5.3 -7.4
NO3(night) -4.8 -1.6 -8.5 -7.6
glyoxylic acid -1.6 -2.2 -5.5 -5.5
glycolic acid -3.1 -2.7 -5.5 -5.6
pyruvic acid -2.8 -2.8 -5.8 -5.9
oxo-pyruvic acid -3.1 -3.7 -7.5 -7.8
hydroxy-pyruvic acid -2.6 -3.6 -8.8 -8.9
mesoxalic acid 1.4 -1.6 -13.1 -12.8
2-oxo-malic acid 3.7 -0.5 -10.6 -10.9
tartaric acid -0.6 -2.5 -11.4 -11.4
mode taken from the OPAC package [Hess et al., 1998], but with lower total particle number) is
used. The activated fraction is increasing linearly from 0 for particles below 40 nm of radius up to
1 for particles with radii greater than 60 nm. This is according to Dusek et al. [2006] assuming
that the observed peak supersaturation for a hill cap cloud is in the range of 0.2 and 0.5 % [Bower
et al., 1997, Mertes et al., 2005]. These assumptions result in 116 activated particles per cm-3.
The activated particles are then separated into Nbin discrete size bins. The bulk liquid water
provided by the meteorological model is distributed into these bins according to the dry volume
fraction of the specific bin. Therefore, the radius of the size bins is determined by the available
total LWC (moving bin approach). The derived droplet number, surface area and volume (LWC)
size distributions using 10 size bins are presented in Fig. (4.30) for LWCs of 0.01 g m−3 (threshold)
and 0.33 g m−3 (maximum for cloud passages on the second simulation day). The mean radii of the
respective size distributions are depicted by the thin grey lines. These differ from the mean radius
of the monodisperse case by −7 – 15 % (marked with the cross in Fig. 4.30) as the total number
and the total LWC do not depend on the size resolution. However, the total droplet surface area
is ~7 % higher for the monodisperse droplets. The particle population is assumed to consist of
particles of same chemical composition. Hence, this applies for the initial composition of the cloud
droplets. The same initial composition as for the monodisperse case is used.
The resulting difference between the size-resolved and monodisperse treatment of the aqueous
phase chemistry is shown in Table 4.3 for a selection of the model species in C3.0RED. Note that for
all aqueous phase species the aqueous phase system concentration is compared, i.e., the sum of the
concentration with respect to air over all size bins and all dissociation states. It can be seen that of
the important oxidants only OH and HO2 show slightly increased gas phase concentration within
the cloud. This is caused by less efficient uptake of HO2. The change in gaseous OH is then due
to the difference of the gaseous HO2 profile. Note that the gaseous in-cloud concentration of HO2
was only 18 % and 25 % respectively of the concentration of the gas-phase-only simulation for the
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Figure 4.31: Size Distribution of horizontal profiles of the pH in the different size bins during the day.
Left: rural, right: urban. The rectangle shaded in light blue marks the cloud passage.
rural and urban case, respectively (see Table (4.1)). Therefore, the increase of 16.5 % and 10.6 %
adjusts the in-cloud decrease by only ~3 %. This change is therefore not important. Furthermore,
also the net effect of the size-resolved aqueous phase treatment on other gas phase species turned
out to be negligible.
In the aqueous phase, the concentrations of OH, HO2, and NO3 are mostly slightly lower for
the size-resolved case. This can be traced back to less efficient uptake due to the smaller surface
area compared to the monodisperse case. Furthermore, due to the lower oxidant concentrations
and reduced phase transfer rate of precursors, also the concentration of several secondary organic
aqueous phase species such as e.g., glycolic acid, glyoxylic acid, or pyruvic acid are decreased
when the aqueous phase chemistry is treated size-resolved. Both the difference in the oxidant
and organic acid concentration is stronger in the urban environment where i) the importance of
the phase transfer as source for aqueous OH and HO2 is higher (see Figs. 4.5 and 4.9) and ii) the
droplets are more acidic. The reduced oxidation of the organic acids is continuously multiplied with
every step in the oxidation chains in the urban case leading to stronger decreased concentrations
for later oxidation products such as e.g., mesoxalic acid and tartaric acid.
The daytime pH of the different size bins is shown in Fig. 4.31 for the rural and urban cloud
passage, respectively. The smaller droplets have lower pH values. The difference between the
smallest and largest droplets within the cloud is around 0.2 in both environments. However,
most of the liquid water volume is distributed into the classes 3-9, in which the pH does not
differ substantially from the monodisperse simulations. Therefore, considerable differences of the
pH-dependent total particle mass production in comparison to a monodisperse simulation cannot be
expected. Consequently, no effects for the inorganic mass formation could be observed as the uptake
of N2O5 is still efficient across the droplet spectrum (producing nitrate) and no differences occur
for the aqueous phase H2O2 and O3 concentrations (producing sulfate). However, this can change
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Figure 4.32: Mass size distribution of major particulate species (mass fraction per size bin) after the cloud
passage (P2) during the day (nitrate during the night). Left: rural, right: urban. The grey shaded area
depicts the LWC fraction of the respective size bin.
if larger differences in pH throughout the droplet spectrum are introduced due to a size-dependent
chemical composition of the particle population.
The resulting size distribution of modeled particulate species after the cloud passage can be
found in Fig. 4.32. Except for oxalate all species are enriched in smaller particles than the LWC
maximum (grey shaded area). This is most pronounced for nitrate. Similar behavior has also been
measured and modeled earlier [Collett et al., 1993, 1999; Raja et al., 2008; Tilgner, 2009]. Moreover,
it can be seen that the nitrate size distribution is closer to the droplet surface distribution than to
the LWC distribution. This is caused by the main nitrate production pathway via N2O5, which is
extremely soluble. In high NOx regions, this pathway is controlled by the phase transfer rate, which
is higher for smaller droplet bins due to the larger droplet surface area. As the precursors for the
other considered particulate species are less soluble compared to N2O5, their size distribution is less
strongly transformed toward the surface area distribution. For oxalate, however, the dominating
process is the photolysis of its iron(III)-oxalato complex, which is not size-dependent. Therefore,
oxalate remains distributed according to the LWC distribution.
4.4.1 Importance of the cloud droplet number
In order to investigate, how important the differences between a size-resolved and a monodisperse
treatment of the aqueous phase chemistry are, the assumed number of droplets was varied for both
approaches. The considered cases are a doubling and halving of the droplet number, i.e., 232 cm−3
and 58 cm−3. The mean radii of the monodisperse distributions, and the size-resolved number,
surface area and LWC distribution then differ by +26 % (lower droplet number) and −20 % (higher
droplet number) from the respective base case mean radii. Consequently, the total droplet surface
area is 26 % higher and 20 % lower for the higher and lower droplet number cases, respectively.
Table 4.4 shows the resulting relative concentration difference for selected key species for both
sensitivity scenarios in comparison to the base case for the size-resolved treatment. The droplet
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number sensitivity study for the monodisperse distributions resulted in similar deviations from the
base case. First of all, it is obvious that the high and low droplet number cases show opposite
deviations from the base case. Similar to the previous section, the observed effects on the total
concentrations can be generally traced back to the differences in the uptake due to the changes in
total droplet surface area. In the aqueous phase, that implies higher oxidant concentration for the
higher droplet number case and stronger production of rather stable organic acids. This is again
continuously multiplied for later oxidation products. However as seen in the previous section, the
total sulfate, nitrate, and oxalate mass, as well as the pH are not affected by the applied change in
total droplet surface area alone.
Overall, in comparison to the differences observed by introducing the size-resolved treatment of
the aqueous phase chemistry, the deviations from the base case due to doubling and halving of the
droplet number are more pronounced for both the rural and the urban case. This is caused by the
larger differences in total droplet surface area. Additionally for both the doubled and halved droplet
number cases, the deviations between monodisperse and size-resolved aqueous phase chemistry are
similar to the ones observed in the previous section (not shown). Therefore, as long as the mean radii
and total number of a droplet distribution used for size-resolved aqueous phase chemistry do not
deviate too much from a monodisperse treatment, only slight effects on the overall cloud chemical
conversions can be expected if also CCN of quite similar chemical composition are considered.
4.5 Effects of additional WSOM
Within C3.0RED, the treatment of a huge number of ambient water soluble organic matter
(WSOM) is missing. These missing species would likely compete with the other organics for the
available aqueous phase oxidants. Additionally, a large part of the atmospheric WSOM consists of
humic-like substances (HULIS) [e.g., Graber and Rudich, 2006; Fu et al., 2015], which may also
form complexes with iron or other metals [Deguillaume et al., 2005; Salma and Lang, 2008; Schein-
hardt et al., 2013]. Hence, those species would compete with oxalate for the available iron. This
may decrease the efficiency of the photolytic loss of oxalate. In order to account for these effects,
two additional compounds, representing other WSOM species and HULIS, are introduced to the
mechanism [Tilgner, 2014]. They are initialized as particulate species with an assumed dry mass
fraction of ~2.8 % each for the rural and ~7.5 % for the urban case (see Table A.3 in appendix A).
Both species react with OH with a rate constant of 3.8 × 10−8 L mol−1 s−1 [Arakaki et al., 2013].
The HULIS species is considered to dissociate and form a complex with Fe3+ that can be pho-
tolyzed. The complete additional WSOM mechanism enhancement can be found in Table A.4 in
appendix A. Note that this mechanism is only preliminary as these species can also be expected
to react with NO3 and build complexes with other metals than iron. Moreover, as stated earlier,
besides oxalate also other carboxylic acids might form metal complexes [Paris and Debeoufs, 2013],
which would consequently also be affected by the treatment of HULIS.
In the following, the results of simulations using C3.0RED with and without additional WSOM
and HULIS are compared to each other. Due to the dissociation of HULIS, the pH decreases
slightly by ~0.1 in the rural case and up to 0.2 in the urban case (Fig. 4.33). The effects of the
additional WSOM and HULIS on the concentrations of selected important species are summarized
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Table 4.4: Relative concentration difference of selected species between the base case and the high (upper
row) and low (lower row) droplet number cases for the size-resolved aqueous phase chemistry in the center
of the cloud (P1) and after the cloud passage (P2). The differences in the aqueous phase are calculated
for the aqueous phase system concentrations. Differences of more than ± 10 % are marked bold.
Species P1 rural [%] P2 rural [%] P1 urban [%] P2 urban [%]
gas phase
OH
-5.1 0.5 -8.1 0.1
5.2 -0.5 8.3 -0.1
HO2
-24.5 0.1 -16.5 -0.4
31.0 -0.1 17.9 0.3
isoprene
1.1 0.6 4.3 4.3
-0.8 -0.4 -3.2 -3.3
aqueous phase
OH
7.4 3.9 20.4 14.7
-6.2 -3.6 -15.6 -12.1
HO2
4.5 8.9 8.3 11.3
-5.9 -10.6 -9.0 -12.1
NO3 (night)
5.5 3.6 10.9 8.6
-6.2 -4.7 -10.8 -9.1
H2O2
0.6 -0.7 2.8 3.2
-0.6 0.6 -2.3 -3.2
HONO
-11.8 -9.2 -5.3 -4.8
12.8 8.8 5.3 3.8
HNO4
-19.0 -8.1 -13.6 -8.8
19.8 6.7 12.5 7.7
Fe2+
0.8 0.9 1.0 0.9
-6.3 -7.0 -0.4 1.8
Fe3+
-3.7 -2.9 -2.7 -2.4
0.4 2.2 -0.5 -2.1
glyoxylic acid
2.7 4.1 12.2 12.2
-2.7 -3.9 -10.2 -10.1
glycolic acid
6.1 5.0 12.5 12.7
-5.6 -4.7 -10.1 -10.2
pyruvic acid
5.7 5.3 12.9 13.1
-5.2 -5.0 -10.4 -10.6
oxo-pyruvic acid
10.9 10.4 20.8 21.4
-9.4 -8.5 -15.4 -15.5
hydroxy-pyruvic acid
9.9 10.0 23.1 23.8
-8.5 -8.2 -17.1 -17.3
mesoxalic acid
5.7 12.0 34.7 35.6
-4.5 -8.6 -24.8 -24.7
2-oxo-malic acid
17.8 16.7 32.6 33.4
-15.1 -12.3 -22.6 -22.3
tartaric acid
13.7 15.8 33.3 33.9
-11.8 -11.3 -23.1 -22.7
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Figure 4.33: Time series of modeled pH with and without the additional WSOM mechanism in the center
of the cloud (P1) for the second day. Left: rural, right: urban. Nighttime is shaded in transparent grey.
in Table 4.5. No mentionable effects were observed for the gas phase oxidants. However, the
aqueous phase oxidant budget changes significantly. Especially in the urban case where the initial
concentrations of WSOM and HULIS are higher due to the higher particulate mass, aqueous phase
OH is dramatically decreased by a factor of ~2. This decrease of the aqueous OH concentrations
reduces the disagreement with measured values [Arakaki et al., 2013]. However, with modeled
concentrations of 2.9 × 10−14 – 7.5 × 10−14 mol L−1 the overestimation is still at least a factor of 3.
The increased OH sink flux leads to a production of HO2. This in turn leads to increased in-cloud
production of H2O2. NO3 is slightly affected in the urban case because the equilibrium of NO3
and chloride with nitrate and the Cl-radical changes due to a larger deviation of the pH during
the night. This causes also the doubled concentration after the rural cloud passage. As there the
aqueous phase chemistry is already turned off, this is of no importance. The HNO4 concentration
is increased due to the higher aqueous phase HO2 concentration. The shift in pH causes the HNO4
dissociation equilibrium to be shifted toward the undissociated species. This leads to a decrease
in aqueous phase HONO. However, the increase in HNO4 did not lead to change in the sulfate
formation as this pathway is not important in the rural case and the change of HNO4 is too small
in the urban case. Besides sulfate formation, also nitrate formation is not affected by the additional
WSOM.
Due to the complexation of HULIS, strongly decreased concentrations of Fe2+ and Fe3+ are
observed. Hence, much less Fe3+ is available for complexation with oxalate. This causes a significant
increase of the oxalate concentration in the center of the cloud. However, when pH decreases due
to shrinking droplets at the outflow edge of the cloud less iron is bound with the HULIS anion.
This increases oxalate complexation with iron causing some of the preserved oxalate being rapidly
photolyzed before exiting the cloud. Nevertheless, the increase of the modeled oxalic acid mass
compared to C3.0RED without HULIS leads to better agreement with measurements [Sun and
Ariya, 2006].
The most dramatic changes are observed for the explicitly treated organics. Due the decrease in
aqueous phase OH, the whole oxidation chains are slowed down. This means increased concentra-
tions for the first species to be attacked by OH (e.g., glyoxal and 1-4-butenedial) and much lower
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concentrations for later oxidation products (e.g., stable organic acids). Furthermore, in the same
way as observed in section 4.4, changes of the aqueous phase oxidant concentrations multiply with
every oxidation step in the organic oxidation chains.
In conclusion, the treatment of species considering for additional WSOM and HULIS should be
considered in future CTMs because of the large observed effects on the aqueous oxidation capacity
and concentrations of organic species. In a similar manner as for OH, it can be expected that
the additional WSOM would also react with NO3. This would slow down the nighttime organic
oxidation chains. Such possible effects should be investigated further in future studies on the topic.
Nevertheless, note that at present there is still large uncertainty about the rate constants for the
reaction of OH with WSOM as well as for the dissociation, complexation, photolysis of HULIS
and its complexes. Therefore, more studies are needed in order to correctly assess the oxidation
capacity within the aqueous phase of clouds and its potential effects on the organic particle mass.
Table 4.5: Relative concentration difference of selected species between C3.0RED and C3.0RED + addi-
tional WSOM and HULIS in the center of the cloud (P1) and after the cloud passage (P2). The differences
in the aqueous phase are calculated for the aqueous phase system concentrations. Differences of more
than ± 25 % are marked bold.
Species P1 rural [%] P2 rural [%] P1 urban [%] P2 urban [%]
aqueous phase
OH -27.9 -65.5 -45.4 -70.8
HO2 34.9 59.6 14.6 18.7
H2O2 3.9 7.4 6.6 10.1
NO3 (night) 2.3 107.7 4.7 4.4
HONO -26.8 -33.1 -2.6 -0.4
HNO4 14.2 5.5 6.6 1.8
Fe3+ -70.7 -100.0 -99.7 -99.9
Fe2+ -57.8 -96.7 -56.7 -84.2
oxalic acid 105.6 49.0 144.8 75.0
glyoxal 0.1 1.7 4.0 4.3
1-4-butenedial 11.5 23.6 25.0 27.3
ethylene glycol 7.6 16.8 16.4 22.7
glycolaldehyde 1.0 3.5 2.3 3.1
formic acid -6.1 -7.7 -1.9 -0.5
acetic acid -11.2 -3.6 -0.2 0.0
glyoxylic acid -3.0 -25.5 -63.9 -67.5
glycolic acid -35.0 -42.3 -60.2 -63.5
pyruvic acid -33.5 -40.6 -57.1 -60.6
oxo-oyruvic acid -59.1 -70.0 -81.1 -83.2
hydroxy-pyruvic acid -57.9 -68.3 -81.9 -83.5
mesoxalic acid -61.8 -72.1 -88.1 -88.6
2-oxo-malic acid -82.9 -86.3 -97.4 -98.0
tartaric acid -80.6 -86.5 -96.6 -97.5
4.6 Computational costs
With the implementation of explicit aqueous phase chemistry into COSMO-MUSCAT the number
of species and chemical processes have substantially increased. This results in much higher dimen-
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sions of the system of differential equations that has to be solved. Furthermore, these additional
processes can cause higher fluxes than the gas phase chemistry. This makes the resulting system of
differential equations stiffer. Additionally, the changes of the meteorology, particularly the LWC,
can cause an unbalanced aqueous phase system, which increases the reaction fluxes during the
restart phase of the implicit integration after a coupling step. Therefore, the implicit scheme ben-
efits from short coupling steps leading to less abrupt changes of the meteorology. Overall, these
effects increase the required computational costs.
In order to quantify this, the computing time of different model setups was measured and
compared. For this task, the simulations were carried out on the same machine (JUROPA at
Forschungszentrum Jülich) using 50 processors and a fixed explicit time step of 1 second. The base
case is the same as was defined in section 4.1 (i.e., no size-resolution of the aqueous phase chem-
istry, a threshold LWC of 0.01 g m−3 that is used to balance some phase transfer and dissociation
equilibriums outside of the cloud, and aqueous phase chemistry switched on above this threshold
LWC). The variations to this base scenario are i) the size-resolved treatment of the aqueous phase
chemistry with 10 size bins, ii) the calculation of the aqueous phase in the whole domain (“aq-chem
everywhere”), and iii) the use of a lower threshold LWC of 0.001 g m−3. The first setup increases
both the number of aqueous phase species and the number of processes to be balanced by the solver
by a factor of 10. For the second setup, the complete set of aqueous chemistry reactions is also
treated outside of the cloud at the threshold LWC. This approach smooths out the unbalance to
some extent, but introduces significant, unrealistic changes to the gas phase composition outside
of the cloud for the rather high threshold LWCs that are applied (see section 4.2 and Fig. B.1 in
appendix B). In the third setup, the typical water content of aerosols is still exceeded by a factor of
~100. Compared to the base case, it decreases the influences of both only partitioning and complete
aqueous phase chemistry in cloud-free grid cells on the gas phase chemistry in these regions, but
increases the risk of convergence failures due to a larger difference of the aqueous phase chemistry
concentrations between non-cloud and in-cloud grid cells. However for this reason, from a numer-
ical robustness perspective even lower threshold LWCs were not feasible at all. The combination
of these scenarios results in 8 different model setups that were applied for both the rural and the
urban scenario using C3.0RED or INORG. In addition, a simulation without any aqueous phase
chemistry treatment was conducted for the two pollution scenarios. This sums up to a total of 34
simulations.
No difference of the required computing time between the rural and urban scenarios could be
observed. Table 4.6, therefore, presents the required CPU times for the rural case only. The
computing time for the base case using C3.0RED is 4.5 h, which is more than 10 times larger
as for the run without aqueous phase chemistry, and 3 times larger as for INORG. Note that
the computational efficiency of the gas-phase-only simulation would benefit if larger explicit time
steps would be used, which are feasible for this configuration without affecting the numerical
robustness. However, in order to be comparable, exactly the same configuration as in the aqueous
phase runs was applied. Using 10 size bins instead of one for the aqueous chemistry is 6 times
as expensive. The relative increase in computing time due to the size-resolved aqueous phase
chemistry is smaller for INORG than for C3.0RED. One reason is, that the relative increase of
the number of species (including the gas phase species) is smaller for INORG. In addition, the
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Table 4.6: Computing time in hours of different model configurations for the rural case. The simulations
were conducted on the same machine using 50 processors and a fixed explicit time step of 1 second.
Cases C3.0RED INORG Without aqueous phase
Base 4.50 1.48 0.38
Size-resolved 27.72 3.50
Base, aq-chem everywhere 0.99 0.42
Size-resolved, aq-chem everywhere 6.58 0.87
Lower threshold 5.52 1.75
Lower threshold, size-resolved 34.10 4.05
Lower threshold, aq-chem everywhere 1.28 0.50
Lower threshold, size-resolved, aq-chem everywhere 8.37 1.05
time needed for calculating the meteorology and writing the output is relatively smaller for the
C3.0RED simulations. If the aqueous phase chemistry is treated throughout the whole domain, the
computing time is significantly decreased for both C3.0RED and INORG. Lowering the threshold
LWC leads to an increase of the computing time by ~20 – 30 percent.
Overall, the increase of computing time is a serious restriction for the application of detailed
aqueous phase chemistry mechanisms within 3-D CTMs. A more than 10-fold increase of computing
time means that the simulation of usual periods for air quality studies would take weeks to months
instead of some days. Therefore, such applications are only feasible for rather short simulation
periods of some days on small domains. With regards to the small induced changes to the chemical
output, a size resolved treatment of aqueous phase chemistry without considering size-dependent
differences in the composition of the underlying particle population is not reasonable for longer
periods. However, more detail in other model compartments likely also increases the computing
time to some extent. The application of simple aqueous phase mechanisms such as INORG demands
less computational costs, but neglects important effects of aerosol-cloud processing. The other
applied setups have shortcomings either for the numerical robustness or the adequate representation
of the cloud-free atmospheric composition. Therefore, improvement of the numerical efficiency
and robustness of the applied integration schemes is needed. Moreover, load balancing between
non-cloud, and cloudy grid cells may decrease the computing time [Lieber et al., 2012]. In addition,
a separation of the cloud-edge grid cells could be included in the load balancing as at the cloud
edges the highest fluxes occur.
4.7 Implications for 3-D applications of C3.0RED
In the previous sections, the differences in the modeled aerosol-cloud processing due to the use
of aqueous phase mechanisms of different complexity, and different setups for cloud microphysical
parameters were investigated. In this section, the results of the 2-D studies are summarized with
regard to further application of the enhanced model system for 3-D studies.
For the modeled cloud passage, in comparison to the simple aqueous phase chemical mechanism
INORG, the detailed mechanism C3.0RED leads to:
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• reduced gas phase concentrations of the major oxidants OH, NO3, and HO2 directly after the
cloud passage, of which only OH and HO2 recover quite fast,
• slowed down nighttime gas phase VOC oxidations increasing their tropospheric residence time
caused by lower NO3 concentration,
• significantly lower pH, decreased NOx level, and increased nitrate formation during the night
due to missing uptake of N2O5 in INORG,
• slightly lower pH during the day due to production of organic acids,
• mostly lower sulfate formation (~8 – 25 %) due to reduced contribution of the O3-pathway
caused by the lower pH,
• increased daytime sulfate formation (~20 %) under high-NOx conditions (urban case) via
HNO4,
• and formation of aqSOA.
Models that do not account for these effects, might overestimate the oxidation capacity of the
atmosphere, gas phase concentrations of VOC and NOx, particle acidity, nitrate mass, and over- or
underestimate the sulfate mass depending on the NOx-regime. Furthermore, the correct description
of the aqueous phase oxidation of single organic compounds as well as the aqueous formation of
SOA requires a realistic aqueous concentration of the major oxidants. As the latter is sensitive to
the total WSOM, the treatment of a few lumped species accounting for the WSOM compounds that
are currently not explicitly resolved by the applied aqueous phase mechanism, might achieve this
goal to some extent. Naturally, this is interesting for higher scale models for which computational
costs are always a limiting factor. However, further research on aqueous phase organic chemistry
is needed in order to give reliable condensed chemical mechanisms for higher scale models.
The observed differences due to a change in the droplet number are higher than observed be-
tween the size-resolved and the monodisperse treatment. Therefore, under most conditions an
adequate description of mean cloud properties (LWC, cloud droplet number) is likely more im-
portant for modeling aqueous phase chemical conversions than a size-resolved treatment of the
chemical processes [Tilgner, 2009] as long as the chemical composition of the particle population is
not very heterogeneous. For this reason, and considering the high computational costs of explicit
detailed aqueous phase chemistry as well as uncertainties of modeled mean cloud properties, 3-D
models would not benefit measurably from a size-resolved aqueous phase chemistry.
In general, the computational effort needed in order to treat detailed aqueous phase chemistry




3-D model application for the
HCCT-2010 field experiment
In order to assess the chemical effects observed in the 2-D scenarios on a larger scale and to
investigate the 3-D cloud processing as well as to demonstrate the general 3-D applicability of
the detailed aqueous phase chemistry of C3.0RED, the enhanced model was applied for real 3-D
case studies simulating two selected time periods connected to the HCCT-2010 field campaign
[van Pinxteren et al., 2012]. The main goal of HCCT-2010 was to investigate the physico-chemical
aerosol-cloud processing. Therefore, the chemical composition and physical properties of the air, the
particles and cloud droplets, respectively, have been measured upwind, within, and downwind of the
passage of an air parcel through an orographic cloud. The campaign took place during September
and October 2010 at Mt. Schmücke, Germany (937 m.a.m.s.l.) located in the Thuringian Forest.
The setup for the campaign is shown in Fig. 5.1. For the prevailing south-westerly wind directions
the airflow roughly passes the measurement sites one after the other. The distance between the
upwind site Goldlauter (605 m.a.m.s.l.) and the downwind site Gehlberg (732 m.a.m.s.l.) is about
6 km. Measurements of the aerosol-cloud processing have only been performed under suitable
conditions, i.e., amongst others, a cloud with LWC > 0.1 g m−3 is present at the summit, no fog
at the valley measurement sites, no precipitation at any site, south-westerly wind direction at the
summit (200 – 250◦), and wind speed at the summit between 2 and 12 m s−1 [Tilgner et al., 2014].
Such episodes are so-called full-cloud events (FCEs). Of those, two FCEs were selected for the
simulations presented in the present thesis. In the following the model setup is explained and the
initial and boundary conditions for the simulations of the two periods are evaluated. After that, the
modeled 3-D cloud processing is discussed in light of the detailed analysis of the 2-D simulations.
For these investigations, simulations with C3.0RED, with INORG, and without aqueous phase
chemistry are compared. Finally, the modeled concentrations of selected species are compared with
data measured during HCCT-2010, which is provided by van Pinxteren [2014].
5.1 Model setup and evaluation on the outer nests
As the measurement sites are quite close together, a very high horizontal model resolution has been
chosen in order to be able to compare to the measurements. In order to reduce the computational
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Figure 5.1: Orography of the surroundings of Mt. Schmücke. The blue arrow indicates the prevailing wind
during the measurement periods.
Figure 5.2: Overview of the model domains and their horizontal resolution. Map from: http://www.open-
streetmap.org/ .
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costs, the model is nested 2 times (Fig. 5.2), whereas the horizontal resolution is doubled with
every nesting step and the aqueous phase chemistry is only treated for the innermost nest (N5).
N5 spans 92 × 72 grid cells with a horizontal resolution of 0.7 km and a vertical depth of the
lowest model layer of ~20 m. For the emissions, the PAREST emission inventory is used [Jörß et
al., 2010], which is based on the year 2005 and includes emission data in a horizontal resolution
of 1 × 1 km2. The initial and boundary data for the chemical composition of the atmosphere for
the outer nest (N3) were obtained from an Europe-wide simulation, whereas reanalysis data of
COSMO-DE runs (covering Germany) provided by DWD are used for the meteorological initial
and boundary conditions. An usual grid nesting approach is used for the inner domains. Therefore,
only the N5-simulations have to be repeated for different aqueous phase chemistry setups. However,
results on the larger domains as boundary values are important for the skill of the inner domain.
This is in particular due to the short distance between domain boundary and center of N5, which
leads to changes at the boundaries propagating through the model domain within a few hours. For
this reason, the innermost nest was moved toward the prevailing south-western wind direction for
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Figure 5.3: Time series and scatterplots at Mt. Schmücke for wind direction and wind speed. The dotted
lines in the time series include the two cloud events FCE1.1 and FCE11.2+11.3. In the scatterplots the
black line is the 1:1 line, and the colored lines depict the regression for N3 and N4, respectively.
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Figure 5.4: Taylor plots for wind direction and wind speed at several locations within the N3 and N4
domain.
In the following, the model performance in the N3 and N4 domain in terms wind direction and
wind speed as well as of chemical composition (NO2, SO2, O3, PM10) of the air is evaluated against
available measurements conducted by the Umweltbundesamt (UBA) and DWD. This comparison
is done with special focus on the model performance at Mt. Schmücke. The time series and
scatterplots at Mt. Schmücke for the complete HCCT-2010 measurement period are presented
in Figs. 5.3 and 5.5. Note that for NO2, SO2, and PM10, the regressions in the scatterplots are
separated between high and low measured values at 10, 5, and 20 µg m−3, respectively. In addition,
the model performance for all other available measurement stations is summarized with Taylor
plots in Figs. 5.4 and 5.6. The modeled wind direction at Mt. Schmücke fits very well to the
observations. The observed wind speed is captured most of the time by the model. However during
FCE11.2+11.3, the modeled wind speed on the largest domain deviates from the measurements and
N4. In Fig. 5.4, it can be seen that the stations on the mountain ridge of the Thuringian Forest, i.e.,
Neuhaus and Mt. Schmücke, belong to the ones where the reproduction of the measured wind speed
and wind direction is better. The reproduction of the chemical measurements is more difficult as
can be seen by the generally lower correlation (see Fig. 5.6) compared to the shown meteorological
measures. Again, Mt. Schmücke and Neuhaus are among the measurement stations, whose features
are captured best by the model. The long-term variations and the mean concentration levels can
be reproduced for all species. However, probably due to unknown local sources, the model fails
to meet the peak values properly. This can be seen in particular for SO2 and PM10. Although
the large SO2 plume in mid-October is reproduced by the model it is not able to capture the high
peaks. Moreover, the PM10 peak concentration is often underestimated. Therefore, the regressions
of the scatterplots for NO2, SO2, and PM10 have been separated in order to excluded high peaks.
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If this is done, it is obvious that for NO2 and SO2, the model agrees better with the measurements
for small measured values. However, for PM10 the correlation for small and high values is not
different as also the short-term variation is not reproduced by the model. The ozone variability fits
quite well. However, the peak values are often not captured. This is in particular during FCE1.1
and FCE11.2+11.3 where the strong ozone minima are not reproduced.
Overall, the main characteristics of the compared species and the air flow at Mt. Schmücke
are modeled quite well. Therefore, it is concluded that the initial and boundary conditions for
the innermost domain, which are derived from N4, are reasonable for the periods under further
investigation (see next sections). For N5, the same setup of the chemical treatment as for the
2-D simulations was applied. That is (i) cloud chemistry is switched on above a LWC threshold
of 0.01 g m−3, and (ii) phase partitioning at the threshold LWC for a subset of species in cloud
free grid cells. In contrast to the previous 2-D simulations, the mean measured droplet number of
each cloud event (FCE1.1: 293 cm−3; FCE11.2+11.3: 195 cm−3) is used as a constant parameter
throughout the simulation. The initial and boundary concentrations for sulfate and nitrate are
derived from ammonium sulfate and ammonium nitrate, which are modeled in the N3 and N4 runs.
For the other particulate species (chloride, bromide, ammonium, and crustal material), initial and
boundary concentrations depend on the PM10 mass using the same mass fractions as for the rural
2-D case.
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Figure 5.5: Time series and scatterplots at Mt. Schmücke for NO2, SO2, O3, and PM10. The dotted
lines in the time series include the two cloud events FCE1.1 and FCE11.2+11.3. In the scatterplots, the
black line is the 1:1 line, and the colored lines depict the linear regression for N3 and N4, respectively.
For NO2, SO2, and PM10, linear regressions were calculated for low and high measured values with a
separation at 10, 5, and 20 µg m−3.
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Figure 5.6: Taylor plots for NO2, SO2, O3, and PM10 at several locations within the N3 and N4 domain.
5.2 Meteorological characterization of the cloud events
The following overview focuses on the meteorological conditions during the cloud events that have
been investigated for this work based on the assessment of the meteorological conditions during
HCCT-2010 by Tilgner et al. [2014]. The cloud events FCE1.1 (14 Sep 2010, 09:00 - 23:50 UTC)
and FCE11.2+11.3 (1 Oct 2010 18:50 UTC - 2 Oct 2010 22:30 UTC) have been chosen for the 3-D
simulations as they provided adequate microphysical and flow conditions, and the measurement
periods were quite long with a duration of 15 h and 6.5 h + 17.5 h, respectively. Between FCE11.2
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wind field 2010/10/02 12:00 UTC
Figure 5.7: Modeled streaming conditions during FCE1.1 (left) and FCE11.3 (right). The direction and
length of the arrows depict the wind direction and wind speed, respectively. The white square marks
the measurement site.
and FCE11.3, a cloud-free period was present at 2 Oct during 01:10 - 05:10 UTC. The modeled
wind field in the lowest model layer of the N5 domain within FCE1.1 and FCE11.3 is presented in
Fig. 5.7. The arrow length and direction depict the speed and direction of the wind.
During FCE1.1, an air mass from the North Atlantic has approached the measurement site. The
event is characterized by stable thermal stratification, but sufficiently high wind speed (~8.2 m s−1)
to result in good overflow conditions. Moreover, almost throughout the whole simulation period
south-westerly wind was modeled in the N5 domain. However, a slightly decelerated flow, but no
blocking, and stronger downdrafts behind the mountain ridge is found in the model simulations
(indicated by different length of the arrows). In the beginning and the end of this event, slight
precipitation occurred (in total ~1.2 mm).
The flow conditions during FCE11.2+11.3 are somewhat different from FCE1.1. In the model,
the air flows toward the mountain ridge from south-easterly directions. However, directly at the
mountain ridge, the wind turns toward south to south-west. Therefore, at the measurement site,
adequate flow conditions have been observed. The wind speed varied between 4 – 9 m s−1. Slight
precipitation occurred in the beginning of the event.
5.3 Modeled 3-D cloud processing during the chosen cloud events
The effects of the detailed aqueous phase chemistry on the oxidation capacity of the atmosphere as
well as the formation of particulate mass that have been observed for the 2-D scenario are assessed
for the 3-D simulations. For this purpose, the new treatment of the aqueous phase chemistry is
applied in the innermost domain for two short periods (24 h and 31 h). In addition, the results
of simulations conducted with C3.0RED, INORG and without aqueous phase chemistry are com-
pared with each other. In Fig. 5.8, the relative differences between C3.0RED and INORG within
the lowermost ~1000 m above ground (i..e., the lowest 12 model layers) are shown for FCE1.1 and
FCE11.2+11.3 for the gas phase concentrations of OH, NO3, isoprene, and NOx. The mean LWC
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within the 12 layers per column is depicted as contour line. In addition, concentration time se-
ries during FCE1.1 in a grid cell in the lowest model layer roughly 20 km (FCE1.1) and 17 km
(FCE11.2+11.3) after the passage of Mt. Schmücke (depicted by the circle in Fig. 5.8) are shown
in Fig. 5.10 for OH, NO3, NOx, isoprene, α-pinene, limonene, methacrolein, sulfate, nitrate, and
the pH. Similar graphs for FCE11.2+11.3 can be found in Fig. C.2 in appendix C. Note, that the
modeled cloud extends almost throughout all the lowest 12 layers at the mountain ridge, which is
indicated by the mean LWC within these layers often exceeding 0.3 g m−3. Also note, that for the
presented gas phase species, the simulation with INORG does not deviate from the gas-phase-only
simulation as those species are not affected by the simple aqueous phase chemistry of INORG.
Similarly to the 2-D cloud passage simulations, the gas phase concentrations of the main oxidants
OH and NO3 are substantially decreased within and after a cloud. Corresponding to the cloud
extent (within the 12 layers), the modeled decrease can cover large parts of the model domain. The
net reduction ~20 km after mountain top is 5 – 20 % for OH and 60 – 99 % for NO3, which is much
stronger than in the 2-D scenario. The deviation of the modeled O3 concentration is less than
1 %, and for H2O2, no difference between the two mechanisms could be observed. These findings
have also been observed in the 2-D cases. As investigated before, the reduction of gas phase OH
is mainly due to the decrease of HO2, and gas phase NO3 is lost via phase transfer of itself and of
N2O5 followed by formation of nitrate. In general, the photolytically driven reproduction of OH
after the cloud passage is considerably slower than in the 2-D scenario as the sun light is often
shaded by mid and high level clouds in the 3-D simulations. Moreover, the mid latitude solar
irradiation in autumn (3-D cases) is weaker than during summer solstice (2-D cases). Furthermore
during FCE11.2+11.3, the distance after the cloud passage until OH recovers is longer. This is due
to (i) full daytime cloud cover of almost the whole model domain within the examined model layers
(except for the region northeast of the mountain ridge) leading to a long cloud residence time, and
(ii) shading clouds above these layers covering also the region after the cloud passage. The more
pronounced decrease of gas phase NO3 compared to the 2-D rural scenario is caused by a higher
N2O5 formation rate. This is because of the high NOx level, which is in the range of the 2-D urban
case. The observed effect is intensified by the longer in-cloud residence time. Nevertheless, the
strong reactive uptake of N2O5 and NO3 cause also a more pronounced reduction of NOx (up to
~30 %) during the night. Overall in comparison to INORG (or no aqueous phase chemistry), the
lower gas phase oxidant concentrations modeled by C3.0RED lead to longer lifetimes and, therefore,
higher concentrations of gas phase VOCs, such as isoprene, α-pinene, limonene, and methacrolein
(see Figs. 5.8, 5.10, C.1, and C.2). Moreover, due to the larger reduction of OH and NO3 com-
pared to the 2-D cases, the observed effect on the gas phase organics is consequently stronger in
the presented 3-D simulations.
The formation and time evolution of the inorganic particulate mass during FCE1.1 is presented
in Figs. 5.9 and 5.10. The results for FCE11.2+11.3 are shown in appendix C in Fig. C.1. As
observed in the 2-D cases, the pH decrease during the cloud passage due to the formation of
sulfate and nitrate. However, the pollution with SO2 is much smaller than in both the rural and
urban 2-D scenario leading to a much lower sulfate mass (~1 – 2 µg m−3). As INORG lacks of the
acidity production by the formation of organic acids (mainly formic acid) and nitrate via N2O5,
the modeled pH using C3.0RED is slightly lower (up to 0.2) during the day and substantially lower
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during the night (up to 1.2), respectively. Due to the low nighttime pH in C3.0RED, the sulfate
formation via O3 becomes unimportant, which, hence, leads to ~20 % lower nighttime sulfate mass
concentrations compared to INORG. However, during the day the additional sulfate formation
via HNO4, which is not present in INORG, results in locally up to ~10 % higher sulfate mass
concentrations in C3.0RED. During FCE1.1, the cloud processing at the mountain ridge can be
clearly seen in the simulations. However during FCE11.2+11.3, often already cloud processed air
reaches the Thuringian Forest as in the model cloudy air is often present between the inflow edges
(west and south) and the mountain ridge. Besides, it can be seen that the cloud processing (e.g.,
sulfate formation) is horizontally rather inhomogeneous and not necessarily correlated with the
LWC.
Overall, considerable differences between a simple or no representation of the aqueous phase
chemistry and the application of the detailed aqueous phase mechanism C3.0RED could be ob-
served. However, as discussed in section 4.6 for the 2-D scenario, the computational costs caused
by the treatment of detailed aqueous phase chemistry are enormous. For the two 3-D scenarios
presented here, the required computing time (using the same machine as before, but with 128
processors) of the gas-phase-only simulation on the N5 domain is 3.5 h for FCE1.1 and 4.7 h for
FCE11.2+11.3. If the aqueous phase chemistry is represented by INORG, the required computing
time increases to ~14 h and 19 h, respectively. However, the simulations using C3.0RED need
with ~89 h and ~120 h about 6 times as much computing time than the simulations with INORG.
Therefore, the regular application of detailed aqueous phase chemistry on large domains requires
substantial improvements of the applied numerical and parallelization techniques. The larger dif-
ferences in computing time between the runs with C3.0RED, with INORG, and without aqueous
phase chemistry are much larger than observed for the 2-D scenarios. This is because the percent-
age of the time needed for model initialization, meteorological integration, and writing the output,















































































































































































































































































































Figure 5.8: Relative difference C3.0RED-INORG of the gas phase concentrations of OH, NO3, isoprene, and NOx within the lowermost ~1000 m for FCE1.1






























































































































































































































































Figure 5.9: Left in each group: Modeled pH, daytime and nighttime sulfate mass, and nighttime nitrate mass during FCE1.1 in the lowest model layer. Right
in each group: Corresponding difference C3.0RED-INORG (absolute for the pH, relative for sulfate and nitrate). The square depicts Mt. Schmücke and the
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Figure 5.10: Modeled concentrations during FCE1.1 ~20 km after the passage of Mt. Schmücke (circle in Figs. 5.8, and 5.9). The pH is shown for the summit
station (square in Figs. 5.8, and 5.9). The blue shaded area indicates when a cloud was modeled at the summit station. Note that for gas phase species
INORG does not deviate substanially from the run without aqueous phase.
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5.4 Comparison to measurements of HCCT-2010
During HCCT-2010, many chemical and physical parameters have been measured. In the following,
the model is compared to a selection of these measurements conducted at the summit station of
Mt. Schmücke. A detailed comparison for the valley stations is not presented here. However, the
analysis have shown that the model is not able to sufficiently capture e.g., wind direction and wind
speed, and, therefore, tracer transport due to the complex orography of the narrow valleys (valley
station lie ~50 m higher than in reality). Furthermore, the valley and summit stations are quite
close together (<10 grid cells) and are. Therefore, the clouds modeled in the lowest model layer
that are present at Mt. Schmücke extend almost always beyond the valley stations. Six different
model setups have been used for the simulations conducted for this comparison. Three of them
are the prior simulations that use either C3.0RED, INORG, or do not account for aqueous phase
chemistry, respectively. Besides, one simulation was conducted that uses C3.0RED together with
the additional WSOM mechanism that was presented in chapter 4.5. The initial and boundary
concentrations of WSOM are derived from the dry particle mass using the same mass fractions
as for the rural 2-D case (i.e., 5.5 %, of which half are considered as HULIS). The deposition
of cloud droplets ground layer clouds in the coniferous forest, which covers large parts of the
Thuringian Forest, may be considerable [Lovett, 1984; Petroff et al., 2008; Harris et al., 2013].
Therefore, a treatment to account for this effect was implemented and used for both a simulation
with C3.0RED and one with INORG. For this purpose, the already implemented dry deposition
scheme for particles [Zhang et al., 2001] is applied for droplets of ground level clouds including
some necessary adjustments. These are: (i) a lower density of water compared to particles, (ii)
the size of the cloud droplets depends on the LWC, and (iii) water droplets are assumed to show
no rebound once they are deposited. Further details concerning the treatment of cloud droplet
deposition can be found in appendix D.
The modeled LWC is compared with measurements at Mt. Schmücke in Fig. 5.11). In general,
the model is able to follow the variability of the LWC. However, sometimes deviations of more than
0.1 g m−3 are observed. Furthermore, there are some periods, where the modeled cloud disappears,
but still considerably high LWCs have been measured. In Fig. 5.12, the modeled and measured time
series of selected chemical species during FCE1.1 is shown. Again, similar graphs for FCE11.2+11.3
can be found in Fig. C.3 in appendix C. As stated before, the use of C3.0RED leads to significantly
reduced gas phase oxidant concentrations compared to INORG or the gas-phase-only simulation.
It can also be seen that gaseous OH and HO2 as modeled with C3.0RED often increase when the
cloud disappears (e.g., FCE1.1 at ~15:00 UTC and FCE11.2+11.3 at ~03:00 UTC). For gas phase
OH, the concentration at Mt. Schmücke was below the detection limit. The measured daytime
concentration of HO2 in the gas phase during FCE1.1 is often overestimated by the model (roughly
a factor of 2). However during FCE11.2+11.3, the modeled HO2 concentrations fit better to
the measurements. For SO2, the simulations with C3.0RED are able to capture the variability
observed during FCE1.1 (which cannot be observed for the gas-phase-only simulation), but heavily
overestimate its concentration during FCE11.2+11.3. The latter is also present in the simulations
on the N3 and N4 domains (see Fig. 5.5). However, the sulfate mass is overestimated in the same
manner during FCE11.2+11.3, whereas model and measured data are in good agreement during
FCE1.1. Furthermore, also the nitrate mass is overestimated during FCE11.2+11.3. Overall, this
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Figure 5.11: Modeled and measured LWC during FCE1.1 (left) and FCE11.2+11.3 (right) at the summit
station.
suggests that during FCE11.2+11.3, the sources of SO2 and other inorganic particle mass precursors
might be not captured correctly. In general, it is observed that the sulfate formation during the
considered cases depends not only on the available SO2, but also strongly on the modeled liquid
water volume. Therefore, the largest deviations between the simulation with and without aqueous
phase chemistry occur for high LWCs (e.g., FCE1.1 around noon). The same can also be seen for
the nitrate mass, but naturally most pronounced during the night. However, also during the day the
modeled nitrate mass differs slightly between the runs with and without aqueous phase chemistry
due to the uptake of HNO3. In agreement with 2-D studies, the additional nighttime source
for nitrate via N2O5, as modeled by C3.0RED, leads to considerable differences of the modeled
pH between C3.0RED and INORG. Consequently, less sulfate is produced at night. However,
the agreement with the measurements is not better during the evening of FCE1.1, as the pH is
dramatically underestimated due to a strong underestimation of the ammonium concentrations.
In contrast during the evenings of FCE11.2+11.3, overestimated ammonium concentrations lead
to a good agreement between the modeled and measured pH although the sulfate and nitrate
mass are considerably overestimated. Furthermore, around noon during FCE1.1, the pH as well
as the sulfate, nitrate, and ammonium mass are in good agreement with the measurements. This
emphasizes the difficulties of the correct estimation of the emissions. Moreover, the model is not
able to capture unforeseen short-term local sources (e.g., domestic combustion, local agricultural
emissions).
Whereas the agreement between model and measurement is mostly within a factor of ~3 for
the inorganic mass, larger uncertainties occur for the modeled organic cloud water concentrations.
However, note that also the measurements of organic mass in cloud water are likely more uncertain.
The presented species are only a selection of those that were measured during HCCT-2010 and
are, therefore, understood as exemplary. In general, the measured cloud water concentrations
are strongly underestimated during FCE1.1 with a factor of 1.2 – 5, 2 – 6, and more than 10 for
formate, glyoxal, and glycolate, respectively. In contrast during FCE11.2+11.3, the modeled glyoxal
and formate concentrations fit well to the sparse available measurements. However, the measured
glycolate concentration is also substantially underestimated during FCE11.2+11.3. Nevertheless
during the two cloud events, the model roughly captures the diurnal cycle of glyoxal and formate.
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As observed earlier, the consideration of additional WSOM has no effects on the gas phase
concentrations as well as the sulfate and nitrate mass, but leads to smaller concentrations of organic
oxidation products such as glycolate. However, this cannot be seen as an improvement for glycolate
as it would further increase the large deviation from the measurements. More comparisons beyond
the presented species may give a more complete picture of the organic oxidation mechanisms.
The treatment of cloud droplet deposition does not imply any changes to the modeled gas
phase concentrations of OH, HO2, and SO2. However, with up to 30 % a substantial fraction of the
sulfate and nitrate mass is lost due to cloud droplet deposition. This leads to a better agreement
between and model and measurement during FCE1.1 at daytime, for which also the pH is captured
well. However, the cloud droplet deposition is strongly depending on the size of the cloud droplets
(see Fig. D.1 in appendix D). To demonstrate this, the two cloud events were simulated with a
single aqueous phase tracer. Either the monodisperse or a 10-fraction polydisperse cloud droplet
distribution was used (the same as described in section 4.4). The resulting mass concentrations in
the lowest model layer of the simulations with and without cloud droplet deposition are compared
(see Fig. 5.13). A higher LWC and, hence, larger droplets lead to a strong increase in the modeled
deposition. For the monodisperse case, deviations of the modeled mass concentration of up to
~30 % occur. As the mass distribution shifts towards larger droplets compared to the number
distribution, the treatment of size-resolved cloud droplets leads to stronger deposition compared to
a monodisperse distribution with the same number. Due to the dependence of the cloud droplet
deposition on the droplet size, uncertainties of the LWC and the cloud droplet number as well as
their distribution are crucial for the modeled cloud droplet deposition.
Overall, the conducted studies showed the 3-D applicability of the complex multiphase chemical
mechanisms C3.0RED and the spatial effects of clouds have been demonstrated and investigated.
However, from these few comparisons, it cannot be concluded to which extent the differences are
caused by uncertainties of the emissions, shortcomings of the applied chemical mechanisms, or
aerosol processing that occurred before the air approached the measurement site. Note, that for
the 3-D simulations no reaction fluxes have been stored due to the required large amount of storage.
Further studies including the analysis of selected chemical sink and source fluxes are needed in order
to give a more detailed view on the agreements and differences between the measured and modeled
organic compounds. Moreover, future investigations should also focus on further multiphase phase
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Figure 5.12: Modeled and measured concentration time series of OH, HO2, and SO2 in the gas phase, and sulfate, nitrate, glyoxal, formate, glycolate in cloud
water as well as the pH of the cloud water during FCE1.1 at the summit station. The blue shaded area indicates when a cloud was modeled.
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Figure 5.13: Modeled relative difference due to cloud droplet deposition of ground level clouds for FCE1.1
(upper panel) and FCE11.2+11.3 (lower panel). Left: monodisperse droplets; right: polydisperse




The present work aimed at characterizing the influence of chemical cloud processing of the tro-
pospheric aerosol on the fate of relevant gaseous and particulate aerosol constituents using the
3-D CTM COSMO-MUSCAT. To achieve this goal, the work was structured in 3 parts: (i) model
development, (ii) model application for process and sensitivity studies in an artificial 2-D scenario,
and (iii) final model application for real 3-D case study.
In order to be able to treat detailed aqueous phase chemistry within clouds, the model was
enhanced by a description of aqueous phase chemical processes. This included also an adjustment
of the numerical schemes. In a further enhancement, a size-resolved treatment of the aqueous phase
chemical processes was implemented. The aqueous phase chemistry is represented by either the
detailed chemical mechanism C3.0RED, which is a reduced version of CAPRAM 3.0i and is designed
to be applicable to treat the aqueous phase chemistry of clouds within 3-D atmospheric models, or
the less detailed INORG mechanism. Besides inorganic mass production and acidity production,
which are the main aims of INORG, C3.0RED also treats the aqueous oxidation of several organic
compounds, the chemistry of transition metal ions and important tropospheric oxidants. To date,
only some state-of-the-art regional chemistry transport models consider aqueous phase chemical
processes, which are mostly focused on the formation of inorganic mass and the production of
acidity.
The enhanced model system was applied in a 2-D study for an artificial mountain streaming
scenario and in a real 3-D case study for two episodes of the field experiment HCCT-2010. The 2-D
scenario is described on a vertical cross section of the 3-D grid. It is, therefore, very suitable for
model development and detailed investigation of cloud processes because it is computational less
demanding than a full 3-D domain, and the meteorology, in particular the cloud formation, is easy
adjustable. Moreover, implemented enhanced model developments are directly available for full 3-D
simulations. In contrast to box models, also vertical mixing is described on the 2-D domain. This
scenario was applied for process studies in order to assess the effects of detailed cloud chemistry
on the composition of both the gas and the particulate phase. Furthermore, sensitivity studies
investigated the influence of (i) the detail of the used aqueous phase chemical representation, (ii)
the size-resolution of the cloud droplets, and (iii) the total droplet number on the chemical model
output. The 2-D studies indicated the requirement to consider chemical cloud effects in regional
CTMs because of their key impacts on oxidation capacity, air quality and other environmental
issues.
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By means of the subsequent 3-D case study, the 3-D applicability of the newly developed
COSMO-MUSCAT version was demonstrated enabling advanced studies on regional effects of cloud
chemistry. The effects of cloud processing observed in the 2-D scenario were assessed in a larger
scale context. In addition, the model output was compared to available measurements conducted
during HCCT-2010. This was the first time that an aqueous phase mechanism with the complexity
of C3.0RED was applied in 3-D chemical transport simulations. Finally, the 3-D studies confirm
the 2-D studies with more pronounced effects and expose the needs of future multiphase CTMs.
Model development
The new aqueous phase chemistry implementations in COSMO-MUSCAT describe the gas-
aqueous phase transfer, dissociations and aqueous phase reactions of atmospheric constituents in
an explicit manner. This means, that all equilibrium processes are described dynamically, and
also the H+-ion is a prognostic model species. However, the treatment of aqueous phase chemistry
is demanding in terms of robustness of the numerical schemes and computing time. Therefore,
an important part of the present work was to appropriately adjust the aqueous phase treatment
with regard to both numerical robustness and chemical accuracy. For the optimal setup, the cloud
chemistry is switched on if the cloud liquid water content in a grid cell is above a threshold of
0.01 g m−3, and the gas/aqueous partitioning (including dissociations) of selected species is also
treated in non-cloud grid cells on the threshold LWC. The latter was done, in order to improve the
robustness of the integration scheme by decreasing the unbalance within the aqueous phase chem-
ical system between non-cloud and cloudy grid cells. As the applied threshold LWC is still much
higher than typical aerosol water contents, the partitioning outside of the cloud is only treated for
those species whose partitioning would not apply changes to the gas phase chemistry, i.e., they are
either final products (e.g., H2SO4) in the gas phase or their partitioned fraction is negligible (e.g.,
OH). Overall, the enhanced model system provides a very useful tool for further development and
investigation of chemical and microphysical processes within clouds as demonstrated in the present
study.
2-D process and sensitivity studies
The application of the detailed aqueous phase chemistry mechanism C3.0RED showed that the
main gas phase oxidants OH, NO3, HO2, and H2O2 are strongly reduced by cloud interactions
particularly in-cloud (up to −53 %, −97 %, −84 %, −94 %), but also beyond. Due to the strong
photolytic production at noon in the applied scenarios, OH and HO2 recover shortly after the cloud
passage (net reduction less than 3 %). However, under lower light conditions in the late afternoon,
the distance until OH recovers is longer. This indicates also a prolonged OH reduction e.g., under
cloudy conditions and in winter at mid- and northern latitudes. The nighttime decrease of the
gas phase NO3 concentration is substantial also ~50 km after the cloud passage (up to −25 %).
Therefore, under low-light conditions and in particular during the night, this slightly slows down
the oxidations of VOCs in the gas phase. Hence, after the cloud passage the concentrations of some
VOCs are higher (e.g., isoprene, methacrolein; up to 10 % more) compared to simulations without
aqueous phase chemistry or with INORG, in which the aqueous phase sinks for OH and NO3 are
missing. Moreover, INORG lacks of the uptake of N2O5 representing a strong nighttime nitrate
source (and sink for gaseous NO3) under high NOx conditions. Due to this chemistry during the
night, the pH in C3.0RED is remarkably lower (up to ~1) compared to INORG. Besides, the daytime
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pH is always slightly (~0.2) lower in C3.0RED due to acidification from organic acids, mainly formic
acid. This pH difference leads to less sulfate formed in C3.0RED (up to 25 % less) due to reduced
contribution of the oxidation of S(IV) by O3. Only for the NOx-rich urban daytime cloud passage
more sulfate is produced in C3.0RED (~20 % more) caused by higher contribution of the sulfate
formation via HNO4, which is not incorporated in INORG. Moreover, many regional CTMs do
not consider this regionally important sulfate source. Hence, this pathway should be treated by
all CTMs focusing on sulfate prediction. Besides inorganic particulate matter, C3.0RED produces
secondary organic aerosol mass. However, the potentially overvalued photolytic decay of oxalic acid
roughly equals the formation of other stable organic particulate species. Therefore, no substantial
increase of the organic particle mass could be observed. However, C3.0RED lacks of a description
of salting-in/out and non-radical processes, which might increase the secondary organic aerosol
(SOA) mass. Overall, the comparison of the main effects and the chemical sink and source fluxes
with earlier CAPRAM3.0 studies has shown reasonable agreement under the same environmental
conditions. Hence, the implementation of C3.0RED into the 3-D model COSMO-MUSCAT is
consistent.
The comparison to available measurements of OH in cloud water [Arakaki et al., 2013] showed
that the modeled aqueous phase concentration of OH is overestimated. This is likely due to missing
OH sinks from water soluble organic matter (WSOM) that is not covered by C3.0RED. Hence,
the aqueous phase oxidation of the present organic species might be overestimated. However, the
treatment of additional WSOM, which is represented by a single lumped species and competes with
the other organics for aqueous OH indeed leads to a significant decrease of the in-cloud aqueous
phase OH concentration (up to 45 % less). This slows down the whole aqueous organic oxidation
chain leading to much lower concentrations (~90 % less) of particularly later oxidation products.
Furthermore, half of these additional WSOM are implemented with the ability to form complexes
with iron (e.g., humic like substances), hence decreasing the complex formation of oxalic acid. This
leads to less oxalic acid being photolytically destroyed and, hence, a higher modeled oxalate mass,
which is in better agreement with observations. However, the rates for oxidation and complexation
of this additional WSOM are not well known. In addition to the competition for the available
aqueous OH, such is also likely for aqueous NO3. Moreover, complexation with organic molecules
has also been observed for other metals than iron. Therefore, the mechanism of WSOM that is not
explicitly resolved by the applied aqueous phase mechanism is far from complete. Much more work
is required to be able to reliably account for the major effects of this part of the aqueous organic
mass in future model applications.
Besides cloud droplets, chemical conversions can also take place in the aqueous phase of at-
mospheric particles, which result in a different chemical regime as the aqueous phase chemistry
of cloud droplets because of e.g., a lower pH, effects due to non-ideality of the concentrated solu-
tions, or a higher importance of non-radical pathways. The current model is, however, not able
to explicitly account for these effects as C3.0RED is not appropriate for aqueous phase particle
chemistry, and the application of C3.0RED over the wide range of ambient LWCs from aerosols
to cloud droplets within one domain was not feasible in terms of numerical robustness. Therefore,
further development of (i) chemical mechanisms for the aqueous phase chemistry of deliquesced
particles, (ii) their treatment in the model to account for non-ideality, (iii) and the integration
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schemes to improve the robustness, is needed. Moreover, marine chemical regimes are not covered
by both RACM-MIM2ext and C3.0RED. Hence, for such application of the enhanced model system
improved mechanisms have to be developed.
In order to account for a more realistic treatment of the microphysical properties of a cloud
droplet population, a size-resolved treatment of the aqueous phase chemistry was implemented
into COSMO-MUSCAT. It considers the same droplet number as for the monodisperse case, but
the liquid water is distributed to the size bins of a predefined activated particle fraction. This
results in a slightly lower total droplet surface area, hence, slowing down the phase transfers.
Therefore, the in-cloud aqueous phase concentrations of the radical oxidants OH and NO3 were
slightly decreased (3 – 8 % less), which slowed down the organic oxidation chain and lead to up to
11 % lower concentration for later oxidation products such as organic acids. However, similar but
stronger effects have been observed when the number of droplets was doubled or halved without
changing the size-resolution of the droplet spectrum. This is because the doubling or halving of the
droplet number results in larger differences in the total droplet surface area. These effects indicate
that an adequate description of mean cloud properties (LWC, cloud droplet number) is likely more
important for modeling aqueous phase chemical conversions than a size-resolved treatment of the
chemical processes. This might change if in addition a more realistic inhomogeneous chemical
composition of the underlying particle distribution is treated. However, treating both adequate
particle microphysics and size-resolved aqueous phase chemistry requires even more computational
effort.
Overall with the applied 2-D mountain streaming domain, an adequate model experiment for
cloud processes has been set up for COSMO-MUSCAT that can be used for further process de-
velopments as well as detailed process and sensitivity studies. The implemented processes can in
general be used directly in 3-D applications as for the 2-D domain the same 3-D grid structure
is used. However, the investigation of the computational costs showed, that a simulation of the
monodisperse 2-D scenario with C3.0RED requires more than 10 times the computing time of a run
without aqueous phase chemistry. The size-resolved treatment leads to an additional 6-fold increase
of the required computing time. These high computational costs are still a serious restriction for the
application of explicit detailed aqueous phase chemistry in 3-D models. This issue is reinforced, if in
addition also more sophisticated particle or cloud microphysics shall be treated. Therefore, future
model improvements should also focus on more advanced numerical and parallelization techniques,
which distinguish between grid cells within, outside, and at the edges of clouds. Nevertheless, on
limited temporal and spatial scales, the application of detailed aqueous phase chemistry in 3-D
chemistry transport models is feasible as was clearly demonstrated within the present work.
3-D application for HCCT-2010
Building on the 2-D studies, the enhanced model was consequently applied for real 3-D case
studies simulating two selected time periods connected to the HCCT-2010 field campaign in or-
der to investigate the 3-D cloud processing. The goal of HCCT-2010 was to investigate the
physico-chemical aerosol-cloud processing induced by an orographic cloud. Therefore, physical
and chemical properties of the air, the particles, and the cloud droplets have been measured up-
wind, within, and downwind of the passage of an air parcel through the orographic cloud that forms
at Mt. Schmücke in the Thuringian Forest, Germany. The simulations were carried out for two full
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cloud events (FCEs) that provided good streaming conditions. These are FCE1.1 in mid-September
and FCE11.2+11.3 in early October. In general, the effects observed in the 2-D studies could be
confirmed. However, the decrease of the gas phase concentrations of the major oxidants OH and
NO3 was more pronounced with a net decrease ~20 km after the cloud of up to 20 % and 99 %,
respectively. Hence, the effects on the oxidation of VOCs in the gas phase were stronger leading to
larger deviations between C3.0RED and INORG for the concentrations of e.g., isoprene, α-pinene,
and limonene after the cloud passage. Moreover, the observed nighttime NOx reduction of up to
~30 % was stronger compared to the 2-D cases. Overall, considerable differences between a simple
or no representation of the aqueous phase chemistry and the application of the detailed aqueous
phase mechanism C3.0RED were observed in large parts of the model domain.
Finally, the simulation results were compared to selected measurements conducted at the
Mt. Schmücke measurement site (in-cloud). For the two considered periods, the model showed
different agreements and disagreements. During FCE1.1, the modeled concentrations of SO2 in the
gas phase, and the sulfate and nitrate mass in cloud water are in the range of the measurements,
whereas these quantities are considerably overestimated during FCE11.2+11.3. The discrepancies
are at least partly due to uncertainties of the modeled concentrations of the sulfate precursor SO2,
and the ammonium precursor NH3 determining the pH of the cloud droplets. The treatment of
cloud droplet deposition of the ground layer clouds at the coniferous forest canopy increased the
agreement between model and measurement for sulfate and nitrate. However, they are still strongly
overestimated during FCE11.2+11.3. Between the modeled and the measured gas phase concen-
tration of OH and HO2 there is a deviation of a factor of ~2 during FCE1.1 and good agreement
during FCE11.2+11.3. For the two species, the agreement was worse if aqueous phase chemistry
was not treated. In general, the agreement between model and measurement for the gas phase
concentration of OH, HO2, and SO2 as well as the sulfate and nitrate mass are mostly within a fac-
tor ~3. However, larger uncertainties occurred for the cloud water concentrations of the compared
organic compounds glyoxal, formate, glycolate. Again the picture is different between FCE1.1 and
FCE11.3+11.2. Whereas there is good agreement for formate and glyoxal during FCE11.2+11.3,
the underestimation during FCE1.1 is up to a factor of ~ 6. Besides, the concentration of glyco-
late is underestimated by more than one order of magnitude during the two cloud events. These
differences can be caused by uncertainties of the emissions, shortcomings of the applied chemical
mechanisms, or aerosol processing that occurred before the air approached the measurement site.
However, a detailed comparison between the model and the conducted measurements was beyond
the scope of the present thesis. Therefore, further simulations and analysis of HCCT-2010 including
comparisons with other measured chemical data and for the other cloud events should be conducted
in order to provide a more complete picture of agreements and disagreements between measurement
and model, and to improve the understanding of multiphase chemical processes.
With the present work, the enhanced model system was successfully applied for both 2-D and 3-D
studies investigating the aerosol-cloud processing. Moreover, the projected model studies strive to
reveal the impact of cloud processes on the local to small regional scale particularly for important
issues such as air quality. An adequate tool for detailed process and case studies on microphysical
and chemical cloud processes is now available for COSMO-MUSCAT opening the door for many
subsequent investigations. Furthermore, interfaces for the future coupling of the enhanced model
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with more advanced particle and cloud microphysics have been considered during the implementa-
tion. However, the computationally very expensive detailed description of cloud related processes
does not necessarily lead to better agreement with measurements as the uncertainties of emis-
sions and of the applied chemical mechanisms are still considerable. Nevertheless, the conducted
model enhancements provide a better insight in the multiphase system and enable more detailed
comparisons with measurements, which should be conducted in the future. Moreover, future model
developments should also focus on increasing the efficiency of the applied numerical and paralleliza-
tion techniques allowing for investigations of multiphase chemistry particularly on larger scales but
also for longer periods, hence, including multiple cloud passages.
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aqSOA Aqueous phase secondary organic aerosol
BDF Backward differential formula
CAR4 3-methyl-furan, hydroxy carbonyl, hydroxyl methyl vinyl ketone,
RACM model species
CCN Cloud condensation nucleus
CTM Chemistry transport model
CWF Chemical weather forecasting
DWD Deutscher Wetterdienst, engl.: German Weather Service
FCE Full-cloud event of the HCCT-2010 campaign
HC3PX Peroxyl radical of alkanes, alcohols, esters, alkines with small OH
reaction constant (< 3.4 × 10−12 cm3 s−1)
HCCT-2010 Hill Cap Cloud Thuringia 2010, field experiment
HULIS Humic-like substances
IEPOX Isoprene-derived epoxy species
IPCC Intergovernmental Panel on Climate Change
LMC Large molecular weight compounds
LWC Liquid water content
MACR Methacrolein, RACM model species
MACRPX Peroxyl radical of methacrolein, 3-methyl-furan, hydroxy carbonyl,
hydroxyl methyl vinyl ketone, RACM model species
MGLY Methylglyoxal, RACM model species
MVK Methyl vinyl ketone, RACM model species
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O/C ratio Ratio of the number of oxygen atoms and carbon atoms in a molecule
ODE Ordinary differential equation
OLNN NO3-alkene-adduct, RACM model species
ONIT Organic nitrate, RACM model species
OOA Oxygenated organic aerosol
PAN Peroxyacyl nitrates
PM10 Particulate matter below 10 ţm in diameter
PM2.5 Particulate matter below 2.5 ţm in diameter
RMS Root mean square
SOA Secondary organic aerosol
SVOC Semi-volatile organic compounds
TMI Transition metal ion
UBA Umweltbundesamt, federal environmental protection agency in Ger-
many
VOC Volatile organic compound
WISOM Water insoluble organic matter
WSOM Water soluble organic matter
Models, Mechanisms, Modules
ADOM Acid Deposition and Oxidant Model
ADOM-II Acid Deposition and Oxidant Model, version 2
AqChem Aqueous phase chemistry mechanism by Chen et al. [2007]
ART Aerosols and Reactive Trace gases
AURAMS A Unified Regional Air-quality Modeling System
C3.0RED Reduced version of CAPRAM 3.0i
CAM Canadian Aerosol Module
CAMx Comprehensive Air-quality Model with Extension
CAPRAM Chemical Aqueous Phase RAdical Mechanism
CAPRAM 2.4 CAPRAM version of 2003
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CAPRAM3.0i CAPRAM version of 2010
CB05 Carbon Bond Mechanism version 5
CB6 Carbon Bond Mechanism version 6
CBM-IV Carbon Bond Mechanism version 4
CBM-Z Carbon Bond Mechanism extended by Zavieri and Peters [1999].
CHIMERE Chemistry transport model of Institut Pierre-Simon Laplace/Labo-
ratoire de Météoroologie Dynamique,Institut National de l’Environ-
nement Industriel et des Risques, and Laboratoire Interuniversitaire
des Systèmes Atmosphériques
CMAQ Community Multi-scale Air Quality
CMU mechanism Carnegie Mellon University mechanism
COSMO Consortium Of Small Scale MOdelling, meteorological model of Ger-
man Weather Servic (DWD)
EmChem09 Gas phase chemical mechanism of the EMEP Unified Model, version
of 2009
EMEP LOng Term Ozone Simulations—EURopean Ozone Simulations
EQUISOLV-II Chemichal EQUIlibirium SOLVer, version 2
GATOR-GCMOM Gas, Aerosol, Transport,
Radiation, General Circulation, Mesoscale, and Ocean Model
H2O Hydrophilic/Hydrophobic Organic aerosol model
HETV HETerogeneous Vectorized, a partitioning module
IMEX Implicit-Explicit Integration Scheme
INORG INORGanic mechanism
ISORROPIA Equilibrium in Greek, a thermodynamic equilibrium module for in-
organics
KPP Kinetic PreProcessor
LOTOS-EUROS LOng Term Ozone Simulations—EURopean Ozone Simulations
LSODE Livermore Solver for Ordinary Differential Equations,
MADEsoot Modal Aerosol Dynamics Model for Europe extended by Soot
MAM Modal Aerosol Model
MARS Model for an Aerosol Reacting System
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MCM Master Chemical Mechanism
MECCA Module Efficiently Calculating the Chemistry of the Atmosphere, a
chemical mechanism
MELCHIOR1 Modele Lagrangien de Chimie de l’Ozone a l’echelle Regionale, ver-
sion 1
MELCHIOR2 Modele Lagrangien de Chimie de l’Ozone a l’echelle Regionale ver-
sion 2
Meso-NH MESOscale NonHydrostatic chemistry model
MUSCAT MUlti-SCale-Aerosol-Transport Model
ORILAM ORganic INorganic Lognormal Aerosol Model
PolAir3D Air quality model of Polyphemus
RACM-MIM2ext RACM + Mainz Isoprene Mechanism version 2 + Extension, Gas
phase mechanism RACM + enhancement for isoprene chemistry +
deplumping and extension of some organic species
RACM1 Regional Atmospheric Chemistry Mechanism, version 1
RACM2 Regional Atmospheric Chemistry Mechanism, version 2
RADM Regional Acid Deposition Model, a chemical gas phase mechanism
RADM2 Regional Acid Deposition Model version 2
RCG Rem-CalGrid, a CTM of Freie Universität Berlin, Institut für Me-
teorologie
RDAMKA Regional Acid Deposition Model, version KArlsruhe
ReLACS Regional Lumped Atmospheric Chemical Scheme
ReLACS-AQ Regional Lumped Atmospheric Chemical Scheme with aqueous
phase
SAPRC-07 Mechanism of Statewide Air Pollution Research Center, University
of California, version of 2007
SAPRC-90 Mechanism of Statewide Air Pollution Research Center, University
of California, version of 1990
SAPRC-99 Mechanism of Statewide Air Pollution Research Center, University
of California, version of 1999
SCAV Comprehensive SCAVenging submodel
SIREAM SIze-REsolved Aerosol Model
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SOAP Secondary Organic Aerosol formation/Partitioning
SORGAM Secondary ORGanic Aerosol Model, a thermodynamic equilibrium
module for organics
SPACCIM SPectral Aerosol Cloud Chemistry Interaction Model
UNI-AERO Aerosol dynamics model of the EMEP Unified Model
VSRM Varibale Size Resolution Model
WRF/CHEM Weather Research Forecast with Chemistry
Symbols
α, βIM , γ Canopy parameters for dry deposition of particles
αj Accommodation coefficient of aqueous phase species j
β Parameter of the implicit integration depending on the integration
method and its order
ε Empirical constant for dry depositioin
ηdyn Dynamic viscosity of air
ηkin Kinematic viscosity of air
ĉn+1 New approximation of cn+1 during the iteration in the implicit
integration method
Λ Scavenging coefficient for wet deposition
λ Mean free path of air molecules
Φm Profile function for momentum
ρ Density
ρP Density of particle
ρw Density of water
σw Surface tension of water
c̃n+1 Last approximation of cn+1 during the iteration in the implicit
integration method




~v 3-dimensional wind vector
A1, . . . , An Reactants of a chemical reaction
a1, . . . , an Stochiometric coefficients of the reactants
ATOL Absolute error tolerance
ATOLaq Absolute error tolerance for aqueous phase species
ATOLg Absolute error tolerance for gas phase species
b Residual of the iteration in the implicit integration method
B1, . . . , Bn Products of a chemical reaction
b1, . . . , bn Stochiometric coefficients of the products
C Slip correction factor for dry deposition of particles
c Concentration
cA Aqueous phase concentration
cG Gas phase concentration
cn+1 New approximation of c (t) at tn+1 in the implicit time integration
method
Cn Linear combination of previous values in the implicit integration
scheme
CSt Sticking coefficient for dry deposition of particles
DAdry Deposition of aqueous phase species contained within cloud droplets
of ground level clouds
DGDry Dry deposition of gas phase species
dDr Diameter of rain droplets
DG Diffusion constant
dP Diameter of particle
DAwet Wet deposition of gas phase species
D Gas phase diffusion constant
E Collection efficiency for wet deposition of particles
EB Collection efficiency for Brownian diffusion
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EIM Collection efficiency for impaction
EIN Collection efficiency for interception
eSat,∞ Saturation vapour pressure of water over a flat surface
eSat Saturation vapour pressure of water over a solution droplet
Err Estimated local error of the solution
EWT Error weight vector
f Function value of the discretized advection diffusion reaction equa-
tion
fChemistry Function values of the chemical processes
FD Deposition flux
fExplicit Part of f that is solved with an explicit scheme (advection)
fImplicit Part of f that is solved with an implicit scheme (chemical reactions,
deposition, vertical advection and vertical diffusion)
fV ertical Function values of the vertical processes (vertical diffusion and ad-
vection)
g Gravitational acceleration
H Henry’s Law constant
I Identity matrix
is Number of ions resulting from the dissociation of the solute molecule
J Jacobian of fImplicit
JChemistry Jacobian of the chemical processes
JV ertical Jacobian of the vertical processes
k Kármán constant
kbackward Backward reaction rate coefficient of a dissociation
keq Equilibrium constant of a dissociation
kforward Forward reaction rate coefficient of a dissociation
kreac Reaction coefficient
Kz Vertical diffusion coefficient
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L Monin-Oboukhov length
M Mass transfer coefficient
m Molality
Ms Molar mass of solute
ms Mass of solute within a droplet
Mw Molecular weight of water
NA Number of aqueous phase species
NG Number of gas phase species
P Rain rate
Q Sink and source term
QA Aqueous phase emissions
QG Gas phase emissions
R Molar gas constant
r Radius of droplet or particle
r? Critical radius
RA Aqueous phase chemical reaction term
RG Gas phase chemical reaction term
RA Atmospheric resistance for dry deposition
RB Quasi-laminar resistance for dry deposition
rCanopy Characteristic radius of the canopy
RC Canopy resistance for dry deposition
Rreac Chemical reaction term
RS Surface resistance for dry deposition
RTOL Relative error tolerance
S Equilibrium saturation ratio of a droplet
S? Critical saturation ratio of a droplet
Sc Schmidt number





T Ahor Horizontal advection flux of aqueous phase species
T Ghor Horizontal advection flux of gas phase species
T Avert Vertical transport flux of aqueous phase species
T Gvert Vertical transport flux of gas phase species
u? Friction velocity
vD,G, vD,A Deposition velocity in gas and aqueous phase
vreac Reaction velocity
vSet Settling velocity
Wic, Wbc Scavenging ration for in-cloud and below-cloud deposition
z0 Roughness length
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Table A.1: Initial composition of the gas phase for the 2D scenarios.
RACM mechanism
species
Description Urban [molec cm−3] Rural [molec cm−3]
NO2 nitrogen dioxide 1.150 × 1011 3.830 × 1010
NO nitric oxide 1.174 × 1010 5.735 × 108
O3 ozone 2.290 × 1012 1.020 × 1012
HONO nitrous acid 6.611 × 107 1.883 × 106
HO hydroxyl radical 3.841 × 105 1.815 × 105
HNO3 nitric acid 2.550 × 1010 7.650 × 109
NO3 nitrogen trioxide 1.831 × 108 2.020 × 106
H2O2 hydrogen peroxide 2.550 × 1010 2.550 × 1010
HCHO formaldehyde 2.550 × 1010 1.275 × 1010
H2 hydrogen 1.275 × 1013 1.275 × 1013
CO carbon monoxide 7.650 × 1012 3.830 × 1012
HO2 hydroxyperoxyl radical 1.216 × 108 1.414 × 108
ALD other aldehydes 1.199 × 109 2.550 × 109
MO2 methyl peroxyl radical 1.931 × 107 6.424 × 107
CH3CHO acetaldehyde 1.250 × 109 9.298 × 109
C2H5CHO propionaldehyde 5.100 × 107 3.814 × 108
CH3CH2CH2CHO butyraldehyde 5.100 × 107 3.814 × 108
OP1 methyl hydrogen peroxide 2.550 × 1010 2.550 × 107
OP2 higher organic peroxides 2.550 × 109 2.550 × 109
PAA peroxyacetic acid and higher
analogs
2.550 × 107 2.550 × 107
KET higher ketones 3.825 × 109 7.650 × 109
ACO3 acetyl peroxyl and higher
saturated acyl peroxy radicals
5.115 × 106 1.571 × 107
ETHPX peroxyl radical formed from ETH 5.943 × 106 1.261 × 108
CH3COCH3 acetone 1.301 × 1010 1.220 × 1010




Description Urban [molec cm−3] Rural [molec cm−3]
CH3COCH2CH(CH3)2 methyl isobutyl ketone 1.785 × 109 1.673 × 109
GLY glyoxal 2.550 × 109 2.550 × 109
MGLY methyl glyoxal 2.550 × 109 2.550 × 109
DCB unsaturated dicarbonyls 5.304 × 109 4.488 × 107
TCO3 unsaturated acyl peroxy radicals 2.476 × 105 4.870 × 104
ONIT organic nitrate 2.747 × 1011 5.634 × 109
HKET hydroxyl ketone 1.363 × 1010 1.065 × 1010
HNO4 pernitric acid 3.034 × 109 1.069 × 108
SO2 sulfur dioxide 1.275 × 1011 2.550 × 1010
H2SO4 sulfuric acid 3.222 × 1010 2.421 × 109
CO2 carbon dioxide 9.403 × 1015 9.100 × 1015
CH4 methane 4.471 × 1013 4.330 × 1013
ETH ethane 6.120 × 1010 3.830 × 1010
HC3 alkanes, alcohols, esters, and
alkynes with OH rate constant
(298 K, 1 atm) less than
3.4 × 10−12 cm3 s−1
6.120 × 1010 2.550 × 1010
HC3PX peroxy radical formed from HC3 1.027 × 107 6.520 × 106
ORA1 formic acid 2.436 × 1010 1.083 × 1010
HC5 alkanes, alcohols, esters, and
alkynes with OH rate constant
(298 K, 1 atm) between
3.4 × 10−12 cm3 s−1 and
6.8 × 10−12 cm3 s−1
2.030 × 1010 1.280 × 1010
HC5PX peroxy radical formed from HC5 1.763 × 107 3.610 × 106
CH3CH2CH2OH 1-propanol 1.785 × 108 1.206 × 108
CH3CHOHCH3 isopropanol 4.845 × 109 3.273 × 109
CH3CH2CH2CH2OH 1-butanol 1.020 × 108 6.913 × 107
CH3CH2CHOHCH3 2-butanol 7.650 × 107 5.167 × 107
HC8 alkanes, alcohols, esters, and
alkynes with OH rate constant
(298 K, 1 atm) greater than
6.8 × 10−12 cm3 s−1
2.389 × 109 4.422 × 109
HC8PX peroxy radical formed from HC8 2.555 × 107 2.552 × 106
ETE ethene 2.550 × 1010 1.280 × 1010
ETEPX peroxy radical formed from ETE 8.871 × 106 3.496 × 106
OLT terminal alkanes 2.550 × 109 2.550 × 109
OLTPX peroxy radical formed from OLT 7.737 × 106 7.647 × 106
OLI internal alkanes 1.910 × 105 1.370 × 107





Description Urban [molec cm−3] Rural [molec cm−3]
DIEN butadiene and other anthropogenic
dienes
5.592 × 1010 1.134 × 109
ISOPX peroxy radical formed from ISO 1.759 × 107 2.639 × 108
API α-pinene and other cyclic terpenes
with one double bond
1.754 × 108 1.200 × 109
APIPX peroxy radical formed from API 7.300 × 104 1.980 × 107
LIMN d-limonene and other cyclic
diene-terpenes
1.291 × 108 5.100 × 108
LIMNPX peroxy radical formed from LIMN 1.580 × 105 3.557 × 107
TOL toluene and less reactive aromatics 2.550 × 109 2.550 × 108
ADDT aromatic-OH adduct from TOL 1.161 × 102 8.388 × 10−1
XO2 accounts for additional NO to NO2
conversions
2.748 × 107 2.010 × 107
XYL xylene and more reactive aromatics 2.550 × 109 2.550 × 108
ADDX aromatic-OH adduct from XYL 2.054 × 102 1.401
CSL cresol and other hydroxyl
substituted aromatics
2.550 × 107 2.550 × 107
ADDC aromatic-OH adduct from CSL 5.958 × 101 4.585
PHO phenoxyl radical and similar
radicals
4.735 × 106 2.530 × 105
KETPX peroxy radical formed from KET 5.447 × 106 3.017 × 108
UDD unsaturated dihydroxy dicarbonyls 3.609 × 108 2.572 × 106
PAN peroxyacetyl nitrate and higher
saturated PANs
1.275 × 1010 2.550 × 108
TPAN unsaturated PANs 1.057 × 1010 7.322 × 107
MACR methacrolein 2.626 × 1010 1.786 × 1010
TOLPX peroxy radical formed from TOL 8.666 × 106 9.806 × 105
XYLPX peroxy radical formed from XYL 1.520 × 107 1.592 × 106
CSLPX peroxy radical formed from CSL 3.608 × 106 4.882 × 106
OLNN NO3-alkene adduct reacting to
form carbonitrates + HO2
7.653 × 107 8.339 × 106
OLND NO3-alkene adduct reacting via
decomposition
3.634 × 107 6.646 × 107
ORA2 other organic acids 1.434 × 108 5.222 × 107
CH3COOH acetic acid 1.431 × 1010 4.800 × 109
CH3CH2COOH propionic acid 4.471 × 108 1.496 × 108
CH3CH2CH2COOH butyric acid 1.507 × 108 5.453 × 107
ISO isoprene 1.623 × 109 2.550 × 1010




Description Urban [molec cm−3] Rural [molec cm−3]
CAR4 3-methyl furane, hydroxyl
carnonyls, and hydroxyl mehtyl
vinyl ketone
1.270 × 109 8.053 × 109
ISON β-hydroxylalkylnitrates formed
from ISOP + NO and alkylnitrates
from ISO + NO3
7.640 × 109 4.945 × 109
ISHPX β-hydroxyl hydroperoxide formed
from ISOP + HO2
1.124 × 109 9.271 × 109
MACRPX peroxy radical formed from MACR 5.168 × 105 1.519 × 107
NALD nitrooxyacetaldehyde 1.390 × 109 2.681 × 109
MVKPX peroxy radical formed from MVK 7.198 × 105 2.095 × 107
MAHPX hydroperoxides formed from
MACRPX + HO2
8.313 × 107 5.865 × 109
MPAN peroxy methacryloyl nitrate and
higher peroxy acyl nitrates formed
from ISO
2.298 × 1010 2.370 × 1010
OHCCH2OH glycol aldehyde 1.505 × 1010 4.487 × 109
N2O5 dinitrogen pentoxide 1.529 × 1010 3.463 × 106
CH2OHCH2OH ethylene glycol 1.607 × 108 3.102 × 108
NH3 ammonia 1.275 × 1011 3.830 × 1010
HCl hydrochloric acid 5.100 × 109 2.550 × 109
ETOH ethanol 2.550 × 1010 6.120 × 109
CH3OH methanol 1.280 × 1011 5.100 × 1010
Table A.2: Initial particle composition as fraction of total mass (g/g) for the 2D scenarios (according to
Poppe et al. [2001]).












Table A.3: Initial fraction of total particle mass for additional WSOM used in the 3D scenarios (according
to Tilgner [2014]).
Compound Description Mass fraction urban Mass fraction rural
WSOM additional water soluble




HULIS humic-like substances with
the ability to form metal
complexes
0.07533502200 0.02782624320
Table A.4: Aqueous phase chemical mechanism of WSOM and HULIS as enhancement of C3.0RED (ac-
cording to Tilgner [2014]).
Reaction Rate, Equilibrium constants Reference
WSOM + OH −→ HULIS + HO2 3.8 × 10−8 L mol−1 s−1 Arakaki et al. [2013]
HULIS + OH −→ HULIS + HO2 3.8 × 10−8 L mol−1 s−1 Arakaki et al. [2013]
HULIS 
 HULIS– + H+ KEq= 3.98 × 10
−4 mol L−1
KBwd= 5 × 1010 L mol−1 s−1
estimtated as Fulvic Acid
[Salma and Lang, 2008]
HULIS– + OH −→ HULIS– + HO2 3.8 × 10−8 L mol−1 s−1 Arakaki et al. [2013]
Fe3+ + HULIS– 
 FeHULIS2+ KEq= 1 × 10
9 L mol−1
KBwd= 3 × 10−3 s−1
estimated
Fe2+ + HULIS– 
 FeHULIS+ KEq= 1 × 10
5 L mol−1
KBwd= 3 × 10−3 s−1
estimated
FeHULIS2+ + hν −→
Fe2+ + HULIS + 0.5 HO2
jmax=3.56 × 10−2 s−1
values taken from FeOH2+
photolysis (see Arakaki et
al. [2010])
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Arakaki, T., et al. (2013), A general scavenging rate constant for reaction of hydroxyl radical with organic
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Poppe, D., et al. (2001), Scenarios for modeling multiphase tropospheric chemistry, Journal of Atmospheric
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C3.0RED above threshold LWC = 0.01gm−3
C3.0RED at threshold LWC = 0.01gm−3
C3.0RED at threshold LWC = 0.001gm−3
without aq−chem
Figure B.1: Modeled horizontal profile of the gas phase concentration of OH, HO2, H2O2, and O3 at noon,
and NO3 at midnight of the second day for the rural (left) and urban case (right). All concentrations are
in molec cm−3. The blue shaded area depicts the cloud passage. Red: Base case, i.e., complete aqueous
phase chemistry switched on above a threshold LWC of 0.01 g m−3 and non-reactive partitioning outside
of the cloud at this threshold LWC. Green: Same as base case, but in addition calculation of complete
aqueous phase chemistry outside of the cloud at the threshold LWC of 0.01 g m−3. Blue: Same as for the















































































































































































































OH [mol l −1]
Figure B.2: Modeled aqueous phase concentrations of OH, HO2, NO3, H2O2, and O3 in mol l−1 for the








































































































































































































































C3.0RED INORG without aqueous phase
Figure B.3: Modeled horizontal profile of the gas phase concentration of NO2 at midnight of the second
day for the rural (left) and urban case (right). All concentrations are in molec cm−3. The rural case is
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Figure B.4: Modeled horizontal profile of the gas phase concentration of isoprene, methacrolein, and bu-
tadiene at midnight of the second day. All concentrations are in molec cm−3. The blue shaded area









































C3.0RED INORG without aqueous phase
Figure B.5: Modeled horizontal profile of the gas phase concentration of OH and HO2 in the afternoon
(18:00) of the second day. All concentrations are in molec cm−3. The rural case is shown on the right,












































































Figure B.6: Relative contribution to modeled pH. The number of anions must equal the number of H+
and NH4+-ions as electroneutrality was initialized.
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Appendix C
Additional figures for chapter 5
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Figure C.1: Left in each group: Modeled pH, daytime and nighttime sulfate mass, and nighttime nitrate mass during FCE11.2+11.3 in the lowest model layer.
Right in each group: Corresponding difference C3.0RED-INORG (absolute for the pH, relative for sulfate and nitrate). The square depicts Mt. Schmücke
























































































































































































































































































































18 24 6 12 18 24
Nitrate
Figure C.2: Modeled concentrations during FCE11.2+11.3 ~17 km after the passage of Mt. Schmücke (circle in Figs. 5.8, and C.1). The pH is shown for the
summit station (square in Figs. 5.8, and C.1). The blue shaded area indicates when a cloud was modeled at the summit station. Note that for gas phase














































































































































































































18 24 6 12 18 24
Glycolate cloud water
Figure C.3: Modeled and measured concentration time series of OH, HO2, and SO2 in the gas phase, and sulfate, nitrate, glyoxal, formate, glycolate in cloud
water as well as the pH of the cloud water during FCE11.2+11.3 at the summit station. The blue shaded area indicates when a cloud was modeled.
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Appendix D
Deposition of cloud droplets of
ground level clouds
The deposition of cloud droplets of ground level clouds and fogs on the surface can lead to a
significant input into the biosphere [e.g., Vermeulen et al.; 1997; Zapletal et al., 2007; Herckes et
al., 2013]. Especially for canopy consisting of wood or in mountainous terrain, there is potential for
high dry deposition rates [Lovett, 1984; Petroff et al., 2008], which are comparable to classical wet
deposition processes, i.e., precipitation [Zapletal et al., 2007]. Also for the HCCT-2010 campaign,
deposition of cloud droplets within the coniferous forest might have played a role [Harris et al., 2013].
Therefore, the already implemented dry deposition scheme for particles [Zhang et al., 2001] has
been enhanced in order to treat the deposition of cloud droplets in the canopy. Within this scheme,
droplets distinguish from dry particles by their density (1 g cm−3 for droplets and 1.6 g cm−3 for
particles) and that droplets are totally sticky, i.e., they show no rebound. As the dry deposition of
droplets is strongly dependend on their size (Fig. D.1), the impact of this scheme should be higher
if also the size-resolved chemistry described above is used. This will lead to a stronger deposition
of material present in larger droplets. The calculated dry deposition flux for droplets only affects
the chemical species within the aqueous phase. The amount of liquid water resides unchanged. As
an example, Fig. D.1 shows the modeled dry deposition velocity for u? =0.6 m s−1 (according to
a mean wind of ~3.5 m s−1) within coniferous forest for droplet diameters occuring in the applied
size-resolved scheme. For comparison, the settling velocity, which is part of the deposition velocity
is also shown. As can be seen, the settling velocity gains importance for larger droplets, hence,
dominating the deposition of very large droplets. For rather smooth surfaces (e.g., grassland), dry
deposition is mainly determined by particle or droplet gravitational settling also for smaller sizes.
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Figure D.1: Dry deposition velocity (black solid line) and settling velocity (red dashed line) of water
droplets in coniferous forest for a mean horizontal wind speed of 3.5 m s−1 according to the approach of
Zhang et al. [2001].
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