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INTRODUCTION
On July 27th, 1998, the National Aeronautics and Space Adminiswation's (NASA) Learning Technologies (LT) Project and the United States Coast Guard (USCG) implemented the world's first real-time multimedia link between the USCG Cutter Polar Star (P olar Star) located in the Gulf of Alaska and schools from as far west as Japan across the entire United States. This link allowed students to enjoy the benefits of leading-edge technology.
NASA LT engineers at Ames Research Center (ARC) in California have implemented three different communication configurations in the Arctic to date: two were part of LT's mobile baseline technologies and one was a response to a request by the USCG. The objective was to implement a high-speed data platform onhoard a ship in the high latitudes of Arctic Ocean in order to provide NASA educational events using the Internet. The design included several platforms of multimedia applications run over the Internet as well as redundancy to ensure land-based fallback capabilities over satellite and/or phone lines. Once the events were delivered to the U.S. via the Internet, the primary delivery mechanism was NASA's Learning Technology Channel which can serve The communication plan for the educational events included a 56-kbps satellite data link for Internet service. An experiment simulating operation of a beta system was conducted in June1998 in Half Moon Bay, California. In July, the USCG presented an urgent requirement to move up the scheduled departure date of the Polar Star.
Because of the shortened deadline, LT engineers worked around the clock to implement the requirement. The effort to establish the real-time multi-media l i i is described below. In December 1997, LT management met with the USCG to discuss NASA's Arctic communication requirements for 1998 and 1999. At that time, LT determined that high bandwidth would be required to support compressed video in order to return multimedia events from a robot exploring beneath the Arctic Ocean. This requirement, coupled with similar data requirements for the Polar Star, warranted sufficient justification for the USCG to upgrade their Inmarsat A stations to Inmarsat B. This would increase their data capability from 9.6 kbps to 64 kbps. During the next few months NASA continued to conduct informal system reviews for science opportunities aboard both the Polar Star and Polar Sea. The last mode of this configuration was the collection of P E G images. Users were able to look at still images, as they had been taken only hours earlier from the Arctic adventure. These pictures were even more i m p o m t when video was inoperative.
The Powerbookm 5300 in the above configuration was a support machine in case the Hitachi station failed during chat sessions. All of these machines were patched onto an Ethernet via a 4-port hub. The hub then connected directly to the router for Inmarsat B portable configurations. In Inmarsat B configurations, the hub used the ship's local area network (LAN) to reach the router.
IMPLEMENTATION OF INMARSAT B P AND

LTC-MID JULY 1998
On July 13, 1998, it became apparent that our Inmarsat Bp procurement would not occur on schedule. Although this procurement was originally intended for a Russian robotics experiment, we had adjusted requirements to expedite its procurement to satisfy the USCG mission.
Also, due the experimental nature of this link, it was entirely possihle that we would not be able to get the ship's Inmarsat operational prior to departure on July 24. We needed the portable Inmarsat Bp station as a backup for land-based communications.
We turned to Wang Inc., one of NASA's support service contractors, and asked them to rent another Inmarsat Bp as they had for the event with the First Lady. Witbin a few days we had the equipment, including a brand new Cisco 2514 router. Our job was to configure the Inmarsat Bp station and the router to function exactly as they had for the event in
Paris earlier that year. We were confident that this would not be too difficult, but that was not the case.
This new technology had not been widely used and there was very little expertise available to solve these problems. When problems began to arise, we put NASA's networking expem on the problem.
Together, LeRC and ARC resolved the problems over a number of days and many hours of work. The first set of problems occurred when the Mobile Earth Station ( M E S ) would not connect to the Pacific Ocean Region satellite Intelsat 178" E. After troubleshooting, it became apparent that we did not have our ground station configured correctly. To make things worse, the rental company did not provide us with root access, and without that we could not change the configuration. When the access password was provided by the owner, we were able to operate the system for voice and data. It was possible to operate the system in High Speed Data (HSD) mode at 64 or 56 kbps in a loop-hack configuration.
Unfortunately it took another 48 hours to solve a routing problem between the Cisco routers in California and Ohio.
One of our major problems was the configuration of the
ISDN switches in the Land Earth Stations (LES) in New
Zealand. We found that some LES use 64 kbps and some use 56 kbps-the secret in this case was to configure everything for 56 kbps. It seems like an obvious point, but when you can't tell what happens after the signal leaves your Inmarsat station, all you h o w is that it doesn't work at the other end.
This was an interesting point. In order to send out TCP/IF' packets, we had to use a router and run Point-to-point Protocol (PPP). The router then communicated to the Inmarsat Bp station via RS-232 running V.25 bis. Once the data leaves the Inmarsat Bp, it travels 35700 km via L-Band (1.5 Ghz to 1.6 Ghz) to the orbiting satellite. In our case that was Intelsat 178" E. From there it communicates with an LES via C-Band (4 Ghz to 6 Ghz). 
IMPLFMENTATION OF INMARSAT B ONBOARD
THE POLAR STAR-LATE JULY 1998
On July 24, NASA was successful in implementing Inmarsat HSD on the Polar Star. To date the only other
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Communication Path
The previous week a subcontractor had installed the Inmarsat B station into the Polar Szar. They had tested out most of the systems with the exception of the HSD as they had no Internet service provider to support it. NASA sent up two engineers to work with the subcontractor. The team worked for three days and was unable to resolve the problem. Loop-back tests with the HSD circuit indicated that the system was working correcting from COMSAT'S perspective.
The following week on July 22, the NASA Project 
1998
On July 26, during set-up for our second live broadcast, a major problem caused us to rework how we would do all of our live broadcasts. At a mere 56" N., our ship's Inmarsat B HSD began to fail. With connection times lasting only several seconds, it became clear that we would not be able to conduct a live broadcast with our design of choice.
A quick decision to see if our land-based unit would work on the deck of the Polar Star saved the day. With only minutes remaining, the NASA technicians successfully deployed the Inmarsat B portable on the deck of the flying bridge. With a simple swivel chair placed below the dish, one of the NASA technicians manually uacked the satellite using a compass and signal strength readings from the handset of the Inmarsat B portable. The signal strength we had seen in the field ranged from 0 to 500. During this broadcast we were able to maintain a healthy average of around 70. From our experience, anythmg below 50 would cause the TCP/IP connection to drop. Additionally, we could obtain the Bit Error Rate. It again occurred numerically between 30 and 60. Statistically a n N i n g above 45 would cause the TCP/IP to begin to fail. If it didn't fail, the effective bandwidth of the circuit approached that of the older 9.6-kbps modems.
7. hlPLEMEh'TAlT0N OF C0"ENTAL U.S. This wireless technology proved to be very robust, and with the help of Phil's contacts, we obtained the required wireless routers. The wireless routers had to he the correct routes, and any computers located at the end of the remote router had to be reconfigured. While these routers were more complicated to use than wireless bridges, they were much easier to troubleshoot. We could easily ping our way through the network until we found the problem.
CONFIGURATION
NASA CONUS Station Configuration
As always, most problems could be amibuted to bad Ethernet connections. The wet, cold and austere environment was very hard on the connections between these devices. Nevertheless we managed to pick up students ranging from Japan to Eastern United States to Puerto Rico.
PROBLEMS, MAKESHIFT LEM MEN TAT ION, AND CONFIGURATION BREAKTHROUGHS DURING LIVE EVENTS
The following 14 events were scheduled to test the intricate Internet system. They were also designed to provide valuable NASA scientific content to the educational community. The greatest drawback was that these tests fell between summer school and regular session, thus reducing student participation.
Event 56" N. 
Our
generators worked well and we had no use for our 110 AC battery system. Aside from sunburn, we were not eaten by hears.
Event 62" N. 167" W., August 6th (Impressions of Nome, Alaska): Finally at Nome, we deployed on the beach and were freezing. The locals didn't speak English and I didn't speak Inuit, so they kept walking in front of our antenna dish. I didn't know how to tell them about the hazard area extending four meters in front of the flat panel display that radiated out in a 30-degree pattern, I r e s o d to hand language and got the message across. All equipment functioned excellently, but as we were so cold, we could hardly type into the chat window to check for questions. Ten minutes into our broadcast, our RealMediaTM stream was overwritten by a previously scheduled NASA event, and so ended the Nome Broadcast. The biggest problem was that we arrived a day later than we had scheduled the event, and while we had a small group of loyal followers, the delay of being deployed by helicopter cost us most of our viewers. The final point is that it is very difficult to schedule events when you are second to an operational mission that has priority. We did the best we could. loyally working the NASA equipment on the roof while I interviewed the senior scientist below. Intermittent conditions only allowed our broadcast to continue for 10 minutes before going down hard for the rest of the night. Just a noteduring the summer the sun doesn't set, so you can always set up your equipment on deck.
We then went down to the ship's Inmarsat phone which still worked despite the HSD failure. We completed our interview via telephone, where the conversation was encoded in Mt. View and placed onto the Internet, We used a Gemer box to patch a mic into the phones input. I used the headset to listen for questions as they were read off of the chat windows in California. We were able to complete the whole interview with audio only going out to the schools. we reached Ice Station Sheba Although the equipment was rated to operated reliable only up to 70 degrees North and South, we were determined to get ours to work. The Canadians aboard Sheba had a high speed Inmarsat system working as well, and they reported that ionospheric conditions sometimes caused them hours of blackout periods.
We attempted without success on August 13th at 77O N., and 14th at 76" N., to hold this event. Each day we would attempt to interview the senior scientist of Ice Station Shieba, Dr. Petrovitch, who had just completed a tour of duty. Each day our network could only come up for a few minutes at a time. On the second day, a run of 12 minutes led us to believe that we might be able to conduct our interview. Over the three-day period viewers drop dramatically with only a hand full willing to watch the event by the third day. On our last attempt, we tried to implement a phone link using the ship's Inmarsat but were unable to keep a phone link up. Alas, mother nature had won this round. Signal strengths were at an all-time low, never climbing above 40. Thus it was impossible to execute a live broadcast Attempts to use Inmarsat phone lines were equally impossible. We archived this interview and digitized it using RealMediam later that night. The 30-minute interview took 14 minutes to download in two pieces when we got the Internet up using the Polar Star's system. Each link would only last for about 7 minutes, but long enough to get the data out. It is unclear why the Polar Star's system suddenly worked again. Logically the ship's antenna is located about 4 meters higher than our portable, and for this reason has superior gain. My own feeling is that the antenna is at times optimally focused at the satellite and during these windows ideal for HSD. The rest of the time their antenna is probably pointing off dead center, allowing for Inmarsat phone calls but not HSD.
When the satellite goes out of range, the gryo motors move the antenna back into a better position. The ship's antenna was enclosed inside of a small 1. demonstration of the submersible remotely operated vehicle (ROV) above water. Once again the wireless routers were critical to getting to the ROV's location. Fortunately for us were able to conduct the entire lecture using our portable without problem. We answered 40 questions from students across America. We were at the same location as the previous two days, and we executed the event at the same time-the only variable was the Eartb's atmosphere.
Event 71" N. 156" W., August 27th (Mr. Durbes Lecture): For this event we patched into the ship's network and linked a computer lab to the Internet so that we could broadcast the three-dimensional modeling work that was being conducted with the data gathered from the ROV. Once again we had an excellent event. Also note we had actually climbed a little farther north.
Event 70" N. 159" W., August 28th (Lt. Billeaudeaux Lecture): On our last scheduled event the gremlins attacked again and prevented our signal from getting out. This time the ship's system was completely dead and we couldn't raise more than 40 on our portable link. We archived the event and mailed it later that night from om hotel in R. Barrow after taking the ship's helicopters back to Pt. Barrow. General Issues: Several factors made our job more difficult, including lack of resources, the harsh environment, limited power supply, the occultation period that blocked communications, dealing with a large number of demarcs, compensating for the ship's motion, and ionospheric instability.
DATA ANALYSIS
While typical signal strength along the equator with unblocked signal paths is around 400, we typically received levels of 60. When the signal dropped below 45, we could not hold a TCPQ connection. Phone calls were even difficult below 40. The table in appendix B contains om log of values.
These data tell us that as rated, the Inmarsat B portable is hit and miss above 7 0 ' N. as advertised by the vender. Ice Station Sheba had a better lidthey did not have full Internet access, but simple file transfer protocol capabilities.
CONCLUSION
As a direct result of the Learning Technology's ground-breaking efforts in July 1998, several historical breakthroughs have occmed, not only in technology applications, but in historic "firsts" for education and telepresence--this was the first US.
govenunent-owned vessel to have f u l l Internet access at high speeds, the first time that live video was sent back from the Arctic via the Internet, and the first time that such an interactive event was demonstrated allowing students to hear the answers to their questions within seconds of typing them into a chat window from one of the most remote locations on Earth.
This technology is not unique; it consists of turn-key technology, self-contained commercially-available systems. What is unique is the system integation that NASA championed. What was unprecedented was NASA's rigor and the innovative fashion in which this historic first was implemented at a time when it was thought to be technically infeasible. 
