The underlying defects in ADHD (Attention Deficityperactivity Disorder) are not yet clear. 
One is the finding that ADHD children with a susceptibility conferring 7-repeat allele of the dopamine D4 receptor gene are remarkably free of the slow, highly variable response times that characterize ADHD children lacking that allele (Swanson et al., 2000a (Solanto et al., 2001) , supporting the independence of the two causative pathways. The SST is seen as revealing a component of executive control, which may be related to general cognitive level; and the (C) (shown below) . This effect was seen in both of the very different samples, suggesting that we are seeing an important effect. The data will be used in the current paper as the basis for assessing the validity of three distinct computational simulations of decision-making in ADHD, which can be briefly described as learningbased, appetite-based, and cognition-based.
Cognitive deficits in ADHD
It is well known that children with ADHD often suffer from academic impairment (Barkley et al., 1991; Faraone et al., 1993) . Some impairments persist from preschool to college age (DuPaul et al., 2001; Heiligenstein et al., 1999) .
Neuropsychological deficits have also been described in ADHD, particularly in tests of selective attention and frontal function (Doyle et al., 2000; Grodzinsky and Barkley, 1999; Lockwood et al., 2001) . A reduced activation of various frontal areas has been described in ADHD children during Stroop, stop, and motor timing tasks (Bush et al., 1999; Rubia et al., 1999) . Abnormalities of eventrelated potentials in a continuous performance task; of visuomotor perception; and of verbal memory and learning have also been described (Oie &Rund, 1999; Raggio, 1999; Sunohara et al., 1999) .
Subgroups can be particularly affected (Swanson et al., 2000b) . (Shea, 1996) (Volkow et al., 1998) and are used to treat ADHD. in which they improve academic performance and normalize various neuropsychological measures (Elia et al., 1993; Haenlein & Caul, 1987; Sunohara et al., 1999; Tannock et al., 1989) . Stimulants cause an immediate, unlearned, and fully reversible reduction in hyperactivity in ADHD and in control children (Flungund et al., 1979) , leading to the possibility that the children have an 'appetite' for dopamine, which can be satisfied by stimulants. Dopaminergic systems are activated by reward but also by various other factors, notably novelty (Ljungberg et al., 1992; Cloninger, 1987; Horvitz, 2000; Schultz, 1998) . Indeed, increased noveltyseeking is found in ADHD (Downey et al., 1996; Young et al., 2000) , and associations have been found between a specific allele of the dopamine D4 receptor and novelty-seeking (Malhotra & Goldman, 2000) . Hyperactivity in ADHD has been repeatedly found to be ameliorated by novelty (Iaboni et al., 1995; Felicetti & Julliard, 2000; Sleator & Ullmann, 1981) and by high reinforcement rates (Douglas & Parry, 1994; Carlson & Tam.z,.,, 2000 Friston et al., 1994) to account for data on the activity of dopamine cells in the VTA and substantia nigra of monkeys during the learning of an operant conditioning task (Schultz, 1998 We consider the latter first. When choices are superficially similar (i.e. in difficult trials), recognizing differences is more likely than recognizing the identical match. So the program keeps track ot the current estimated probability for each of the six target pictures. These start at 1/6. When a difference is found, the probability of that picture matching the index drops toward zero, at a rate determined by the 'learning rate', and the probabilities are re-distributed to total 1.
However with very simple pictures (e.g. stick figures), subjects may be able to tell 'at a glance' that they have found the right one. Our simulation allows such recognition in easy trials only. Without such an 'at a glance' method, the model cannot achieve learning as fast as the experimental controls (though such fast learning could also be accounted for by controls having a special quickscan strategy for short trials.) Note that the distribution of difficulty levels of the trials affects performance (see Appendix) .
The overall approach just described can be implemented in many ways. Our program incorporated temporal difference learning, with its parameters described below. It also incorporated parameters suggested by the state regulation and cognitive deficit theories (also described below), in such a way that any or all of them could be disabled, and the effects of the remaining one or two factors could be investigated in isolation. The program is written in Matlab (available by email from the first author). (2000) proposed that a "shorter and steeper delay gradient" in ADHD children may lead to the development of overactivity, increased behavioral variability, motor impulsiveness, and impaired sustained attention.
Such a gradient has also been correlated with impulsive behavior in general psychiatric outpatients (Crean et al., 2000) . Males discount future rewards more than females, and addicts more than non-addicts (Wilson & Daly, 2003; Kollins, 2003) . It has been suggested (Williams & Dayan, 2004) that the discounting rate may to some extent be learned from the degree of unpredictability in an individual's environment; such unpredictability, however, may be highly context-specific (Aloise & Miller, 1991) . Over a much shorter time course, discounting can be increased (i.e. D can be reduced) by exposure to certain pleasurable stimuli (Wilson & Daly, 2003 Abbreviations: AB Action Bias (see text). One-tail AB: The extent to which non-optimal reward rate increases the Action Bias. This is "one-tailed" because reduction, but not increase in the reward rate increases Action Bias. Two-tail AB: The extent to which non-optimal reward rate increases the Action Bias. This is "two-tailed" because increase in the reward rate increases Action Bias, just as reduction does. Memblur: the extent of blurring of working memory each second (see Appendix) . Fig. 2(a) ). The parameters of the TD model can provide various explanations for the tendency for ADHD performance to be somewhat worse than the control group. These explanations include reductions in perceived reward size, brittleness, or learning rate, and increases in reward discounting or action bias.
However, as shown for example in Fig. 2(a) We introduced a link from deficient reward (i.e. below the set-point) to an increased Action Bias. In practical terms, this reflects the tendency of a child to become more active when he has not received much stimulation recently. The effect of this factor is to selectively impair performance on longer trials, as expected (Fig. 2(b) ).
Figure 2(c) shows a two-tailed version of the same mechanism. In this case, Action Bias is increased whenever the reward rate (modeled as dopamine level) is outside an acceptable range. Despite the similarities between (c) and (e) in Fig. 2 , the most straightforward explanations for short-and long-trial deficits were provided by cognitive deficits and dopamine appetite, respectively. It thus seems likely that short-trial deficits will be preferentially correlated with execution function deficits; and long-trial deficits preferentially with delay aversion, stimulant efficacy, and dopaminergic genes. The need for two processes rather than one to explain the MFFT results is supported by the dissociation between response time and error rate in a GO-NO GO task (van der Meere et al., 1999). That study showed the error rate to be minimum at 4-see interstimulus interval (ISI) and worse at 1-see or 8-see.
The response time, however, was considerably shorter with the 1-see ISI.
Our results are consistent with the truism that a single psychological test cannot in isolation distinguish among all the different causes of psychopathology. Any behavioral result has several potential causes. For example, using current data, we cannot separate the effects of brittleness from that of perceived reward size--or indeed, from oppositionality.
The computational approach described in this paper is biologically based, repeatable, and specified at a lower level than most psychological theories of ADHD. The (Fig. 2(c) ). The major conceptual difference between the two models is that whereas the elements of the TD model are working together on every task, the dual-pathway model has two paths making distinct contributions to behavior. Even though cortical areas are structurally and functionally distinct, however, the status of the suggestion that they form such well-segregated circuits (Alexander et al., 1986 ) is currently uncertain. Mesencephalic dopamine appears to be released throughout the striatum and frontal cortex as part of a unified wave, so it may not have the functional capacity to send distinct signals (Schultz, 1998) . M oreover, parallel corticostriatal projections converge so dramatically in the striatum that any segregation of signals may be lost (Rolls & Treves, 1998 ).
Higher stimulant doses may have adverse cognitive effects while maintaining their antiimpulsivity effect (Tannock et al., 1995; Berman et al., 1999; Evans et al., 2001; O'Toole et al., 1997) . This observation suggests at least two pharmacological effects, but whether the dissociation is between striatum and cortex, stateregulation and cognition, or even dopamine and norepinephrine, is not yet clear.
Limitations
The most important criticism of this work is that the small number of experimental data points could have been accounted for by an almost limitless range of physical processes. This problem is to some extent mitigated by our implementation of existing theories, rather than new ones invented for the purpose; by our use of fairly standard or common-sense values for parameters; and by our adjusting only one of the parameters for each of the graphs in Fig. 2 (except for (e) ). Our prime goal was not to minimize the number of parameters in the model, as there will inevitably be many variables governing performance of a highlevel task even within a control group. Rather, we aimed to minimize the number of parameterchanges needed to account for the difference between ADHD and control children.
We omitted many aspects of MFFT performance, including frustration, inter-subject differences, search strategies, and trial-to-trial improvement (and true learning from temporal differences). We treated visual recognition and time simplistically. These simplifications certainly detract from the realism of the model. (Barto et al., 1983) . Here, we use V(t) Q(t,u), where Q(t,u) depends (Watkins, 1989) Fig. 2(c) 
