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We study non-canonical relaxation in a composite cold atoms system, consisting of subsystems
that possess negative microcanonical specific heat. The system exhibits pre-thermalization far away
from integrability due to the appearance of a single adiabatic invariant. The Thirring instability
drives the constituent subsystems towards the edges of their allowed energy spectrum, thus greatly
enhancing the contrast between the prethermal state and the long time thermal outcome.
The foundations of statistical mechanics are being
challenged by demonstrations that not all systems equi-
librate canonically. Dynamically integrable systems may
evolve towards non-canonical steady states [1–4] because
without chaos systems do not ergodically explore energy
shells. While truly integrable systems are rare, “nearly”
integrable systems may remain in non-canonical steady
states over significant time scales, a phenomenon known
as prethermalization [3–12].
It has recently been pointed out that prethermaliza-
tion does not necessarily require near-integrability [13–
15]. When dynamics conserves additional motional con-
stants besides energy and particle number, the system re-
laxes towards an equilibrium described by a generalized
Gibbs ensemble (GGE) instead of the standard grand
canonical ensemble (GCE). This is true even if the to-
tal number of constants of motion is much smaller than
the number of degrees of freedom. If a small perturba-
tion then breaks these additional conservation laws, the
system will still initially relax into the same GGE as a
’prethermal state’, but then relax further into the stan-
dard GCE as it slowly migrates out of the reduced phase
space shell that was defined by the no-longer-conserved
constants.
In this work we present an example of such prether-
malization in a model system which can be realized ex-
perimentally with quantum gases and in which all the
important thermodynamical properties can be computed
analytically. Non-canonical equilibration into a GGE oc-
curs here not due to an extra exact symmetry but be-
cause of an additional adiabatic invariant; prethermaliza-
tion occurs as the adiabatically approximate invariance
breaks down. The dramatically non-canonical nature of
equilibration in this case is related to the fact that the
component subsystems of this aggregate system all have
negative specific heat (NSH).
Negative specific heat.– The Second Law of Ther-
modynamics usually requires heat in an aggregate sys-
tem to disperse among its constituent subsystems un-
til equilibrium at uniform temperature is reached, but
this changes when the heat capacity C = dε/dT of each
subsystem—the specific heat, in terms of the subsys-
tem energy ε—is negative. Negative specific heat (NSH)
implies Thirring instability[18]: a subsystem which ab-
sorbs heat from its surroundings because it is colder will
thereby become colder still, and conversely a hotter sub-
system will be heated further by losing energy. No vio-
lation of the Second Law is involved, since heat always
flows from hotter systems to colder and entropy S only
increases, yet heat spontaneously concentrates.
The most important examples of negative specific heat
are in self-gravitating astrophysical systems [16–20], such
as cold cosmic gas clouds in which spontaneous hot spots
become stars, or protoplanetary discs in which planets
heat by accretion. Negative specific heat is also observed
in various other long-range interacting systems [21], clus-
ters of atoms and molecules [22–24], and in the fragmen-
tation of nuclei [25].
NSH is thus real but its meaning in statistical me-
chanics is subtle. Thermodynamics with NSH is inher-
ently non-extensive [18], so that an aggregate of NSH
subsystems typically has positive C. Moreover only the
microcanonical C can be negative. Each subsystem in an
aggregate is automatically coupled to a heat bath com-
posed of all the other subsystems, however, and so the
ensemble of NSH subsystems will have a probability dis-
tribution of fluctuating ε, rather than a microcanonically
definite ε, even if the aggregate’s total energy E is fixed.
Microcanonical NSH nevertheless remains a real prop-
erty of the subsystems and can have dramatic effects.
The Thirring instability implies bistability, where each
subsystem tends to have either much lower or much
higher ε than the aggregate average: heat concentrates
rather than dispersing, and steady states are not uni-
form. The distribution of ε over the aggregate is well-
defined but bimodal. Thirring’s thermodynamic explana-
tion of the instability, based on microcanonical subsys-
tem temperature T = 1/S′(ε) [18], translates straight-
forwardly into canonical language: microcanonical C =
−S′′(ε)/S′(ε)2 < 0 implies an anomalously high density
of states at high energies, providing a second probability
peak there even when a low canonical bath temperature
TB otherwise favors low energy.
Bose-Hubbard model system.– To test whether
such unusual bimodal distributions can really emerge in
the time evolution of an isolated non-integrable dynam-
ar
X
iv
:2
00
9.
01
49
1v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  3
 Se
p 2
02
0
2FIG. 1. The dimensionless action variable m(ε) (solid)
and microcanonical entropy S(ε)/kB = ln[m
′(ε)/m′(ε−)]
(dashed) of the Bose-Hubbard dimer as a function of dimer
energy ε for n = 2 and U = 0.15 (a) or U = 0.35 (b). The
dotted straight line in (a) is to help show the upward curva-
ture of m. The curves are representative of all 0 < Un < 1;
upward curvatures increase with Un. The slope of S is ev-
erywhere positive, meaning positive microcanonical tempera-
ture T = 1/S′(ε). As implied by the monotonically increas-
ing slope of the S(ε) curve, the microcanonical specific heat
C = −S′′/(S′)2 of a dimer is negative for all ε for 0 < Un < 1.
ical system, we consider a large L × L two-dimensional
array of identical two-mode Bose-Hubbard (BH) subsys-
tems with repulsive on-site interactions, weakly linked to
each other by nearest-neighbor tunneling. Realizable as
the tight-binding limit of dilute ultracold bosons trapped
in a lattice potential, this quantum system is represented
accurately for large particle numbers by the semi-classical
mean-field Hamiltonian
H =
∑
r
Hr − J
2
∑
〈r,r′〉
2∑
σ=1
(α∗σ,rασ,r′ + c.c.),
Hr = −Ω
2
(α∗1,rα2,r + c.c.) +
U
2
2∑
σ=1
n2σ,r (1)
where Hr is the two-mode BH (“dimer”) Hamiltonian
[26] at each site r ≡ (i, j) of the 2D lattice, with onsite
interaction U and coupling Ω between the two modes
(σ = 1, 2) at each site. The complex amplitudes ασ,r are
mean-field representations of second-quantized bosonic
destruction operators, so that nσ,r ≡ |ασ,r|2 is a particle
number represented in mean-field approximaton as con-
tinuous. Inter-dimer coupling is provided by tunneling
with rate J between nearest neighboring dimers 〈r, r′〉.
The total particle number N =
∑
σ,r nσ,r is conserved,
as is the value E of the aggregate Hamiltonian H. In (1)
we have already set ~ = 1; throughout this paper we will
generally also set Ω = 1.
If coupling between dimers is neglected then each sin-
gle dimer is integrable, with action-angle variables that
can be constructed analytically. We will focus in this pa-
per exclusively on the regime 0 < Un < 1 in which the
individual dimers exhibit Josephson oscillations without
self-trapping. We assume J  Ω (J  1) in order to im-
plement weak coupling between the subsystems, so that
E
.
=
∑
r εr where εr is the value of Hr. Since we consider
time scales much longer than the inter-dimer tunneling
time, however, our large aggregate system is not effec-
u = 0.1 u = 0.5
j
j
FIG. 2. (Color online) Long-time numerical propagation: The
Bose-Hubbard dimer populations nij (a,b) and energies εij
(c,d) at Jt = 103 are plotted throughout the 60 × 60 dimers
array. Initial conditions correspond to a uniform population
and energy distribution (see black dot in Fig. 3); panels a,c
and b,d show the steady state outcome at u = 0.1 and u = 0.5,
respectively. In all simulations J = 0.05Ω.
tively decoupled and integrable. Its only exact constants
of the motion are N and E.
Subsystem negative specific heat.– To derive the
thermodynamical properties of the one-dimer subsystems
we examine Hr for a single dimer, dropping the r sub-
scripts. Since n = n1+n2 is conserved the phase space is
effectively two-dimensional, spanned by n1 − n2 and the
relative phase of α1,2; single-dimer properties only de-
pend on U through the product u = Un. The energy ε is
bounded from above and below by ε± = ±n/2+un/4 (for
u < 1). The two-dimensional phase space area enclosed
between a contour of fixed energy ε and the ground state,
which is 2pi times the action coordinate m(ε, u), can be
expressed exactly in terms of complete elliptic integrals
(see our Supplementary Material [31]), and this yields
further analytic expressions for the microcanonical en-
tropy S = kB ln(2pi∂εm), temperature T = 1/∂εS, and
specific heat C = 1/∂εT . As previously noted in [27] and
illustrated in Fig. 1, T is positive and C is negative for
all ε− < ε < ε+ and all 0 < u < 1. Do we see Thirring
bimodality in the distribution of dimer energies after the
whole array has evolved under H for long times?
Numerical results.– As Fig. 2 shows, we do. In
Fig. 2 we plot all the single dimer energies εr and occu-
pation numbers nr of the whole array, after a long time
evolution, from generic initial conditions with no partic-
ular symmetry. The structures seen in the Figure form
spontaneously. In the very small-U limit, the inter-dimer
3coupling J is sufficiently competitive to produce signif-
icant surface tension in the domain walls that surround
energy concentrations, making them behave as mobile
droplets [27]. For stronger interaction, the surface ten-
sion becomes negligible, favoring small immobile energy
breathers [28]. Equally important from a thermodynamic
point of view are the dark voids between the bright spots,
where dimers are all low in energy. No effort to simulate
NSH has been made in this Figure; the results emerge
purely from Hamiltonian evolution, just as they should if
entropy increase accurately represents ergodic evolution
in a non-integrable system.
Non-canonical thermalization.– Careful analysis
shows that there is more than NSH going on in this sys-
tem, however. In the presence of microcanonical NSH a
GCE can be bimodal in energy, but in fact the ensemble
of all the dimers in our array cannot be described by a
GCE. In Fig. 3a,c we compare the n, ε distribution of the
dimer subsystems in Fig. 2 to the GCE distribution
PGCE(n, ε) =
∂m(ε, u)
∂ε
e
ε−µn
kBTB
Z(TB , µ) (2)
where Z(TB , µ) is the grand partition function, with TB
and the chemical potential µ set by the constraints∑
n,ε
εP (n, ε) =
E
L2
,
∑
n,ε
nP (n, ε) =
N
L2
. (3)
It is clear that no GCE can describe the steady state
that our BH array has reached. The reason is that the
BH dimer energy ε is bounded from above by an upper
limit ε+(U, n), and since it has NSH, it has a minimum
microcanonical temperature T− = T (ε+). The array en-
ergy in the case shown in Fig. 3 implies a canonical bath
temperature TB which is less than T−, so in this case no
dimers can be colder than their collective bath.
So we are seeing Thirring-like bimodality when NSH
alone cannot provide it. And in fact we see a much more
dramatic bimodality, with many dimers clustered tightly
around both ε± and very few in between, than the only
slightly bimodal, rather flat distribution that the modest
convexity of our microcanonical entropy would predict
even in the right range of TB . Why does this happen?
Adiabatic invariance of the single-dimer action
variable.– The coupling J between the dimers is not
simply negligible. Over the long evolutions that we follow
it has ample time to affect the system decisively. Because
J  Ω, however, there can be a large separation of time
scales between the intra-dimer and inter-dimer dynam-
ics. Below we will discuss exactly when this time scale
hierarchy exists, but when it does the sum of all the ac-
tion variables of the individual dimers M =
∑
rmr is an
adiabatic invariant [27, 29, 30]. Adiabatic invariance is
not exact conservation; an adiabatic invariant has, as it
were, weather but no climate change. The secular trend
in an adiabatic invariant is zero exactly.
FIG. 3. (Color online) Comparison of the one-dimer number
and energy distribution in the results of Fig. 2 (gray dots, each
corresponding to a single dimer) with the GCE distribution
of Eq. 2 (a,c for u = 0.1 and u = 0.5 respecively) and with
the generalized Gibbs distribution of Eq. 4 (b,d for the same
parameters). The black dot corresponds to the initial uniform
distribution. While the GCE fails to describe the observed
distribution, the GGE captures the numerical outcome, thus
demonstrating restricted ergodicity within the N,E,M shell.
For thermodynamics and statistical mechanics of our
weakly coupled Bose-Hubbard array, therefore, the adi-
abatic invariance of M is as good as exact conservation.
The whole array as a Hamiltonian system does not er-
godically explore the entire phase space shell specified
by E,N , but is restricted instead to the E,N,M sub-
space when M is adiabatic invariant. When we consider
each dimer as a system coupled to a bath composed of all
the other dimers, therefore, we must consider that bath
and system can exchange not just two quantities that are
in total conserved, but three: E, N , and M .
The generalized Gibbs ensemble.– For the ensem-
ble of individual dimers we therefore construct a GGE in
the form:
PGGE(n, ε) =
∂m(ε, u)
∂ε
e
ε−µn−µ˜m(n,ε)
kBTB
ZGGE(TB , µ, µ˜) (4)
where ZGGE(TB , µ, µ˜) is the GGE partition function and
the added constraint,∑
n,ε
m(n, ε)P (n, ε) =
M
L2
, (5)
is used along with Eqs. (3) to set the values of the La-
grange multipliers TB , µ and µ˜. This generalized Gibbs
distribution is shown in Fig. 3b,d. Unlike the GCE dis-
tribution it is sharply bimodal, agreeing well with the
4long-time Hamiltonian evolution of the dimer array and
thus confirming that Gibbs ensembles represent the er-
godicity of non-integrable Hamiltonian evolution.
The bimodality of the GGE is easy to recognize from
Fig. 1: m(ε) is a nearly straight line that curves slightly
upwards. It is therefore easy to tune µ˜ to make the GGE’s
Boltzmann exponent −(ε− µ˜m)/(kBTB) U-shaped. This
effect is similar to that of the convexity of the micro-
canonical entropy S, which is just the logarithm of the
density of states prefactor ∂m/∂ε in both probabilities,
but because the Boltzmann factor also contains TB the
bimodality of the GGE due to µ˜m can be arbitrarily
strong for low enough temperatures. Since the micro-
canonical S is simply the log of the derivative of m, the
upward curvature of m that drives this stronger bimodal-
ity is directly related to the upward curvature of S that
defines NSH. In effect the adiabatic invariance of M am-
plifies the system’s basic NSH character, and Thirring
instability due to the density of available states makes
equilibration in this system dramatically non-canonical.
Prethermalization without near-integrability.–
The adiabatic invariance of M does not follow merely
from J  Ω but from the inter-dimer tunneling time
1/J being much longer than the single-dimer dynami-
cal time scale, which depends on u and ε [29, 30]. For
u→ 1 and ε→ ε+ this time scale goes to zero, as large-
amplitude nonlinear Josephson oscillations become slow
in the approach to self-trapping. For any finite J there
is therefore a threshold u above which the invariance of
M breaks down. This threshold can be computed by Bo-
goliubov stability analysis of the array about the max-
imally excited state with all nr = N/L
2 = n and all
εr = ε+(n) [31]. This identifies a modulational instabil-
ity for u > uc = 1 − 4J . Indeed, when we calculate M
throughout the time evolution in Fig. 4a, we see it is con-
served for UN/L2 < uc, but at higher values of average
u, M decays over time.
Repeating our time evolution at a supercritical value
of UN/L2, in Fig. 4 we observe two clear stages. In the
faster prethermalization stage M is conserved and the
system explores the restricted shell defined by the initial
N,E,M , so that the dimer ensemble fits the bimodal
GGE. Over longer times, however, M is no longer free of
secular trends; the system gradually migrates out of the
initial M shell to explore the full N,E phase space. At
late times the dimer ensemble fits the usual GCE. This
is thus a classic case of prethermalization even though
near-integrability in this system concerns only the single
quantity M , while the 2L2 − 3 other degrees of freedom
in the array are all far from integrable.
Conclusions.– Considering the thermalization of
a homogeneous aggregate system consisting of subsys-
tems with negative microcanonical specific heat, we have
shown that the system approaches non-canonical distri-
butions even though it is extremely non-integrable. A
single extra adiabatic invariant, not even exactly con-
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FIG. 4. (Color online) Prethermalization: (a) Time evolution
of the total joson number M for u = 0.5 (solid), 0.7 (dashed)
and 0.9 (dotted) and J = 0.05Ω; (b) Joson number and total
entropy dynamics for u¯ = 0.84, just above the critical value
uc = 0.8. Arrows mark the times at which panels c,e,g and
d,f,h are taken; (c) The εr distribution at the end of the M-
conserving prethermalization stage; (d) same after complete
thermalization; (e) Prethermal state matches the GGE with
the appropriate N,M,E; (f) Thermal state matches GCE
with the same N,E. Panels g,h compares crosscuts through
the GGE and GCE distributions at the most probable value of
n (marked by the dashed line in e,f) showing good agreement
with the numerical result at the corresponding stage.
served, requires a generalized Gibbs ensemble. The
breakdown of this adiabatic invariant above a parameter
threshold introduces slow phase space migration mani-
festing as prethermalization. These effects are dramati-
cally enhanced in this system, showing up in sharply bi-
modal energy distributions, due to the underlying pres-
5ence of negative specific heat. All of this unusual be-
havior is explained in terms of analytically computable
quantities, supporting the basic assumption of statisti-
cal mechanics that maximum entropy ensembles repre-
sent ergodicity, even in exotic cases where the subspaces
which are ergodic must be considered carefully. Explicit
analytical formulas for all microcanonical thermodynam-
ical properties of the two-mode Bose-Hubbard model are
given in the Supplementary Material [31].
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SUPPLEMENTARY MATERIAL
ACTION VARIABLE FOR THE CLASSICAL TWO-MODE BOSE-HUBBARD MODEL WITH 0 ≤ u < 1
We consider the single-dimer Hamiltonian Hr in Eq. (3), with particle number nr = |α1r|2 + |α2r|2. We henceforth
drop the r subscripts, so that we begin from
H = −1
2
(α∗1α2 + α
∗
2α1) +
U
4
n2 +
U
4
(n1 − n2)2 . (1)
As common in studies of the two-mode Bose-Hubbard model we next transform to the Schwinger representation of
angular momentum,
α∗1α2 + α
∗
2α1
2
= L1
α∗1α2 − α∗2α1
2i
= L2
|α1|2 − |α2|2
2
= L3 . (2)
Although more commonly introduced quantum mechanically, where it is justified by the fact that the canonical
commutation relations of the bosonic creation and destruction operators reproduce the angular momentum algebra,
this transformation also works classically, with the classical Poisson brackets replacing the quantum commutators.
We further note that this representation implies L21 +L
2
2 +L
2
3 ≡ (n/2)2. With this transformation we render (1) into
H = −L1 + UL23 +
Un2
4
. (3)
We then introduce a canonical representation of the angular momentum variables for fixed n:
L1 = P
L2 =
√
(n/2)2 − P 2 cosφ
L3 =
√
(n/2)2 − P 2 sinφ , (4)
where φ, P are a canonically conjugate pair with the finite ranges −n/2 ≤ P ≤ n/2 and −pi < φ ≤ pi, φ = ±pi being
identified so that we have a finite cylindrical phase space. (It is easy to confirm that the canonical Poisson brackets
of φ and P reproduce those of the angular momentum variables.) This delivers
H = −P + U [(n/2)2 − P 2] sin2φ+ Un2/4 . (5)
A key feature of this our final transformation is that for 0 < Un < 1 all the contours of constant H = ε sweep through
the entire [0, 2pi] range of φ.
For 0 < Un < 1 it can also be shown that Un2/4 − n/2 ≤ εUn2/4 + n/2. We therefore represent the energy in
terms of the angle η ∈ [−pi/2, pi/2] according to
ε =
Un2
4
+
n
2
sin η (6)
and express the contour of constant energy H = ε in the (φ, P ) phase space as
U sin2 φP 2 + P +
n
2
sin η − Un
2
4
sin2φ = 0 . (7)
Solving the quadratic equation, and discarding one branch because we must have P ≥ −n/2, gives
P (φ, η, n) =
1
2U sin2 φ
(
−1 +
√
1− 2Un sin η sin2 φ+ (Un)2 sin4 φ
)
≡ n
2u sin2 φ
(
−1 +
√
1− 2u sin η sin2 φ+ u2 sin4 φ
)
≡ nX(φ, η, u) , (8)
for u = Un.
The area enclosed for given η between this contour −n/2 ≤ P (η, φ) ≤ n/2 and the minimum energy contour
P (−pi/2, φ) = n/2 is then by definition equal to 2pi times our action variable m(ε, n):
m(ε, n) =
n
2
−
∮
dφ
2pi
P
(
φ, η(ε, n), n
)
= n
(
1
2
−
∮
dφ
2pi
X
(
φ, η(ε, n), u
))
. (9)
Defining the new integration variable z = sin2 φ and then integrating by parts allows us to write m(ε, n) as
m = n
(
1
2
− 1
pi
∫ 1
0
dz
√
1− z
z
uz − sin η√
(1 + iueiηz)(1− iueiηz)
)
. (10)
The integral over z is in the general class of elliptic integrals but it does not reduce immediately to any of the three
standard Legendre forms of elliptic integral. Mathematica evaluates it exactly in terms of Appell F1 functions, giving
a form which is manifestly real but unfamiliar and also slow to compute numerically. If instead of taking z = sin2 φ
we change variables to ξ = cotφ we can obtain an exact evaluation in terms of incomplete elliptic integrals at infinite
argument. Applying elliptic integral identities we can then reduce these to complete elliptic integrals of the three
basic Legendre types, and confirm by numerical plotting that the result is exactly equal to the exact result in Appell
functions. Most of our analytical results in this paper are based on this evaluation:
m
n
=
1
2
− 1
pi
Re
2 cos ηK
(
1−ie−iηu
1+ieiηu
)
√
1 + ieiηu
+
2i
u
√
1 + ieiηuE
(
1− ie−iηu
1 + ieiηu
)
+
ieiη
(
1− ie−iηu)Π(ie−iηu| 2iu cos η1+ieiηu)√
1 + ieiηu
 , (11)
where K(m), E(m), and Π(n|m) are respectively the complete elliptic integrals of the first, second, and third kinds.
This final expression is admittedly ponderous but it evaluates efficiently numerically and the complete elliptic
integrals obey a number of well-known identities, so that derivatives of m with respect to ε can also all be evaluated
exactly in terms of complete elliptic integrals. In particular the microcanonical entropy, temperature, and specific
heat can all be obtained straightforwardly, because through further elliptic integral identities the derivative of m with
respect to ε simplifies dramatically to just
∂m
∂ε
=
2
pi
K
(
1− 1−ie−iηu1+ieiηu
)
√
1 + ieiηu
, (12)
which is real in spite of its complex arguments because of an identity satisfied by complete elliptic integrals of the
first kind.
Since 2pim is the action variable for the Bose-Hubbard dimer, 2pim′(ε) not only gives the quantum density of states
in the semiclassical limit, and therefore the microcanonical entropy, but is also the period of the classical orbit at
energy ε. K(0) ≡ pi/2, so we can confirm that
lim
ε→ε±
∂m
∂ε
= lim
η→±pi/2
∂m
∂ε
=
1√
1∓ u , (13)
which agree with the inverse Josephson frequencies of small oscillations around the ground and highest excited states.
The microcanonical temperature can be expressed in terms of complete elliptic integrals as well:
1
kBT
=
u− sin η
2n cos2 η(1− ie−iηu)
E
(
1− 1−ie−iηu1+ieiηu
)
K
(
1− 1−ie−iηu1+ieiηu
) + sin η
2n cos2 η
, (14)
which is again identically real in spite of its complex arguments. The temperature is also finite at minimum and
maximum energy in spite of the 1/ cos2 η factors, and finite for n→ 0 as long as U > 0. The limits are
kBT± = kBT (ε∓) =
(1± u)2
2U(1−±u/4) . (15)
CRITICAL Un FOR ADIABATIC INVARIANCE OF M FROM BOGOLIUBOV STABILITY ANALYSIS
OF THE MAXIMALLY EXCITED ARRAY
The calculation we perform to fix uc for the onset of M decay is actually linear stability analysis of the maximally
excited array state α1,r = −α2,r =
√
n/2. Since this maximally excited state has maximum M value, its instability
necessarily involves decrease of M . The reason that the stability of this very particular homogeneous state can be
used to diagnose the invariance of M for generic states is that the instability which we will find for the homogeneous
state will turn out to be at the shortest possible wavelengths. It is thus actually a local instability which can appear
whenever even a few neighboring dimers are maximally excited. We have seen in our main text that the cases in
which M is adiabatically invariant, and in which it matters that M is adiabatically invariant, are cases with bimodal
dimer ensembles in which maximally excited dimers are not uncommon. The calculation of uc from the maximally
excited state of the whole array thus shows when energy bimodality due to adiabatic invariance of M becomes self-
inconsistent, because above this uc threshold invariance of M will lead to clusters of maximally excited dimers in
which M will spontaneously decay.
To perform the linear stability analysis we begin with the Hamiltonian equations of motion according to (1) from
our main text, which are the two-component discrete Gross-Pitaevskii (GP) nonlinear Schro¨dinger equation
iα˙1,jk = −J
2
∑
〈r,r′〉
α1,r′ − α2,r
2
+ U |α1,r|2α1,r (16)
iα˙2,r = −J
2
∑
〈r,r′〉
α2,r′ − α1,r
2
+ U |α2,r|2α2,r , (17)
where r is short for the site indices j, k in the 2D array.
We then linearize the above equations around the array’s homogeneous maximally excited state α1,r = −α2,r =
√
n,
which has iα˙σ,r = νασ,r for
ν =
Un+ 1− J
2
. (18)
Since the background about which we linearize has discrete translation symmetry in the L × L torus, we assume a
discrete plane wave Ansatz
ασ,jk(t) = e
−iνt
(
(−1)σ
√
n
2
+ aσe
2pii
L (p1j+p2k)e−iωt + b∗σe
− 2piiL (p1j+p2k)e−iωt
)
(19)
for integers (discrete two-dimensional wave numbers) p = (p1, p2), linear excitation frequency ω(p), and infinitesimal
two-component amplitudes aσ, bσ. Writing u = Un as in the main text, this yields the time-independent Bogoliubov-
de Gennes (BdG) equations
ω

a1
a2
b1
b2
 =

u+ Jp − 2− ν 12 u2 0
1
2 u+ Jp − 2− ν 0u2−u2 0 −(u+ Jp − 2− ν) − 12
0 −u2 − 12 −(u+ Jp − 2− ν)


a1
a2
b1
b2
 (20)
where Jp = 2J [sin2(pip1/L) + sin2(pip2/L)].
The eigenfrequencies ω(p) of the four-by-four matrix have the two branches ±√Jp(Jp + u), which is always real,
and
ω = ±
√
(1− Jp)(1− u− Jp) (21)
which is imaginary, indicating dynamical instability, when 1 − u < Jp < 1. Since Jp can always be made smaller
by choosing smaller p, the requirement for ω to be real for all p is the requirement that the largest possible value
Jp is still smaller than 1 − u. The largest possible value of Jp occurs for maximum p1 = p2 = L, giving Jp → 4J .
Thus the onset of instability, which occurs at the shortest possible wavelengths in the array, is 4J > 1 − u, so that
the instability threshold is uc = 1 − 4J as stated in our main text. For the numerical evolutions shown in our main
text we have used J = 0.05, giving uc = 0.8.
We can confirm by numerical evolution of the array that the total dimer action M =
∑
rmr really does remain
adiabatically invariant as long as the average u < uc but ceases to be invariant for average u > uc. We do this by
taking the initial state in which all the dimers of the array are at maximum energy (α2r = −α1r =
√
n/2), then
adding a small random perturbation, and evolving over a long time. In Fig. S1a we have plotted the evolution of M
over time for two cases of average u, one just below uc and one just above it. The late-time value of M is then plotted
as a function of u in Fig. S1b. The total M is quite accurately conserved for u below critical uc, but for u just above
uc we see that M drops substantially. (It does not necessarily decay to zero; total energy remains conserved and the
single-dimer energy held in mr attains an equilibrium with the energy stored in long-wavelength sound waves in the
Bose-Hubbard array.) As explained above, the breakdown of adiabatic invariance of M is due to short-wavelength
instability in the array and so any small cluster of maximally excited dimers, such as tends to form if M is invariant,
will actually allow M to decrease if u > uc in the cluster.
FIG. S1. (a) Dynamics of total dimer action variable M for two representative values of u below and above the critical uc for
J = 0.05. The corresponding uc is 0.8 as marked by the vertical dotted line in (b), where the long time value M∞ is plotted
against u. M0 denotes the the total M at t = 0. (c-d) Final distribution of initially prepared maximally excited array of dimers
in the ε, n plane for J = 0.05. Below uc the nearly uniform state remains stable, as seen in (c), while above uc it evolves into
a dispersed ensemble of many different single-dimer configurations, scattered over the array.
