Without parametric assumptions, high-dimensional regression analysis is already complex. This is made even harder when data are subject to censoring. In this article, we seek ways of reducing the dimensionality of the regressor before applying nonparametric smoothing techniques. If the censoring time is independent of the lifetime, then the method of sliced inverse regression can be applied directly. Otherwise, modification is needed to adjust for the censoring bias. A key identity leading to the bias correction is derived and the root-n consistency of the modified estimate is established. Patterns of censoring can also be studied under a similar dimension reduction framework. Some simulation results and an application to a real data set are reported.
1. Introduction. Survival data are often subject to censoring. When this occurs, the incompleteness of the observed data may induce a substantial bias in the sample. Several approaches have been suggested to overcome the associated difficulties in regression, including the accelerated failure time model, censored linear regression, the Cox proportional hazard model and many others. Survival analysis becomes even more intricate when the dimension of the regressor increases. To apply any of the aforementioned methods, users are required to specify a functional form which relates the outcome variables to the input ones. However, in reality, knowledge needed for an appropriate model specification is often inadequate. As a matter of fact, the acquisition of such information may well turn out to be one of the primary goals of the study itself. Under such circumstances, it seems preferable to have exploratory tools that rely less on such model specification. This is the issue to be addressed in this article. The dimension reduction approach of Li Ž . 1991 will be extended to settings which allow for censoring in the data. We shall offer methods of finding low-dimensional projections of the data for visually examining the censoring pattern. We shall show how censored regression data can still be analyzed without assuming the functional form a priori.
Dimensionality sets a severe limitation even in the exploratory stage of data analysis. This is true even without the presence of censoring. For example, when the dimension is one or two, a two-dimensional or threedimensional scatterplot of the response variable against the regressor is helpful in obtaining general ideas about the shape of the regression function, the pattern of heterogeneity and other valuable structural information. However, as the dimension increases, the total number of two-dimensional or three dimensional scatterplots escalates quickly. Very soon this task could turn into an extremely laborious exercise. Without proper guidance, it may not be easy for us to put together a clear global picture about the data from various plots. How to bypass the curse of dimensionality has been an impor-Ž . tant issue; see, for example, Huber 1985 .
Li's framework for dimension reduction in regression begins with the following formulation:
Ž . Ž .
1 k
Ž .
The main feature of 1.1 is that g is completely unknown and so is the distribution of , which is independent of the p-dimensional regressor x.
Ž . When k is smaller than p, 1.1 imposes a dimension reduction structure by claiming that the dependence of Y on the p-dimensional x only comes from the k variates, ␤ X x, . . . , ␤ X x, but the functional form of the dependence 1 k structure is not specified. The k-dimensional space spanned by the k ␤ vectors Ž . is called the e.d.r. effective dimension reduction space and any vector in this space is referred to as an e.d.r. direction. The primary goal of Li's approach is to estimate the e.d.r. directions so that we can plot y against the e.d.r. variates for visually exploring the structure of the regression and for more effectively applying various low-dimensional regression techniques to the reduced space. The notion of e.d.r. space and its role in regression graphics Ž . Ž . are further explored in Cook 1994 and Cook and Weisberg 1994 . To incorporate censoring into the dimension reduction framework, let Y o s the true unobservable lifetime,
C s the censoring time,
We assume that
o from the distribution of Y, x, ␦ . The continuous random variables, Y , C, Ž . are not observed. Condition 1.3 is the usual independence assumption to Ž . ensure identifiability under the random censoring scheme. If 1.3 is violated, then one needs more information on the censoring mechanism to build an appropriate model. This is not considered in this paper. Ž . 1991 , Duan and Li 1991 , Hsing and Carroll 1992 , Schott 1994 , Ž . Zhu and Ng 1995 How does censoring affect SIR? This depends on the relationship between the censoring time C and the regressor x. Section 2 considers the independence case in which 1.4 C is independent of x and Y o .
We show that the general theory of SIR is applicable without modification and the directions found by SIR are still consistent. Thus for the independence case, censoring does not introduce bias to the SIR estimates. However, SIR will be affected by other censoring mechanisms that do not Ž . follow 1.4 . In Section 3, we introduce a general strategy to overcome this difficulty. The proposed approach is to introduce a suitable weight function for the censored observations for offsetting bias in estimating the slice means. The weight function can be estimated by nonparametric estimation techniques for conditional survival functions. For simplicity, the kernel method is used and we establish the root-n consistency for the modified SIR.
In Section 4, we bring out a dimension reduction setting for studying the Ž . pattern of censoring when the independent censoring condition 1.4 is violated. We argue for the importance of visualizing the heavy censoring region, a nontrivial task in the high-dimensional situation. Data analysts have to recognize this region because heavy censoring sets severe limitations in finding the structure of regression. The dimension reduction assumption on C Ž . is a natural counterpart of 1.2 , From the joint e.d.r. directions, we can recover the e.d.r. lifetime directions by further applying the modified SIR strategy of Section 3. This is illustrated in Section 5. The performance of the procedure is examined through two simulation studies. We apply our method to a data set about the study of Ž . primary biliary cirrhosis PBC at the Mayo Clinic. Section 6 concludes this article by summarizing our findings. Some questions are raised for further study.
( ) 2. SIR under the independence assumption 1.4 . Denote the uncen-
, Y s Y , the population version of SIR is based on the following eigenvalue decomposition:
Ž .
x
The justification for using the first k eigenvectors b with nonzero eigen- 
Since Lemma 2.1 applies to y , the following result is obtained. 
interval, we compute the partition slice mean x by averaging
where n is the number of cases falling into I . Then the covariance matrix
is formed. Finally we conduct the eigenvalue decompositionˆˆ⌺ o is unobservable. The promise comes from an identity derived in Section 3.1, which relates the conditional expectation of x in each slice to the observed time Y and the censored indicator. This leads to a modified slicing step by a suitable weighting scheme for offsetting the censoring bias in estimating the slice means. The consistency of this new procedure is discussed in Section 3.2.
, can be written as
Ž . where 1 и is the indicator function. The two numerator terms take the same Ž o . form, which involves the unobservable indicator 1 Y G t . They can be converted into terms with Y and ␦ via the identity,
where for tЈ -t,
3.4
Ž . 
Ž
. w и, и , и . Conditioning is the key to justify this term:
Here the next to the last equality is due to the conditional independence Ž . assumption 1.3 , which assures that conditional on x, the probability for the true survival time Y o to exceed t given C s tЈ and Y o G tЈ is equal to the Ž . conditional probability given by 3.3 .
By a similar argument, the denominator terms can be converted via the identity
Ž . The weight function 3.3 can be further expressed as
where
Y
Ž . Then 3.6 follows from the well-known relationship between survival functions and cumulated hazards; for a proof, see the Appendix. The term Ž . Ž . ⌳ tЈ, t N x is simply the integrated conditional hazard given x function over w x the interval tЈ, t .
Estimation.
To construct an estimate for m , we replace each expec-
Ž . tation term in 3.2 and 3.5 by the corresponding first sample moment,
Ž . where w и, и , и denotes an estimate of the weight function 3.3 to be discussed later.
Ž .
After estimating each slice mean by 3.7 , we can form the covariance matrix of the slice means in the usual way;
Finally, we may conduct the eigenvalue decomposition as before to find the SIR directionsˆˆoˆˆˆo Despite the slow rate of convergence in estimating conditional survival w Ž .x functions hence the weight 3.3 , it is still possible to establish the root n convergence for m . We only consider the kernel smoothing method here for h Ž . 
p each coordinate. We shall assume that h s o 1 and nh tends to infinity.
n n Ž . Further constraints will be imposed later. It is common for K и to take a
Our kernel estimate of 3.6 is defined by setting
A sketch proof of the following claim together with the regularity conditions needed is given in the Appendix. 
What we have presented so far in this section is a general strategy for offsetting the bias due to censoring. The theoretical result of Theorem 3.2, however, may not help much in practice. The problem is that kernel smoothing only works well in the low-dimensional case. Thus, before applying the kernel method in estimating the weight function, we may want to reduce the dimensionality first. This is to be discussed in the next two sections.
Dimension reduction model for censoring time.
Analyzing the censoring pattern is an important step in studying the censored data. It helps the recognition of the information-poor region in x, the region where censoring is heavy and the regression structure is thus harder to explore. Sometimes such an analysis may even become a primary part of the study. In some industrial applications, Y o may be the potential yield of a production process and censoring C may occur because of machine malfunctioning, for example. In addition to learning how various input variables x may affect the potential yield, quality control engineers may equally be interested in how they affect the censoring rate; they need such knowledge to prevent machine malfunctioning as much as possible.
Like its counterpart Y o , we now assume that the censoring time C also Ž . has a dimension reduction structure given by 1.5 . Again, the functional form of h and the distributional form of Ј are both unspecified. This model suggests only that the dimension of the regressor can be reduced from p to c. The relationship between the e.d.r. space for the censoring time and the e.d.r. space for the true lifetime is arbitrary. They can be either identical, partly overlapped, or disjoint. Linear combinations of their elements form a space which will be called the joint e.d.r. space. If Y o and C were used for slicing, then by the same argument used in deriving Lemma 2.1, it is easy to see that 
where p is the proportion of cases with ␦ s l falling into interval I . Then So far we have only located the joint e.d.r. directions. We shall show in the next section how to use the procedure in Section 3 to recover the e.d.r. lifetime directions. Likewise, we can also recover the e.d.r. directions for censoring time by exchanging the roles of censoring time and lifetime. Before we proceed, an example is given below to illustrate the double slicing procedure discussed in this section.
Ž . EXAMPLE 4.1. Take p s 6 and let x s x , . . . , x Ј be generated from the cases. Sixty-six observations in the data set are censored. Now apply double slicing with the number of slices equal to 5 and 10, respectively, for the censored and the uncensored groups. 
Ž . Ž . Ž . function, we can apply 3.7 ; 3.9 and then carry out the eigenvalue decom-Ž . position 3.10 to obtain estimates of e.d.r. lifetime directions.
We first report two simulation studies to illustrate how this strategy works. Then we apply our method to a data set concerning a study of primary Ž . biliary cirrhosis in the liver PBC . For comparison, we also carry out the SIR analysis on Y without weight adjustment as if the censoring were independent of x. The first direction Ž . y0.68, y0.69, y0.058, 0.07, 0.13, 0.08 Ј does have a substantial bias. Therefore the weight adjustment is crucial in this example.
We used the bivariate normal kernel function here and the bandwidth is set at 0.18. The sensitivity to the bandwidth choice seems mild. EXAMPLE 5.2. Important prognostic variables affecting the hazard rate may be different at different survival stages. In this example, we assume that the true survival time Y o follows an exponential distribution with the 
The censoring time C follows an exponential distribution with parameter equal to x 3 y1 . Ž . Again 300 independent observations of Y, ␦ are obtained. Among them, 98 cases are censored. The output of the double slicing procedure is given in Table 1 . The first three eigenvectors, which have relatively larger eigenvalues compared to the rest, are then used in estimating the weight function for finding the true e.d.r. lifetime directions. After the weight adjustment, the final output of SIR is given in Table 2 . Now we see that only the first two eigenvectors stand out and the important variables x and x can be Figure 3 shows the scatterplot of the first two SIR variates. Two outliers labeled as 104 and 276 are found from the Ž . three-dimensional plot not shown here of Y against the first two SIR variates. They are removed. We apply double slicing again to the remaining 306 cases. The SIR output essentially remains the same. This suggests that the dimension of the joint e.d.r. space is two.
We proceed to find the true e.d.r. lifetime directions. We take r s 2 and use the two SIR directions reported in Table 3 0.8792 log x y 3.0553 log x q 3.0157 log x . This variate turns out highly 3 4 6 X ô ' correlated with the first SIR variate b x; the correlation coefficient is 0.858 .
The correlation between Q and 1.3b x y 0.25b x is equal to 0.89 . Variable 1 2
x makes very little contribution to the first two SIR variates, with a squared 5 multiple correlation of only 0.11. This is consistent with Fleming and Harrington's finding that platelet count is not important. Finally, we estimate the censoring e.d.r. directions by reversing the roles of censoring time and the true lifetime. This amounts to replacing ␦ with 1 y ␦ throughout our estimation procedure. The output is given by Table 5 and Ž . Figure 5 . The assumption of independent censoring 1.4 is seen to be invalid for this data set. We further notice that the first censoring time direction is quite close to the first lifetime direction. The correlation coefficient between the first lifetime SIR variate and the first censoring SIR variate turns out to ' be 0.93 .
Some caution needs to be taken regarding the design condition. Of special Ž . concern is the second regressor presence of edema which is discrete and Ž . takes only three values 0, 0.5, 1 . Nevertheless, the corresponding regression coefficient from Table 4 is 0.90, which is quite close to the coefficient 0.7847 based on the Cox proportional hazard model. A further study would be to carry out another SIR analysis by focusing on the group with x s 0. The 2 other groups have only 29 and 19 cases and thus it is not feasible to carry out separate analyses for them. REMARK 5.1. In both of our simulation examples, we take p s 6. As the regressor dimension p gets larger, the problem certainly gets harder and one might expect the performance of our procedure to deteriorate as well. To study this effect, we vary p from 6 to 10, 15 and 20. The sample size is kept the same, n s 300. For each simulation run, we compute an R-squared term for evaluating how close to the true e.d.r. lifetime directions the estimated directions are. For the set-up of Example 5.1, which has only one true e.d.r. lifetime direction, the R-squared term is simply the squared correlation he square of the first two coefficients in b . The R-squared value for the o second modified SIR direction is defined similarly. A summary for 100 simulation runs is given in Table 7 . introduce a weight function in estimating the slice means. The estimation of the weight function requires nonparametric smoothing. There are two options. The first one is to apply the kernel smoothing method of Section 3. This Ž . is feasible only if the number of regressors is small e.g., p F 3 or if the sample size is substantially large. The other option, which seems more realistic, is the two-stage procedure of Section 5. We conduct a double slicing SIR first to reduce the dimension of x before applying kernel smoothing. This Ž . two-stage procedure relies on condition 1.5 , which assumes that the censoring variable also has a dimension reduction structure with respect to the regressor. This assumption appears reasonable and it offers the possibility of examining the censoring pattern visually.
The main feature that distinguishes our approach from most other methods in survival analysis is that it does not require the estimation of g at the dimension reduction stage of data analysis. Instead, after the dimension is reduced, the estimation of g can be pursued by applying any low-dimensional smoothing methods. Furthermore, our approach can be used to check if a popular survival model is appropriate by examining the eigenvalues and the low-dimensional plots generated by SIR. These plots provide valuable information about the general pattern of censoring, possible presence of outliers and the shape of the regression surface.
Imputation is a powerful way of dealing with the incomplete censored observation. We can impute the censored Y observation first and then apply Ž . the SIR method in Li 1991 directly to the imputed data. One possible Ž . imputation method is given in Fan and Gijbels 1994 . While their method is effective for one or two regressors, it is not appropriate in the higher-dimensional situation. A feasible alternative is first to apply the dimension reduction method as outlined in this article and then apply imputation to the reduced variables. This prospect merits further study.
The proof of root n consistency as outlined in the Appendix can perhaps be improved with less strenuous assumptions. While this requires further theoretical investigation, it should not affect the applicability of the procedure proposed here. ance is shown to have the order of n y1 .
Ž .
We have now completed the proof for the root n convergence for 3.8 . The Ž . proof for 3.9 is the same. Therefore, m is root n consistent, as claimed in h Lemma 3.1. I
