Abstract-The issue of bandwidth provisioning for Per Hop Behavior (PHB) aggregates in Differentiated Services (DiffServ) networks has received a lot of attention from researchers. However, most proposed methods need to determine the amount of bandwidth to provision at the time of connection admission. This assumes that traffic in admitted flows always conforms to predefined specifications, which would need some form of traffic shaping or admission control before reaching the ingress of the domain. This paper proposes an adaptive provisioning mechanism based on reinforcement-learning principles, which determines at regular intervals the amount of bandwidth to provision to each PHB aggregate. The mechanism adjusts to maximize the amount of revenue earned from a usage-based pricing model. The novel use of a continuous-space, gradient-based learning algorithm, enables the mechanism to require neither accurate traffic specifications nor rigid admission control. Using ns-2 simulations, we demonstrate using Weighted Fair Queuing, how our mechanism can be implemented in a DiffServ network. given a different treatment, in terms of network resources assigned, as described by the PHB for that class. There are two PHB groups described for DiffServ; Expedited Forwarding (EF) [3] and Assured Forwarding (AF) [4] .
video conferencing. This provides room for more flexible QoS mechanisms to be implemented. Bandwidth provisioning is a QoS mechanism that can benefit from this.
Bandwidth provisioning in DiffServ networks involves the determination of the amount of bandwidth to allocate for each PHB aggregate across each network link. This is usually done at the router's outgoing ports through packet scheduling. By provisioning bandwidth, each PHB aggregate shares the bandwidth in a certain proportion as they contend for the use of a network link to transmit data packets from one node to another. By allocating different proportions of bandwidth, the service levels of each PHB can be differentiated.
Unfortunately, the proportion of bandwidth to provision is a complex decision due to the interaction of a variety of factors, such as the traffic mix, the level of QoS required and other QoS mechanisms inter-working in the network. For this reason, bandwidth provisioning needs to be adaptive.
Most current implementations adjust provisioning each time new requests are made. This has problems of scalability. Through complex admission control mechanisms, the requests may be accepted or rejected. For the accepted flows, the bandwidth to provision is computed. To accomplish these, the traffic is usually assumed to follow a specified characteristic that is known a priori. This is inflexible and often not possible as usage is unpredictable.
Most of the time, after admission control, the provisioning is left static regardless of the traffic dynamics. Some methods proposed are adaptive to the extent of alleviating congestion in the network when detected. Congestion control however does not directly take into consideration feedback of the extent to which QoS is being breeched.
The effectiveness of a bandwidth provisioning scheme, just like any other QoS mechanism, is determined by its ability to ensure QoS levels contracted in SLAs are not breeched. At the same time, a network operator desires to maximize its revenue by maximizing the utilization of the network. These two objectives may run contrary to each other, and thus a trade-off has to be made. Intelligent bandwidth provisioning should be able to adapt and strike a fine balance, keeping both the users and network providers satisfied.
In this paper, we propose the novel use of a continuous-space, gradient-based reinforcement learning method that makes use of a usage-based pricing approach as a means to adjust PHB aggregate bandwidth provisioning to maximize revenue earned. To maximize revenue, our proposed intelligent scheme adaptively finds a policy that strikes a balance between increasing utilization and minimizing QoS penalties.
The original contributions of the proposed scheme presented in this paper are 1. the novel use of continuous-space, gradient-based reinforcement learning to control router bandwidth provisioning in DiffServ networks, thereby enabling a proactive policy to be learned that achieves long-term maximization, rather than short-term gain, as commonly seen in other reactive control-theoretic approaches;
2. the construction of a usage-based pricing plan, which has a variable QoS penalty refund component, that could possibly bring down costs for users as well as increase revenue for network providers; 3. the use of the usage-based pricing plan coupled with an SLA as a feedback to the learning agent, allowing for adaptation to both QoS targets as well as fluctuation in pricing; 3 The organization of this paper is as follows. In the next section, we describe the challenge of bandwidth provisioning in DiffServ networks and survey some existing methods that have been proposed to solve the problem. In Section III, we describe the theory behind a continuous-space, gradient-based reinforcement learning method that is part of a class of REINFORCE algorithms presented by Williams [8] . In Section IV, we describe our scheme called Reinforcement Learning-based Adaptive Provisioning (RLAP), that implements REINFORCE Gaussian units. RLAP dynamically changes the bandwidth provisioning in routers throughout the DiffServ network. From the authors' knowledge, this is the first such attempt at using continuous-space reinforcement learning in network resource management. We then demonstrate the use of RLAP through the setup of ns-2 [9] simulations in Section V. The results of multiple simulations are presented for discussion in Section VI. Finally, we discuss several additional issues related to the implementation of RLAP in actual networks in Section VII and conclude in Section VIII.
II. BANDWIDTH PROVISIONING IN DIFFSERV NETWORKS

A. Background
In the DiffServ framework, the amount of bandwidth to provision for each PHB aggregate is determined by the service level requirements as stated in the SLS. Often the amount of bandwidth to provision is proportional to the strictness of the requirements, i.e., the lower the delay bound and the higher the throughput bound, the more bandwidth needs to be provisioned. The EF PHB is thus given more bandwidth than is needed (over-provisioned)
as it has the strictest of requirements. The AF PHB is on the other hand only slightly over-provisioned as it has more elastic requirements. BE traffic usually gets served with the remaining capacity. Although this is a widelyused method, it requires complex analysis that needs to be based on a variety of factors, such as traffic characteristics, QoS requirements and QoS mechanisms in the network, in order to determine the exact level of provisioning.
To provision bandwidth, it is common to use weighted fair bandwidth allocation, in the form of Weighted fair queuing (WFQ) [10] , as it has much better bandwidth utilization under varying traffic conditions as compared to strict bandwidth partitioning. The amount of bandwidth provisioned by WFQ across a link for a particular flow i follows the equation
where i ψ is the weight given to flow i , n is the number of flows utilizing the link and R is the link rate. In our paper, we make use of WFQ as a means of provisioning bandwidth by treating each PHB aggregate as an aggregated flow. As our scheme focuses on adaptive bandwidth provisioning, the scheme may also be suitably applied to other variants of WFQ [11, 12] .
B. Related Works
The many methods proposed for dynamic bandwidth provisioning using WFQ vary by their traffic condition indicators, their objectives and their frequencies of update. A scheme called dynamic WFQ [13] adjusts weights based on the moving-averaged arrival rate to achieve a required delay differentiation, while another scheme called AWFQ [14] adjusts weights based on the queue length each time a new flow arrives and achieves better QoS performance than conventional WFQ. In reference [15] , a scheme is described that constantly adjusts weights after each packet is served by using measured delay to alter the weights. This scheme requires tedious per packet update, and has the objective of maximizing bandwidth while achieving as low a delay as possible. All the above schemes however do not consider meeting specific QoS requirements.
More for DiffServ networks with WFQ implementation, [16] and [18] describe schemes that adaptively adjust WFQ weights on-the-fly according to changing traffic patterns, and are more in line with what we are trying to achieve. In reference [16] , the authors propose a scheme for DiffServ networks that is based on a similar principle to Random Early Detection [17] . The average queue length is used to determine and adjust the weights periodically. By adjusting thresholds, the scheme is capable of adapting whenever the thresholds are exceeded. In reference [18] , the authors propose a scheme that adjusts weights based on target traffic intensity as a target control value and measured traffic intensity as the feedback signal. The weights are adjusted whenever there is an overloaded or underloaded traffic condition. The delay requirement is met by limiting the queue length and the loss requirement is met by setting the target traffic intensity as a function of the loss requirement. For both schemes, the weight adjustment is based on control-feedback principle, which is at best a reactive mechanism.
Hence, if the convergence time is longer than the traffic fluctuation cycles, the mechanism may not be able to reach steady state each time. Differently, our scheme tries to solve the bandwidth provisioning optimal control problem by using reinforcement learning. The method inherently has the capability to learn a policy that achieves long-term maximization, rather than short-term gain. In the next section, we describe how we use reinforcement learning in our RLAP scheme.
III. CONTINUOUS SPACE REINFORCEMENT LEARNING
Reinforcement learning (RL) [19] is a machine learning theory that derives its roots from control principles. In RL, a learning agent has to formulate a policy, which determines the appropriate action to take in each state in order to maximize the expected cumulative reward over time. The reward is derived from how favorable the outcome is of the action taken by the agent in a particular state. In its original form, RL has been effectively used to solve problems with a discrete number of states and actions [20] . So far, only discrete-action-space RL methods have been applied to the area of communication networks [21] [22] [23] [24] [25] [26] . However, most real-world problems (like the bandwidth provisioning problem) have a continuous state and action space (by this we mean that the state or action can take on real values in a range). As part of the REINFORCE algorithm [8] framework, Williams described a way to solve such problems using Gaussian units.
At each time step n , the Gaussian unit outputs real-valued actions through a Gaussian distribution function based on a mean n µ and a variance n σ , which are adjusted based on the evaluation of previous outcomes according to the following equations:
where n r is the reward derived from the previous action n y output from the Gaussian unit, n rˆ is the cumulative baseline reward, and µ α and σ α are appropriate adaptive rate constants for µ and σ . The cumulative baseline reward is maintained using an exponential averaging scheme:
. n rˆ effectively provides a basis of evaluation for each new outcome caused by the previous action.
The idea behind the algorithm is to add a perturbation (the difference between the output value n y and the mean n µ ), and observe whether this perturbation has caused the unit to receive an evaluation signal that is more than the expected evaluation. If so, it would be desirable for the unit to produce an output closer to the current output. The mean output value should therefore move in the direction of the perturbation. If the evaluation received is less than expected, then the opposite should happen, i.e., the unit should adjust its mean in the opposite direction. This is effectively what equation (2) does. Using equation (3), the amount of exploration n σ of the Gaussian unit is controlled by narrowing the search if an improvement is found near the current mean or when it is penalized for an exploration far from the current mean, and vice versa. The exploration would continue till the point when the optimal is reached and σ becomes zero. The algorithm converges to the optimal value via a combination of a gradient-following strategy and exploration control. By using reward feedback, the algorithm is able to maximize long-term reward through reward-optimized control. 
A. Motivation
The motivation behind the proposed Reinforcement Learning-based Adaptive Provisioning (RLAP) scheme is that SLAs tied to a usage-based pricing plan can be used as a feedback mechanism to determine a policy, which adaptively adjusts PHB aggregate bandwidth provisioning to achieve long-term revenue maximization. Often, SLAs are drawn, based on a pricing plan, between providers and users independent of the current network configuration. Network providers would then have to provision their networks (via router configuration) based on these SLAs. However, up till now, network configuration is still an open problem.
To this end, we propose to use RL, which is able to maximize a long-term objective reward function, to solve the bandwidth provisioning problem. The reward function is constructed to be the amount of net revenue earned based on the SLA and pricing plan contracted. The RL agent adaptively adjusts the bandwidth provisioning at a regular interval based on the feedback of how much revenue was generated in the last interval. Since the provisioning based on current traffic conditions affects the QoS experienced and the revenue earned, the actionreward forms a closed-loop as illustrated in Figure 1 .
There are good reasons for using RL in our scheme. Firstly, RL does not require the complex analysis of the underlying system to determine the correct actions to take. It only takes into account how well the system is performing relative to the state and the action taken. Secondly, RL makes use of simple statistical hill-climbing updates to converge to a policy over time through experience, requiring little computational resources. The policy learned may at times be superior to analytically-determined policies. Thirdly, RL systematically assigns credit to a multi-agent system, as is our case, where there are many routers involved.
We foresee that RLAP can be used in the following scenarios to improve provisioning:
1. Changing traffic conditions -due to changing traffic intensities of EF and AF traffic, EF and AF weights need to be adjusted accordingly. Under-provisioning may lead to high delays and low throughput. On the other hand, over-provisioning may not be necessary when traffic intensity is low.
2. Different pricing plans -by changing the reward function, weights can be changed in favor of the traffic that generates more revenue. If penalties are not severe, weights can be lowered to take advantage of revenue from other traffic, allowing the occasional penalties.
3. Strictness of SLS -depending on the delay and throughput bounds and the level of congestion in the network, weights can be changed to reflect how critical these bounds are. The lower the bound and the higher the traffic intensity, the greater should be the weight.
Our choice of a continuous-space Gaussian unit for bandwidth provisioning becomes apparent when we consider that the WFQ weight settings that the router has to control to adjust provisioning are continuous
parameters. An additional advantage is that Gaussian units implemented for each router only require a minimal amount of memory space to store the µ and σ values, unlike its discrete-space RL counterparts, which often require large memory spaces to store look-up tables [27] .
B. RLAP Framework
To describe how RLAP can be implemented in a DiffServ network, a one-domain topology in Figure 2 is used in this paper as an example, and is made as simple as possible without loss of generality. BB is used as the centralized collection and decision-making point. The framework we use is similar to that used in [28] , putting RLAP in place instead for determining bandwidth provisioning. RL agents can either be placed in each router, or housed in the bandwidth broker with separate logical agents for each router. We chose the latter, to be in line with the framework. This design also requires almost no modification to existing routers to implement RLAP based on the framework. At regular intervals, 
C. REINFORCE for RLAP
In implementing REINFORCE Gaussian units in the RLAP scheme, we have set the output y of the Gaussian unit (henceforth referred simply to as an RL agent in this paper) to be the WFQ weight settings that adjust provisioning. The time step n is set to be the The selection of values for constants µ α , σ α and γ , will be discussed later in Section VII as part of our discussion on implementation issues of RLAP.
D. Reward Function
To determine the feedback reward r , we propose a 3-tier pricing plan as the evaluation function. Users are charged based on the amount of traffic carried on the network. As such, users pay only for what they use. A different price is charged for each PHB of traffic and a penalty is imposed for each SLS not met and for each packet loss. EF traffic has a penalty for delay and AF traffic has both delay and throughput penalties. The rationale behind the use of such a usage-based pricing plan is that users often do not know their traffic specifications a priori, or do not want to be committed to them.
Charging them based on usage, may offer a better alternative [29] than the commonly-used leased-line approach that charges based on the bandwidth specified for a certain period of time, regardless of the actual utilization of the bandwidth. Coupled with the usage-based pricing, the provider refunds QoS penalties based on the amount of traffic that breeched the service level, instead of strictly guaranteeing a service level for all traffic and paying a fixed penalty. This penalty-based approach acts as a disincentive for providers to breech the service level contracted, whilst leaving leeway for occasional lapses, which the end-user may not mind as long as he is adequately compensated; for example, at a rate of more than double the charge of transmission. This pricing plan is attractive to both providers and users as it encourages increased network utilization, leading to higher revenues, as well as greater savings, due to users being able to pay for only what they use.
The reward evaluation function we propose to use computes the reward i r for RL agent i RL in the following way: 
V. NS-2 IMPLEMENTATION
A. NS-2 Setup
Using ns-2 [8] DiffServ extensions, the topology in Figure 2 was set up to compare RLAP with static provisioning. We show that RLAP is able to improve even over commonly used over-provisioning methods (this requires the assumption that users are able to describe their usage, which is not always possible). Droptail queues were used for each class instead of the usual RIO (RED with In and Out packets) buffer management to separate the effects of RLAP from RIO. The buffer length for AF and BE traffic were set to 100, while the buffer length for EF traffic was set to 2 for the static provisioning case (as is the common practice to keep end-to-end delay low) and 10 for our scheme. We show that RLAP is able to accommodate more packets in the buffer, and yet not hamper end-to-end delay by much.
B. Traffic Characteristics
In our simulations, traffic from all 3 PHB aggregates were generated on all links in the DiffServ domain. The links were made to carry close to full capacity most of the time. Sources 0 S to 3 S have similar characteristics to sources 4 S to 7 S respectively. The characteristics of sources 0 S to 3 S are given in that order in Table I . respectively. The average amount of generated traffic towards each ingress router for EF and AF are 500 kbps and 1 Mbps respectively. BE traffic utilizes the remaining amount of capacity; about 1.5 Mbps.
C. Experimental Details
In the static provisioning case, we set up the WFQ weights to be static throughout each experiment lasting 20,000s. For the RLAP case, we set up the experiment to initially begin with the same weights as in the static case. We also set 0 µ to be equal to the static setting. The RLAP scheme then kicks in after 1,500s, adjusting the WFQ weights in the routers adaptively and improving the policy in the RL agents through time. All simulations involving RLAP were run with 5 different random seeds. The mean and range is plotted wherever possible. For both cases, we measure performance only after an initial period of 5,000s for an additional 15,000s. The timestep interval T chosen is 500s. The choice of µ α , σ α and γ used are 0.00005, 0.00001 and 0.2 respectively.
The effect of the choice of these parameter values will be discussed in Section VII. Table II shows the pricing plan used. The charge for EF and AF traffic is 10 and 4 times the charge for BE traffic respectively. The penalties for packet losses and delayed EF traffic are double the charge. The penalties for AF traffic not meeting the delay or the throughput bound is equal to its charge, such that if AF traffic does not meet both requirements, it will be penalized double its charge. The delay requirements for EF and AF are 15 ms and 35 ms respectively, and the throughput requirement for AF is 200 kbps. 
VI. SIMULATION RESULTS
A. Comparison under Different Initial Provisioning
In our first experiment, we compare how RLAP improves over various initial WFQ weight settings. Since RLAP only kicks in after 1,500s, the weights remain static for the initial period. After which, RLAP adjusts the weights from these initial values. We benchmarked RLAP against static provisioning, which maintains the WFQ weights throughout the experiment. For static provisioning, the different WFQ weight settings mean different provisioning strategies. Three strategies were tested. The under-provisioning strategy provisioned EF at the expected average traffic rate, i.e., 0.5 Mbps of bandwidth. The 50% over-provisioning strategy allocated 50% above the average EF traffic rate, i.e., 0.75 Mbps of bandwidth. The most commonly-used strategy, the overprovisioning strategy, which allocates EF with more than sufficient bandwidth to handle bursts, provisions EF traffic at twice the bandwidth. For all 3 strategies, AF traffic was provisioned at the expected average AF traffic rate, i.e. 1.0 Mbps, while BE was allocated the remaining of the capacity. It is to be noted that static provisioning settings can only be determined when the average or peak rate information is accurately available a priori. On the other hand, RLAP requires only an estimate as an initial point. For our experiment, the average rate of the traffic generated by simulation is assumed to be known in order to have a comparison. The initial weight settings are given in Table III . Figures 3 and 4 show the average throughput comparisons and figures 5 and 6 show the average delay comparisons across flows in each PHB for the various strategies. It can be seen that RLAP is able to find a policy that improves QoS for AF traffic and maintains QoS for EF traffic at the expense of QoS for BE traffic. This is despite having increased throughput for EF and AF traffic. We also observe that RLAP is able to adjust to this policy regardless of the initial weight settings. For the case of static provisioning, we see that as the initial level of EF provisioning increases, the average throughput and delay of each PHB aggregate changes. This shows the level of bias given to provisioning EF. The performance for RLAP however, is almost consistent. This clearly demonstrates the ability of the algorithm to find an optimum strategy regardless of the initial values used. Figure 7 shows a chart of the improvement in revenue that RLAP makes over static provisioning. This is a key feature of RLAP; the ability to adapt provisioning based on a pricing plan and QoS requirements, such that longterm revenue is maximized. The slight difference in levels of revenue for the RLAP case shows that though RLAP improves over static provisioning, the convergence to the optimal policy is slightly slower for the average and 50% over-provisioning cases. As with all adaptive algorithms, this is due to the need to converge from an initial point further away from the optimal point. Nonetheless, convergence is still achieved. 
B. Comparison under Changing Traffic Conditions
In the second experiment, we set out to compare how RLAP improves over static provisioning over varying traffic conditions. EF traffic from 0 S and 4 S was halved after 10,000s and 15,000s respectively to cause the change. We used the peak-rate over-provisioning strategy for this experiment and the rest that follow since it is the common practice. Tables IV and V summarize the results obtained and figure 8 shows the gain in revenue of RLAP over static provisioning across time. We see that RLAP always performs better than the static provisioning case and that it is able to adapt well to the changes in traffic pattern at time 10,000s and 15,000s, evidenced by a drop followed by an increasing trend in gain in revenue. Increase in gain is observed despite more favorable conditions for the static provisioning (since there is relatively lighter priority traffic). We also see that the QoS performance is similarly good, as in the previous experiment. By plotting out all 5 runs in figure 8 , we see a trend that regardless of the random seed used, the algorithm would still converge. During the initial period, there is high fluctuation due to learning and exploration. But after 10,000s, all 5 runs converge. This trend is seen in other experiments as well. 
C. Comparison under Different QoS Requirements
In our third experiment, we seek to demonstrate how RLAP performs when QoS requirements are changed. To alter the QoS requirements, we reduced the EF delay bound to 12ms in one case and the AF delay bound to 30ms
in the other case to represent stricter EF and AF requirements respectively. We see that RLAP learns a policy that improves the performance of AF QoS as AF QoS requirements becomes stricter. We recall that AF is provisioned at the average rate initially. This is clearly not sufficient in this case, and under-provisioned AF traffic gets penalized heavily. As such, the effect of QoS requirements must be taken into account. It is also noted that in the case of stricter EF QoS requirements, RLAP does not see the need to improve the performance of EF QoS, due to the already good QoS performance. This means that not all adjustments to
QoS requirements need to be taken into account equally. RLAP demonstrates here its capability to act accordingly. Figure 11 shows the consequent improvements in revenue earned as a result of RLAP.
D. Comparison under Different Pricing Plans
In the final experiment, we seek to confirm that RLAP performs according to the pricing plan used; unlike most provisioning schemes proposed that do not consider this. To vary the pricing plan, we doubled EF revenue and penalties for one case and doubled AF revenue and penalties in the other case. Figure 12 shows the improvement in revenue made between static provisioning and RLAP.
We see that RLAP makes more significant improvements in net revenue earned than static provisioning when the pricing of EF and AF traffic carried is doubled. This shows clearly that RLAP adjusts weights according to the pricing plan as well. A larger gain in profits will encourage the RLAP scheme to increase provision of that component which is causing the good result. Figures 13 and 14 show the percentage gain in revenue across time of RLAP in comparison to static provisioning. We see that RLAP initially requires a learning phase where at times it fairs worse than the static provisioning. However, after about 10,000s, RLAP begins to make significant improvements. In both figures, we see that there is a convergence. The fluctuations observed towards the latter part of the simulation are not due to non-convergence, as confirmed by decreasing σ values. Rather, they are due to fluctuating traffic conditions.
From all the results of the above experiments, one might be tempted to think that if we set out to provision EF and AF traffic at higher rates initially and left them static, we could achieve the same results as RLAP.
Unfortunately, we could not have known how much to provision a priori, and if traffic conditions were to change or pricing plans and QoS requirements altered, we would not be able to determine the corresponding provisioning without complex analysis, which may require certain assumptions. This is where RLAP provides a simple solution that is able to learn and adapt without supervision or expert analysis.
VII.DISCUSSION ON IMPLEMENTATION ISSUES
In any proposal that implements RL agents, convergence is always an important issue. In continuous RL methods, the assumption that the reward function has no discontinuity in the practical range and also be monotonic towards the global optimum must hold [27] . If not, such algorithms may be stuck in a local maximum.
In our case, the pricing plan must have a monotonically increasing form, which is usually the case.
A related issue is the rate of convergence. In RLAP, this is controlled by the constants µ α , σ α and γ . By adjusting their values, a trade-off is made between the rate of convergence and the fluctuation in action values.
Another parameter to consider is time interval T . It should be set up to balance the trade-off between the adaptability of the scheme and the frequency of disruption caused by network re-configurations. We prefer a larger interval as it causes less disruption to the network and also allows RLAP to be less susceptible to traffic irregularities, due to the averaging of traffic and reward/penalty measurements over longer periods.
VIII. CONCLUSION
In this paper, a Reinforcement Learning-based Adaptive Provisioning (RLAP) scheme has been proposed, together with detailed design and implementation. A continuous reinforcement learning method has been chosen to solve the resource management problem of bandwidth provisioning, due to its ability to learn a policy that matches states to optimal actions. The novel use of a usage-based pricing policy coupled with a service-level agreement (SLA) as a means of feedback to the RL agent, enables RLAP to maximize long-term revenue. We have shown through simulations that RLAP is able to adapt well to changing traffic conditions, as well as various pricing plans and QoS specifications.
Being the pioneers to use a continuous RL method in network resource management, it is our intention for RLAP to become a model for future works in this area. In our future work, we plan to use RLAP in a multidomain network. We are also in the midst of using continuous RL methods to optimally configure other network parameters.
